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Preface

The Second International Conference on Software Business (ICSOB 2011) was
organized in Brussels, Belgium: the heart of Europe and administrative center
of the European Union. The conference theme “Managing Software Innovation
for Tomorrow’s Business” reflects the specific challenges in the research domain
of software business. Although the software business shares common features
with other international knowledge-intensive businesses, it carries many inherent
features making it a challenging domain for research. The goal of the ICSOB
conference series is to bring together researchers with a specific focus on this
domain.

We received 27 scientific paper submissions in various categories. Each sub-
mission was reviewed by at least three members from the Program Committee.
During the Program Committee meeting, held in Utrecht, The Netherlands, 12
participants from various countries discussed the papers and their reviews. The
committee decided to accept 14 papers, yielding an overall acceptance rate of
48%.

We scheduled three days with scientific paper sessions. These sessions were
complemented with an Industry Track, containing best-practice presentations
and discussions with practitioners from the software industry. Furthermore, each
day started with an excellent keynote speaker to challenge us with new perspec-
tives. The conference was preceded by two workshops: one focusing on software
Ecosystems (IWSECO 2011) and the other one on leveraging empirical research
results for software business success (EPIC 2011).

ICSOB 2011 was created by the hard work of the different committees and
chairs. As the Program Chairs for ICSOB 2011, we thank all members of these
committees and chairs for their dedication and effort and our corporate sponsors
for their support. A special thanks goes to the members of the Program Com-
mittee for their careful and timely reviews, in particular those who attended the
Program Committee meeting in Utrecht, physically or virtually, and those who
volunteered as shepherds to help improve promising papers.

April 2011 Björn Regnell
Inge van de Weerd



Organization

Chairs and Committees

Program Chairs

Björn Regnell Lund University, Sweden
Inge van de Weerd Utrecht University, The Netherlands

Local Organizing Chair

Olga De Troyer Vrije Universiteit Brussel, Belgium

Industry Track Chair

Sjaak Brinkkemper Utrecht University, The Netherlands

Review and Publication Chair

Kevin Vlaanderen Utrecht University, The Netherlands

Publicity Chair

Eetu Luoma University of Jyväskylä, Finland
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Keynote: Engineering Challenges of  
New Business Models in Software 

Anthony Finkelstein 

Computer Science, University College London 
London, UK 

 
The software engineering research agenda has largely emerged from experience of 
software development in the context of established software business models. Thus, 
principally bespoke software development or more rarely 'product' software develop-
ment - unitary software delivered under a product licensing agreement to a market. 
The reshaping of the software business through the introduction of new ways of 'de-
livering' software with associated business models must necessarily lead us to recon-
sider the software engineering agenda. Thus applications offered 'as a service', 'apps' 
with associated 'channels', 'appliances', fine-grain software services and so on each 
have associated with them unique engineering challenges which need to be addressed.  

In this talk I will examine the prospects of each of these approaches, review the as-
sociated challenges and set them in the context of broader research directions for 
software engineering. I will suggest that not only will the content of software engi-
neering research need to change but that the way in which software engineering re-
search is conducted will need to change also. I will introduce the idea, drawn from 
biomedicine of the 'translational pipeline' and explain how such a pipeline can be 
implemented. I will describe particular experience with the development of an 'appli-
cation as a service' offering and highlight some contrasts between that experience and 
that of developing software within a more conventional product business model. 
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How to Sell SaaS:  
A Model for Main Factors of Marketing and Selling 

Software-as-a-Service 

Pasi Tyrväinen and Joona Selin  

Department of Computer Science and Information Systems 
Agora, P.O. Box 35 

FIN-40014 University of Jyväskylä, Finland 
{pasi.tyrvainen,joona.v.selin}@jyu.fi  

Abstract. Software-as-a-Service providers have been growing fast while the 
contemporary research literature has neglected analysis of their business-critical 
marketing and sales processes. In this paper we collect the key factors 
characterizing how to market and sell SaaS to business customers into an eight 
dimensional model. We also use an explorative multi-case study to observe six 
SaaS providers and validate the model. The interviewed providers emphasized 
use of the Internet for marketing communication while personal direct sale was 
the dominating sales approach. Customer acquisition cost was the key 
performance indicator for marketing and sales while customer lifetime value 
and churn were the KPIs in customer relationship management. 

Keywords: Sales and marketing models, business models, software business, 
Software-as-a-Service, SaaS, key performance indicators, KPI. 

1   Introduction 

Youseff, Butrico and Da Silva [1] defined Cloud computing as services used on  
demand through networks. They divide cloud services into five layers: cloud 
applications, cloud software environment, cloud infrastructure, software kernel and  
firmware/hardware. The most commonly known form of cloud applications is 
Software-as-a-Service (SaaS), where an application is used cross the network without 
installing it into the user device [2]. According to Gartner [3], the SaaS market will 
grow annually 17.7% till year 2013. For software firms this will mean new business 
opportunities as well challenges in adapting to the new business environment. 

A transition from a packaged software business provider to a SaaS provider following 
the best practices of the SaaS model will set new challenges to strategic management, but 
also to marketing and sales. So far the research literature has not addressed this problem 
while practitioners have published a volume of related material in the Web. Kaplan [4] 
and Mallya [5] have focused on the differences between marketing and selling traditional 
software and SaaS. An alternative approach emphasizes providing a solution to the 
customer rather than selling SaaS as such [6]. Domergue [7] focuses on providing value 
to the customer when selling SaaS. In general, some of the previous studies emphasize 
ease of selling SaaS [8] while others speak about difficulty [9]. 
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Our purpose is to initiate academic research on marketing and selling SaaS by 
presenting a model of the key factors for marketing and selling SaaS and related key 
performance indicators (KPI). In this paper we describe, how software products can 
be marketed and sold as services in business-to-business (B2B) markets according to 
the SaaS model. Later research can focus on the individual factors as well as to study 
the relationships between the factors. In section 2 of this paper we summarize shortly 
a literature review of the related background theories on marketing, software business 
and SaaS. In section 3 we construct the model for the main factors determining how a 
firm markets and sells a SaaS offering based on the literature. Empirical research in 
section 4 is used for exploring the field and for validating the model in a multi-case 
study of six companies selling SaaS. In the end, we present a revised mode adopting 
the changes implied by the empirical observations. 

2   Marketing and Sales in Software Business 

Kotler and Keller [10] define marketing as a function and process of the organization, 
which creates, communicates and delivers value to customers and maintains customer 
relationships by means profitable to the firm and interest groups. One of the functions 
included is selling aiming at completing the sales case [11]. At the same time, 
marketing tries to make sales unnecessary by providing self-selling products, which 
the customers are willing to buy [10]. 

The two main approaches to marketing are transactional marketing and relationship 
marketing. From the transactional marketing viewpoint the firm can compete with four 
Ps, product, price, place, and promotion [12]. According to the relationship marketing 
approach, marketing is an interactive process, which builds, maintains and develops 
relationships, which comply with the goals of the participants [13]. Kotler and Keller 
[10] present a holistic view, which integrates the transactional view under the tile 
integrated marketing with the relationship view, and in addition, internal marketing and 
performance marketing. The integrated marketing addresses questions related to 
products and services, delivery channels as well as communication. Relationship 
marketing includes customers, partners and delivery channel related questions. Internal 
marketing focuses on firm internal marketing between the marketing department, other 
department and top management. Performance marketing focuses on revenue, brand 
value and ethical and legal operating environment. In this study we focus on questions 
related to integrated marketing which will match the expected low transaction costs of 
SaaS offerings as well as relationship marketing. 

Customers have traditionally been divided into consumers and businesses, out of 
which we focus only on businesses in this study. Each firm can create applicable 
means to divide target customers into market segments sharing similar needs [11]. 
Criteria used can include demographic factors, such as vertical industry [14], firm size 
and location. Also technologies and practices used, purchasing practices and firm-
specific characteristics can be used for segmenting [10] as well as customer lifetime 
value [15]. Following Berger and Nasr [16] we define customer lifetime value as the 
surplus of long-term income from customer reduced by customer relationship 
maintenance costs. This can be used for identifying profitable relationships but also 
for evaluating potential future customer base [17].  
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Software business includes segments with rather different characteristics with 
respect to marketing and sales. Embedded software is usually developed for a single 
company either as professional services or in-house. IT firms providing professional 
services implement bespoken systems as well as deploy and tailor enterprise systems 
for the customer. In professional service business trust is important as the software to 
be delivered does not yet exist [18]. The number of customers is small while 
transaction costs and the revenue per customer are high [19], which require investing 
on customer relationship management [18]. Instead, standardized and packaged 
software products with relatively low prices are examples of offerings of Internet-
generation firms with strong brand marketing and marketing alliances [18]. The 
customer-base is large and the users are distant to the vendors [19]. For these software 
product firms the marketing costs are a major share of the budget [20]. 

The relevant marketing means for software service business include relationship 
management, seminars, fairs and other form related to personal communication, 
software product business relies more on advertising and direct sales while both use 
Internet as a marketing channel [19]. Personal selling, representatives and value-
added-resellers (VAR) are typical sales channels for software service business. A 
network of software service firms can also co-produce a service offering for 
customers in process of value co-creation following the service-dominant logic. 
Instead, software product businesses use more wholesale and resale organizations as 
well as Internet as a sales channel [19]. In the international markets software service 
firms cooperating closely with customers tend to use representatives in the market, 
whereas firms developing semi-standardized enterprise solutions prefer sales 
subsidiaries of their own and firms offering mass-market products to consumers tend 
to choose cooperative entry modes where local organizations possess deep knowledge 
about the target market [21]. 

Software-as-a-Service (SaaS) can be characterized as a standard software product 
operated by the SaaS provider, delivered using standard Internet protocols and 
consumed as on-demand services by the customers, typically using Web browsers as 
the user interface. For the purposes of the empirical study we combined the following 
criteria for compliance with the SaaS model from multiple sources (including [1] [2] 
[22] [23]): 

1. Software is used with a Web browser or other thin client making use of  
standard internet protocol. 

2. A standardized software product is provided with no customization. 
3. There is no need to install software to the customer site. 
4. Deployment requires no major integration or installation. 
5. Customers pay for use of the software rather than licenses. 
6. The same multitenant installation is provided for several customers.  

From the user viewpoint low entry cost and pay-as-you-go pricing make adoption and 
use of SaaS attractive. From customer’s perspective SaaS can be seen as outsourcing 
IT back-end management activities to the provider. From SaaS vendor viewpoint 
SaaS can be viewed as a software delivery and deployment model. It can also be seen 
as a business model sharing characteristics with software product business with high 
number of customers and low transaction costs. From this perspective the multitenant 
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software can be seen as a cost-efficient model to provide services to new, underserved 
market segments, such as small enterprises [22]. SaaS shares also some characteristics 
of software services business with a need to avoid churn and invest on customer  
relationship management to retain customers. 

3   Marketing and Sales Model for SaaS 

Based on the literature it seems that providing SaaS services is technically cost 
efficient, but controlling the marketing and sales costs will be a major challenge for 
profitability of SaaS providers. The main factors of marketing and selling SaaS 
collected from the literature have been collected to the model presented in Figure 1. 
The model consists of eight dimensions representing eight variables; service provider 
size, service and implementation model, customer size, market communication 
channel, sales channel, role of buyer, entry transaction size, and customer life-cycle 
value. Based on the literature we expect the categories in the middle of the diagram 
are likely to co-occur and the categories in the outer rings are likely to co-occur. For 
example, a small SaaS service provider would be more likely to provide self-services 
through the internet to end users with small entry cost while a large service provider is 
likely to provide added value services to large customers.  

Provider size and customer size dimensions in this model are categorize based on 
firm headcount to micro (less than 10 persons), small (10-49), mid-size (50-249) and 
large enterprises. According to Moore [24] firm size has major impact to the markets 
it will operate. The target market of a provider is defined by the target customer 
group, which is strongly related to the offering of the provider [19]. Zoltners, Sinha 
and Lorimer [25] state further, that a firm has to be able to organize the sales 
according to the status of the market including appropriate resourcing and size of the 
sales organization.  

Service and implementation model describes the product strategy of the firm and 
the role of services and implementation in the business model. It also reflects the 
share of sources of income in the business. The categories in this dimension are self 
service and professional services including deployment, integration, tailoring, as well 
as training and consulting (adopted from [26]). 

Customer size dimension in this model reflects the group of target customers. The 
categories follow the categories of the providers. According to Choudhary [27] and 
Sääksjärvi et al. [28] the target customer groups of SaaS providers span the full range 
from small enterprises to large ones. The chosen target customer group will impact 
the product strategy [19], the channels of market communication [11] as well as the 
sales channels [22]. 

Market communication channel represent the means of a SaaS provider to deliver 
information about the service to the customer [19] providing the means to increase the 
sales [11]. The marketing and sales channel solutions are thus tightly interconnected. 
Software product companies have typically high costs for creating brand awareness 
and recognition due to aggressive advertising, promotion and relationship building 
activities [18]. Use of Internet has been emphasized as a means to replace these  
traditional channels for SaaS firms [29] potentially providing some relief to the costs.  
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Fig. 1. The main factors of marketing and selling SaaS collected from the literature  

Sales channel dimension describes the sales solutions of a SaaS firm. That is, how 
the firm aims to complete the sales transactions.  Chong and Carraro [22] mention use 
of Internet and direct personal sales as a sales channel for SaaS while Weobong  
[30] adds resellers, VAR and other channel partners, which are here referred to as  
“representatives”. 

Role of buyer of SaaS is shifting from technical buyers to business directors [31]. 
Moore [32] divides roles of buyers into top management, business management, 
technical buyers, and end users. He further states that the role of buyer shifts 
according to the life cycle of the product. 

Entry transaction size will have major impact to adoption of SaaS in many cases. 
On one hand, the low cost of first transaction compared to traditional software  
licenses has commonly been referred as one of the customer benefits of SaaS [33]. On 
the other, the mismatch of cash flows is one of the challenges of SaaS providers [34]. 
By this Gardner refers to a situation, where the sales and marketing costs materialize 
at the sales event while the income realizes monthly during the contract period. 

Customer lifetime value dimension represents two roles in this model. It can be used 
for value of existing and potential customer relationships. The costs of marketing 
communication and sales allocated to the new customers will have major impact to the 
lifetime value of a customer. Thus the transaction costs will set constraints to 
marketing communications and sales. [16] The categories for this dimension are based 
on the categories of Tähtinen and Parvinen [19]. 



 How to Sell SaaS 7 

4   Multi-case Study 

The primary goals of this empirical work are to explore the target domain, which has 
not been researched earlier as well as to evaluate the marketing and sales model for 
SaaS constructed based on the literature. We first describe the methodology chosen, 
next, present the results, and finally, analyze the model. Based on the analysis we 
present an updated model adopting the changes implied by this empirical part. 

4.1   Research Process and Methods 

Due to explorative nature of the research we chose multi-case study as the research 
method. Case study match well with research of processes and provides detailed and 
intensive data from small set of relate cases [35]. We chose thematic interviews as the 
main data collection method due to the new and unexplored nature of the topic. This 
enables also refining the questions and answers if needed. Validity of interview data 
can be verified from complementary data sources and interviews can be used for 
exploring relationships of phenomena and for creation of new hypothesis [36]. 
Complementary data was collected from the Web pages and annual statements of the 
interviewed companies to verify and complement the interview data. 

The target group of interviewees was sales and marketing managers representing 
SaaS providers in Finland. Within this target group we aimed at finding as 
heterogeneous set of firms as possible to include firms with a variety of SaaS business 
models. We used the National Software Industry Survey [23] and Web pages of the 
Cloud Software Program [37] as sources of potential SaaS providers. With the 
resources available, we chose seven firms providing SaaS in B2B markets. We 
determined the managers representing the firms after approaching them by email 
followed by a phone call. One of the firms did not answer to our contacts, thus the 
final set of interviewees included persons from six firms. The roles of the six 
interviewees include CEO, service manager, sales director, product manager and 
executive advisor. All the interviewees had the deep understanding of SaaS business 
needed for carrying out the interviews.  

We sent an introductory letter to the interviewees with a 1.5 pages questioner 
annex prior to the interviews to give the persons a chance to get familiar with the 
questions. The questioner annex contained a listing of the topic areas and 3-5 
interview questions under each topic area. The topic areas were formed from the 
dimensions of the model and the required background data: background information 
of the interviewed firm and person (summarized in Table 1), SaaS offering 
(compliance with the SaaS criteria in section 2, implementation and delivery model, 
networks), customers, sales process, marketing communication, sales financials, 
customer lifetime value, and summary questions.  

We tested the use of the interview questions in a pre-interview and on this basis 
implemented minor modifications to improve the fluency of the later interviews. 
These changes have no major impact to the results and thus the results of the pre-
interview are included in the results. All the interviews took place during August-
September 2010, four in firm premises, two were conducted by phone. The average 
duration of the interviews was 1 hour and 11 minutes. The interviews were digitally 
recorded. Chosen segments of the recordings were transcript to written documents on 
the first pass and verified on the second pass soon after the interviews. The written 
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documents were sent for interviewees for comments, corrections and additions. The 
collected data was classified thematically based on the model presented in Figure 1.  

4.2   Characteristics of the Case Firms 

Table 1 presents characteristics of the firms whose representatives we interviewed. 
The headcount figures represent the number of employees in Finland. Number of 
years the firm has conducted SaaS business is reflected in their business model. Firms 
A, B, and C have conducted SaaS business since they were established while firms D, 
E, and F have started providing SaaS later on. The annual revenue 2009 refers to the 
total business revenue including both SaaS and other business. SaaS revenue share 
includes revenue from SaaS service fees and related added value services for five 
firms. This share was not recorded and could not be estimated by firm D. Similarly, 
firm B did not disclose profitability data, but is still in early phase, like firm A. 
Compliance with SaaS model is estimated based on the criteria presented earlier. 

Table 1. Firm characteristics and background information of the firms  

Firms Firm A Firm B Firm C Firm D Firm E Firm F 

Business model ASP /  
SaaS 

SaaS SaaS Profession
al SW 
services 

Profession
al SW 
services 

Software 
product 

Interviewee role Managing 
Director 

Sales 
Director 

Managing 
Director 

Executive 
Advisor 

Service 
Director 

Product 
Manager 

Headcount /  
in sales 

<10 
20% 

<10 
25% 

10-49 
52% 

>250 
3,5% 

50-250 
7,5% 

>250 
42% 

Years in  
SaaS business 

2 1 11 5 1 3 

Revenue 2009 
(change from prev) 

<1M€€  
(+40%) 

<1M€€  
(N/A) 

1-10M€€  
(+7%) 

>1000M€€  
(-9%) 

11-100M€€  
(N/A) 

101-
1000M€€  
(+11%) 

SaaS share from 
revenue 

93% 100% 100% na. 15% 50% 

Profit 2009  
(change from prev) 

-90% 
(na.) 

na. 21% 
(+19%) 

12% 
(-2%) 

13% 
(na.) 

23% 
(-1%) 

Compliance with 
SaaS definition 

3/6 6/6 6/6 4/6 6/6 5/6 

Marketing & sales 
cost per revenue 

50% 40% 60% na. na. 41% 

4.3   Detailed Results 

This sub-section presents the results organized according to the factors impacting 
marketing and selling SaaS presented in the model in section 3. Table 2 summarizes 
the results representing the factors and their values in rows. Each column from A to F 
represents the results of one firm.  

The first set of rows represents the alternative components of service and 
implementation models. Half of the firms – A, B and F – deliver SaaS as self-service 



 How to Sell SaaS 9 

while others provide some level of deployment, training and other services. Firm D 
has positioned itself as a provider of high added value services. Firm E embeds the 
SaaS offering in a bundle provided for a single fee, but not as a self-service package. 

“We do not want to consult ourselves, we want our partners to do it.” – 
Sales Director, Firm B. 

The second set of rows describes service and implementation model of the 
interviewed SaaS providers by presenting the split of revenue between SaaS fees and 
professional services. The use of self-service is visible as a high share of revenue 
from SaaS in Firms B, C and F. Firm D did not provide an estimate share of the share 
of SaaS fees from the total revenue. The content of professional services provided 
varies according to the firm. Firm A provides specification, deployment and 
consulting services and these form 75% of their revenue. Firm B gets only 5% from 
services containing mainly training. Firm C divides services into training, deployment 
projects and after sales support. There are also differences between the firms in using 
external resources. Firms D and F do not use partners for service creation while A, B 
and C use technology partners for providing hosting services and platforms for 
providing SaaS services. Firms B and E use also external R&D resources. 

Customer and provider sizes are represented in the same set of rows with “C” 
denoting size of the Customer organizations in the main customer groups and “P” 
denoting Provider size. The sizes of customer follow nicely the provider sizes. The 
small SaaS Firms A and B targeted small customers with less than 50 employees 
while the larger providers have targeted mid size and large customers. For Firm F the 
size of customer is less relevant while for others it pays an important role.  

“In this kind of services the main common factor in firm purchase 
behavior is the number of employees.” – CEO, Firm C. 

The buyer in small firms is usually a top management. In medium and large 
companies the business managers buy SaaS services matching their needs and 
departmental budgets.  

“Business is more interested in SaaS... customer’s IT organization feels 
threatened by new solutions.” – Executive advisor, Firm D.  

The next set of rows is the market communication channels of the interviewed 
SaaS providers. In addition to traditional marketing means all the interviewees used 
Internet for marketing their SaaS offering, e.g. using Web pages, targeted e-mail 
campaigns, newsletters, search marketing, viral campaigns, banners etc.  

“We have tried to live in the world, that when purchases are made in the 
Web then also visibility will be in the Web.” – Sales director, Firm B. 

The rows representing sales channels of the interviewed SaaS providers follow the 
rows representing the marketing channels. All the interviewed firms use personal 
selling and for Firms D and E this is the only sales channel. Other four firm use also 
value added resellers. Firm F used early Internet sales but gave up and uses now  
strongly resellers. Firm B is the only one using Internet as a sales channel, although 
self-service was the only service and implementation model for Firms B, C and F.  
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Table 2. Summary of the interview results. Each column with title from A to F represents a 
firm. A set of rows represents alternative categories in one dimension of the model. “X” 
denotes that this category applies to the firm. Customer and provider sizes are represented in 
the same rows with “P” denoting Provider. There are also two sets of rows for service and 
implementation modes, and customer lifetime value is excluded from this table. 

Firms A B C D E F 

Service components       
Self service X X X   X 
Deployment service X   X X  
Integration    X X  
Tailoring X   X   
Training and consulting X   X X  
       
Revenue split       
SaaS fees (%) 25% 95% 87% na. 80% 98% 
Professional services (%) 75% 5% 13% na. 20% 2% 
       
Customer and Provider sizes       
< 10 C P P    C 
10-49 C C P   C 
50-250   C C C P C 
> 250    C P C C P 
       
Buyer roles       
End user       
Technical buyer    X   
Business management   X X X  
Top management X X     
       
Market communication        
Internet X X X X X X 
Personal marketing X  X X X X 
Relationships X X X   X 
Promotion   X X X X 
Advertising       
       
Sales channels       
Internet  X     
Reseller      X 
VAR X X X   X 
Representative       
Personal selling X X X X X X 
       
Entry transaction size       
< 1 K€€       X 
1-10 K€€  X X X X   
10-100 K€€      X  
> 100 K€€        

 



 How to Sell SaaS 11 

 “The market is not mature enough for self-service [through the Internet] 
to be an effective, rational and scalable alternative.” – CEO, Firm C. 

For the companies using personal selling personal direct marketing was also 
important means for marketing. In addition to the sales channels listed in the 
literature, the interviewees mentioned new marketing and sales models, such as use of 
trusted recommenders or sales agents forwarding leads to the SaaS provider sales 
personnel. The high level of sales provisions and channel management costs were 
seen to prohibit use of external resellers. Typically the external resellers receive 10-
50% of the first year revenue from the new customer, from the total value of the 
agreement or from the sales transaction.  

Next set of rows presents the entry transaction sizes of the interviewed SaaS 
providers categorized based on the order of magnitude. Most of the revenue is 
realized soon after the sales while fees form a continuous cash-flow, which can 
increase based on additional users or training fees. Contract periods used include 
annual and three-year contracts charged typically in the beginning while continuous 
contracts are charged monthly. 

The interviews included multiple themes related to customer lifetime value; 
customer potential evaluation, customer categorization based on the relationship and 
estimation of customer lifetime value. The interviews indicated that the approach 
created based on literature is insufficient for estimating customer lifetime value. Most 
of the firms used the number of potential customers as the main metrics in evaluating 
the potential. However,  

“Unfortunately we cannot classify the customers to high-potential or non-
potential beforehand rather than after starting the discussion” – Sales 
Director, Firm B. 

Customers were not classified in Firm A, while Firm B assigned points to the 
customers based on the market segment and target group and firm D focused on 
strategic customers included in a ranking list. Various metrics were used for 
estimating business and sales performance related to customer lifetime value. Firm A 
evaluated customers based on time spent and revenue. Firm C used multiple metrics: 
new sales per salesman, outbound calls, conversations, scheduled sales meetings, 
inbound customer contacts, and number of new licenses sold. Firm D did not bring up 
tools for estimating customer lifetime value or customer potential. Firm B defined a 
clear goal for the first year customer lifetime value: 

“Customer acquisition cost should be less than customer relationship 
value of the first year. It would be a great ratio, if the customer would pay 
[us] during the first year half of what it costs us.” – Sales Director, Firm B. 

4.4   Updated Model 

Based on the empirical results, we found it useful to revise the model somewhat. The 
eight dimensions were clustered into four internally interconnected areas represented 
as the leaves of a four-leaf clover in Figure 2. We added the key performance 
indicators (KPI) to the four areas taking into account both short and long term success 
of the firm. These KPIs are presented next to the area outside the clover.  
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Fig. 2. The updated clover model for marketing and selling SaaS  

Out of the eight dimensions two were converted into KPIs, namely entry transaction 
size as a KPI of Sales Process and customer life-time value as a KPI of new area 
Customer Relationship. This new area contains two new dimensions related to 
development and maintenance of customer relationship. The scales of the old 
dimensions are mainly the same as in Figure 1 and due to simplicity they are not 
presented in Figure 2. The four areas containing the updated dimensions are as follows.  

• Business connects the dimensions Service and implementation model and 
Provider size. The scales of these dimensions are the same as in Figure 1. For 
example, Service and implementation model has values Self service, 
Development, Integration, Tailoring, as well as Training and Consulting. A 
typical SaaS firm in the empirical study was a small growth venture 
established especially for SaaS business. In this case the typical service and 
implementation model is self-service. Based on the empirical study the key 
performance indicators measuring best the success in business area include 
revenue and headcount growth, cash-flow and committed monthly recurring 
revenue (CMRR) from current customer base. 
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• Target customers area connects together the two interconnected dimensions 
of Customer size and Buyer role. The scales of these dimensions are the same 
as in Figure 1. As observed in the interviews, in large customer organizations 
SaaS is purchased by business managers while in small organizations the top 
management does the decisions related to purchases. The number of potential 
users was found to be the critical indicator when defining target markets 
while the number of customers was key indicator of long-term success. 

• Sales process includes the interconnected dimensions of Sales channel and 
Market communication channel. Unlike expected in the original model the 
common practice to use of Internet marketing did not imply use of Internet as 
a sales channel for business customers. Instead, use of personal marketing 
and personal selling were connected in the empirical study. For this reason 
the ordering of the values in Market and communication channel dimension 
needs to be updated accordingly positioning personal marketing along with 
personal direct sales in the outer ring representing high unit costs per 
customer. Based on the empirical study customer acquisition cost is the most 
important performance indicator of sales process, as also suggested in [38]. 
Interviews indicate also, that entry transaction size is directly related with 
cash-flow and should be treated as a performance indicator of the sales 
process rather than as a separate dimension of the model.  

• Customer relationship area includes two new dimensions, Development 
referring to new sales and Maintenance referring to after sales. The 
maintenance of customer relationship is important to avoid churn and 
guarantee continuous cash-flow from the customer base. After sales support 
enables also development of the relationship and generation of new sales from 
the same customer organization. The two key performance indicators in SaaS 
customer relationship management are churn and customer lifetime value. 

This revised model can be utilised in design of marketing and sales strategy for SaaS 
services as it brings together the key dimensions and their interconnections. The form 
of a four-leaf clover emphasizes the interconnectedness of the factors within and in 
between the areas. Especially, customer lifetime value cannot be discussed outside a 
wider context of a customer relationship. The model also provides key performance 
indicators for following progress in the main areas.  

From research perspective the customer relationship area of the updated model 
rising up from the empirical study has most development potential. This study has 
been focusing on the activities needed to make a customer to buy SaaS while the after 
sales activity gained less attention. Thus work is needed to deepen the understanding 
of the KPI – churn and customer lifetime value – in forthcoming research. 

5   Summary and Conclusions 

This paper presented a model for the main factors of marketing and selling SaaS 
constructed based on the literature. To our knowledge, such has not been presented in 
research literature prior to this paper. An explorative multi-case study was used for 
collecting empirical data and for validating the model. In general, the literature and 
the empirical observations were rather well in line although some changes were 
implemented into the updated model.  
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Based on the empirical results it seems that SaaS providers include small, medium 
size and large enterprises. The pure-player SaaS providers in our target group were 
small growth ventures, whose business model is based on providing SaaS services 
mainly for small enterprises based on customer self-service.  

In general, the interviewed firms provided SaaS services for a wide range of firms 
from large corporations to small micro firms in the long tail. The dominant factor to 
determine the target group of customers was the number of potential users, which is 
directly related to the headcount of the customer organization.  

The main sales channel was direct personal sales supported with Internet-based 
marketing communication. Internet as such was not much used as a sales channel, and 
advertising was not used in marketing communication. 

The most important performance indicator for marketing and sales was customer 
acquisition cost. Customer lifetime value and churn were the key performance 
indicators for customer relationship management. There seems to be a need for better 
tools for estimating the customer lifetime value, which would be a fruitful target for 
further research. In addition, studying the impact of service platforms to marketing 
and selling SaaS would be a useful direction for further research. 

In general, the studied SaaS providers resemble software product firms in having a 
high number of customers, small revenue per customer and high marketing and sales 
costs. They also share the problem of delay in cash flow between software 
development and revenue. The SaaS providers also share challenges of professional 
service providers in maintaining customer relationships and avoiding customer churn. 
Finding a marketing and sales approach matching these combined challenges 
originating from of both software product and professional services business will be 
critical to success of any SaaS firm in the near future. 
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Abstract. Organizations are increasingly adopting SaaS-solutions in
favor of traditional on-premise solutions, because of the advantages in
terms of cost reduction, implementation time and scalability. Business
continuity of these SaaS-solutions is often neglected, even when business
processes that depend on the SaaS-solution are critical. This paper ad-
dresses business continuity for SaaS-solutions by identifying and evaluat-
ing different business continuity solutions to protect customers from the
risk of their SaaS-provider going bankrupt. Two solutions; ‘SaaS-escrow’
and the ‘SaaS-guarantee-fund’, are evaluated in expert interviews and
a survey. The conclusions of this research are that there is a need for
SaaS business continuity solutions, SaaS continuity solutions are not fre-
quently employed, and that the two solutions presented here are favored
equally by a panel of business managers.

Keywords: Business Continuity, SaaS, Escrow.

1 Introduction

Software as a service (SaaS) is a form of software deployment, that delivers
software on a subscription basis through the internet. With SaaS, companies no
longer have to buy or develop a complete software solution up front, instead they
rent it. Pricing models can vary, but generally customers pay on a subscription-
basis or on a usage volume-basis [1]. SaaS is rapidly growing in popularity.
Recent developments in Internet technology and broadband adoption enabled
online software to serve as a true desktop software replacement. Also the recent
economic and financial crises have played their part in showing the advantages
of SaaS, because of its low upfront investment and high scalability. Because of
these advantages in comparison to traditional software licensing models, a large
number of small businesses and start-ups are already using SaaS solutions for
some time now, and even large institutions and corporations are migrating their
data from on-premises software to externally developed and hosted software.

Service Level Agreements are legal documents where customer and provider
agree on the quality of service, by quantifying minimum quality of service [2].
For SaaS, these mostly discuss availability and response time. There are some
problems that are generally neglected, like what happens when a SaaS-provider
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goes out of business. If a company is using mission-critical software that is hosted
off-premises, it could get into big problems when the provider decides to pull the
plug. The business continuity risks include (in order of importance):

R1: Lose access to data
R2: Lose access to the application itself
R3: Lose support and maintenance

These problems are considered deal breakers by decision makers and counter
measures need to be taken to assure continuity, before SaaS can truly serve as a
replacement for offline software.

For shrink-wrapped software, business continuity can be arranged using a
source-code escrow [3]. With source-code escrow, the developer stores its source
code with a trusted third party, the escrow agent. If this developer goes bankrupt
or otherwise defaults on his support and maintenance obligations, the customer
requests the escrow agent to release the source-code. If the escrow-agent confirms
that a valid release condition has been met, he will transfer the source-code to
the customer.

In the late 90s of the previous century, application service providers started
hosting applications off-site, offering some of the same advantages that current
SaaS-providers offer. In the end those traditional ASPs were not able to de-
liver reliability and quality standards demanded by business customers [4]. The
business models of most traditional Application Service Providers (ASPs) were
fundamentally different from current SaaS business models; traditional ASPs
repackaged existing legacy software and offered it off-site, so customers still had
to buy a license to use the software [5,1]. After the burst of the dot-com bubble in
the year 2000, many of those traditional ASPs faced financial problems, and some
even bankruptcy, leaving their clients with no access to their software [6,7]. The
new generation of ASPs, who offer true SaaS-solutions, differ in a way that they
do not resell usage rights for existing enterprise applications. They develop their
own web-based applications on a new multi-tenancy design paradigm, which
makes serving multiple clients more scalable and cost-effective [5].

If SaaS is going to serve as a more cost effective and flexible replacement
for shrink-wrapped software, it is imperative that there is a clear way for both
customers and providers to arrange a viable continuity solution. Several scholars
identify the need for research attention to the business aspects of SaaS, and
mention the risk of SaaS-providers going bankrupt as a serious issue [8,9].

The goal of this paper is to give a state-of-the-art report on available conti-
nuity solutions for SaaS. We discuss the necessity of such continuity solutions
and compare different initiatives. Since there is no clear solution to the afore-
mentioned problem, the research is explorative. First the requirements needed
for a successful SaaS business continuity solution are identified. The identified
requirements are based on the results of five semi-structured interviews: four
interviews with CEOs from several Dutch SaaS vendors and one interview with
the CEO of a Dutch Escrow agent. During these interviews, we distinguished two
different SaaS continuity solution. These solutions are described and compared
with each other. We also compare these existing solutions with the requirements
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that have been identified. Then we discuss the necessity of SaaS continuity ar-
rangements. And finally, a small survey is carried out among SaaS providers and
customers.

The paper is built up as follows; Section 2 describes the interviews and
presents some initial findings. Section 3 discusses what risks should be covered
to provide SaaS continuity, and presents the requirements for a SaaS continuity
solution. In section 4 we discuss what solutions are currently being offered. Sec-
tion 5 discusses the necessity of business continuity solutions for SaaS. Section 6
presents the results of the survey. In section 7 we conclude the paper.

2 Interviews

Because SaaS Business Continuity is a new and unknown topic, we started our
research by conducting five semi-structured interviews with several people in
the SaaS and continuity business. These interviews provided data for both the
requirements for a continuity solution as well as details of the two existing con-
tinuity solutions.

2.1 Interview Design

The five interviews were conducted with four CEOs of several (small) Dutch
SaaS-providers and the CEO of one Dutch escrow-agent. The interview partici-
pants were selected pragmatically. Two were approached within the network of
the authors. Two others were found at a conference on SaaS and cloud comput-
ing. They were all approached because their SaaS-services targeted other busi-
nesses. The interviewed escrow-agent was referred by one of the SaaS-providers.
The interviewee selection process threatens the validity of the research, in that
the participants were selected based on availability and willingness to participate.
However, due to the method used to find participants we dare say with some
certainty that the interviewees’ responses were relevant, on-topic, and addressed
the topic with sufficient experience (avg. 5 years) and insight. The SaaS-provider
interviews discussed themes such as customer demand for business continuity so-
lutions, use of business continuity solutions, what business continuity solution
they would prefer and what would happen to their customers if the provider sud-
denly disappeared, what problems they would face and what data they would
lose. We also asked the interviewee’s if there were any other solutions to pro-
vide business continuity. The interview with the escrow-agent was conducted
to gather detailed information about how their SaaS-escrow solution works. All
the interviews took approximately one hour and data was recorded by taking
notes. The notes were later transcribed and sent to the interviewees for veri-
fication. Three of the SaaS-provider interviews and the escrow-agent interview
were conducted on locations at the companies. One SaaS-provider interview was
conducted by phone. All interviews took place during March-June 2010. Table 1
shows some characteristics of the different companies where we conducted the
interviews.
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Table 1. Overview of the interviewed companies along with the type of product they
offer and the approx. number of customers

Company Product Customers Business Continuity Solution
Provider 1 SaaS CRM 100 None
Provider 2 SaaS Planning suite 39 Escrow for specifc customer
Provider 3 Several solutions 60 None
Provider 4 SaaS ERP software 80 Escrow (optional)
Escrow agent Saas-Escrow 20 N.A.

2.2 Initial Results

Two of the interviewed SaaS-providers (Provider 1 and 3) explained that they
have thought about business continuity solutions, but in the end did not go
through with it, because almost none of their customers demanded such a so-
lution. They stated that a lot of customers do not worry about the financial
stability of their SaaS-provider, but that it was also possible that they didn’t
understand the risks. Provider 2 did use an escrow-solution, but only with one
of their customers, because they were the only one demanding such a solution.
Provider 4 offered escrow as an extra service, but none of their current customers
actually applied for it.

According to the SaaS-providers, there is not much demand for SaaS busi-
ness continuity from the customers. Some of the SaaS-providers believed that
customers do not fear the continuity risks because of the following fact; a SaaS-
provider, like any other subscription-based service, has clear vision and control
over its finances. A SaaS-provider can predict with a high amount of certainty
what his revenue will be over a certain period of time. When the SaaS-provider
uses one-year contracts, then he knows how much revenue he will make for the
next 12 months at any given moment. So the only way that he could get into
trouble is if his costs will go up unexpectedly, which is rare because most of his
costs are also on a subscription-basis. Added to those clear costs is the trust
that, when bankruptcy does occur, a Bankruptcy Trustee will keep the software
running for as long as possible because it is a revenue producing part of the
company. Section 5 elaborates on this assumption.

The clear and stable financial situation of SaaS-providers might explain the
absence of business continuity worries among SaaS-customers. However, demand
for business continuity solutions does exist. The escrow-agent stated that he cur-
rently sees an increase of demand for their SaaS coninuity solution. The expla-
nation of SaaS-providers that their customers do not have to fear bankruptcy
might be true for most customers, but some simply can not bear the risk.

3 Guaranteeing Business Continuity for SaaS

In this section, we explain the business continuity risks and requirements for a
successful business continuity solution. These risks and requirements are based
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on the interview data. The risks and list of requirements were created during
the first interview. These risks and requirements did not change throughout the
further interviews, although they were reformulated and reshaped during the
second and third interview. The fourth interview corroborated the results from
the previous interviews.

The SaaS-model is fundamentally different from the traditional software-
licensing model. The difference is that the customer does not possess the object-
code on-premises but, instead, accesses the application on a remote server, using
the internet. This remote server is managed by the SaaS-provider, either on-
site or by using a hosting-provider. The actual hardware where the software
and data reside is out of the customer’s reach and control. Some SaaS-solutions
even include content from third-party content providers in their SaaS-software.
A customer does not have anything to do with all those external parties, and
commonly they do not even know that external parties are being employed. The
customer pays its SaaS-provider for access to the software, the SaaS-provider
in his turn pays the different parties involved to deliver its service. Together
with the interviewed experts, we identified several requirements for a business
continuity solution.

The main goal with a business continuity arrangement is the assurance that
the customer continues to have access to his SaaS application and data, even
if the SaaS-provider disappears. To make the continuation of access and data
work several key elements should be covered. The most important element is the
customer’s data. Even if access to the application has been suspended, with a
recent backup a customer at least does not have to worry about losing his data,
and he can start migrating towards an alternative solution, and only lose access
to his application for a couple of days or weeks, depending on the size of the
data and type of application. Losing access to the application would still be a
major problem for any organization, but without access to (a recent backup of)
the data, problems would be much worse; imagine a company losing all its data
that resided in their CRM system. The company would not be able to service
their current customers or process new leads. Losing access to CRM data could
be disastrous for a lot of companies. So the first step towards business continuity
would be the ability to acquire regular backups of the data.

The next step towards a more complete business continuity agreement would
be an agreement with the hosting-provider, in such a way that they ensure
they will continue hosting the application even when the SaaS-provider gets into
financial difficulties. Such an agreement could be arranged by a SaaS-customer
itself, but that would not work if there are more customers hosted on the same
server, which is generally the case with SaaS. Therefore, a logical step would
be to arrange this hosting continuity agreement with a separate legal entity.
This legal entity can either be a commercial escrow-agent, or a foundation/fund
founded by the customer(s) or SaaS-provider themselves. Such a separate entity
can also provide some additional services next to simply continuing hosting (and
providing the funds to do so). They could offer support for the application when
the SaaS-provider fails to do so. This hosting continuity is a kind of insurance,



22 T. van de Zande and S. Jansen

and will be cheaper if arranged with multiple SaaS-providers at the same time,
because the chance that all of the SaaS-providers fail at the same time is lower
than the chance that one of them fails. Some SaaS-providers also use third
party content or services in their applications. Sometimes this content is free,
but frequently the SaaS-provider pays the content provider for the content. For
better continuity these third party providers also have to be included in the
business continuity arrangement. The last step for complete business continuity
is continuing support and maintenance for the application, to help customers
with possible problems and keep the application running.

To summarize, the requirements for a complete SaaS business continuity so-
lution are (in order of importance):

1. Own Backup: Every SaaS customers should be able to download all of its
data.

2. Hosting Insurance: A third party should create an arrangement with the
hosting provider to continue hosting even if the SaaS provider fails.

3. Arrangement with content providers: If the SaaS application contains
(paid) content from third parties, they should also continue providing the
content.

4. Support and maintenance for the application: If the SaaS provider dis-
appears, the customer also loses support. A third party could try to continue
support for the application.

A solution that meets these requirements, should be able to effectively protect
customers of a SaaS-provider when it goes bankrupt or otherwise out of business.
Two solutions that were identified during the interviews are presented in the next
section.

4 Available Solutions

Even though SaaS business continuity guarantees are not common, several com-
panies, like the escrow-agent we interviewed, are already offering solutions. In
this section these solutions are discussed, and compared with the requirements
we identified for a successful business continuity guarantee. Data about the SaaS-
escrow solution came from the interviewed escrow-agent, completed with data
from websites of several escrow-agents. Data concerning the SaaS Guarantee
fund came from the interviewed CEOs of Provider 1 and 4. The SaaS-providers
also pointed out the downsides for both solutions.

4.1 SaaS-escrow

A common solution for SaaS business continuity, SaaS-escrow, is offered by ex-
isting escrow-agents, who already offered source-code escrow for traditional soft-
ware. As the interviewed escrow-agent pointed out, most escrow-agents have
added a ‘SaaS-escrow’ service to their product portfolio. SaaS-escrow usually is
a modified version of the regular source-code escrow of the escrow-agent. The
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modification generally consists of the addition of a data back-up with the de-
posit of source-code. More complete escrow solutions also provide ‘continuation
of hosting’, where they arrange an agreement with the hosting provider, that
whenever the SaaS-provider gets into problems, the escrow-agent takes over the
financial obligation towards the hosting-provider. The hosting provider in return
promises that they will continue hosting the SaaS-application and data under
any circumstance. Escrow-agents differentiate their solution by offering different
extra services for SaaS-escrow, like delivering support and maintenance of the
escrowed application when the escrow is released. The escrow-agent takes over
support and maintenance for a predetermined amount of time. During this time,
customers have the ability to migrate their data to another more permanent
solution. SaaS-escrow solutions can be arranged on two different levels. The first
one is a three-party arrangement with the SaaS-provider, the SaaS-customer
and the escrow agent. In this arrangement the individual customer is the only
customer who is able to access the application when the escrow is released. But
when multiple customers demand an escrow-arrangement, the second arrange-
ment makes more sense; a two party ‘master-contract’ arrangement between the
SaaS-provider and the escrow-agent. In this arrangement there is no limit on
how many customers become a beneficiary of the escrow-arrangement, to bene-
fit from the arrangement only depends on each individual customer if they want
to sign up for it (and pay the price of course). Such a master-contract arrange-
ment is initially more expensive than a single three-party arrangement, but as
an advantage it is much easier to add new customers to the arrangement, and
spread the costs over all the participating customers.

With SaaS-escrow, as opposed to traditional escrow services, the initial pur-
pose of storing the source-code and releasing it to the customer on certain release-
events is less important than the continuation of application access. Most SaaS-
customers would not have any use for the source-code, because they probably
do not have the hardware and infrastructure to deploy the software applica-
tion on-premises. As an added value, the escrow company can offer support and
maintenance for the SaaS application, by storing documentation and remaining
in contact with key-persons involved with the software-maintenance at the SaaS-
provider. So with SaaS-escrow, the escrow-agency acts more like an insurance
company for hosting costs than a storage facility for sensitive information. This
also creates a possible risk for the business continuity of the escrow-company it-
self. If the SaaS-provider grows in size, the cost for hosting the application grows
accordingly. That way, it could become too expensive for the escrow-company
to take over hosting-costs if a big SaaS-provider goes bankrupt.

Another possible problem with SaaS-escrowarrangements is that the solution is
general and standardized, so for some specific SaaS-solutions the escrow-solution
simply would not work or only cover a part of the business continuity problems.
For example, typical escrow solutions do not offer support for SaaS-applications,
which use a lot of third-party content in their application, because they only cover
continuation of payment towards the hosting provider, but not the payment to-
wards third-party content providers.Another example is a SaaS-providerwho uses
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a lot of different hosting-providers to host their application, for example to provide
better reliability and speed for customers around the world. The escrow-company
then should sign a contract with every single one of those hosting-providers to be
able to continue hosting the application for every customer.

4.2 SaaS Guarantee Fund

The CEOs of Provider 1 and Provider 4 both explained another possible solution
to guarantee business continuity: a SaaS Guarantee fund. The SaaS Guarantee
Fund is based on the idea of the so-called Travel Guarantee Fund, which exists
in several countries. Such a Travel Guarantee Fund covers the risk for travelers
who book a trip with a travel-agency or tour-operator which goes bankrupt
before or during the actual trip. The Fund provides customers of a participating
travel-agency with (financial) protection against such risks, so that customers
are guaranteed that their trip is paid-for even though the travel-agency defaults.
An adaption of such a fund could function as a business-continuity guarantee
solution for SaaS-providers. SaaS-providers have a clear image of their financial
situation over the coming months. They know what their costs will be to pay
every third-party involved in running the SaaS application for upcoming months.
With this financial forecast in mind, they could set up a fund with a budget
large enough to cover those costs for several months. The fund then arranges
an agreement with all those third-parties, to continue their services towards the
SaaS-provider under any circumstance. Since the fund is a different legal entity
than the provider itself, it is not affected by financial problems or bankruptcy
of the provider. In case of bankruptcy or severe financial problems, the fund
can take over the payment towards all third-parties for a few months, during
which customers have time to migrate their data towards another solution, or
during which the SaaS-provider can make a new start again “Storing the code
and data at a third party could be dangerous regarding theft of IP and setting up
a guarantee-fund is not that hard to achieve and has the advantage of (expected)
lower costs.” is what one of the survey respondents answered when asked which
arrangement he thinks works best.

The guarantee fund could initially be small and only support one single SaaS-
provider, so it can be perfectly tailored to support that single solution (and its
customers of course) on all (business continuity) aspects. To lower costs and ef-
forts, multiple SaaS-providers could set-up a fund together, lowering the required
cash-deposit per provider because it is unlikely that the fund has to cover for all
the participating providers at the same time. But a fund for multiple providers
also has its disadvantages, for example: the fund will be less customizable to-
wards every specific SaaS-solution. Another disadvantage is that when one of
the participating SaaS-providers fail, then the others feel that they pay for its
failure.

Currently, there are no known SaaS-guarantee funds with multiple participa-
tors. The problem probably lies in the initial start-up of such a fund. Who takes
the initiative and invests the initial time and money in it? SaaS-providers are
commercial companies, and they justify their investments and projects with a
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business case which predicts a profitable outcome. A SaaS-guarantee-fund for
multiple providers does not have any apparent extra benefits for the SaaS-
provider who initiates the fund. Some companies have started a SaaS-guarantee-
fund for their own solution though. An apparent party to set up and manage a
multiple SaaS fund would be a (software) trade association. They can provide
the fund along with possible certification for participating SaaS-providers.

4.3 Comparison

An advantage of the SaaS-escrow solution is that it is easy to set up, because
the solution is an existing package for which providers only have to sign up
once. Most escrow-companies already exist for several years, and have the re-
quired legal and technical knowledge to provide a reliable business-continuity
solution. Another advantage are its transparent costs. Because escrow solutions
are relatively standard, the costs are known in advance. A downside is that
SaaS-escrow is a standard solution with less customizability than a custom SaaS-
guarantee-fund, a SaaS-provider who uses a lot of different hosting parties and
content providers would have a hard time finding a suitable escrow-solution. Also,
escrow-solutions are more expensive than SaaS-guarantee-funds because of over-
head costs and the for-profit nature of escrow-companies. Survey respondents
who preferred the escrow-arrangement used arguments as: “The SaaS Escrow
guarantees that the source code and data are stored and will be given to the cus-
tomer when things go wrong, whereas a Guarantee Fund will only give help to
customers (missing the actual ‘guarantee’ as given by the other arrangement)”,
“They [The escrow company] have the legal expertise available” and “Because it
is easier to set up and can be arranged on forehand”.

An advantage of a SaaS-fund is that it can be set-up for a single SaaS-solution,
so the provider remains completely in control of who has access to its source-
code and other intellectual property, while still providing a workable business-
continuity guarantee. Also, because of its non-profit nature and low overhead
costs, all of its income will be used to serve its core activity; provide continuity,
instead of overhead costs like marketing and management. Arguments favoring
the SaaS-fund were: “Without the capital knowledge of the technical staff, the
code/data is of very little use.”, “Storing the code and data at a third party could
be dangerous regarding theft of IP and setting up a guarantee-fund is not that
hard to achieve and has the advantage of (expected) lower costs.” and “It is the
only option that can cover the complete infrastructure, including all third parties
and resellers.” Table 2 summarizes the possible advantages and disadvantages.

When we compare both solutions to the previously mentioned requirements on
how a complete business continuity solution should work, we conclude that both
solutions can cover the basics: they both offer data backups and continuation of
hosting. SaaS-escrow does not offer extra continuity agreements for other third-
parties like content providers or extra hosting-partners. The SaaS-fund could
contain all of those options, but in the end the features of a SaaS-fund depend
on how the fund is implemented.
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Table 2. Overview the advantages and disadvantages of the different solutions

SaaS-escrow Guarantee Fund

Advantages

Easy to arrange Complete control
Legal knowledge Customizable for specific solution
Clear costs (Expected) lower costs
Experience

Disadvantages
Expensive Requires more effort from provider
External party Responsibility stays with the provider

No prior experience

5 Necessity of SaaS Continuity Arrangements

There are several ways to ensure business continuity with SaaS. The only ques-
tion that remains is: is it necessary? This question has to be answered by each
(potential) SaaS-customer individually. Several authors doubt the necessity of
the traditional source-code escrow [10,11,12] for shrink-wrapped software, be-
cause few escrows are actually released. So it is only logical to doubt the neces-
sity of SaaS business continuity solutions as well. Of course, the model of SaaS
versus that of shrink-wrapped software is completely different, and so are the
risks at stake. With SaaS, if things go wrong, they could have disastrous con-
sequences for some customers, because they could lose access to their software
as well as their data. But the chances of a SaaS-provider going bankrupt and
leaving its customers without any access to their application or data from one
day to another is in fact small, when for example considering the interests of a
bankruptcy trustee.“A great deal depends on the application itself – how critical
is the data in the application? What are the workarounds I can use to back up
my information without incurring a lot more work?” one respondent answered
on how he thinks about business continuity arrangements.

5.1 The Bankruptcy Trustee

The interview results show that many SaaS-customers have not given much
thought to business continuity risks, and frequently rely on a SaaS solutions
without proper business continuity guarantees. Others, as pointed out by the
CEO of Provider 4, simply did not worry that they lose access to their application
because they believe in a simple yet effective assumption, that is based on the
SaaS business model itself; the SaaS model consists of a constant revenue stream.
When a SaaS-provider files for bankruptcy, a Bankruptcy Trustee will always
keep that constant stream of revenue flowing because it can be used to pay off
creditors. To keep the revenue flowing, he will have to keep the SaaS application
running. The Bankruptcy Trustee would cut off departments like marketing and
R&D, but will keep the core services running.



Business Continuity Solutions for SaaS Customers 27

The danger is that this trust in the bankruptcy trustee is based on an assump-
tion, albeit a logical one. A Bankruptcy Trustee is not obliged to keep the service
running, and could decide to liquidate all assets instead, leaving its customers
without their software. Also, a SaaS-provider can stop its services even though it
did not go bankrupt. For example, the Californian-based Platform-as-a-Service
provider Coghead, which provided an online hosted platform to create enter-
prise database applications, announced in February of 2009 that their intellec-
tual property assets were acquired by SAP, and that they would stop supporting
the platform within the next month [13]. Customers had one month to develop
a new application on another hosted platform and migrate their data towards
it. Some companies see these risks as an ultimate downside for outsourcing their
IT to an external service provider [14], and use it as an argument to stick to the
traditional on-premises software.

6 Survey

To gain some insights in customer preference, and in an attempt to verify the iden-
tified requirements, we carried out a small survey. The survey focussed on gaining
insight in the number of companies who utilize business continuity solutions and
tries to identify a preference for one of the two different continuity solutions.

6.1 Survey Design

In an online survey, we asked several IT decision-makers and SaaS providers
about their thoughts on business continuity with SaaS. We asked them if their
SaaS-provider provided a solution for business continuity, how important they
think such a continuity solution is, and which of the previously presented con-
tinuity alternatives they think is best. The survey results are based on 20 re-
spondents. We selected participants by posting a message in several SaaS-user
and provider groups on LinkedIn. We also asked the members of the Dutch CIO
platform to participate. The survey first asked respondents wether they were a
customer or provider of a SaaS provider. Then the respondents were asked if
their SaaS-solution already offered a business continuity solution. Respondents
who indicated that they are a customers of a SaaS-solution were asked wether
they would consider a SaaS-solution if it did not provide a business continuity
solution. Then the survey asked respondents to rate several aspects of SaaS-
products/providers on a scale of importance ranging from “not important” (de-
picted as 0 in the graph) to “extremely important” (depicted as 3.0 in the graph).
The different aspects were: size of the company, location of the company, price
of the SaaS-solution, financial situation of the SaaS provider, technical continu-
ity solutions, business continuity solutions and data export abilities. Finally, we
presented a short description of the two business continuity solutions discussed
in this paper; the SaaS escrow solution and the SaaS guarantee fund, and we
asked respondents to indicate which one they preferred and explain why.
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6.2 Survey Results

From the 20 respondents, 50% claimed to provide a SaaS-solution, the other
50% claimed to be (professional) SaaS-users. Only three of the in total 20 re-
spondents (or their provider) currently offered a complete business continuity
solution like SaaS-escrow or a guarantee fund. The other 17 respondents either
simply answered “no” or stated that they were still looking into it. Five re-
spondents stated that their provider offered data-export abilities as a continuity
solution. These results are quite surprising when we look at the results of the
second survey question, which we asked to the group that stated they were (po-
tential) SaaS-users: “Would you consider a SaaS-solution if it does not provide
a clear solution for business continuity?” Seven out of ten respondents answered
that they “could not take such a risk”, while the remaining three respondents
answered that it depended on the specific company and SaaS-solution.

The combined results of the ranking of importance of several SaaS aspects
are visualized in Fig. 1. As expected, the location of the company is perceived
less important than aspects like price, financial situation and technical continu-
ity, since the access to SaaS-applications is location independent. Respondents
rated data export abilities as the most important aspect when selecting a SaaS-
solution. This is in line with our findings in the previous chapter, but it is
surprising to see that even though it is perceived as extremely important, not
every SaaS-solution offers this possibility. The next most important aspect is
technical continuity. That is not surprising, because the likelihood of technical
problems is much higher than that of business continuity problems. The respon-
dents rated business continuity solutions as the third most important aspect
of a SaaS-solution, with almost the same score as price and financial stability.
This is quite surprising because business continuity solutions are not common in
SaaS-solutions, based on the survey results which showed that only 3 out of 20
SaaS-solutions offer some kind of business continuity solution. So there is a big
difference between how important people think business continuity solutions are
and the number of SaaS-providers actually using a business continuity solution.
There was no significant difference between the ratings of SaaS-providers and
customers.

Fig. 1. A graph showing the average score of several aspects related to SaaS-solutions
on a scale of importance (from 0 to 3.0), along with the standard deviation
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Exactly 50% of the respondents preferred the escrow-solution, while the other
50% preferred the guarantee-fund alternative. Some arguments in favor of the
escrow-solution were: “Because it’s easier to set-up and the arrangement is ac-
tive immediately” and “they have the legal expertise available”. Arguments in
favor of a SaaS guarantee fund were: “Without the capital knowledge of the
technical staff, the code/data is of very little use” and “Storing the code and
data at a third party could be dangerous regarding theft of IP and setting up
a guarantee-fund isn’t that hard to achieve and has the advantage of (expected)
lower costs”. There was nog significant difference between the solution-preference
among SaaS-providers and SaaS-users. Several respondents explained that they
prefer an escrow arrangement for standard SaaS-solutions, but that they would
prefer a custom guarantee fund for more complicated solutions with a lot of third
parties, because a guarantee fund has the ability to “cover the whole chain”.

To summarize, the survey showed that people think business continuity solu-
tions are important for SaaS-providers, but currently not many SaaS-providers
actually use a business continuity solution. The survey showed that both of the
discussed solutions are seen as viable options for business continuity guarantees,
with equal votes, but each with different advantages and disadvantages.

7 Conclusions

A company going bankrupt will always be a risk for a customer, no matter what
kind of business it is in. A business continuity solution could work to make the
consequences for a customer less disastrous, but it is hard to provide complete
protection in every scenario. In most cases, customers of SaaS-providers can find
comfort in the fact that because of the SaaS business model, keeping the service
running has the highest priority even if the company goes bankrupt, because it
provides a continuous revenue stream. In any case, the customer at least has to
make sure that he has access to his data and be able to acquire a backup. This
is the most important step towards business continuity. A customer should ask
himself how problems with the SaaS provider would affect his own business. If
a customer would get into serious problems with its own business continuity if
the SaaS provider fails, then a business continuity arrangement makes sense.

As our survey showed, most providers and customers think business continu-
ity arrangements are important, but not many providers are currently offering a
business continuity solution. This probably has to do with the fact that SaaS is
a relatively new phenomenon and that there is no ‘best practice’ yet. With this
paper we hope to give some clarification on this topic, and help clarify the dif-
ferent options available to arrange business continuity. Several issues that could
influence the validity of the survey results is that the number of respondents
is quite small and it did not distinguish between different SaaS-solution. It is
possible that several respondents were using the same solution. However, the
goal of this paper is not to identify how many companies currently use business
continuity solutions, or point out which solution is preferred. Instead, this paper
calls for attention on the topic and provides insights in the risks at stake and
the two possible solutions.
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The types of business continuity solutions we discussed both have their pros
and cons, and there is no one best solution. Because the SaaS model, in its
current form, is relatively new, there are no practical examples to assess the
effectiveness of both solutions in real life. There are no known cases where one
of the two continuity arrangements were ever actually put into effect yet.

Theoretically both the escrow-solution and the fund-solution should function
as a reliable solution. The big difference between the two is that the escrow-
solution is a commercial solution, which could be more expensive because the
escrow-company needs to make a profit, but offers a complete and ready to
use solution with professional (legal) support. The fund-solution can be cheaper
to set-up, but is more time consuming and requires a lot of effort from the
SaaS-provider itself. What is the best solution depends on the type of SaaS
solution and personal preferences of both the provider and its customers. We
think that when business continuity solutions are needed, for most standard
SaaS solutions the escrow version is preferred because of its simplicity and low
effort requirements. When the SaaS solution is more exotic or needs more specific
arrangements with many third parties or for a difficult infrastructure, the fund-
solution appears to be a better alternative.
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Abstract. There is an emerging trend for software companies to adopt ecosys-
tem strategies. A software ecosystem consists of an open technology platform 
with complementary components produced by several software companies or 
communities. By open innovation, ecosystems add value to the platform inte-
grator’s core offerings, while causing management challenges. This paper in-
vestigates what management practices support platform integrators operating in 
software ecosystems. The set of management practices that is synthesised from 
the literature includes technology scouting, orchestration, software supply net-
work management, and technology asset management. This paper gives a struc-
tured overview of the management practices and links them to the technology 
and innovation management processes. A case example shows how a platform 
integrator utilises these practices in the telecom industry.  

Keywords: software ecosystem; technology management; industry platform; 
telecommunications; open innovation. 

1   Introduction 

The product line approach, which originally emerged around the car industry, has 
been adopted in the software industry too. It has made possible the efficient mass 
production of standardised products, while, however, providing limited diversification 
[1]. One major approach to software product lines is the use of a common platform as 
a basis for product derivation. In the 1990s, the popular discussion was concentrated 
on the benefits of software reuse in intra-organisational “product platforms” [2]. Later 
in the 1990s, the strategic potential of “industry-wide platforms” became a topic dem-
onstrated by the dominant market positions among the platform leadership (Microsoft 
Windows, Intel, Cisco) [3, 4]. 

 Compared to the product platform, the industry platform has four significant char-
acteristics. First, the industry platform consists of components that are likely to come 
from different companies called “complementors” [2]. The complementors, together 
with the industry platform, create an ecosystem in which the participants are depend-
ent on each other to some extent. Second, the industry platform has relatively little 
value to users without complementary products or services [2]. Third, the industry 
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platform tends to create “network effects”, which are positive feedback loops that can 
grow at increasing rates as the adoption of the platform and the complements rises [2]. 
The network effect can be “direct”, such as technical compatibility (Microsoft-Intel). 
Alternatively, an “indirect” network effect is caused when a number of application 
developers, content producers, buyers and sellers, or advertisers adopt a particular 
platform (Google, Facebook). The more external adopters create or use complemen-
tary innovations in the ecosystem, the more valuable the platform (and the comple-
ments) becomes [2]. This encourages more users to adopt the platform and more 
complementors to enter the ecosystem. In market-driven software development, many 
possibly anonymous stakeholders influence requirements value chains in an ecosys-
tem [5]. Fourth, markets for industry platforms tend to be “multi-sited” [6]. Compa-
nies compete not only for customers but also for developers and other complementors.  

Jansen et al. [7] define a software ecosystem (SECO) as a set of actors functioning 
as a unit and interacting with a shared market for software and services. A SECO 
consists of actors such as independent software vendors (ISV), outsourcers, and cus-
tomers [7]. A SECO typically is interconnected with institutions such standardisation 
organisations, open source software communities, research communities, and the 
related ecosystems. There are two main types of roles actors can take in a healthy 
SECO [8]. The keystone players (or shapers) are the drivers of platform technologies 
and standards [9]. The niche players (participants/followers) require the standard or 
platform technology provided by the keystone player for creating business value [9]. 
In this paper, we focus on the role of a keystone player i.e. a software vendor that acts 
as a platform integrator. 

There are several reasons why a company may decide to open up its platform and 
transition from a software product line to a software ecosystem. A company may 
realise that the amount of functionality that needs to be developed to satisfy customer 
needs is far more than what represents a reasonable investment for the company, 
which calls for external development. The ecosystem approach may increase the 
value of core offerings to existing users, enhance the attractiveness of the ecosystem 
for new users, increase the “stickiness” of the platform (lock-in makes it harder to 
change platforms), accelerate innovation through open innovation in the ecosystem, 
and reduce innovation and maintenance costs [10].  

Besides the benefits of the ecosystem approach, companies face challenges in, for 
instance, gaining an insight into ecosystems, identifying survival strategies inside 
ecosystems, and disclosing IPR (Intellectual Property Rights) selectively [7]. The 
competition is often about who has the best platform strategy and the best ecosystem 
to back it up [2]. If the challenges are made more understandable and manageable, the 
realisation of the benefits becomes more likely. In the literature there is still a frag-
mented view of supporting management practices. This paper aims to create an over-
view of available technology management practices. The telecommunication industry 
is selected as an example since it demonstrates strong network effects leading to clear 
interdependence between platforms and complements [4]. The focus is on software 
ecosystems, since telecom platforms are becoming more and more software-intensive. 
The research question is formulated as follows: What management practices support 
platform integrators operating in software ecosystems? 
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The management practices are synthesised from the recent literature related to the 
software ecosystems, technology management, and industry platforms. As software 
ecosystems are a relatively new research topic, the most of available publications 
could be found and acknowledged. Especially, publications of Jansen et al. [7, 9] are 
used as a basis for terminologies and subsequent searches. A case example from the 
telecom industry is provided on the basis of experiences of the first author working in 
Nokia Siemens Networks. 

This paper is structured as follows. Section 2 synthesises the management practices 
that were found in the literature. Section 3 presents a case example in the telecommu-
nication industry where the management practices are utilised. Finally, the paper 
summarises the key results and suggests directions for further research 

2   Management Practices 

The management of a software ecosystem can be viewed as a part of the general tech-
nology and innovation management processes. Rohrbeck presents these processes in 
[11]. Jansen et al. investigated challenges related to the software ecosystems at three 
scope levels - the ecosystem, software supply network, and organisational levels [9]. 
These challenges include how to gain insights into ecosystems, how to identify sur-
vival strategies at the ecosystem and supply network levels, and how to open up to a 
software ecosystem without losing critical intellectual property [9]. 

Our paper synthesises a set of four management practices that are linked to the 
technology management process introduced by Rohrbeck [11] and aim to address the 
challenges identified by Jansen et al [9]. Following Rohrbeck [11], the first practice in 
the technology management process is selected as technology scouting. Furthermore, 
the three subsequent management practices address the development and storage of 
the technology that is exploited in products or sold. We divided these management 
practices according to the activities needed at the three scope levels. The first one is 
orchestration as defined by Jansen et al [9]. We labeled the last two management 
practices as software supply network management and technology asset management. 
The management practices are summarised as follows. 

• Technology scouting is a systematic approach to gather information in the field 
of science and technology and to facilitate technology sourcing [11]. It is a 
way to gain insights into a SECO when deciding on which level of intensity to 
participate in it and finding out about new technologies and relationships. This 
involves estimating opportunities and threats on the basis of identified SECO 
characteristics, such as health. 

• Orchestration is a method to leverage the advantages of the SECOs and it con-
sists of the arrangement, coordination, and management of actors and networks 
at the ecosystem level [9]. 

• Software supply network management is needed in organising the collaborative 
production of products and services. It involves strategies about who are the 
suppliers and how to govern relationships and quality assurance with them [7]. 

• Technology asset management includes organisational-level strategic and op-
erational decisions regarding how technology is organised to support the selec-
tive revelation of IPR.   
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Fig. 1. The set of four management practices in the context of the technology and innovation 
management processes (adapted from [11]) 

Figure 1 illustrates the four management practices in the context of the technology 
and innovation management processes. The technology management process de-
scribes the development and life cycle of technology assets in a company. We see that 
the development of relationships is an important component in this process when 
operating in a SECO. In technology scouting, technologies and relationships are 
searched for and sourced from the ecosystem, related ecosystems and communities. 
Technologies and relationships are developed in orchestration resulting in commonly 
agreed standards, vision and incentives for SECO participants. Technologies and 
relationships are further developed in the collaborative development of products and 
services in software supply networks. In technology asset management, company’s 
technology assets are stored for their potential use in future products and services. 
Thus feedback is possible to the previous management practices. A part of the tech-
nology assets is opened and returned to the ecosystem. Alternatively, the technology 
is kept internal or sold. In the innovation management process, software supply net-
work management is used to assess and integrate complementary products and ser-
vices. The resulting integrated platform is further prototyped and tested as a part of 
the products and services that are later launched to the markets. 

2.1   Technology Scouting 

Technology scouting is used to detect advances in technology at an early development 
stage including the identification and assessment of new technologies [12]. In addi-
tion, technology scouting plays a key role in technology sourcing [13]. Personal rela-
tionships established by the scouts for information-gathering purposes can be used 
when negotiating about joint research, licensing, buying IPRs, creating joint ventures, 
or the acquisition of start-ups. Organising technology scouting involves the building 
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and use of networks of experts [11]. This requires to address the following three fac-
tors: 1) the goal of the technology scouting should be defined (directed or undirected 
scouting): 2) the incentive systems should be aligned carefully with all the actors in 
the process, and 3) the company should offer something in exchange for the informa-
tion that is collected [11]. For example, Deutsche Telekom AG utilises internal and 
external scouts that are typically rewarded by money, while academic sources can be 
rewarded by recognition and joint research projects and the industry sources are of-
fered by collaboration opportunities, for instance [11]. 

Utilising open source software ecosystems is an opportunity for system integrators. 
As well as being available free of charge, open source software can be of high quality. 
Building an effective open source software ecosystem should involve collaboration at 
the international level and the realisation of effective projects and communities in the 
field of the most strategic technologies combined with commercial success [14]. The 
company may choose only source solutions developed by others but active contribu-
tion enables a collaborative network to be created, which enriches the company’s 
offerings to the market [14]. 

2.2   Orchestration 

Orchestration is mainly keystone players’ task [9]. The introduction of interoperable 
software standards is an important task in orchestration [15]. Other possible methods 
involve introducing quality standards and legislation about them, introducing certifi-
cation programmes, the sharing of a SECO vision, and explicitly defining the bounda-
ries of a SECO [9]. Samuel Fricker proposes requirements value chain analysis as a 
means of support for stakeholder management in understanding the relative power of 
stakeholders or the maturity of an ecosystem [5]. The requirements value chain analy-
sis covers the inception of requirements, communicating them in a SECO, and solving 
conflicts regarding goals related to functionality and quality in order to formulate a set 
of agreed requirements with stakeholders. Supporting research fields that are identi-
fied are social network theory, group theory, and negotiation theory [5]. 

The applicability of orchestration methods depends on the characteristics of a 
SECO. In the case of a stable SECO (e.g, Visual Studio) where niche players are 
locked-in, the introduction strict rules may be appropriate, but in a more open SECO 
(e.g. Eclipse) that could scare developers [9]. In a young SECO there are usually 
bootstrap problems such as a lack of adopters of the keystone technology in order to 
get a return on investments [9]. To overcome this, the keystone technology should be 
made reusable through APIs or plug-in infrastructures [9]. After this niche players 
should be encouraged to be active in a SECO. There are several methods, such as 
revenue sharing or establishing partner networks [9].  

The tipping strategy (with the product strategy) is applicable for system integrators 
if a dominant platform exists [16]. Tipping is a set of acts and strategic moves to 
shape market dynamics in favour of a particular technology and to win a platform war 
[16]. The tipping strategy consists of technology and business actions. The techno-
logical actions are [4]: 

• try to develop unique features that are hard to imitate and attractive for  
users: 

• tip markets by absorbing features from adjacent markets. 
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The business actions are [4]:  

• offer more incentives for complementors than competitors do: 
• build coalitions with competitors to defend against the entry of new platform 

wannabes: 
• utilise pricing subsidy mechanisms to attract users. 

Linux is a successful example of a tipping strategy. It consists of a large coalition of 
service provider companies and users. Technology scouting seems to support the 
tipping strategy in absorbing features from adjacent markets. 

2.3   Software Supply Network Management 

At the software supply network level there are challenges in identifying and selecting 
partners, the governance of relationships, and sorting out the dependencies between 
component developers [7]. Software supply networks cause particular risks in the 
innovation process. Ron Adner suggests that the risk management should be divided 
into three parts [17]. 

• Assessing the initiative risks of the project: evaluate the feasibility, customer 
value, competition, and capabilities of your own offering. Decide how risks are 
handled internally and which it is better to outsource. 

• Assessing the interdependence risks of coordinating with complementary in-
novations: list whose projects need to be ready before yours can be. Estimate 
the probabilities of success for each key partner (by consulting with managers, 
double-checking with suppliers, and examining historical precedents) and mul-
tiply them to identify the overall probability of the success or delay.  

• Assessing integration risks: identify who has to adopt the solution before the 
customer can. Adding up the estimated adoption cycles of intermediaries can 
be used in the integration risk assessment. 

There are additional challenges in coordinating cross-organisational quality assurance 
and synchronising release timing [7]. External development teams cannot be subjected 
to standardised process models, tools, and ways of working [10]. This means that  
traditional process maturity approaches, such as CMMI (Capability Maturity Model 
Integration), are not well suited. Traditional centralised coordination, based on re-
quirements, architecture, and software configuration management, which has worked 
for internal product lines is not appropriate for the ecosystem approach [10]. Central-
ised coordination of complex relationships tends to cause overheads that reduce com-
petitiveness. Instead a decentralised composition-oriented approach is recommended 
[10]. In this approach coordination is done through software architecture principles 
rather than processes [18]. Moreover, component teams announce roadmaps and re-
quirement specifications that are released at the end of the next iteration cycle, in 
contrast to the centralised top-down roadmap and requirement management [10]. A 
component team needs to reach out to other teams for local discussions on potential 
changes in component interfaces. Quality assurance should also be decentralised, 
since, as complexity and dependencies increase, centralised integration and quality 
assurance becomes a major effort [18]. To achieve a sufficient integration rate a soft-
ware stack should support different release frequencies for different layers [10]. 
Backward compatibility is important in order to simplify the software configuration 
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management and it requires loosely coupled component interfaces [10]. In other 
words, once a new component version is working, older versions or branches may not 
need to be maintained. In order to guarantee sufficient user experience and seamless 
integration for the overall system, a platform integrator has to provide a basic user 
experience framework and guidelines to achieve the composition-orientation [10].  

2.4   Technology Asset Management 

Technology asset management covers how technology is organised, stored and re-
vealed by a company. A company needs to make internal decisions regarding how to 
design product technology strategically [3] and disclose IPR selectively [4]. A com-
pany may choose to open interfaces by offering APIs, open the source code, or open 
other IPRs, such as a requirement engineering process, road-maps, release times, cus-
tomer and supplier information, bug repositories, or market research [9]. There is a 
natural tension associated with allowing external developers to become involved in the 
development process and, to some extent, even taking over part of the customer rela-
tionship [10]. A platform integrator may be concerned about gaining a negative reputa-
tion or the risk of the platform becoming irrelevant over time. A useful approach to 
avoid an undesired reputation while still sourcing new functionalities developed by 
external developers is to publicly release a long-term platform roadmap that indicates 
the intentions of the platform integrator company [10]. In addition, a company may 
develop innovative licensing methods, such as, for instance, open source commercial 
business models, and establish internal and external component markets [9]. 

The modularity of a functionality enables chosen components to be selectively dis-
closed [9]. Potential industry standards support software architects using uniform 
interfaces. A company may open the architecture gradually in order to remain able to 
develop the software without it becoming a maintenance nightmare [7]. Other prac-
tices involve designing reuse policies, creating a reuse enabling architecture, and 
supporting interchangeable data formats [9]. Opening up account system interfaces 
enables external developers to gain faster-paced access, as well as enabling content 
updates, feedback, licensing, and billing, for instance, to be automated [7]. 

3   A Case Example from the Telecom Industry 

Telecom equipment manufacturers have traditionally organised themselves along 
product lines. Platforms used to be proprietary and mostly built internally from ASIC 
circuits to operating systems and middleware components. However, increasing com-
petition among telecom equipment manufacturers has pushed down margins, which 
leads to requirements for a lower channel cost and shorter time-to-market [19]. In order 
to cut down costs and speed up development, a platform must be created from stan-
dardised components. Then components can be sourced from COTS (Commercial Off 
The Shelf) vendors for competitive prices and they may already be available in the 
markets when needed in products. The standardisation of components enables compo-
nents to be replaced by more competitive ones, if necessary, without a lock-in to one 
vendor, and, additionally, this supports low integration and verification costs. For in-
stance, Ericsson and Nokia Siemens Networks leverage basic platform technologies 
and add value in the application domain. They have adopted ecosystem strategies, as 
well as an integrator role for building platforms. 
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3.1   Technology Scouting 

Nokia Siemens Networks, since found (2007), has researched ways to facilitate sys-
tematic technology scouting in order to find emergent software technologies. A rea-
son for this is several common trends occurring in the telecom and IT platforms, 
which call for technology scouting to identify inter-industry opportunities and threats. 
Convergent technology and market needs are exemplified by the generalising  
IP-based (Internet Protocol) services such as IMS (IP Multimedia Subsystem), and 
Unified Communications. Technology scouting is focused on the activities from the 
definition of the search areas to data interpretation. The outcome is communicated, 
for instance, to product lines for decision making. Technology sourcing is not explic-
itly linked to technology scouting. A scouting network consisting of internal and ex-
ternal experts including university researchers collects data in the three modes: 1) 
non-focused scouting done continuously company-wide and communicated through 
web 2.0 tools (blogs), emails, and informal expert networks: 2) focused scouting on 
strategic areas done by responsible experts and communicated by strategy materials, 
and 3) focused intelligence studies typically triggered by product lines. 

3.2   Orchestration 

Nokia Siemens Networks orchestrates selected ecosystems in order to contribute to 
their development directions. It is shown that the tipping strategy is used for shaping 
market dynamics in favour of particular ecosystems and technologies. For instance, 
this involves contribution in standardisation groups and industry consortia in order to 
agree specifications together with potential competitors. Active marketing efforts are 
used to create credibility around emergent ecosystems. A vision of an ecosystem is 
communicated, for instance, in worldwide industry conferences. This helps smaller 
participants to align their strategies and identify new business opportunities. In addi-
tion, different events provide valuable connections to partner networks.  

Telecom equipment manufacturers convey requirements from telecom operator cus-
tomers to other ecosystem participants, who may have insufficient domain knowledge to 
realise them alone. It appears to be challenging to specify and communicate require-
ments so that supplied components are easily integrated. Especially, non-functional 
requirements may have a great impact throughout the platform architecture and rework-
ing them may affect on many components. The most important non-functional require-
ments in a telecom platform include availability, scalability, and serviceability.  

A modular architecture with well-defined interfaces is needed in order to integrate 
a platform from externally developed components and achieve the interoperability of 
components. Figure 2 presents a common telecom platform architecture that contains 
standardised and proprietary components. Currently, the following prominent and 
relatively stable industry standard ecosystems can be identified, which have emerged 
around certain components in the telecom platform architecture [19]. 

• Hardware platform (ATCA): the Advanced Telecommunications Computing 
Architecture is a set of specifications defined by the PCI Industrial Computer 
Manufacturers Group [20]. The ATCA is a modular hardware platform de-
signed for scalability and carrier-grade availability (that is services are running 
99.999% of the time). The evolution of the ATCA can be compared to the evo-
lution of the standardised IT rack mountable hardware platform. 
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Fig. 2. A telecom platform architecture 

• Carrier-grade operating system (Linux): by the acceptance in the server mar-
ket, the telecom equipment vendors also started seriously considering Open 
Source Linux for telecom systems. The Open Source Development Lab's car-
rier-grade Linux working group was established to collect requirements from 
network and telecom equipment providers and independent software vendors, 
specifically for Linux [21]. 

• Cluster middleware (SAF): the Service Availability Forum™ is a consortium 
of industry-leading communications and computing companies working to-
gether to develop and publish open software interface specifications for ser-
vices requiring high availability. The two main specifications are the Hardware 
Platform Interface (HPI) and Application Interface Specification (AIS) [22]. 
The hardware abstractions encapsulate hardware (such as temperature and 
voltage sensors) coming from different vendors so that they can be integrated 
into the HPI in a common way. The AIS is designed to support applications 
ranging from web servers to telecom applications like GGSN (Gateway GPRS 
Support Node) [19]. The Availability Management Framework (AMF) and 
Software Management Framework (SMF) are examples of AIS Services. 

3.3   Software Supply Network Management 

Nokia Siemens Networks has developed an assessment method for third-party  
software component selection during 2001-2006 [23]. The simplified software devel-
opment process contains the following phases [23]: 
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• Design & implementation – the supplier designs and implements components 
based on the standard specifications  

• Assessment – candidate implementations are assessed on the basis of func-
tional and non-functional requirements as specified in the standards 

• Integration – the chosen component is integrated into the product 
• Operation – the product is deployed in a global volume and is under maintenance 

In terms of risk management the assessment phase presents the estimation of the prob-
ability of success for each key partner candidate. Picking a sub-optimal implementa-
tion may cause considerable costs in the later phases of the life cycle. Conformance 
testing (IEEE 2003-1997) has been applied to test robustness of the AIS Services such 
as AMF and the process was feasible, repeatable, and reusable [23]. 

Feedback and reintegration mechanisms are seen to be critical and developed at 
least on project or supplier basis in order to handle fault situations. Typically, there 
are some shortcomings in standard specifications co-created in orchestration and  
new requirements appear during the integration phase. The interoperability of compo-
nents is verified sometimes by hands-on plug-fests. Sometimes, a platform integrator 
can fix a shortcoming in the supplied software but occasionally a correction is needed 
quickly from the supplier. Usually, direct engineer-to-engineer communication  
between component teams, as suggested in the decentralised composition-oriented 
approach, is the fastest way to solve problem. Greater shortcomings may require  
renegotiation and road-mapping with a supplier. 

3.4   Technology Asset Management 

Nokia Siemens Networks has recently started to improve software reuse systemati-
cally by asset management services that provide better asset visibility through the 
company and with potential external collaborators. By the software reuse, the expan-
sion of the software base is tried to keep manageable when new products and product 
variants are created. The number of maintained platforms is restricted and consoli-
dated across product lines by dividing products into groups on the basis of their cost 
structure and technical requirements. The number of technology standards and part-
ners that are used is also restricted for the sake of simplicity. In order to support the 
easy integration of third-party software components, software architectures are devel-
oped to be flexible and modular enough. Proprietary software development tools are 
replaced by commonly used ones, which are preferably available as open software. 
This allows the gradual opening of software repositories, version control systems, and 
continuous integration builds (such as SVN and CruiseControl). Code validation tools 
are also used for legal checks on migrated open source software. 

4   Conclusions 

In this paper, we presented a structured overview of the four management practices 
that support platform integrators operating in software ecosystems. The four manage-
ment practices identified from the literature are technology scouting, orchestration, 
software supply network management, and technology asset management. These man-
agement practices are linked to the technology and innovation management processes, 
which may help to systematically respond to challenges in software ecosystems.  
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The assumption is that a company has a strategic intent to operate in software ecosys-
tems. A discussion about whether or not the ecosystem approach is appropriate for 
certain businesses is another relevant topic. We focused on the technology manage-
ment perspective and all business management practices were not covered. The pre-
sented management practices are seen to be equally important for a company’s success 
and they should be aligned according to technology and business strategies. We made 
the first attempt to validate the set of the four management practices by the case exam-
ple in the telecom industry. It should be noted that these management practices are not 
specific for the telecom industry but we offer them for platform integrators that are 
keystone players in other industries as well. Our case example indicates that a platform 
integrator in the telecom industry utilises the four management practices. Technology 
scouting is organised for finding new technologies. By orchestration, the development 
of ecosystems is directed, especially, towards the common standards-based platform 
architecture. Software supply network management is used for managing supplier risks 
and integrating platform components. Technology asset management prepares for 
opening repositories by architectures supporting software reuse and by using standard 
development tools. In the case example, the management practices are not utilised in 
the extent presented in the literature synthesis of this paper. This does not mean that it 
has been the objective but both viewpoints can enlighten each other. The synthesis 
helps to optimise the management practices together to support holistic technology 
management when operating in software ecosystems. One of our future research  
objectives is to validate the management practices by means of case studies. Our aim  
is to identify the success factors and challenges related to the application of the  
management practices. 
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Abstract. Software products are part of a larger network of products,
suppliers and partners, called a software ecosystem, working together in
order to provide functionality for the users and generate profit for the
vendors. Not much is known about the characteristics and relationships
within such a software ecosystem. This paper presents an overview of
the open source Ruby ecosystem and lists its elements, characteristics,
descriptives, roles, cliques and relationships. Data is gathered using the
Git decentralized source code management system and is analyzed using
social network and statistical analysis techniques. Our analysis shows
that the Ruby ecosystem exists out of a couple very distinctive roles
developers fulfil. It also shows that within the Ruby ecosystem only a
small ‘core’ of approximately 10% of all developers and gems (Ruby
packages) are dominant within the ecosystem. At this point in time it
appears that the rails community would benefit from motivating current
developers to work together more, instead of supporting new developers
or gems in order to get a healthy ecosystem.

Keywords: software ecosystem, Ruby, ecosystem governance, explo-
ratory case study.

1 Introduction

As a software vendor, your profit is not determined by one independent prod-
uct, but by all parties and products related to your product. The development of
software has a lot of differences compared to how physical products (e.g. bread
or furniture) are created. First of all software is not one physical product, but a
product that can be multiplied an infinite amount of time without substantial
extra costs [1]. Second and most importantly, the total value of a software prod-
uct is determined by sum of all additional products using the software product.
The Android mobile phone operating system for example, has a limited value
as a product on its own. The overall value of Android is determined by all the
applications built on top of Android that extend the possibilities of the main
software product (software platform). This network of all products, companies
and services working together in one big network is called a Software Ecosys-
tem. The term Software Ecosystem (SECO) was first coined by Messerschmitt
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and Szyperski in 2005 [2], but it took until 2009 before a clear definition was
formed by Jansen, Finkelstein and Brinkkemper [3], who define a SECO as “a
set of businesses functioning as a unit and interacting with a shared market for
software and services, together with the relationships among them”.

“Making profit from your software product” became “making profit from your
software ecosystem” [4]. Profit is not generated only by one product or service,
but by all companies together making use of one core service to deliver their own
products. The popularity of a product created by one company can benefit all com-
panies and products in the same SECO. Software companies are increasingly be-
coming aware of this development and start to recognize their position within the
SECO. Software vendors face new problems, as they need insight in their software
ecosystems. They need to know the dynamics within their SECO, the participants
and how to steer their SECO in order to generate the most profit. Jansen et al. [3]
state that to the extent of getting a good insight into a SECO, characteristics must
be quantified and measured. Possible characteristics are the number of sub commu-
nities, the reciprocity of the ecosystem or the outdegree of keystone actors. Iansiti
and Levien [5] state that: “the performance of a firm is a function not only of its
own capabilities or of its static position with respect to its competitors, customer,
partners and suppliers, but of its dynamic interactions with the ecosystem as a
whole”. This statement emphasizes the importance of getting an overview of the
entire SECO in order to judge the position of one participant in it.

Open source projects are typical environments in which SECOs develop around
the community. By open source we mean that the source code of the project is
available for download and everyone can participate in extending or adapting the
code [6]. Among Free Open Source Software (FOSS) projects, relationships are
frequently seen in the form of developers coding on multiple projects [7]. These
developers are linchpins [8] between the different projects and are an important
reason SECOs exists within FOSS. Since everyone can participate in coding for a
specific project, large projects and with that, large interconnected SECOs come
into play. Because of the size and level of transparency of these FOSS SECOs,
they are ideal for statistical and network analysis, since a high sample size in-
creases the significance of found results and improves the external validity [9].
Also, the use of large central repositories for storing all related projects enables
a convenient way for gathering all data needed [10].

In this paper we first explain the main research question, including all sub
questions related to this question in section 2. In (section 3) the Ruby case that
was analyzed is described and the data gathering is explained. The research
questions asked are analyzed into depth in section 4 and the results are presented
in section 5. We conclude with the conclusion and discussion, followed by future
research in section 6.

2 Research Questions

The main research questions answered in this paper is: “What are the defining
characteristics of a large scale open source software ecosystem?”.
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From the main research question, the following sub questions are derived:

1. What elements can be identified within a SECO? - An ecosystem
exists out of several different elements interacting with each other. We expect
different types of elements to exist within a SECO, each having different
functions within the SECO. This question will be answered by looking at
the description of all elements in the repository.

2. What are the characteristics of the identified elements? - Each of
the defining characteristics for the SECO are required for the analysis of an
element. A characteristics is defined as a prominent attribute of a SECO
element.

3. What are the descriptives of a SECO? - In order to get a good overview
of the SECO we are analyzing, we first need to explore the elements and
characteristics within a SECO into some more depth. We focus on the
software supply network level [3] when answering this question. Descrip-
tives describe the main characteristics of a collection of the SECO elements
quantitatively [11].

4. What roles can be identified within a SECO? - The elements exist-
ing within a SECO have different roles depending on their position in the
SECO. We will identify several distinctive roles within a SECO based on
their interconnectivity.

These sub questions will be answered in the following sections, concluded with
the answer to the main research question in section 5.

3 Case Description and Data Gathering

In this research the relationships, dynamics and characteristics of the Ruby
Ecosystem are analyzed. Ruby is a popular programming language, using the
MVC design principle [12] and trying to combine a scripting language’s simple
immediacy (e.g. PHP) with a strict object oriented architecture (e.g. Java) [13].
The framework consists out of thousands of possible parts that can be combined
to get exactly the functionality your project needs. The ‘parts’ are called ‘gems’
in Ruby jargon and are hosted and maintained through Git. Git is a Decen-
tralized Source Code Management (DSCM) system [14] that uses decentralized
repositories, owned by developers, that can be mined for analysis in the case of
Ruby. Because all gems related the the Ruby programming language are released
under an open source license [15], the entire Ruby ecosystem is a collection of
FOSS projects. Gems are developed by different developers and everyone can
create as many gems as he wants. All gems are indexed on a central place and
users of the Ruby programming language can decide which gems they need for
their project development.

All data for this project was gathered by using an XML [16] overview of all
gems present in the Ruby Git repository on 15-02-2010. This XML contained
information on each gem such as the name, dependencies, author, etc. Please see
figure 1 for an excerpt of the XML file showing the XML data for one gem.
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Fig. 1. XML excerpt

By using the URI for the gem, the gem was downloaded from RubyGems1 and
stored in a a relational database. All additional meta information on the gem
like the version of the gem release and developers who worked on the gem were
stored in the database as well. This data gathering was done by using XSLT to
get the right URI and the PHP scripting language to download the gems. The
gems were downloaded to be able to analyze the source code of the gems and
not only the meta information available of the gems. All data was stored in the
database by using PHP scripting combined with SQL statements.

Before the data was usable for analysis, it had to be checked and reformatted.
Due to errors in the XML source file and small glitches during data gathering,
some data are incomplete or duplicated. We used the PASW analytics suite to
identify errors and irregularities in the dataset2 and corrected the gathered data
based on this. The alterations to the original data are documented in our case
study protocol [9].

4 Analysis

In this section an analysis of the Ruby dataset is provided, so each question posed
in section 2 can be assessed. The numbering of the sub sections matches the
numbering of the research questions in section 2 and each sub section analyzes
the corresponding question.

4.1 Elements

The units of analysis in the Ruby SECO are gems and developers, with the
possible relationships among them. If a developer has a relationship with a gem,
he is a developer of that specific gem. If a developer has a relationship with
another developer they have worked together on a certain gem and if a gem
has a relationship with another gem, they are dependent on one another. The
dependency relationship among gems can have two different types, as can be seen
in figure 1. Dependencies between gems can either be runtime dependencies or
1 Ruby community’s official gem hosting service. Available at http://rubygems.org
2 The complete dataset can be downloaded from http://softwareecosystems.org
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Fig. 2. Metamodel of interacting SECO elements

development dependencies. The first type is in place if a gem needs another gem
in order to work properly for the end-user. The second type of dependency is
relevant when a gem needs another gem only for development purposes, but not
to work properly at runtime. An overview of all elements and their relationships
can be found in figure 2.

4.2 Element Characteristics

Numerous characteristics are related to the SECO elements described above. For
all gems we identified the following characteristics relevant for analysis, based
on the information in the XML and the additional information available by
downloading and examining the source code of the gem:

– Name - This is an unique identifier used to give a name to the particular
gem, but also to be able to differentiate this gem from other gems. We use
this characteristic only for identifying purposes.

– Number of Downloads - This number is an indication of the popularity
of the gem. The more a gem is downloaded, the more popular it probably is.
This popularity can for example be caused by the fact that this gem fulfils
a core functionality and is used as a dependency by a lot of other gems.

– Main Version - This version number is a indicator of the maturity of the
gem. Ruby uses sequence-based software versioning scheme in which a 0 as
starting digit indicates a beta state and 1 or higher indicates a more mature
state of the gem (for example 1.0.6). We only looked at the starting digit of
the versioning sequence. Please note that the digits are not comparable with
each other; version 2 on one gem can indicate another level of maturity than
version 2 on another gem, since developers can decide themselves when to
increase their version number.

– Lines of Code (LOC) - The LOC is an important indicator of the effort
that was put in developing a gem. Ruby gems have two types of code that
are present in the source of the gem. Besides the code that provides the
functionality for the gem, also test code in embedded in the gem source. For
the sake of our analyses we looked at the total lines of code. This includes
both the functionality LOC and the test LOC.
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Table 1. Ruby Ecosystem descriptives

Characteristic Minimum Maximum Average SD Median

Downloads 3 377,251 1,159 10,710 123
Yahoo Hits 0 21,500,000 167,057 745,156 334
Size 0 25,851,477 76,362 422,091 16034
Lines of Code 0 427,736 2,059 8,544 513

– Size - This characteristic indicates the amount of bytes a gem uses. The
characteristic can also be used as an indicator of the total effort put in
developing the gem, but this can be deceiving due to the fact that gems can
exist out of more than only code (i.e. images).

– Yahoo Hits - The amount of hits that were generated by giving “$name
of the gem + ’ruby gem”’ as input to the Yahoo search engine. This is also
an indicator of the gem popularity, since a popular gem is more likely to be
named or linked on multiple locations on the web instead of only from one
location.

The characteristics listed above will be used as variables in further sections of
the paper.

4.3 Descriptives

First the entire ecosystem including all developers, gems and their relation-
ships is visualized within one big graph using the network visualization software
Gephi [17], as can be seen in figure 33. The visualization gives a clear indication
of the size of the Ruby ecosystem and also shows a lot of small projects and
some larger interconnected projects. The structure of the ecosystem clearly in-
dicates some sort of ecosystem ‘core’ of active developers, as can be seen by the
interconnected ‘stem’ in the middle of the visualization.

The ecosystem consists of 4,784 developers, 10,046 gems and 13,103 relation-
ships between them. A gem is developed by an average of 1.23 developers with a
standard deviation of 0.725 and each developer in the ecosystem has developed
an average of 2.53 gems with a standard deviation of 3.95. A selection of some
of the most important descriptives of the ecosystem is reported in table 1.

In order to get insight in the Ruby ecosystem we first examined the bound-
aries of the ecosystem by analyzing the most popular gems and most active
developers. We calculated the eigenvector centrality for all developers within the
ecosystem to get a good overview of the level of importance of the developer. The
eigenvector centrality is used within network analysis as a measure to indicate
the importance of a node in the network [18]. For the sake of understandabil-
ity of the graph, only the top 30 developers in terms of degree [19] were included.

3 A high resolution version of the figure is available at http://softwareecosystems.org
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Fig. 3. Ruby Ecosystem Visualization

Figure 4a shows the network of interacting developers with a range of degree
between 15 and 30. Notable is the concentration of nodes on the left, which are
all interconnected and indicate a dense interaction of a large number of most
active developers. Figure 4b shows the top 30 of interdependent gems. This top is
composed by selecting the gems that have the highest number of gems depending
on them. We added up both runtime and development dependency for calculating
this top 30. As can be seen, most crucial gems also have interdependencies among
each other, indicating a strong network of important gems within the Ruby
ecosystem.

All of the developers shown in figure 4a are in the top 50 op highest eigenvector
of centrality score and have an eigenvector centrality score of between 1 and
approximately 0.1. The meaning of this will be explained in section 5.
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4.4 Roles

Within the Ruby ecosystem several different roles for developers are identified
based on the degree of the developer (number of other developers he cooperates
with), the number of gems made and the popularity of the gems.

The first role identified is the Lone Wolf. The role of Lone Wolf is based on
the role of a ‘Niche Player’ [5], Specific to this context it is defined as a developer
who has developed gems that are of importance within the Ruby ecosystem, but
has almost no connections with other developers. He produces useful content for
the ecosystem, but works solitary. The importance of a gem can be determined
in different ways. First the number of downloads of all gems a developer made
combined are of importance, after this the amount of gems that are dependent
on a gem play a role. Finally the amount of gems created by someone is of
importance in addressing the Lone Wolf role. Table 2 shows the top 5 of Lone
Wolfs in the Ruby ecosystem. The ranking is based on the number of dependent
gems as most important qualifier. These 5 developers mean a lot for the SECO,
but are not related to any other developers.

The second role we identified is the role of ‘Networker’. The Networker role
is based on the keystone role [5], but is defined for this specific case as someone
who has a lot of developers he works with and also plays a large role in the

Table 2. Lone Wolf Top 5

Developer Number of downloads Dependent gems Number of gems

David Heinemeier Hansson 2,056,351 2146 13
Loren Segal 7.123 295 10
Bob Aman 53,198 268 10
Makoto Kuwata 73,874 180 17
Zed A. Shaw 114,546 164 9
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Table 3. One Day Fly Top 3

Developer Gem Version Number Number of downloads

Wayne Meissner FFI 0.6.1 46,222
Philip Ross tzinfo 0.3.16 22,398
Benjamin Curtis faker 0.3.18 13,522

SECO in terms of gem downloads. The top 30 of Networkers can be found in
figure 4a. Besides Networkers we can also identify the so called ‘One Day Flies’.
These developers have made one popular gem, but never made anything else.
The criterion for being classified as a One Day Fly is: only one gem created with
a version number starting with ‘0’ and being in the top 5% of most number of
downloads. A listing of the top 3 One Day Flies can be found in table 3.

All different roles identified each have different functions in the Ruby ecosys-
tem, as will be further discussed in section 6.

5 Results

As section 4.1 showed, developers, gems and the relationships among them play a
crucial role in the Ruby SECO. The characteristics playing a role in our analysis
were listed and explained in section 4.2. For answering the question on SECO
descriptives, table 4.3 shows the average number of downloads of a gem was
1,159. This does not mean, in this case, that an average gem has approximately
one thousand downloads. The height of the Standard Deviation (SD) shows us
that the individual number of downloads per gem differs significantly from the
average. This conclusion is shown clearly in figure 5a, in which a high number
of gems can be seen with less than 100 downloads. Around 90% of all gems has
a number of downloads below the average, meaning that there is only a 10% of
all gems responsible for the high number of downloads.

A similar situation can be seen when looking at the amount of hits gems got
in the Yahoo search engine. The SD of 745,156 again is much higher than the
average number of hits of 167,057, meaning that there is a skewed distribution.
Figure 5b4 shows that the distribution of hits on Yahoo is indeed skewed and the
number of gems that is has an amount of hits below the average is again around
90%. Since we use the amount of hits on Yahoo as an indication of popularity
of a specific gem, this statistic says a lot about the distribution of popularity
among gems. Figure 5c4 and 5d4 both show a similar distribution and indicate
the same effect as the amount of downloads and the number of Yahoo hits did;
a small part of the Ruby SECO in this case take care of the largest gems in
terms of bytes and lines of code. Finally in section 4.4 we could identify three
distinct roles within the SECO, each being of high importance for the SECO.
4 One should note that the bar at ‘0’ should actually be extended to a higher number,

but is cropped due to readability.
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Fig. 5. Gem Characteristics Histograms

The existence of these roles could indicate that there is not one ‘holy grail’ in
governing a SECO, since there are different types of developers.

6 Discussion and Conclusion

The conclusions of this work are as follows: (1) the Ruby SECO consists of devel-
opers, gems and relationships and (2) developers within the SECO fulfil several
distinctive roles, each of different value to the ecosystem. (3) Also, within the
SECO most activity is caused only by a small part of the ecosystem. the top 90%
of the open source components used in Ruby development has been developed
by only 10% of the total number of open source contributors.. The value of this
knowledge lies in deciding how to better manage or steer SECO governance. (4)
Trying to lure additional developers to your ecosystem in order to expand your
ecosystem may not be the best way of managing a SECO; motivating existing



54 J. Kabbedijk and S. Jansen

developers to work together more on existing gems is a better way to get a solid
and healthy ecosystem. On the other hand, some of the most popular gems are
developed by lone wolfs, so this conclusion should be investigated in more depth
in future longitudinal research.

For the dataset we analyzed, we were dependent on the ‘snapshot’ of gems
available on Github. This dependency caused us to not being able to analyze
everything the way we would have wished. The developments and growth within
the SECO could not be researched by the static dataset we had. Because of this,
no strong conclusions can be made on how to stimulate growth or health. Also
we only performed one case study, so our results can not be generalized to draw
conclusion on FOSS SECOs in general. On the topic of analysis tools, the large
size of the dataset resulted in very long computation times, making analysis
sometimes difficult and cumbersome.

Due to the lack of longitudinal data it is impossible to speculate about the
dynamics of the Ruby SECO. In the future, we plan to follow specific developers
and clusters in the ecosystem. Methods such as structural break analysis can
be applied to monitor SECOs, to early discover the specific events that have
happened in the SECO. Presently an extensible tool is being developed that is
able to mine several different repositories, so future repositories can be mined
as well. The tool will be able to add the element ‘time’ to our analysis and can
also give additional case studies rather easily. This will enable us to do more
longitudinal research on the topic of software ecosystem evolution in the future
and generate more generalizable results on software ecosystems in general.

Acknowledgements. The authors would like to thank Bernard Verhoeven for
supplying us with the data used for our analyses and his useful suggestions.
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Abstract. In recent years, a very important structural change in the
software industry took place, with an increasing number of firms that
got involved in Free/Libre Open Source Software (FLOSS) development
communities. FLOSS communities and products have been studied as
complementary to proprietary software companies and products. In this
paper we propone a business model for the software market, and in par-
ticular we analyze the competition between proprietary software firms
and FLOSS firms. Our software market is a system where each agent is
independent of each other in the choice about buying or selling software
products or services. The proposed work aims to analyze the influence of
FLOSS firms producing both software and services in vertical software
markets, nowadays mostly dominated by large proprietary firms. The
findings show that FLOSS firms are able to compete with proprietary
firms, though in the end a monopoly or oligopoly of the latters emerges.
The ousted FLOSS firms, however, survive longer than proprietary ones,
when these are not able to compete in the market.

Keywords: Free/Libre Open Source Software, simulation model, busi-
ness model, market strategy.

1 Introduction

In recent years the software market has been in a constant state of change. From
an economic point of view, the entry of open source products in the software
market has led to changes in the market structure. The situation of monopoly or
oligopoly, with only one software production model that characterized the past
years, was replaced by a competition between two different business models:
proprietary software firms (PROPSf), whose primary goal is to develop propri-
etary software to make profits and increase the value of their shares [11], and
Free/Libre Open Source Software (also abbreviated as FLOSS1) –based firms
(FLOSSf), whose primary goal is to develop non-proprietary software given away

1 We refer to the phenomenon known such as “libre software”, “free software”, or
“open source software”.
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for free. FLOSS was originally developed by volunteer programmers who engage
in such projects because they are not satisfied with the existing software or sim-
ply because the required software feature does not exist [2]. Nowadays, many
commercial firms decided to enter the FLOSS market, devolving resources to
develop FLOSS products. Their profit is gained through selling complementary
goods and services. For this reason, their behavior of developing a software prod-
uct that is going to be given away for free is not so strange. An example of how
some producers of proprietary software support the development of open source
software is given by the IBM company, that invests in developing and adapt-
ing FLOSS to their hardware and software, and sells consulting services and
proprietary software that are complementary to the FLOSS software.

In this paper, we propone a business model for the software market, and in
particular we analyze the competition between proprietary software firms and
FLOSS–based firms. This work follows and complements many other papers
appeared on the subject. Among others, we quote the papers by Mustonen [9],
[10], Bonaccorsi et al. [3], Bitzer et al. [1], Leppämäki et al. [7] and Economides
et al. [4] .

At first we define and compare these PROPS and FLOSS business models,
then we describe some aspects of their strategies.

The paper is organized as follows: Section 2 briefly presents some of the
research literature related to our work, in Section 3 we explain the characteristics
of our model and in Section 4 we show the analysis of data obtained from our
simulations. Finally, Section 5 summarizes the conclusions of our research, and
ends the study with recommendations for future work.

2 Related Works

In this paper we propose a business model that follows and complements many
other papers appeared on the subject, but our work differs in many ways. Lihui
Lin in [8], studies how users’ skill and networks effect may influence the software
market, characterized by PROPS firms, and FLOSS firms. The work of Mustonen
[9] explains the simultaneous existence of commercial alternatives to copylefted
programs and why commercial alternatives to copyleft programs may not exist.
In this model the monopolist firm invests in the quality of its program, that
depends on the programming output, and thus on the programmers’ ability.
The programmers can choose to develop for the monopolist firms or can be
engaged in copyleft work, receiving complementary income based on their ability.
Finally, the firm sets a price for its program, and the consumers value the various
programs.

Two research papers gave specific and precious insights to develop our model
– they are the works of Haruvy et al. [6] and of Gosh [5], that have suggested
some variables of our proposed model.

In particular, the work of Haruvy et al. [6] examines a model in a monopoly
setting where the open source code is free but complements another product that
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is sold commercially. The authors characterize price, quality, and hiring paths
for the firms under both the open source and closed source models. The optimal
decision on opening the source depends on the importance of user contributions,
and on the wages and effectiveness of in-house developers. In the case of closed
source development, all quality improvement is due to in-house developers. In-
stead, in the case of open source development, all quality improvements come
from the users, as a function of the size m of the network of users. So, in the
first case the quality is defined as:

(
dQ

dt

)
= KN − δQ (1)

while, in the second case the quality is defined as:
(

dQ

dt

)
= αm − δQ (2)

The parameter K denotes the productivity or effectiveness of the in-house
programmers. The software quality becomes obsolete over time at a constant
rate 0 < δ < 1. The parameter α represents the level of involvement of the open
source user community, which includes users of both the software and of the
complementary product.

Gosh [5] considers the software such as one of the key elements driving ICT
role in the economy. This work identifies the role of FLOSS in the economy, its
direct impact on the ICT sector, and its indirect impact on ICT-related sector. It
uses an endogenous growth model in order to model and simulate the economic
impact of FLOSS. In Gosh’ work the growth rates of the following variables are
analyzed and studied: FLOSS and PROPS prices, quality, technology (called
varieties in [5]), human capital, effective capital stock, ICT-capital stock, and
finally output and labour productivity. For the sake of brevity, we report only
the equations defining the human capital, and the definition of the FLOSS and
PROPS varieties, since they were also used in our model. In the model [5], the
human capital h is defined as:

(
dh

dt

)
= π(uh(t))γ(νki(t))1−γ (3)

where π is a constant parameter reflecting the productivity of the human capital
accumulation process, γ is a constant parameter equals to 0 ≤ γ ≤ 1, and ki

is the ICT capital. The FLOSS and PROPS varieties are proportional to the
labour force measured in human capital units, to the ICT-capital intensity, and
to an exogenous term linked to R&D activity.

3 Model

In this section we describe our agent–based business model. Recently, in the
software market an alternative to proprietary companies has been introduced



PROPSf vs. FLOSSf 59

– the open source competitors. Analyzing the software market, we make the
hypothesis that market trends are determined by the interaction between two
kind of heterogeneous agents: users and software firms.

The aim of our model is to study a ”vertical” software market, that is a
segment of the whole software market where some software applications compete,
giving functionalities to perform a specific job. To keep the model as simple as
possible, we do not consider families of applications, network effects, or other
kind of externalities.

In the proposed model, we consider an economy with two kinds of software
firms:

1. Proprietary Software firms (PROPSf): firms that develop proprietary soft-
ware, trying to make profit;

2. FLOSS–based firms (FLOSSf): firms whose business is built upon the selling
of services complementary to the free software product.

The users of our model are heterogeneous in their expertise and they can freely
choose between proprietary and FLOSS software. In our software market model,
the software products are substitutable, meaning that they meet the same need,
thus they have the same functionality, but they may differ in quality (for in-
stance: Microsoft Office vs Open Office). Each proprietary software firm is char-
acterized by a specific product that differs from the products of the competitors
in quality, technology and cost. The PROPS firms develop a primary product
(the software), and a complementary secondary product (the services). Comple-
mentary products are the products whose purchase cannot be made without the
other one (e.g.: software product and specific services). They complement each
other in common usage, and buying one of them would encourage buying the
other. The primary and secondary PROPS products are commercial.

On the contrary, FLOSS firms tend to associate with each other in order to
produce a single product. The FLOSS firms develop a primary product (the
software), and a complementary secondary product (the services). The primary
product is distributed freely, the secondary product is a commercial product.
In our model all firms, PROPSf and FLOSSf, are characterized by specific in-
vestment policies, which influence the prices, the quality and the technology of
the products. Starting from the definition of the product quality presented in
the model of Haruvy et al. [6], the quality Qi(t) is defined using a differential
equation, where human capital h refers to the model carried out by the team led
by UNU-MERIT [5].

We describe the features of the products of our model. First, we present the
products developed by PROPS firms. The quality Qp,s,i(t) of the primary and
secondary PROPS products of the i − th firm at time t is defined as in [6]:

(
dQp,s,i

dt

)
= hi(t)Np,s,i − δQp,s,i (4)
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The technology Tp,s,i(t) of the primary and secondary PROPS products of
i − th firm at time t is defined as in [5]:

Tp,s,i(t) = Ψp
0 [h(t)∗Np,s,i +Np,s,i]+Ψp

1 [(1−ν)IICT,i(t)−hTOT,i(t)−Np,s,i]+Ψp
2

(5)

The features of the primary FLOSS product are defined instead by the fol-
lowing equations:

(
dQp,i

dt

)
= α(t)m(t) +

NF LOSSf∑
i=0

λqhi(t)Np,i − δQp,i (6)

Tp,i(t) =
i=NF LOSSf∑

i=0

λt∗

∗ [Ψf
0 (h(t) ∗ Np,i + Np,i) + Ψf

1 [(1 − ν)IICT,i(t) − hTOT,i(t) − Np,s,i] + Ψf
2 ] (7)

The features of the secondary FLOSS products are defined by the following
equations, as in [6] and in [5] :

(
dQs,i

dt

)
= hi(t)Ns,i − δQs,i (8)

Ts,i(t) = Ψf
0 (h(t)∗Ns, i+Ns,i)+Ψf

1 [(1−ν)IICT,i(t)−hTOT,i(t)−Ns,i]+Ψf
2 (9)

where the meaning of the variables is the following:

– Np,i and Ns,i: Number of developers of the i − th firm that work in the
primary and secondary product, respectively;

– Ψf
0 : Contribution of human capital in FLOSS based number of varieties;

– Ψf
1 : Contribution of ICT-capital2 in FLOSS based number of varieties;

– Ψp
0 : Contribution of human capital in PROPS based number of varieties;

– Ψp
1 : Contribution of ICT-capital in PROPS based number of varieties;

– h: Productivity or human capital;
– IICT : ICT-capital stock;
– α: Level of involvement by the open source user community;
– m(t): Size of open source community at time t;
– δ: Rate of depreciation of quality;
– λq, λt: Parameters that limit the quality and technology of the primary

FLOSS product, with respect to the sum of contributions to the project of
all FLOSS firms.

2 ICT- capital is the money specifically devoted to increase competences and assets in
information and communication technology (See [5]).
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The equations 6 and 7 differ from the equations presented in [6] and in [5] be-
cause we have take into account the contributions of all FLOSS firms to product
development in order to define the primary FLOSS product quality and technol-
ogy. These contributions are weighted by the coefficients, λq, and λt, that have
values less than one.

3.1 Firms’ Behavior

Each company enters the market with an initial investment Ii and with two
software products, one primary and one secondary, respectively characterized by
a well-defined quality Qp,i(t) and Qs,i(t) which varies over time. Each company
is endowed with a initial wealth Wi > 0 used as the initial investment for a new
product or service. In order to enter the market each company invests at the
initial time t0 a fraction β of its initial wealth: Ii(t0) = β(Wi) with β ∈ [0.8, 1].
Now let’s suppose that Np,i is the the number of work units employed by the i−th
firm in the primary product , Ns,i is the the number of work units employed by
the firm i in the secondary product, and ω is the per-capita salary for company
employee. It follows that:

I(ICT,i)(t0) = Ii(t0) − ω(Np + Np)

is the quantity of wealth to be invested in ICT at the initial time t0, and

I(notICT,i)(t0) = ω(Np + Np)

is the quantity of wealth to be invested in non- ICT expenses (wages) at the
initial time t0.

By considering our initial definition that N is the total number of company
employees, let’s suppose that in the FLOSS case Np = Ns = N

2 and in the
PROPS case Np = 2

3N and Ns = 1
3N .

Briefly, we show the investments in the next time step. Each software firm
updates its primary product at time intervals Δ, whose values are normally
distributed, investing a quantity of money IICT,i(t) that depends on its profits.
We assume a longer time interval in PROPS firms than in FLOSS ones. In
particular, IICT,i(t) is a normal variable that assumes values in the interval
[0, μ∗G] . The variable μ is a normal variable that assumes values in the interval
[0.2,1] for firms with less than 50 developers, and in the interval [0.2, 0.4] for
firms with more than 50 developers.

At monthly intervals the software firms invest a small quantity of money
IICTmin,i(t) in order to keep acceptable the software quality, and a quantity
I(notICT,i)(t) for ordinary expenses.

Let us note that the ICT investments of a firm are equally shared by the de-
velopers of the firm, so the human capital per capita is equal for every developer,
and in according to the definition of quality, an improvement of primary product
quality implies an improvement of the secondary product. These improvements
of the products’ quality are proportional to the total human capital of the firm,
h ∗ N , and every ICT investment contributes to increase the price of both the
primary and the secondary product.
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Finally, let’s note that the firms can make a new investment only if the follow-
ing condition is verified: G(t−1) > −[IICT (t)+ IICTmin(t)+ InonICT (t)]+R(t),
otherwise the software firm may apply for funding. The credit value is equal to
the difference between the profit Gi and the wealth to invest at time t Ii(t). A
company goes bankrupt when its debt exceeds its wealth Wi. For each new re-
quest for funding, the amount of time to reimburse the financing and its interest
rate are calculated. In the case of business failure, the firm’s customers will need
to purchase a new product.

3.2 Price Clearing Mechanism

We assume that the price clearing mechanism is influenced by the investments
Ii made by the ith software firm, by the number of software firms on the market
NfTOT , by the total number of users in the market NuTOT , and finally by a
percentage of the profit gi to be obtained. The price of the primary and the
secondary PROPS products at time t is calculated taking into account all the
investments made by a firm from time t = 0 to time t, and it is determined by
the following equations:

Pp,pi(t) = gi(t)

(
NfTOT (t)

∑t
t=0 Ip,i(t)

NuTOT

)
(10)

Ps,pi(t) = gi(t)

(
NfTOT (t)

∑t
t=0 Is,i(t)

NuTOT

)
(11)

The primary FLOSS products is freely distributed, while the price for the
secondary FLOSS products is given by:

Ps,fi(t) = gi(t)

(
NfTOT (t)

∑t
t=0 Ii(t)

NuTOT

)
(12)

Finally, let’s note that the firms reduce the price of their products when the
number of their customers is decreasing.

3.3 User’ Behavior

At the start time, in the simulated market there are Nu users. This quantity
may vary during the simulation, because at random intervals a random number
of users, equal to Nu,i and Nu,o, respectively, may enter or exit the simulation.
Each user is modeled as an autonomous agent, and is endowed with a given
amount of cash that varies in time. Our users are heterogeneous in their skill
level, that increases with time.

According to [8], let’s suppose that all users, with different levels of skill, com-
pare the various available software products taking into account their quality,
their technology and their price. We assume that the skill Θ is drawn from a
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normal distribution with average 2.5, limited to the interval [1,4]. When Θ = 1,
the skill is considered low, while for Θ = 4 the skill is high. The user’s choice is
made in the following way:

– for 1 ≤ θ < 2, the user chooses the cheapest product;
– for 3 ≤ θ ≤ 4 the user chooses the product with highest quality and tech-

nology;
– for 2 ≤ θ < 3 the user chooses a product randomly.

Moreover, at each time interval, a set of users is extracted in a random way, and
only these users will be involved in an economic transaction. If the user chooses
a proprietary product, then his portfolio will decrease by a quantity equal to the
sum of Pp,pi(t) and Ps,pi(t) (see eq. 10 and eq. 11). Instead, if the user chooses
a FLOSS product, then his portfolio will decrease of a quantity equal to Ps,fi(t)
(see eq. 12). Finally, if the user wants to update a software product, then he
incurs in an update cost that is zero only in the FLOSS case.

4 Results

In this section we describe the results of the computational experiments we per-
formed. In particular we analyzed the influence of FLOSS firms in the software
market in order to assess whether there are conditions under which the FLOSS
firms are able to compete with PROPS firms, or even if they are able to exclude
the others from the market.

The proposed model describes an extremely ideal software market, where at
the start time, all companies enter the market with their own offers, the users
make their purchasing decisions, and only in the subsequent steps the users and
the firms operate according to more realistic and specific strategies. Our model is
studied in a time period T , and the time step used by our simulator is nominally
equal to 1, corresponding to one month calendar time. As initial conditions, we
assumed that the quality and the technology of products on the market and
the productivity of the firms, have values equal to one at the beginning of the
simulation. We assigned to each firm a given amount of initial capital, depending
on its number of developers. The initial capital available to each firm is equal
to 50,000 per developer in the firms with more than 50 developers, and it is
equal to 40,000 per developer in firms with less than 50 developers. The number
of developers is assigned at the start time and remains unchanged during the
simulation.

We divided the simulations in two sets; for each set we considered different
initial parameters. In the first set, we considered an initial number of users equal
to 2000, an input rate of new users variable in the range [4-10], and an output
rate of users variable in the range [1-4]. In the second set, we considered an initial
number of users equal to 3000, an input rate of new users variable in the range
[40-100], and an output rate of users variable in the range [10-40] We simulated
four scenarios for each set. In these scenarios, we set the number of developers
and the initial capital value considering that FLOSS firms have typically smaller
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size and make smaller investments with respect to PROPS ones. In the first sce-
nario we studied the trend of some economic variables by considering 20 PROPS
companies operating in the software market and studying the competition only
among proprietary firms. They are characterized by a number of developers that
varies in the interval [20;200] and by an initial capital with values in the range
[800,000-10,000,000].

Subsequently, we analyzed the market trends when one PROPS company
competes with 5 FLOSS companies. The PROPS firm is characterized by an
assigned capital equal to 10,000,000 and by a number of developers equals to
200. The number of FLOSS developers varies in the interval [10-70] and their
initial capital takes values in the range [200,000-1,000,000]. As mentioned in the
model presentation, FLOSS firms are positively affected by the contributions of
the FLOSS community and they enjoy the benefits arising from the peculiarities
of this software to offer free access to the code. Consequently, we analyzed the
influence of FLOSS competitors in the PROPS market by introducing a term
that takes into account the increasing productivity of FLOSS firms. This fact
is modelled through the parameter α, that represents the level of involvement
of the open source user community. Note that the parameter α is a normally
distributed variable, that assumes values in the range [1-4]. This range was set
in agreement with the fact that the human capital of the in-house developers
grows in time up to a max value equal to 3.

In the third scenario, we studied the iterations among 10 PROPS firms and 5
FLOSS firms. Also in this scenario, the initial capital and the number of devel-
opers of the PROPS firms are larger than those of FLOSS firms. In particular,
in the PROPS firms, the number of developers varies in the interval [20-100]
and the initial capital is valued in the range [200,000-5,000,000]. The number
of FLOSS developers varies in the interval [10-70] and the initial capital takes
values in the range [200,000-1,000,000].

Eventually, in the fourth scenario we examined the same quantity of PROPS
and FLOSS firms (14 firms in total) that compete among each other. For each
PROPS firm, there is a FLOSS firm with the same features, in particular the
number of developers varies in the interval [20-70] and the initial capital in the
range [800,000-3,500,000].

Note that the firm survival does not only depend on its initial capital and
number of developers, but on many other factors, closely linked. In fact, the
profit of a firm depends by the following quantities: initial capital, number of
developers, number of users, ICT capital invested to upgrade its products, ICT
capital invested to keep acceptable the quality, time interval to update the prod-
ucts, financing and interest rate, parameters that weight the human capital, ICT
capital and research and development.

For FLOSS firms, we add three more factors: level of involvement by the open
source community, and parameters that limit the quality and technology of the
primary FLOSS product with respect to the sum of contributions to the project
of all FLOSS firms.
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Table 1. Initial Parameters of the proposed model

Parameters

IICT : capital invested to update the product

InonICT : capital invested in wages

IICTmin: capital invested to keep an acceptable quality

β: normally distributed variable with values in the range [0.8,1]

μ: normally distributed variable with values in the interval [0.2,1] for
firms with less than 50 developers, and in [0.2, 0.4] for firms with more
than 50 developers

δPROPS, δF LOSS: time intervals to update the product, with values in
the range [24, 48]months and [12, 18]months, respectively

quality and technology: main features of the products defined by a
differential equation and by an algebraic equation, respectively

m: size of the open source community, and α: normally distributed
variable with values in the range [1,4]

Nu: number of users (public and private companies), θ: normally dis-
tributed variable with values in the interval [1,4]

λq and λt :normally distributed variables with values in the range
[0.1,0.7]

ΨF
0 : normally distributed variable with values in the interval [0.8,1]

ΨP
0 : normally distributed variable with values in the range [0.9,1]

ΨF
1 : normally distributed variable with values in the interval [0.2,0.3]

ΨP
1 : normally distributed variable with values in the range [0.1,0.2]

ΨP,F
2 : parameter equals to 0.25]

In Table 1 we report the parameters we used for performing the simulations,
that have a close link with the firm’s ability to survive in the market. The
reported values are taken from the literature, by analyzing market data, and by
using our experience in software engineering. They have to be considered a first
attempt to build such a complex model, and to verify its consistency.

In the following subsection 4.1 we report some results obtained running the
simulations described above, assuming for the model’s parameters the values
reported in Table 1. In subsection 4.2, we report a sensitivity analysis to
validate the results obtained.

4.1 Simulation Sets

In a first set of simulations we considered an initial number of users equal to
2000, an input rate of new users variable in the range [4-10], and an output rate
of users variable in the range [1-4]. In the second set, we considered a bigger,
more variable market, with initial number of users equal to 3000, an input rate
of new users variable in the range [40-100], and an output rate of users variable
in the range [10-40].

In Table 2 we report the results of the simulations by highlighting the num-
ber of survived firms for each kind, and the 25th, 50th and 75th percentiles
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Table 2. Number of survived firms and statistics about exit time from the market in
the two sets of four performed simulations

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Set 1 PROPS FLOSS PROPS FLOSS PROPS FLOSS PROPS FLOSS

Survived firms 1 - - 1 0 1 0 2 0

P0.25 16.25 - - 0 102 7 120.5 7.75 65

P0.50 36 - - 0 108 8 132 8 68

P0.75 140 - - 0 159.5 8 170.5 9 80.25

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Set 2 PROPS FLOSS PROPS FLOSS PROPS FLOSS PROPS FLOSS

Survived firms 1 - - 1 0 1 0 2 0

P0.25 15.25 - - 0 142.5 7 127 7 90.5

P0.50 34 - - 0 168 8 134 7 96

P0.75 212.75 - - 0 180.5 8.25 159.5 8.25 107.75

pertaining to the time istants in which the firms that go bankrupt exit the
market. The results of the first Set confirm that in a free market with no techno-
logical breakthroughs or large economical variations, a monopoly or an oligopoly
of PROPS firms tend to emerge. In particular, in the case of only PROPS firms
(Scenario 1), the results show that the 75 % of the firms exit the market before
of the 140th month, with 50% of the firms exiting within 36 months. A single
monopolist emerges among these firms. The analysis of the competition between
PROPS firms and FLOSS firms, under the initial conditions and the parameters
chosen, show that in the long term a PROPS monopoly tends to emerge, driving
out from the market all FLOSS firms. In the Scenario 4, an oligopoly of two
PROPS firms emerges.

Note that the ousted FLOSS firms tend to survive on the market fairly longer
than ousted PROPS firms. The latter ones are out of the market in about 9-10
months, while the former ones resist ten times longer, or more. This feature is
closely linked to their smaller size and their smaller investments, so that they
tend to loose less money, and thus are able to stay in the market for a longer
time.

With a bigger market, and a bigger average inflow of new users every month
(Set 2) , the survival times of PROPS firms do not change substantially, except
in Scenario 1, when only PROPS firms are involved. In this case, the time when
the last firms exit the market is substantially increased. On the contrary, FLOSS
firms tend to last longer in almost all cases. In the 4th scenario, we have two
PROPS firms surviving in the market.

In Figure 1 we show the number of users of the firms in this last scenario.
Most PROPS firms collapse very quickly, while FLOSS firms proceed together a
longer time, until they go bankrupt in about 80-130 months. Two PROPS firms
survive with about the same market share. The number of users steadily increase
with time.
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Fig. 1. Scenario 4: Numbers of firms’ users versus time in the case of 7 PROPS firms
(solid lines) and 7 FLOSS firms (dashed lines)

Table 3. Second simulation set: results of the Monte Carlo analysis

PROPS parameters Scenario1 Scenario2 Scenario3 Scenario4

Average exit time for
last ousted PROPS
firm

336.34 - 14.21 12.52

P0.05 273 - 9 8

P0.95 384.5 - 27 22

FLOSS parameters Scenario1 Scenario2 Scenario3 Scenario4

Average exit time for
last ousted FLOSS firm

- 227.61 228.0833 132.55

P0.05 - 159 165.7 107

P0.95 - 308.5 292.8 172.50

4.2 Sensitivity Analysis: Monte Carlo Simulations

In the previous section, we reported results about just eight simulations. To
assess the robustness of our model, we used a Monte Carlo approach. We repeated
several simulations with the same initial conditions, but different seeds of the
random number generator. We executed 100 simulations for the four scenarios
of the second set, using the same parameters reported in Table 1. In particular,
for each Monte Carlo run, we computed the exit time of the last firm exiting
the market. In Table 3 we show the results of the Monte Carlo analysis and
report the average exit time of the last ousted firm, and the 5th and the 95th
percentiles of the exit time of the last ousted firm for all Monte Carlo runs, and
for the two different kinds of firms.

In all the runs, we consistently observed that a monopoly, or an oligopoly of
PROPS firms tends to emerge, but the ousted FLOSS firms survive on the market
consistently longer than ousted PROPS ones. The 5th and 95th percentiles of
the survival times of the last ousted firm are of the same order of magnitude of
the average times, showing an overall consistency of the results.
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5 Conclusions and Future Work

The presented simulations has the aim to present an heterogeneous agent-based
approach to study the influence of the FLOSS firms in the software market
by assessing whether there are conditions under which FLOSS firms are able
to compete with PROPS ones, or even if they are able to exclude other firms
from the market. We believe that the results of our agent-based model, whose
parameters were taken from the literature, by analyzing market data, and by
using our experience in software engineering, are interesting.

These results show that the FLOSS firms are able to compete with PROPS
firms for a long time in the market, albeit the larger size and ability to make
investments in technology in the end lead to a monopoly, or an oligopoly of
the latters. Typically, FLOSS firms have a smaller size, and make smaller in-
vestments, compared to PROPS ones. This makes them more agile, and able to
survive for a long time – of the order of ten years or more in our reference time.

Our model, as all simulation models, is a simplification of the real world. It
represents each agent in an ideal way, and is based on several parameters in
general difficult to estimate and whose values can heavily influence the output
of the simulation. The aim of the presented work, however, is to show that
an agent-based approach to analyze the software market is viable. To keep the
model more focused, we limited ourselves to a ”vertical” software market, with
relatively few competitors and with no network or platform externalities.

Clearly, further research is needed to improve the model making it more re-
alistic, and studying which parameters of the model have the larger effect on
the results. In future works we will extend our model, in particular we intend
to analyze the effects of network externalities, and to study product families,
and their interplay. We will improve the price clearing mechanism, and we will
include the possibility for the users to buy the primary and secondary products
not necessarily from the same firm. Moreover, we will take into account that
the customers’ purchasing decision will vary in agreement with the maturity
of the product and with the fact that FLOSS is often avoided because of the
uncertainty of future support services. We will also take into account a more dy-
namic simulation setting, with the number of companies and customers following
growth patterns.

We believe that this kind of research has the potential to help the study of
future developments of various software market segments, including whether the
monopoly of big firms will continue or will be challenged.
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Abstract. A case research is carried out on adoption of open source software 
(OSS) and software-as-a-service (SaaS) in the telecommunication industry. The 
study was conducted to examine the types of software deployed as OSS and 
SaaS and the conditions of adopting OSS and SaaS. Findings of the case study 
indicate that industry-specific software is not developed as OSS or deployed in 
SaaS mode. Based on the findings, we also arrive at conclusion: Adoption is 
hindered by specificity of processes and technology interfaces. 

Keywords: Open source software, Software-as-a-Service, Telecommunication, 
Vertical Software Industries. 

1   Introduction 

Examining software business from the perspective of information systems (IS) 
science, software business is all about outsourcing the IS function. In the context of 
vertical software industry1, software business takes place in dyadic relationship 
between a vertical industry enterprise and a vendor providing software products or 
services [1]. The vertical industry enterprise usually has its own unit or employees to 
produce certain parts of the IS function itself [2]. Alternatively, the enterprise may 
find it more efficient to outsource software development, deployment and operating to 
an external vendor. Nelson et al. [3] have provided an examination on which types of 
information systems are being outsourced. They found that common applications 
based on common technology are more likely to be acquired as packaged software, 
whereas specialized and unique applications require custom software development. 

                                                           
1 Vertical software industry comprises of vertical industry enterprises (secondary software 

companies and software vendors (primary software companies), producing software products 
and services for the specific needs of the vertical industry. Vertical industry (e.g. 
telecommunication) has a clear specialization and limited transferability of skills and 
knowledge outside its own domain. Later, the term industry-specific software is used to 
describe software, which cannot be easily redeployed in other vertical industries than its 
original domain, as opposed to producing horizontal (general-purpose) software. 
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Further, unique applications based on common technology are more likely to be 
insourced and common application based on advanced technology are rather 
outsourced. The common development in the vertical software industries is that once 
unique and differentiating software depreciate into commodity [1, 4]. 

The software business setting in vertical software industries is also relevant when 
investigating the adoption of open source software and software-as-a-service. To 
facilitate such examination below, we define the concept based on contemporary 
literature as follows. Open source software (OSS) refers to product software, which is 
produced in collaborative manner and made available royalty free and with relaxed 
license terms. The terms allow to running, distributing and modifying the source code, 
for both commercial and non-commercial use. [5–8]. Software-as-a-Service (SaaS) is 
a type of software-based service where a service provided offers access to the 
functionalities of a commodity software over the Internet to several end-users, 
running a single instance of the particular software on top of multi-tenant 
infrastructure [9–11]. These definitions imply that OSS is a model for organizing 
software development and maintenance and, in turn, SaaS is a model for orchestrating 
software deployment and operating. Further, both OSS and SaaS can be treated as 
means to outsource software-related activities from vertical industry enterprise to 
external vendor. 

The utilization of OSS has increased remarkably in the last decade. In the 
development of software programs and even large software systems, open source has 
become a serious alternative for the utilization of proprietary software [5, 6]. As one 
of the manifestations of cloud computing, even higher expectations are set to SaaS 
offerings. Primarily for established software vendors, SaaS presents an opportunity to 
add value in form of service offering, even as the product business declines [12]. 
Customers are also offered economic, flexibility and strategic benefits [11]. Against 
this background, it is interesting to examine why OSS and SaaS have not become 
widespread in industry-specific software. Conducted literature review reveals that this 
question has not been addressed before with regard to the two models. 

Consequently, the following questions are of particular interest in this study: 1) 
Which types of software do the vertical industry enterprises deploy using OSS and 
SaaS models? 2) Do the vertical industry enterprises perceive value of OSS and SaaS 
differently? 3) Which factors drive and inhibit adoption of OSS and SaaS offering in 
vertical industry enterprises? These questions are set with the intention to generate an 
overview to the adoption of OSS and SaaS models and to compare these models to 
other business models in software business (e.g. with bespoke software) through their 
benefits and problems. We seek answers to the questions by adopting an exploratory 
approach and, therefore, the aim of our study was to arrive at a hypothesis on the 
factors affecting the OSS and SaaS adoption.  

Our empirical investigation is conducted in the context of telecommunication 
software, where communication service providers (CSP) and software vendors 
serving them form the vertical software industry. Software specific to this industry 
supports CSP’s day-to-day processes for service fulfillment, service assurance and 
billing as well as infrastructure development processes. Specifically, two types of 
software are considered to fall under this definition. First, operations support systems 
are software systems supporting telecommunication network management processes 
such as maintaining network inventory, provisioning services, configuring network 
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components, collecting and mediating usage information and managing faults [13]. 
Second, business support systems are software systems supporting customer 
management processes including taking orders, providing customer service, 
processing bills and collecting payments [13]. This definition of telecommunication 
software excludes e.g. software used in mobile terminals, where OSS is used in 
different forms and to a different extent. Telecommunication software industry was 
chosen as the context for investigation for its plurality: operation support systems 
were assumed to incorporate specific knowledge that cannot be redeployed in other 
industries, whereas business support systems support processes common to many 
vertical industries. 

The article has four further sections. Next section gives an overview on relevant 
literature concerning the OSS and SaaS adoption. Section three introduces the case 
study methodology applied. In section four, we present the findings made in the 
empirical study about the context of the particular vertical software industry, and 
about the current OSS and SaaS adoption in the industry. In the concluding section, 
we discuss the findings against the research questions and present two hypothesis for 
further studies. 

2   Literature Review 

2.1   Open Source Software Adoption 

The research on OSS has progressed in the last decade. Most of the earlier literature 
focused on the motivations of individuals to contribute to the communities, open 
source project management issues and on general descriptions of the model [5]. More 
recent studies have additionally aimed at observing the adoption of OSS in 
organizations, through clarifying the benefits and problems of OSS adoption [5, 14– 
21] through examining which kind of OSS are deployed [5, 17, 18] and through 
studying the antecedents of adoption [5, 22, 23]. 

Ajila and Wu [14] suggest that the benefits of OSS are associated with reuse: 
customers receive added value from reduced time to market, reduced product 
development costs, improved process predictability and increased product quality. 
Their study also indicates that when organizations perform OSS component reuse in a 
systematic manner, organizations can attain economic benefits, increased productivity 
and increased quality. These observations are in line with many other similar research 
results, which often state lower costs, higher quality, adaptability and reduced 
dependency on vendor as the main benefits of OSS [14, 16, 18, 19]. The papers 
reporting on OSS adoption [21, 22] analogously ascertain that the decision making in 
organizations culminates on assessing potential cost benefits, on opportunities to 
exploit communities' resources and knowledge, and on functionalities and maturity of 
the software under consideration. Maturity is stressed by [20, 21] stating that both the 
customers and the vendors may hold their actions until dominant design emerges, and 
act only when peers are deploying OSS. To conclude, important determinants for 
adoption are, uniformly to general IS outsourcing, economics of the offering, 
capabilities and commodification. 
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There are fewer studies questioning the claimed benefits [5, 19, 22]. Ven et al. [19] 
raise several arguments, for instance OSS itself may be for free, but the switching 
costs as well as total costs are unclear. Performing customization and modifications to 
the source code may also turn out impractical in case the organization is missing 
required skills [5, 16]. Finally, whereas using OSS reduces vendor lock-in in software 
development, dependency on the vendor providing supporting services may increase 
[5, 19]. 

The advantages of OSS are examined in the literature mainly from the viewpoint of 
software intensive enterprise. To our knowledge, there are also studies targeting 
vertical industry enterprises [16, 22, 23] and a single study with focus solely on 
secondary software enterprises [15], in which the authors interviewed representatives 
of 13 companies from different vertical industries. They found that incentive to 
innovate and collaborate (by virtue of access to source code) reduced vendor lock-in 
and diminished costs were the most important business-related benefits. Technical 
benefits included various elements of software quality such as performance, security, 
flexibility and interoperability, and the respondents of the study indicated that these 
outweigh the drawbacks (lack of OSS expertise and poor documentation). As 
business-related problems, the study lists e.g. lack of ownership and support, which 
denotes that the vertical industry enterprises may find it difficult to find a service 
provider taking responsibility over support. While [5, 16, 22, 23] lists several other 
qualities in favor of and against OSS, and also some which do not usually appear in 
OSS literature, none of authors did explicitly compare motivations of secondary 
software enterprises to general findings across OSS literature. Overall, there appears 
to be a paucity of published empirical research on how motivations to deploy OSS 
differ in vertical industry enterprises. 

Studies on industry-specific software developed in open source communities 
further seem non-existent. Current academic literature concerns horizontal 
infrastructure software [5, 17, 18, 23] almost exclusively and the industry-specific 
OSS may perhaps come forth in next wave of publications [8]. It seems that proper 
business models are missing in provisioning of OSS for vertical industries [16]. 

2.2   Software-as-a-Service Adoption 

Contemporary academic literature is mostly limited to describing the architectural and 
technical properties of the SaaS offering and, in terms of adoption, suggesting 
advantages and downsides of the model. [11] and [24] were among the first to 
introduce claimed value propositions: less need for internal IT resources, and lower 
initial and total costs. These economic benefits are associated with the deployment 
and distribution model of SaaS, enabling service provider to achieve economies of 
scale [11, 25]. In addition to the economic value, customers may gain flexibility 
advantages such as prompt deployment, scalability, easily accessible updates and 
patches and, additionally, strategic benefits like increased bargaining power over 
vendors [11, 24–28]. Offering and using SaaS may also create problems compared to 
traditional means of deploying software systems. Using SaaS, customer is exposed to 
risks of losing control of business-critical data [24, 25, 29], thus not being able to 
access the service or experience inferior performance owing to the distribution of  
the service over the Internet [24, 27, 29]. Extensive integration and need for 



74 E. Luoma, N. Helander, and L. Frank 

customizations may also reduce the attainable benefits compared to other business 
models in software business [30]. 

Similarly to OSS, well-known examples of SaaS are horizontal and employed in 
multiple industries [25, 29]. Excluding infrastructure software (which are rather part 
of platform-as-a-service offering), in services to business customers, SaaS model is 
mostly applied to email, customer relationship management, human resources 
management and financial management applications. In services to individual 
consumers, SaaS is applied to social media applications (e.g. Blogger, Facebook) and 
to storage and office applications (e.g. Dropbox, Google Apps). 

Despite the enthusiasm towards SaaS model, relatively limited amount of research 
on the actual volume, reasons and experiences of adoption is available. However, few 
insightful studies can be found. Xin and Levina [31], reporting a research in progress, 
hypothesize that customization and need for client-specific functionalities, required 
service volume, internal IT capabilities among few other factors derived from IS 
outsourcing literature would be determinants for SaaS adoption. Benlian et al. [32] 
examined adoption of different types of applications using SaaS model. Applying 
transaction cost theory, resource-based view of firm, and theory of planned behavior, 
the authors found that in office applications attitude towards SaaS adoption and SaaS 
adoption can be explained by subjective norm, by low level of specificity and low 
level of adoption uncertainty. Correspondingly, when analyzing ERP systems, SaaS 
adoption is explained by higher adoption uncertainty, higher strategic value of 
application and higher application inimitability. This result can be interpreted in a 
way that standard applications and applications which are not supporting core 
processes of the enterprise may be offered and adopted using SaaS model. 

3   Research Method 

Using empirical data, this study examines the adoption of OSS and SaaS model in the 
telecommunication industry. Specifically, present study analyzes why adoption takes 
place, which factors drive and which inhibit adoption of OSS and SaaS. Moreover, we 
examine how adoption occurs in the companies of the specific industry, both on the 
client-side and on the vendor-side. This study applies exploratory approach [33] and 
case research [34] including a total of eight companies. Out of the total, six are 
communication service providers (CSP) and two are companies producing software 
products and services. The case study approach was chosen because of the lack  
of previous research and explanations on limited adoption of OSS and SaaS in 
industry-specific software. Therefore, motivation to conduct case research was to 
increase understanding on the specific context of vertical software industries [35]. 
Furthermore, case research has been argued to apply for initial identification of cause-
effect relationships and forming hypothesis for further studies [34]. 

Telecommunication industry was selected as the target domain, since it clearly 
exhibits characteristics of a vertical industry that were thought also to affect the 
software business setting. First, software systems in this domain are required to 
interface with telecommunication networks. In addition, software systems are required 
to support processes specific to the industry. Furthermore, analyzing the properties of 
operations support systems and business support systems used in the domain, it was 
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assumed that the domain would have both industry-specific and horizontal software 
systems, facilitating more insightful analysis on adoption of OSS and SaaS. The set of 
companies was selected to the case study through both purposive and convenience 
sampling [36]. For the former part, the sampling frame consisted of finding case 
companies of different sizes and breadth of operations and finding markets within 
telecommunication industry with different phases of maturity. Consequently, European 
and Chinese communication service providers were first selected as the target group of 
this study. Secondly, we also wanted to incorporate the software vendor's viewpoint 
into the study and, therefore, the inquiry was targeted to software vendors serving  
the communication service providers. These vendors are typically well aware of the 
customer needs and trends, and often push the adoption of new technologies and 
models. 

The present study was executed in 2010, using two main sources of information: 
public documents and interviews. We initiated the study by gathering general 
background information on the case companies from their own and other public web 
pages. Case company details are summarized in Table 1, including company type, 
geographical area, and company size measured by revenue in the year 2009. With 
regards to the company type and revenue, it is noteworthy that they are defined based 
on the primary source of information, namely the respondents organizational unit. 

The interviews were conducted as semi-structure interviews consisting of both 
fixed and open-ended questions. The questions covered operational environment, 
software acquisition strategies and adoption of OSS and SaaS in particular. Questions 
concerning operational environment attempted to prioritize between certain focus 
areas and capabilities: increasing customer base, network technologies and their 
development, operational efficiency and new services making possible new sources of 
revenue. It was hypothesized that business focus would affect software acquisitions 
strategies, i.e. whether software-related activities are insourced or outsourced, or 
whether CSP would prefer to acquire bespoke software or software product. These 
aspects were asked from CSPs through ratio of spending between internal versus 
outsourced development and bespoke versus product software, respectively. 
Additionally, the reasons for the selected strategy were asked. Further, both business 
focus and software acquisition strategy were seen as associated with OSS and SaaS 
adoption. Both the OSS mode of development and the SaaS mode of deployment 
assume outsourcing and relatively high level of commodification. Therefore, the more 
CSPs outsource there is function and utilize product software, the more OSS and SaaS 
should become a viable alternative. The questions on OSS and SaaS adoption simply 
comprised of open-ended questions on whether, how and why the models were 
adopted in the CSP software systems. All the respondents were asked essentially the 
same questions. 

The interviews were mostly accomplished by the authors. The interviews were 
digitally recorded and transcribed. A Chinese scholar interviewed the service providers 
E and F. For these interviews, the questions were first translated into local language 
and Chinese scholar was instructed in performing the interviews. Later, responses were 
later translated to English. Due to confidentiality reasons, these interviews were not 
recorded, but the interviewer made notes on the questionnaire form. 

As presented in the Table 1, the interviewees represented different positions in 
their organization. The main criterion for interviewed persons among the CSPs was 
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that they were actively involved in their firm’s decision-making regarding acquisition 
and deployment of software systems. In the software companies, we selected 
respondents who were frequently in contact with their customers and were 
consequently acquainted with their customers’ needs, decision-making criteria and 
actions. Also, we interviewed those employees responsible of development of 
software products.  

Table 1. Details of the case companies 

 Company type Area Revenue in 
2009 (Euros) 

Respondent Mode 

Service 
provider A 

Group of 28 
regional 
operators 

Europe consolidated, 
450 million 

CEO In-depth 
interview 

Service 
provider B 

Affiliate of 
global CSP 

Europe close to 1 
billion 

IT manager Focused 
interview 

Service 
provider C 

National, 
incumbent CSP 

Europe over 12  
billion 

IT manager Focused 
interview 

Service 
provider D 

Affiliate of 
global CSP 

Europe over 1,5 
billion 

Director, R&D In-depth 
interview 

Service 
provider E 

Provincial 
branch of 
national CSP 

China estimated 450 
million 

IT manager Focused 
interview 

Service 
provider F 

Provincial 
branch of 
national CSP 

China estimated 750 
million 

Business 
manager 

Focused 
interview 

Software 
vendor A 

Global telecom 
software vendor 

Europe consolidated 
sales over 12 
billion 

R&D managers Two focused 
interviews 

Software 
vendor B 

Global telecom 
software vendor 

China consolidated 
sales over 12 
billion 

Account and 
R&D manager 

Two focused 
interviews 

Software 
vendor C 

Global system 
integrator 

Europe consolidated, 
close to 75 
billion 

Account 
manager 

Focused 
interview 

 
 
With the software vendor producing software especially for telecommunication, we 

had the possibility to carry out two interviews in both Europe and China. In China, 
these interviews complemented the answers by the CSPs and enabled verifying 
certain aspects regarding the operational environment. While most of the interviews 
were so called focused interviews, we also conducted two in-depth interviews with 
informants. By focused interviews, we refer to a single interview [34], which in the 
present study usually took approximately two hours. By in-depth interview, we refer 
to an interaction with the informant over longer period of time involving at least two 



Adoption of OSS and Software-as-a-Service Models in the Telecommunication Industry 77 

interview sessions [34]. This enabled asking more detailed questions and confirming 
initial observations. 

Data analysis followed the principles of qualitative research on parallel data 
reduction, data display and drawing conclusions [36]. First, the data was organized by 
identifying unique patterns in each case on the basis of interview themes and research 
questions. These themes were operating environment, software acquisition, and 
adoption of OSS and SaaS. Pattern matching [34, p. 136] enabled analyzing factors 
within the cases. Next cross-case synthesis technique was employed, enabling 
comparing the cases and aggregating the data [34, p. 156]. Overall, particular 
emphasis was on aspects explaining adoption of OSS and SaaS across the cases, on 
comparing customers and vendors viewpoints and on potential connections between 
the context (operating environment and software procurement) and adoption of OSS 
and SaaS. 

4   Research Findings 

In the following, the observations made in the empirical study are presented by 
categorizing them according to the interview themes. The operational environment 
and general alignments in developing, deploying and operating software should be 
treated as the context, where the contemporary models of software business may be 
examined. 

Properties of the operational environment were realized through examination of 
communication service providers' business focus and required organizational 
capabilities. Surprisingly, there was much variety among European CSPs. Service 
providers A and B saw increasing customer base as most important focus area. In 
contrary, service providers C and D perceived operational efficiency and new service 
development as most critical. While this may be due to the positions of the companies 
in their market (market leaders and challengers), respondent in CSP C highlighted that 
the telecommunication market is already saturated and that developing new services is 
possible only through understanding customer needs. In China, the market is still 
growing and service providers focus on customer acquisition and improving quality of 
their network services. 

Both the European and Chinese service providers suggested that the capability of 
being able to customize standard technologies to match the customer needs will be 
critical in the future. Overall, CSPs seem to be transforming from technology- 
orientated to customer-orientated companies. One of the interviewees from service 
provider C described this change: 

 
"We started out as a true technicians' company. We had an advantage because we 
were the only operator so selling your services was easy. That changed with the 
competition from cable companies around two years ago. We said ok, the customer is 
the central of our world and technology is a way to attract the customer." 

 
Software procurement activity in the service provider firms was investigated 

through outsourcing viewpoint. Questions on this topic focused on reasons to 
outsource and spending on software related activities. Currently, majority of software 
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development and deployment is outsourced. Chinese CSPs estimated the ratio of 
expenditures between internal work and outsourcing expenses to be around one to 
nine. In European CSPs, the ratio varies. For example, CSP B told that these activities 
are solely in the hands of the vendors, whereas firms C and D estimated the 
outsourcing ratio to be between 60 to 70 percent. 

The European interviewees stated cost-efficiency to be the most important reason 
for outsourcing. In China, outsourcing may additionally be explained by a lack of 
high-end capability. One informant from software vendor B explained this as follows: 
 
"Chinese operators do not have capabilities to develop software themselves. CSPs 
and ISVs co-operate in developing and deploying their operations support systems 
and business support systems, making it almost all tailor-made... Operating is mostly 
organized by the CSP." 
 

We also asked the ratio of spending between bespoke systems and software 
products. Chinese CSPs reported that their software systems, specifically used in 
producing telecommunication services, are fully bespoke. European CSPs (B, C, D) in 
turn attempt to employ software products as much as possible. However, the reality 
with all the CSPs is that company-specific legacy systems cannot be replaced. 
Reasons for this include complex network interfaces, company-specific procedures 
and sunk costs. The situation is different between business support systems (for 
customer management and billing) and in operation support systems (for 
provisioning, ticketing and mediation). Replacing business support systems with 
standard solutions is more straightforward; standards for processes of customer 
management and billing exist and deploying standard software products have become 
possible. 

4.1   Open Source Software Adoption 

In the telecommunication industry, OSS is mainly deployed in infrastructure software. 
Mentioned software included Linux, Apache and MySQL. The software vendor C 
informed that there are many initiatives, which drive open source adoption and CSPs 
are increasing use of OSS components in the future. However, it was found that open 
source is not in use in industry-specific software. The software vendor C expressed 
his opinion that OSS "does not fit" to software specific to the telecommunication 
industry and there are no communities to develop them. With regards to infrastructure 
software, open source is nowadays a common practice and OSS is used as part of the 
software system deliveries. Respondent from software vendor B described the use of 
OSS as follows: 
 
"Operators are using open source, mainly in applications provided for customers. 
There is no preference in using either open source or proprietary solution, rather they 
want functioning and secure (and cheap) solution. OSS is more common in 
infrastructure software than in application software." 
 

In contrary, one of the informants (in CSP D) underlined that the use of open 
source is avoided in business-critical systems and in services visible to their 



Adoption of OSS and Software-as-a-Service Models in the Telecommunication Industry 79 

customers. He suggested that open source can be applied to systems supporting 
internal processes and to "enterprise-grade" systems, but in "carrier-grade" systems 
proprietary solutions are preferred. 

OSS is mainly adopted because of the cost factors (CSPs B, C, D, F), although 
CSP D commented that OSS is not cheaper by an order of magnitude when looking at 
overall costs. Use of OSS is also motivated by the capabilities and resources available 
through the communities. With CSPs A and C, this is related to the lack of internal 
capabilities and to the efforts to generate new sources of revenue. Many service 
providers believe that flexibility is also an important benefit for OSS, including fast 
time-to-market. Service provider B sees flexibility in form of future capabilities 
allowing customization of standard building blocks. 

Barriers for adopting OSS in telecommunication industry include lack of internal 
capabilities (CSPs B, C, D), fear of liabilities (CSPs A, C, Vendor A), associated 
control risks and uncertainties in business continuation (CSP A, B, C, D). According 
to the respondents, lack of internal expertise leads to situations where obtaining 
commercial supporting service becomes necessary and as a result cost advantages are 
diminished. Uncertainties and fear of liabilities are linked to the complexity of 
different open source licenses. In addition, service providers A and D mentioned that 
they are not using open source, as no viable offering is available. 

4.2   Software-as-a-Service Adoption 

Similarly to OSS, SaaS adoption is connected to the cost benefits (CSPs B, F) and 
principally to the flexibility of SaaS offering. The service providers A, B, C and D 
presented ease of procurement, ease of maintenance and swift time-to-market as 
components of flexibility. However, respondents were concerned with the total costs 
and for instance CSP C disclosed such uncertainty as inhibiting factor to SaaS 
adoption. The Chinese service providers are not applying SaaS, because their 
suppliers are not providing it. This was explained by the software vendors A and B; in 
software vendors currently have a strong customer lock-in (no incentives to offer 
SaaS) and systems are acquired as custom deployments (transformation to SaaS 
would be difficult). Service provider B called for industry standards in speeding up 
the development. 

Common concerns related to SaaS mode included integration and security issues 
(CSPs B,C,D,E). For instance, CSPs are obliged by law to apply high data security 
measures on call data records, which SaaS vendors are not able to comply with. 
Problems with integration are related to the properties of SaaS offering. The mode of 
deployment assumes standard processes and interfaces, which does not match the 
attributes of industry-specific software. Informant in CSP C described the issues 
related to company-specific processes and network technologies: 
 
“It is a combination of the two things. We’ve got a variety of network technologies in 
our network, for historical reasons. And that doesn't help in making it easier to 
outsource it because both of them are completely different. So try to outsource that to 
one and same company in itself it's a challenge. Try to rationalize and simplify the 
processes around it is also a challenge... Yeah, I would be inclined to say that it is 
more challenging to outsource in the OSS side of fence than BSS of fence.” 
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However, the SaaS mode of deployment has already been adopted in several 
companies in the telecommunication industry (CSP A, B, C, D, F). Deployed software 
are horizontal, e.g. for financial management and customer relationship management. 
SaaS is also in use in the business support systems. However, in the companies 
interviewed, SaaS mode of deployment is not applied for industry-specific software. 
Service provider D described the adoption of SaaS in their organization: 
 
“SaaS deployments have progressed and CRM system is in production in one 
business unit. New projects to deploy SaaS have been initiated in the area of business 
support systems... Attitude towards SaaS is more and more positive.” 
 

With regards to third-party software, the most of the operators (CSP B, C, D, F) 
see their role in the value chain as reseller and operator of the services, and have 
already taken such role. The CSP A's strategy in providing third-party software is to 
increase customer lock-in, by providing a combination of IT and communication 
services, and envisions operating in both intermediating and aggregating roles, and 
has already launched product concept to do so. The service provider D is aiming for 
an aggregator role, where CSP offers multiple SaaS products for end-users. Such role 
is seen natural, and CSPs are expected to take such role in its ecosystem. 

5   Conclusions and Further Research 

This study has focused on different aspects of OSS and SaaS adoption in the context of 
vertical software industry. This is a perspective, which has received limited attention in 
the contemporary literature, although a significant share of software business takes 
place in this context. Examination of the facets of the vertical industries may to bring 
into focus certain factors explaining the adoption or non-adoption, which do not 
manifest in the procurement of more generic software. In this study, the dynamics of 
software business in the telecommunication industry were examined. It was regarded 
as suitable target domain for analysis as it demonstrates characteristics of vertical 
industry enterprises that are both generic (like selling and using CRM) and industry-
specific (like provisioning mobile subscriptions and managing network elements). 
Conducting a multicase study involving both communication service providers and 
software vendors serving them therefore facilitated insightful examination on software 
business in vertical software industry. 

The interview data uncovers that OSS mode of development and SaaS mode of 
deployment are currently utilized by the communication service providers in 
horizontal software: OSS in infrastructure software and SaaS in customer relationship 
management and financial management software systems, which can all be used 
similarly in many vertical industries. Industry-specific software (i.e. operation support 
systems) is not developed as open source or deployed as a service. This observation 
addressing the first research question has two further consequences.  

First, it signifies that the perceptions and experiences of interviewees on OSS and 
SaaS can only be associated with horizontal software. However, this allows us to 
position the empirical findings more easily against the prior literature. The respondents 
mentioned mostly similar benefits and disadvantages of OSS and SaaS as in earlier 
studies: 
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• The benefits of OSS include cost efficiency [15, 21, 22], resources and knowledge 
of the communities [21, 22], reduced time-to-market [14] and adaptability [14] 
of source code. Lack of internal capabilities to maintain OSS [5, 15, 16] and 
resulting increased dependency on support services [5, 15, 19] were considered as 
problems of OSS. 

• SaaS model was regarded as beneficial in terms of flexibility [11, 24–28] in 
procuring, deploying and maintaining the software. Cost benefits [11, 24] were 
also mentioned, but the respondents also raised a question whether the total costs 
of utilizing SaaS would actually be lower over longer period of time compared to 
other deployment models. The problems with the model to be solved include issues 
related to security [24, 27, 29] and integration [30].  

In this research, the value of OSS and SaaS was examined primarily through 
advantages and disadvantages of the models compared to more traditional business 
models incorporating bespoke software or software products. Taking into account that 
the specific attributes of industry-specific software most probably did not affect 
respondents assessment of OSS and SaaS, a partial answer to the second research 
question may be given: conducted case research indicates that the communication 
service providers see the value of OSS and SaaS consistently with companies in other 
domains. 

The adoption of OSS and SaaS in only certain types of software, and non-adoption 
in certain others, moreover indicates that there are factors in the operating 
environment and in the software business setting, which simultaneously drive and 
inhibit adoption of OSS and SaaS models. As revealed by the case research, the 
decision-making on software procurement in communication service provider firms is 
presently business-driven. There are concurrent pressures to reduce expenditures on 
software and to deliver compelling services of highest quality. Such pressures drive 
e.g. acting as sales channel for third-party SaaS offering. This also informs us that 
certain technology, specifically horizontal business support systems, does not to any 
further extent provide significant competitive advantage to the firms. Instead, focus is 
on new technologies and services that further makes commoditized software subject 
to outsourcing and cost considerations. This observation is in line with previous 
studies, in which productization [1] and commodification [4] are seen as leading to 
increase in adoption of OSS and SaaS models.  

On the other hand, it can be stated that SaaS mode of deployment is not harnessed 
in industry-specific software, i.e. operations support systems. This observation is 
somewhat contradicting to the models describing commodification development, 
since operation support systems (for provisioning, ticketing and mediation) are 
unlikely to act as source of differentiation in telecommunication either. Some of the 
case companies addressed the issue. Representatives of software vendors disclosed 
that there may not be incentives to offer SaaS or developing SaaS offering may turn 
out infeasible. Reasons mentioned by the CSPs for using the existing systems, instead 
of opting for SaaS mode, included specificity of processes and technology interfaces. 
These factors also appear in previous studies as determinants for vertical software 
industry evolution [1], but in the present study, company-specific processes and 
interfaces emerged as factors disallowing use of highly commoditized SaaS offering.  
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When software business is examined as outsourcing of the IS function, transaction 
cost economics may be employed to explain market failure, i.e. non-adoption of SaaS 
mode of deployment. Transaction cost theory [37] holds that transactions with high 
asset specificity are managed more efficiently within the boundaries of the firm. In 
the software business setting, this means that the more specific the requirements of 
software are, the more likely shall the clients choose to develop the software 
internally or as bespoke software. Further, in case of high asset specificity, software is 
less likely to be acquired as software product or as a service. In a prior study, Benlian 
et al. [32] analyzed the association of asset specificity as explaining factor for SaaS 
adoption. However, their focus was on more generic software systems and their 
operationalization of asset specificity constructs was therefore missing dimensions, 
which might be relevant to vertical software industries. Based on the case research, 
and in line with the transaction cost theory, the following hypotheses are put forth for 
further studies: 

H1: Specificity of processes in client organization is negatively associated with 
SaaS adoption. 

H2: Specificity of technology interfaces in client organization is negatively 
associated with SaaS adoption. 

This paper has examined the adoption of OSS and SaaS models in telecommunication 
industry. Therefore, it contributes to the software business literature by recognizing 
the similarities and differences in adoption in vertical software industries. Conducting 
a case research, it was found that managers in communication service providers find 
similar benefits and problems in OSS and SaaS as suggested by the current literature. 
A conclusion can also be made on the types of deployed software: communication 
service providers use OSS and SaaS mode of deployment in software provided and 
used across industries. In this case research, no examples of industry-specific software 
developed as OSS or deployed as a service could be found. For theory development in 
the field of software business, the findings indicate different patterns of adoption on 
different types of systems. This study arrived at two hypotheses, which are subject to 
further research. 
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Abstract. This paper examines the effects of agile methods and software 
process maturity on software product development performance. Through a 
mail survey, we obtained data from 72 small and medium-sized software firms 
that predominantly were not CMMI-certified. Findings from our partial least 
squares analysis suggest that the use of agile methods has a positive impact on 
product development efficiency and effectiveness, but CMMI practices do not 
have this effect. Our results suggest that software process improvement 
initiatives in software product firms create the highest benefits through first 
adopting agile methods and only then moving on to implementing CMMI-like 
process improvement initiatives.  

Keywords: Product development, agile methods, process improvement, 
software. 

1   Introduction 

The performance of agile information systems development methods has received 
considerable interest among information systems scholars [e.g., 1-3]. However, the 
current level of empirical support for the arguments about performance of agile 
methods can be considered to be inadequate [4]. In this paper, we compare the effects 
of agile software development practices and process maturity on the firm software 
product development performance.  

Research has provided us with strong evidence of the positive effect of process 
maturity on software development performance [5, 6]. These studies have pre-
dominantly focused on process maturity from a more traditional CMMI perspective. 
However, recently the use of agile methods has gained popularity in the software 
industry. These methods have been advocated as a solution to problems in software 
development [7-10] in a dynamic environment such as the software product industry 
[11, 12]. Regardless of the relative popularity of this alternative development 
approach, only a limited amount of research compares agile methods with other 
development approaches [13]. Clearly, more studies comparing the effectiveness of 
different development approaches are needed. Moreover, a large share of the studies 
testing the performance of CMMI uses data from CMMI appraisals that are used 
predominantly by larger firms [14]. While the CMMI based approach on software 
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process improvement is well suited for large project-based development organizations, 
the effectiveness of different development approaches in small firm context is currently 
under-studied. 

In this paper we investigate the following research question: “What is the impact of 
process maturity and use of agile practices on software product development 
performance?” This paper addresses two important gaps in the present body of 
knowledge: First, we conduct a statistical comparative test between the effects of 
process maturity and agility on software product development performance. To our 
knowledge, only a few comparative studies like this exist [e.g., 13]. Second, in 
contrast to previous studies using projects in larger firms, our sample consist of small 
and medium sized firms that develop software products hence extending the 
generalizability of previous studies. 

The rest of the paper is organized as follows. In the second section we briefly 
review the key literature and formulate hypotheses for testing. The next sections 
introduce our sample, constructs and measures that are followed by data collection 
and analysis. Thereafter, the sixth section introduces the results of hypothesis testing 
using structural equation modeling. The final section presents a discussion on our 
results and on their broader implications. 

2   Literature Review and Hypothesis Development 

Compatibility of agile development and process maturity has been of interest for the 
information systems community. Agile methods were initially seen as alternative, 
contradicting ways to develop software that are based on profoundly different values 
and principles [15]. While agile development and process maturity were initially often 
considered to be incompatible targets, information systems and software engineering 
communities have recently started to consider these as more compatible than 
conflicting targets [15-18].  

Process maturity, often measured through frameworks such as CMMI, refers to the 
degree of use of well-established software engineering methods [19]. Development 
organizations often strive for maturity to improve the quality of the systems developed, 
to improve the manageability of the process, and to make the development projects 
more predictable. During the recent more than a decade, the CMM family – including 
the most recent CMMI model – has established itself as the leading software process 
improvement framework, through which increased maturity is pursued. 

When combined with traditional plan-driven development methods, increasing 
process maturity generally emphasizes and accommodates issues such as planning of 
the system and development organization, repeatability predictability, and relatively 
rigid control procedures [20, 21]. Combining software engineering best practices into 
development frameworks has been a big success in both terms of popularity and 
results. Indeed, there is no lack of research supporting the existence of a link between 
maturity and development process performance [5, 6, 22, 20]. However, software 
process improvement with CMMI or any other leading framework does not come 
without a cost. First, CMMI adoption and appraisals required for official certification 
are costly and require significant effort thus making it more accessible for larger than 
smaller firms [14]. Second, opponents of these development frameworks argue that 
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they can lead to too much overhead making the process less efficient and responsive 
to changes [23] While these potential weaknesses can be justified especially in large 
software development projects, the relative cost in terms of lost opportunities can be 
high in more market driven software product development [24, 25].  

Agile methods were initially presented as an alternative to the increased overhead 
in the development process as well as to decrease the effort required for adopting a 
new development framework. In contrast to several of the major SPI frameworks that 
are commonly documented as books [26], agile methods commonly define only 
minimum amount of processes required for a development team to function efficiently 
and can be codified as a relative small number of principles [27]. Another distinctive 
feature of agile methods is that they emphasize simplicity, speed, and flexibility to 
accommodate changes in requirements. For achieving the pursued characteristics, 
developers of the agile methods feel the planning – including documentation – and 
control should be, to certain degree, discarded [28]. Agile methods emphasize self-
organization of the development team, quick and frequent delivery of working 
software in an incremental manner, and intensive communication both within the 
development team and with the customer. Not surprisingly, agile methods have been 
recently advocated as a solution to problems in software product development [7-10] 
as a response to dynamic environment where technologies change fast and often in an 
unpredictable manner [11, 12]. 

The topic of the compatibility of agile methods and process maturity has been 
recently under investigation in the information systems community [2]. Within the 
field of software engineering, insights have been gained through case studies of 
companies that have adopted agile methods into traditional development organization 
[16], and of companies using agile development processes that have implemented 
CMMI, even up to maturity level 5 [29]. In general, these efforts are usually not 
without challenges, but most studies report positive outcomes. In general, recently 
more evidence for than against the compatibility of agile development and process 
discipline has been presented [15-18]. The current understanding is that agile process 
can be disciplined and mature, and that the development process should be selected 
base on situation characteristics [15, 30]. 

Since most studies focusing on the performance of different software development 
approaches focus on software projects, this poses a limitation on how well these 
approaches generalize to non-project oriented settings. Particularly, cases where 
software is developed as products has received limited attention in the studies 
investigating the performance of different development approaches. We start the 
discussion on the product development effects of these frameworks by looking at how 
product development performance is defined in the literature. While information 
systems and software engineering research communities view the development 
performance as a two dimensional construct composed of product quality and 
development project performance [31], product development research has developed 
several alternative conceptualizations, most notably one consisting of efficiency, 
effectiveness and innovativeness [32], and an alternative separating product 
development and product management as distinct dimensions [33]. The differences on 
these conceptualizations can be best understood by examining them in the context: 
Incremental product development - the improvement of existing products or product 
lines - and radical product development - the development of completely new 
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products or product lines – require different capabilities and hence it is natural that 
performance of these processes are considered as separate constructs [34, 35]. In all, 
the operationalization of incremental product development include the dimensions of 
efficiency and effectiveness, while the goodness of radical product development 
performance is often measured through an additional dimension of innovativeness. 
Efficiency refers to the goodness of rate that the resources are transformed into 
outputs [32], and is composed of two main factors, lead-time and cost-efficiency. This 
dimension has a close fit to the process performance dimension of software 
development performance [20, 36]. Effectiveness refers to the goodness of the 
product not only in terms of product quality – a common measurement of software 
development performance [20, 36] – but also how well it fits the needs of the markets. 
Finally, innovativeness refers to the ability to conceive new ideas and develop these 
into commercially successful products or product features. 

Traditional plan-driven methods have been designed to for developing well-
defined software solutions in time and on budget. These objectives are normally 
achieved through solid planning and by avoiding wasted programming work [19]. 
Considering the strong evidence of process maturity on development project 
performance [5, 6, 20] and the close fit between the performance dimensions of 
incremental product development and software project performance presented earlier, 
we hypothesize:  

 
Hypothesis 1: Process maturity increases product development efficiency. 
Hypothesis 2: Process maturity increases product development effectiveness. 
 

While agile methods are not about efficiency in the same sense as plan-driven 
methods [7], they aim to reduce the amount of administrative work and control for 
wasted programming work through frequent integration, testing and delivery of 
program versions. In this way, agile methods provide an improvement in efficiency 
compared to having less defined processes. Considering the suggested fit between 
agile methods to software product development [7-10] we hypothesize:  

 
Hypothesis 3: Process agility increases product development efficiency. 
 

Product development effectiveness refers to how well the developed product matches 
the markets. While software product industry is obviously one of the more turbulent 
industries, it is likely that the market requirements change during the development 
cycle of a new product. In traditional project and contracting oriented software 
engineering requirements changes cause schedule and budget overruns. However, in 
product oriented development these can result in product with bad market fit or delay, 
significantly affecting how the product performs in the markets [37-39]. Hence it is 
imperative for firms to maintain flexibility in product development. We hypothesize: 

 
Hypothesis 4: Process agility increases product development effectiveness. 
 

Regarding the last dimension of product development performance, innovativeness is 
has received relatively little attention in the software process research. In management 
research, one of the most enduring findings about innovativeness is that innovation 
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occurs at organizational interfaces [40]. Considering that several of the SPI processes 
are organizational level tools that define interfaces also between engineering and other 
units within the firm, process maturity should improve innovativeness. In addition, 
several of the frameworks specify that organization should have processes for managing 
innovations [7].  

 
Hypothesis 5: Process maturity increases product development innovativeness. 
 

It has been suggested that agile methods are associated with innovation [41-43]. 
Moreover, agile methods give significant responsibilities to individuals, and this 
empowerment of individuals is a prerequisite for innovative behavior [28]. Moreover, 
agile methods emphasize the importance of communications  with the customer 
interface and emphasize building the work motivation at an individual level. Hence 
we hypothesize: 

 
Hypothesis 6: Process agility increases product development innovativeness. 

3   Empirical Study Design 

We use a subset of a larger data collection that was collected as a part of a research 
project surveying software companies in Finland [44]. We use the term “software 
product firm” to refer to any firm that owns and markets a software product – 
regardless of the official company classification. The sampling frame for the primary 
survey, which is described in details elsewhere [44], contained 2616 firms mainly 
under the NACE (rev 1.2) codes 72.21 and 72.22, but also a small number of other 
firms that conduct software product business as a secondary area. For this sample, the 
CEO or other high ranking employee of a firm was used as an informant. After filling 
in the general information including questions about product development 
performance the informant nominated another person that was intimately familiar 
with the software development process of the firm, most commonly the manager of 
the software development function. These nominates acted as the population for the 
secondary survey where the software development related questions were asked. 
Asking the independent and dependent variables from a different person helped us to 
avoid common method bias, which is commonly present in survey research. 

The dependent variable, product development performance, was measured with a 
scale developed by Kusunoki et al. [32]. It contains three dimensions; product 
development efficiency, product development effectiveness and innovativeness.  
These were measured with 10 items using 7-point Likert scales. Principal factor 
analysis revealed only one dominant factor and a weaker three-factor solution. 
However due to the theoretical foundations of the scale, we decided to use the three 
dimensional structure of efficiency, effectiveness, and innovativeness for which we 
standardized and calculated the Cronbach’s alphas of .76, .75, and .85, respectively. 

The constructs for development process maturity and agility were adapted directly 
from a paper by Rönkkö, Järvi, and Mäkelä [45]. Although their scale was originally 
developed as a Rasch scale [cf., 46], it consists of simple agree-disagree questions and 
can hence be adapted to a study using more traditional measurement approaches. The 
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scale for measuring the process maturity was based on a well-known Capability 
Maturity Model Integration (CMMI) software process maturity framework: CMMI 
for Development, Version 1.2 [26]. To improve the discriminant validity of the 
construct, i.e. its ability to measure software process maturity as a distinct construct 
from more general product development capability, we decided to exclude the so-
called integrated product and process development (IPPD) additions to the CMMI. In 
total this scale consisted of 21 items. The adoption of agile methods was measured 
using a scale derived from on the basis of the two most well known agile methods and 
consisted of 16 items. 

All scales that were adapted from previously published research were translated to 
Finnish using the double blind translate and back-translate procedure [47]. The 
translations were performed by the first authors of this paper, one researcher not 
related to this paper, and two research assistants. The translating protocol included 
translating also the context of the items, if the content validity of the original item was 
considered poor by the translator. The clarity and general validity of the items were 
checked by pre-testing all survey instruments with several experts and practitioners 
that had roles closely matching the ones of the informants. Based on these reviews, a 
number of items were reformulated. 

The primary survey was implemented in two stages as follows. First, a pilot survey 
with about 11 percent of the sampling frame of 2616 firms was launched in April 
2007. The pilot survey, mailed to 291 firms, was used to test the primary survey 
instrument. Minor modifications were made to the questionnaire. The main primary 
survey was thereafter sent to 2550 firms (2616 firms, from which we have excluded 
66 firms that had responded to the pilot survey). 

Both stages were implemented following a modified version of the tailored survey 
design method [48]. Mailings began with a pre-notice letter followed by the main 
survey package using postal mail. Two email reminders and one round of telephone 
calls were used to improve the response rate. A printed questionnaire and an online 
form were offered as alternative options to the informants. This phase of our data 
collection lasted from April through July 2007. Altogether, this phase produced 287 
usable responses. After excluding firms with less than five employees as too small, 
the secondary survey was sent to 123 managers of software development or person in 
similar knowledgeable position with regards to software development in the firm. 
After several reminders by email and telephone, 83 firms provided responses to both 
surveys and were used in the main analyses. 9 cases were dropped due to the amount 
of missing data resulting in final sample of 72 companies. 

We screened and prepared the data with Stata version 10. The effect of non-
response was tested using two different methods. First, we compared the means of the 
key study variables between early and late respondents, as suggested by Oppenheim 
[49]. For the primary survey, we found that late respondents were larger (p < .001) 
and older (p < .05) than the early respondents. No significant differences were found 
for the secondary survey. Second, we compared the sampling frame with the 
respondents. For the primary survey, we found that industry codes 72.21 and 72.22 
were overrepresented, which was expected considering that the survey targeted the 
software product industry and oversampling was used. We did not find any significant 
differences between geographical distribution and age of the sampling frame and the 
respondents. When comparing the respondents of the secondary survey to the 
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sampling frame, no differences were found. In all, the results of our non-response 
analysis indicate that the results of this study are likely to be more valid for smaller 
than larger software product firms. 

We used Partial Least Squares Path Modeling (PLS) as our main data analysis 
method. The reason for using this approach is the convenience it provides by testing 
all hypotheses and the validity of the measures in a single set of analyses. Although 
structural equation modeling would perform similar tests, we chose PLS because it 
has less stringent sample size and indicator distribution requirements than traditional 
SEM approaches [50]. Moreover, the method has increased popularity in IS recently 
[51] and hence we considered it more appropriate. 

4   Results 

We start examining the results of PLS by examining the measurement model. Table 1 
shows the summary statistics for the constructs and Table 3 shows the construct-
indicator cross loading matrix. Indicator loadings for the product development 
performance constructs are all above the recommended .707 threshold except the first 
two items. The first item is substantially below the limit for acceptable, but we 
decided to keep it nevertheless. The reason for this is that PLS model works better 
when the number of indicators is larger, all reliability indicators in Table 2 were good 
for this construct, and this poor item is weighted less than others so it should not 
cause bias in the results. All indicators in these scales load higher on their respective 
constructs than other constructs indicating discriminant validity of the three-
dimensional product development performance scale.  

The process agility and process maturity scales are more problematic since they have 
so many items. We considered parceling of the items, but this was not done due to the 
fact that to get unbiased results in PLS, the number of indicators needs to be large [52]. 
However, when the ratio of number of indicators to the number of cases is large, the 
indicator loadings tend to be unstable. Nevertheless, the reliability indices for these two 
constructs were high (Process Maturity) and acceptable (Process Agility) and hence we 
concluded that the overall degree of quality of measurement is sufficient. 

Figure 1 shows the results of PLS estimation in the form of a path diagram and 
Table 2 shows the results of bootstrapping. All path coefficients are positive except 
for the path from Process Maturity to Efficiency. None of the paths between Process 
 

Table 1. Construct reliability and validity 

 AVE Composite 
Reliability 

R 
Square 

Cronbachs 
Alpha 

Commun-
ality 

Redund-
ancy 

Agility 0,1932 0,7772 0,0000 0,7531 0,1932 0,0000 
Effectiveness 0,4225 0,7356 0,1649 0,5329 0,4225 0,0665 
Efficiency 0,6093 0,8236 0,1929 0,6850 0,6093 0,0997 
Inno-
vativeness 

0,7640 0,9066 0,0856 0,8454 0,7640 0,0521 

Maturity 0,3742 0,9237 0,0000 0,9147 0,3742 0,0000 
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Fig. 1. Results of PLS estimation 

Table 2. Bootstrapping results 

 Original 
Sample 

Sample 
Mean 

Standard 
Error  

T 
Statistics  

p 

Agility -> Effectiveness 0,3614 0,4046 0,1401 2,5787 0,05981 
Agility -> Efficiency 0,5037 0,4787 0,1527 3,2974 0, 0007589 
Agility -> Innovativeness 0,1981 0,2532 0,1535 1,2908 0,1005 
Maturity -> Effectiveness 0,0726 0,1223 0,1272 0,5706 0,2850 
Maturity -> Efficiency -0,1485 -0,0693 0,1773 0,8378 0,2025 
Maturity -> 
Innovativeness 

0,1320 0,1590 0,1295 1,0189 0,1556 
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Table 3. Construct-indicator cross-loading matrix 

 Agility Effectiveness Efficiency Inno-
vativeness 

Maturity 

Agile1 0,5515 0,3127 0,1299 0,2173 0,5430 
Agile10 0,3789 0,1255 0,2487 -0,0273 0,0404 
Agile11 0,5548 0,1869 0,2705 0,1668 0,4009 
Agile12 0,3367 0,0768 0,2214 -0,0083 0,0376 
Agile13 0,3031 -0,0318 -0,0773 -0,0028 0,5196 
Agile14 0,2710 -0,0128 0,0527 -0,0955 0,3336 
Agile15 0,2448 -0,0225 -0,0154 0,0362 0,3367 
Agile16 0,5672 0,1005 0,3635 0,0891 0,3932 
Agile2 0,4581 0,1095 0,0276 0,0608 0,3085 
Agile3 0,4256 0,0781 0,0076 0,0688 0,3247 
Agile4 0,2935 -0,0001 0,0229 0,1066 0,5750 
Agile5 0,5457 0,2462 0,1487 0,1581 0,3604 
Agile6 0,7113 0,3264 0,3295 0,2493 0,2257 
Agile7 0,4541 0,1525 0,0068 -0,0359 0,4008 
Agile8 0,3141 0,2139 0,0911 0,1171 -0,0456 
Agile9 0,2999 0,1206 0,1487 0,1379 0,2503 
CMMI1 0,2075 0,0245 0,0326 0,0685 0,3686 
CMMI10 0,5046 0,2144 0,2208 0,0453 0,6608 
CMMI11 0,4052 -0,0227 -0,1179 -0,0375 0,6358 
CMMI12 0,4344 0,1157 0,1575 0,0425 0,6293 
CMMI13 0,3204 0,1073 0,0087 0,1387 0,7229 
CMMI14 0,3130 0,1407 0,0694 0,2226 0,7038 
CMMI15 0,1868 0,1349 -0,1231 0,0695 0,6136 
CMMI16 0,2867 0,0802 -0,1057 0,0536 0,6906 
CMMI17 0,1609 0,2231 -0,1458 0,1694 0,6626 
CMMI18 0,1469 0,1367 0,0535 0,0439 0,2506 
CMMI19 0,6020 0,2361 0,2840 0,0237 0,5287 
CMMI2 0,1281 0,1380 -0,0326 0,2104 0,4804 
CMMI20 0,4241 0,1507 0,1119 0,0457 0,5156 
CMMI21 0,2926 0,1742 -0,0233 0,0957 0,6183 
CMMI3 0,3116 0,0983 0,0007 0,2018 0,6391 
CMMI4 0,2585 0,2190 0,0707 0,2861 0,7086 
CMMI5 0,5284 0,1554 0,2045 0,2393 0,7431 
CMMI6 0,4737 0,2091 0,2277 0,1620 0,6023 
CMMI7 0,3866 0,0686 -0,0611 0,0388 0,6062 
CMMI8 0,1414 0,0767 -0,0478 0,1276 0,6392 
CMMI9 0,2022 0,1720 -0,0713 0,1647 0,5934 
PDEffectiveness1 0,0764 0,3985 0,1221 0,1919 0,1971 
PDEffectiveness2 0,2938 0,6317 0,2349 0,2655 0,1857 
PDEffectiveness3 0,3106 0,7509 0,4392 0,5817 0,0940 
PDEffectiveness4 0,2969 0,7539 0,4742 0,6027 0,2428 
PDEfficiency1 0,3087 0,2378 0,7466 0,2607 0,0174 
PDEfficiency2 0,3045 0,4715 0,8316 0,4067 0,0402 
PDEfficiency3 0,3594 0,4760 0,7609 0,4216 0,2093 
PDInnovativeness1 0,2505 0,6057 0,4483 0,8841 0,1661 
PDInnovativeness2 0,2519 0,6588 0,5216 0,9004 0,2425 
PDInnovativeness3 0,2073 0,4617 0,2596 0,8365 0,2203 
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Maturity to the product development constructs are significant and hence we can 
conclude that hypotheses 1, 2, and 5 are not supported. When we look at the 
significance tests for the paths from Process Agility to the product development 
constructs, we can see that the path to Efficiency is significant, path to Effectiveness 
is marginally significant and path to Innovativeness is close to marginally significant. 
Hence we conclude that Hypothesis 3 is supported, Hypothesis 4 is weakly supported 
and Hypothesis 6 does not receive support from our data. The lack of support for the 
last hypothesis is probably due to lack of statistical power due to a small sample size. 

5   Discussion and Conclusions 

In this paper we studied the product development performance effects of agile 
software development practices and mature software process. To our understanding, 
this undertaking is one of the first studies investigating the relative merits of these 
models using survey research. Our key findings are that agile methods have a positive 
effect on product development performance, but process maturity does not seem to 
have an effect. This finding is a bit surprising, but can be explained by the fact that 
the companies in the sample are small firms and the process development frameworks 
are designed for predominantly large organizations that do larger software projects. 

The fact that software process and innovativeness seem unrelated can be 
interpreted as meaning that there are other organizational factors that affect 
innovativeness much more than what software development methods are in use. 

Regarding the limitations of the study, non-response analysis and descriptive 
statistics indicate that the results of the study are probably rather well generalizable 
among small and the smaller medium-sized software product firms. However, it needs 
to be pointed out that we have studied only Finnish firms. A number of issues of 
national culture or the peculiarities of Finland as a small economy that may influence 
business operations can quite possibly affect the results.. 

Also, as with any paper relating to self-administered surveys and related to 
composite variables is that our paper relies on self-reports. Although we spent 
considerable efforts to make the survey items as clear as possible [45] and tried to 
make the items such that also persons not familiar with CMMI or the particular agile 
methods used could reliably answer the questionnaire, it is possible that some of the 
items were too difficult for the respondents. However, our more detailed analysis [45] 
indicated that these problems should not be more serious than what is typical for a 
paper based on survey data. Finally, there have recently been some concerns related to 
the validity of the PLS approach [53-54], and should these concerns be validated in 
follow-up studies, they can have implications for this paper. 

This paper has two managerial implications: First, at least in small firm context, 
using agile methods can substitute for process maturity. Although our sample includes 
only firms from CMMI levels four and below, this is an important finding that can, if 
supported by further research, help guide initial software process improvement efforts 
in smaller firms. Second, our data indicated that agile methods are probably more 
appropriate for product development than non-agile. 
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Abstract. Increased bandwidth and user sophistication make it practical for 
software developers to sell and distribute packaged software to customers 
online. This paper develops a transaction cost model of the conditions under 
which software developers are more likely to distribute their packaged software 
online rather than through traditional channels. The model is tested using data 
from a survey of Canadian software firms. Almost three-quarters of the respon-
dents use the Internet at least in part to distribute their products. Firms are more 
likely to distribute their packaged software online in less diverse markets and 
where channel volume is increasing rapidly. However, the results are not consis-
tent with other conditions posited to be associated with online distribution. Im-
plications for understanding how the Internet is changing the transaction costs 
of distributing digital products are discussed.  

Keywords: packaged software, distribution channels, transaction cost analysis. 

1   Introduction 

The research reported in this paper tests a model of the conditions in which software 
vendors are likely to sell and distribute their packaged products to end-users through 
the Internet. As software is a digital product, it is easily transferred from developer to 
user on the Web. Thus, the Internet has become a key element in the marketing strat-
egy of software firms throughout the selling cycle from promotion, sales and pay-
ments, downloading, after-sale service and updates, and monitoring accounts. Online 
software distribution benefits both developers and customers in terms of time and 
place utility. The effective use of the Internet enables software developers to provide 
anytime/anywhere access to their products. With online software distribution, cus-
tomers can purchase and immediately download software products to their computers. 
In addition, online software distribution reduces logistics, hardware and supply costs, 
and allows software firms to address more points of sale worldwide at low cost. This 
is facilitated by the penetration of high-speed broadband access and high performance 
desktop computers. The Internet is a particularly potent marketing medium for 
smaller software firms, as it can help them to compete on a more “level playing field” 
with larger firms.  

Packaged software is an important part of the software industry. The worldwide 
sales of packaged software for all platforms was $US 297 billion in 2008 (IDC, 
2009). Packaged software is traditionally purchased “off-the-shelf” and is often re-
ferred to as “shrink-wrapped” after a common form of packaging. However, packaged 
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software can also be downloaded, or even remotely hosted by a service provider. The 
Software & Information Industry Association (2005) defines packaged software as 
that which is “…written for mass distribution, not for the specific needs of a particular 
user, and may be distributed in any format – electronic download, physical media 
such as disk or CD, or a web-based service.” We explicitly exclude software designed 
solely for mobile devices as this lacks the size and complexity generally associated 
with packaged software, and is only distributed through downloads or original equip-
ment manufacturers (OEMs) (i.e., it is included with a mobile device). 

We view the decision to distribute online through the lens of transaction cost analy-
sis (TCA). Several researchers have used transaction cost theory to address the issues 
of marketing channel choice and software outsourcing in the software industry (e.g., 
McNaughton, 1996, 2002; Eric and Wang, 2002). However, this literature pre-dates the 
widespread commercial use of the Internet, especially for downloading and hosting 
software products. Thus, the fundamental question addressed by this research is how 
and when packaged software developers use the Internet to deliver their products. 

The following section reviews transaction cost theory, and existing empirical stud-
ies of software distribution. We then develop hypotheses of the conditions under 
which developers are more likely to sell and distribute their products online. Further 
sections describe the collection of data from the senior executives of Canadian pack-
aged-software developers, and statistical tests of the hypotheses. The paper concludes 
with a discussion of the implications of the findings for using TCA to understanding 
the choice of online distribution, and practical guidance for firms that face the deci-
sion of whether to sell their packaged software online. 

2   Literature Review 

There is a large literature on transaction cost analysis, much of which was spawned by 
the writings of Williamson (1975, 1979, 1981, 1985, 1996). As the theory is well-
known and reviews are available elsewhere, we focus on previous applications of this 
theory to explain the decision about the distribution of software products. In essence, 
TCA argues that because markets are frequently inefficient, the costs associated with 
activities such as searching for information, negotiating terms, and monitoring con-
tracts are an important part of ensuring a favorable deal. Williamson (1981) argued 
that there are three critical dimensions of transactions that influence these costs:  

1. Asset specificity: durable investments that are undertaken in support of par-
ticular transactions, and that are difficult or costly to transfer to other uses. 

2. Uncertainty: the cost associated with unexpected outcomes and asymmetry of 
information. Uncertainty arises due to opportunism, bounded rationality, and 
asymmetry of information. 

3. Transaction frequency: how often a particular type of transaction recurs.  

Transaction cost theory can be used to identify conditions in which firms are more 
likely to extend forward into distribution rather than outsource those activities to third 
parties. Whether internal organization or market exchange is preferred depends on the 
relevant transaction costs. TCA argues there is little incentive to integrate in a  
competitive market because transaction costs are relatively low. In contrast, firms 
prefer to internalize their distribution channels when transaction costs are high and 
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difficult to control through pricing and/or behavioral constraints. From a TCA per-
spective, distribution channel choice involves decisions about how to minimize the 
total cost of transferring a product from developer to customer, including both pro-
duction and transaction costs.  

McNaughton (1996, 2002) and McNaughton and Bell (2001) used TCA to explore 
several aspects of how software firms distribute both their packaged and customized 
software. McNaughton (1996) used TCA to analyze the impacts of product and market 
attributes on the selection of distribution channels by Canadian software firms when 
they sell to export customers. He concluded that channel volume is positively associ-
ated with the use of foreign sales subsidiaries and negatively associated with the use of 
shared control modes such as distributors; and that asset specificity is negatively asso-
ciated with the use of shared control modes and positively associated with the use of 
foreign sales subsidiaries. Firms selling primarily packaged software were more likely 
to have overseas sales subsidiaries or joint ventures, and were less likely to use market-
based channels compared with firms that sell customized software services.  

McNaughton and Bell (2001) tested seven hypotheses about the conditions in 
which software firms use a lower control mode in an export market than in their do-
mestic market. Their model includes variables for asset specificity, external uncer-
tainty, production cost efficiency, specific market (the U.S. market or other), and 
customization (packaged software products versus customized software products). 
They found that firms tend to use the same channels in both domestic and foreign 
markets: only 23% of the respondents used a different channel when entering a for-
eign market. Amongst those that did switch, the most common change was from a 
higher to a lower control mode, and this was negatively associated with knowledge-
based asset specificity, physical asset specificity, and market size; but positively with 
market diversity. The authors conclude that software businesses need to be conscious 
of the momentum of their domestic channels and carefully evaluate whether or not it 
is appropriate to extend their domestic channels into a foreign market.  

In a follow-up study, McNaughton (2002) developed a TCA model of channel 
choice to identify conditions that increase the likelihood that multiple channels are 
used to serve a foreign market. He found that neither channel volume nor growth rate 
is associated with the use of multiple channels, leading to the conclusion that multiple 
channels are used to increase sales volumes, rather than being a consequence of them. 
The study also found that multiple channels are more likely to emerge in mature mar-
kets that are experiencing slower growth. 

Finally, two other researchers, Eric and Wang (2002), studied how transaction at-
tributes and post-contractual opportunism affect the success of customized software 
outsourcing. In this model, the dependent variables were outsourcing success and 
post-contractual opportunism, while the independent variables were contractor reputa-
tion, uncertainty, and asset specificity. Data to test the model were collected from 
medium to large-sized software firms in Taiwan. The results show that asset specific-
ity and uncertainty both significantly reduce a contractor’s post-contractual opportun-
ism, and increase outsourcing success.  

3   Transaction Cost Model 

The traditional distribution channels available to developers of packaged software 
include:   



 Online Distribution of Packaged Software 101 

1. Retail distribution channels. For example, computer vendors, big-box stores, 
office equipment vendors, stores specializing in software sales, and ware-
house clubs.  

2. Distributors. These include horizontal distributors (who typically carry many 
software titles) and vertical distributors that concentrate on a few categories 
of software and target a vertical market. Distributors generally do not offer a 
high level of technical support, and sell primarily to retail stores and other re-
sellers (Wilson, 2001).  

3. Original equipment manufacturers. These are vendors or manufacturers of 
computer hardware. By integrating specialized products, hardware, and ser-
vices, OEMs sell turnkey products intended for a specific use.  

4. Systems integrators. These are often large consulting companies or OEMs, 
and usually specialize in a particular vertical market.  

5. Service partners (or value-added resellers - VARs). These firms typically add 
value to software products through consulting, customization, and/or training 
services. Most VARs work with distributors and do not keep their own stock.  

6. Direct marketing channels. In this case, developers sell their packaged soft-
ware directly to clients. This can include in person selling, direct-mail adver-
tising, and telemarketing. 

Selling and downloading software from the Internet is a form of direct marketing 
when the software developer uses their own Website. In some cases, however, soft-
ware is sold through a distributor’s Website, transforming the Internet into an indirect 
channel. While either case is less expensive than traditional marketing channels, and 
incurs no shipping or handling costs, most vendors sell and distribute directly through 
their own Website, thus avoiding having to share margin with a channel partner. 

 Online distribution also enables numerous alternative business models and addi-
tional services, for example, remote hosting and per-use or subscription-based pricing. 
In addition, multiple distribution channels can be managed through secure affiliate 
sites. As a consequence, online selling and distribution is quickly becoming the norm 
for packaged software. However, the basic TCA argument is that a market mode is 
the default choice as it is more efficient. Thus, we begin with the assumption that 
firms will distribute their software through a traditional indirect channel unless there 
is a compelling reason to do otherwise, and our model develops expectations about 
the conditions under which firms are more likely to sell and distribute directly to 
customers through their own Website.  

3.1   Asset Specificity 

Prior research uses two dimensions to reflect the degree of asset specificity associated 
with software: physical and knowledge-based asset specificity. Physical asset speci-
ficity refers to investment in special equipment, such as computers, servers or routers 
for the purpose of software distribution, while knowledge-based asset specificity 
refers to unique knowledge and expertise that is required to sell or use the software. 
TCA argues that asset specificity increases transaction costs as both parties may have 
to invest in specific assets, such as skilled sales persons or unique equipment (e.g., 
Thompson et al, 2004). In such conditions, integrated (i.e., direct) distribution chan-
nels are more efficient as the developer will typically already have the required 



102 S. Hu and R.B. McNaughton 

equipment and expertise, and it will be difficult to find third parties (i.e., channel 
partners) who are willing to make the required investment. Thus, to the extent that 
online distribution is typically done by the vendor:  

H1. The use of the Internet in the distribution of packaged software is positively 
related to the physical asset specificity of the software. 
H2. The use of the Internet in the distribution of packages software is positively 
related to the knowledge-based asset specificity of the software. 

3.2   Uncertainty 

We identify two sources of uncertainty in the market for packaged software: diversity 
and volatility. In a volatile market, software firms have difficulty predicting customer 
demands and competitor actions. In this situation, a direct channel is more likely to be 
used as few third parties will be willing to assume the risk of environmental volatility, 
or would demand a premium for doing so. Therefore: 

H3. The use of the Internet in the distribution of packaged software is positively 
related to environmental volatility. 

Diversity stems from multiple sources of uncertainty in a market. A diverse market is 
one in which there are many customers and competitors and they are heterogeneous in 
their characteristics. In such a market, a firm will need to develop multiple strategies 
to meet varied and specialized demands. A more complex and flexible channel struc-
ture can be created by including channel partners that help to gather and process the 
information required to deal with a heterogeneous market. As the diversity of the 
environment increases, multiple channels may be used, and the relative importance of 
direct distribution of software through the Internet may decline. Thus:  

H4. The use of the Internet in the distribution of packaged software is negatively 
related to environmental diversity. 

3.3   Transaction Frequency 

Two dimensions are used to measure transaction frequency: sales volume and sales 
growth. TCA argues that firms have more incentive to integrate their distribution 
channels for high volume transactions as the costs of developing and maintaining the 
channel are spread over more transactions. In addition, there is an incentive to retain 
the margin that would otherwise be shared with channel partners. Compared with 
other forms of direct distribution, online distribution has relatively low set-up costs, 
and almost negligible unit costs. Consequently, it is financially feasible for software 
firms to integrate their distribution online at much lower sales volumes than is the 
case for traditional direct channels. In contrast, large sales volumes provide more 
financial resources that can be used to explore relatively more expensive channels that 
may be more effective in reaching additional customer segments and in gathering 
information to further refine the product. McNaughton (2002) observed that in more 
mature markets where sales have slowed, developers often use multiple channels to 
refine the way they target segments. In such cases, firms are likely to continue dis-
tributing online to some segments, while serving others with personal sales or VARS, 
and supporting customers online in more refined ways (e.g., targeted or personalized  
online sales sites, or support through live chat). Therefore: 
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H5. The use of the Internet in the distribution of packaged software is positively 
related to growth in sales volume. 
H6. The use of the Internet in the distribution of packages software is negatively 
related to gross sales.  

4   Method 

To test these hypotheses, data were collected from Canadian software developers in 
an online survey. The target population of CEOs or other executive leaders of soft-
ware firms was identified from the Canadian Company Capabilities online directory 
(CCC) maintained by Industry Canada. Recruitment e-mails were sent to executives 
at 1142 software development firms that are Canadian owned (i.e., not subsidiaries of 
firms based in the US or elsewhere). Complete responses were received from 82 
firms, for a response rate of 7%. Unfortunately, low rates are becoming the norm in 
online surveying. Replies to the recruitment and follow-up e-mails suggests that about 
one third of the targeted firms did not have a software product (i.e., they provide cus-
tomized programming services only) and thus did not respond. The number of e-mails 
reaching their intended recipients was also reduced by errors and changes in e-mail 
addresses, and messages being trapped by spam filters.  

Krosnick (1999, 540) argued that “surveys with very low response rates can be 
more accurate than surveys with much higher response rates,” and that “having a low 
response rate does not necessarily mean that a survey suffers from a large amount of 
nonresponse error”. This conclusion is based on Visser et al.’s (1996) study showing 
that data accuracy, measured as the difference between predicted and actual out-
comes, was higher in a low-response rate mail survey than in a higher response rate 
telephone survey. The most important consideration is if the reason for low response 
is related to the topic of the survey, which is unlikely in our case. To check for non-
response bias we compared the first and last quartile of respondents, and found no 
statistically significant differences in demographics or mean responses to the key 
dependent and independent variables. 

Consistent with the structure of the Canadian software industry, the majority of re-
spondents represented small firms: 30% had between 1 and 5 employees, and 75% 
employed fewer than 30 employees. Only 10% had more than 100 employees. The 
firms were generally young, with two-thirds having been founded since 2000. Re-
spondents were asked to provide data for their best-selling software product in its 
largest market. This combination accounted for an average of 63% of the gross sales 
of respondents. Many of the firms only had one software product. For most Canadian 
software firms, the largest market for their best-selling product is either Canada (48%) 
or the United States (44%). Only 8% cited a different national market. Respondents 
characterized their software product as a horizontal application (16%), vertical market 
application (78%), or games and educational software (6%). 

4.1   Dependent Variable 

The dependent variable measured whether or not a firm uses the Internet for distribu-
tion of packaged software. Respondents were asked a series of questions to determine 
if they use the Internet to distribute their best-selling product, and details about how it  
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Table 1. Primary Channel for Distribution of Packaged Software 

Primary channels Frequency Percent 
Internet 32 39.0 
Offline direct marketing channels (personal sales, 
telesales, direct mail, etc.) 

29 35.4 

Distributors, publishers or wholesalers                      14 17.1 
OEM           4 4.9 
Value added resellers 1 1.2 
Other  2 2.4 
Total 82 100.0 

 

is used or their other channels. Table 1 shows the primary distribution channel  
reported by the respondents. Thirty-nine percent use the Internet, while 35% sell di-
rectly using a traditional direct method. The remainder use a traditional indirect 
method. However, The classification of distribution channel type is more complex, as 
it is possible for firms to use the Internet in conjunction with another method (i.e., 
complete only part of the selling and distribution function online), alongside another 
method (i.e., multiple channels), and for the Website to be controlled by either the 
software developer or a partner (e.g., an online software distributor). Table 2 shows 
that almost three-quarters of the firms incorporate the Internet in some way as part of 
their distribution channel, while Table 3 provides detail on the frequency with which 
channel activities are conducted online. 

4.2   Independent Variables 

The independent variables were measured using Likert scales adapted from previous 
research (McNaughton 1996, 2002 and McNaughton and Bell, 2001). Respondents 
were asked to indicate their level of agreement (“Strongly disagree”=1, “Strongly 
agree”=7) about a series of statements that related to physical and knowledge-based 
asset specificity, volatility and diversity. Respondents were also asked to estimate the 
current sales of their best-selling software package in its largest national market, and 
the annual growth rate of those sales. Table 4 provides descriptive statistics for the 
independent variables. Gross sales and growth in sales are highly skewed, so were 
rank transformed before the analysis. We also include a control variable to indicate if 
the largest market is domestic (0) or foreign (US or international = 1). 

Table 2. Use of the Internet for Distribution of Packaged Software 

Online Distribution Frequency Percent 
Internet is the primary method of distribution 32 39.0 
Internet is part of the distribution channel 29 35.4 
No part of distribution is online (except viewing 
promotional material) 

20 24.4 

Missing 1 1.2 
Total 82 100.0 
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Table 3. Channel Activities Conducted Online 

Channel activity Frequency 
View promotional material 82 
After-sale service and support (including documentation) 34 
Download patches and/or updated versions 43 
Download a beta or trial version 23 
Download full software package 32 
Make payment online 30 
Online training 2 
Missing 1 

Frequencies sum to more than the number of respondents as respondents could indicate all 
activities that apply.  

 

Table 4. Descriptive Statistics for Independent Variables 

Variable N Mean S.D. Min. Max. 
Knowledge-based 
Asset Specificity  

82 5.5 1.6 1.0 7.0 

Physical Asset  
Specificity 

82 2.1 1.6 1.0 7.0 

Diversity  82 4.3 2.1 1.0 7.0 
Volatility 82 4.2 2.0 1.0 7.0 
Gross annual sales 
($CAN millions) 

79 41.9 191.7 0.05 100.0 

Annual growth in 
sales (%) 

82 60.0 130.0 0 500.0 

5   Findings 

To test the hypotheses developed in Section 3, we first fit a binary logistic regression 
model in which firms that use the Internet as part of their distribution channel (i.e., 
distribute completely online or incorporate the Internet as part of the channel) are 
compared with those that do not. Table 5 reports the result of this analysis. The over-
all model is statistically significant, and has a moderate fit and classification rate. 
However, the parameters for several of the variables are very small and not statisti-
cally distinguishable from 0.0. The sign is reversed from the expectation for H2, and 
there is support for hypotheses H5 and H6. The control variable is not significant.  

To better understand the relationships, we fit an additional polychotomous model 
in which the dependent variable distinguishes between those firms that use the Inter-
net as their primary distribution channel, those that include the Internet along with 
offline components, and those that do not use the Internet as part of their distribution 
channel. Table 6 reports the results. We only include the variables that were statisti-
cally significant in the first model to reduce the number of parameters that needed to 
be estimated. This additional analysis has similar results to those reported in Table 5, 
except that knowledge-based specificity is not statistically significant in either case (at 
p=0.05), and gross sales is not significant for partial use of the Internet.  
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Table 5. Relationships Between Transaction Cost Variables and Use of the Internet in Distribu-
tion Channel 

Parameter Expected 
sign 

Estimate Chi-Square Pr > Chi Sq 

Intercept  7.44 6.81 0.01 
Physical asset 
specificity 

H1 (+) -- -- 1.00 

Knowledge asset 
specificity 

H2 (+) -0.51 3.80 0.04 

Volatility H3 (+) -- -- 1.00 
Diversity H4 (-) -0.58 5.02 0.03 
Growth rate H5(+) 0.08 10.05 0.00 
Gross sales  H6 (-) -0.08 13.10 0.00 
Largest market Control -- -- 1.00 

Goodness of fit (residual test) chi-square = 3.22 (p=0.78 and df=6); Hosmer and Lemeshow 
Goodness-of-Fit test =15.24 (df=7, P=0.03); Correct classification rate = 82.9%, R2 = 0.56. 

Table 6. Relationships Between Transaction Cost Variables and Use of the Internet as Primary 
Distribution Channel or Part of Distribution Channel 

Parameters for online distribu-
tion as the primary channel 

Estimate Chi-Square Pr > Chi Sq 

Intercept 8.09 8.19 0.00 
Knowledge specificity -0.58 3.01 0.08 
Diversity -0.63 5.85 0.02 
Growth rate 0.12 16.84 0.00 
Gross sales -0.14 18.72 0.00 

 
Parameters for partial use of 
Internet in channel 

Estimate Chi-Square Pr > ChiSq 

Intercept 5.85 5.00 0.03 
Knowledge specificity -0.55 3.61 0.06 
Diversity -0.65 5.85 0.02 
Growth rate 0.06 6.92 0.01 
Gross sales -0.04 2.97 0.09 

Goodness of fit (residual test) chi-square = 10.79 (p=0.70 and df=14); Correct classification 
rate = 79.3%, R2 = 0.63. 

6   Conclusions 

About three-quarters of the firms in our sample incorporate the Internet into the dis-
tribution channel for their best-selling software product. However, only about 40% 
complete the entire distribution process online. Of the six hypotheses developed  
in Section 3, only two are supported by the empirical evidence. Contrary to the expec-
tations and evidence from prior research (e.g., McNaughton 1996), physical asset 
specificity does not play a role in the choice of distribution channel. The parameter 
estimate for knowledge-based asset specificity is statistically significant, but the sign 
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is opposite to our expectation. Software firms are less likely to incorporate the Inter-
net into their distribution channel when knowledge-intensity is high. (However, this 
effect is not statistically significant in our second model.) Environmental uncertainty 
in the form of volatility has no influence on the use of the Internet in the channel, 
while diversity is a positive influence as expected. Annual growth in sales volumes 
also has a significant positive effect, and sales volume a negative effect as expected. 
However, gross sales has no significant relationship in the case of  incorporating the 
Web as part of the channel (p=0.05). 

7   Discussion 

As our expectations are not strongly supported by the empirical evidence, we looked to 
the answers respondents provided to open-ended questions in the survey for additional 
insight. The absence of a relationship between physical asset specificity and use of the 
Internet may be explained by the wide availability of high performance computing. 
Few software packages require an investment in specialized equipment. As one re-
spondent wrote: “Our software is a large system that we formerly marketed through 
sales agents. Now we market our product on the Internet, and offer updates online for 
download.” The results for knowledge-based specificity are counter to the expectation, 
with more knowledge intense products being less likely to be distributed online.  

An explanation may lie in the desire to protect unique intellectual property, or the 
notion that cutting-edge and advanced knowledge may be difficult to codify and 
transfer in an online environment. Vasiu (2003, 1), for example, found that online 
distribution “may also render organizations more vulnerable to electronic fraud  
(e-fraud).” E-fraud, including license breaking, can have significant financial implica-
tions, and adversely affect the decision to distribute online. Some developers of pack-
aged software may keep their products off-line as a means of protecting them. This 
could extend to competitive information about pricing, rather than the software itself. 
For example, two of the 32 firms that make their full software package available for 
download do not take payments online. Instead, once they pay offline, clients are 
given access to a secure Website to download the software. As one respondent com-
mented: “The Internet is a valuable sales channel, but pricing is discussed privately 
via e-mail and telephone. Therefore, there are no online financial transactions.”  

An additional consideration is that some developers (28%) do not sell their soft-
ware through their own Website, rather they sell through the site of an online distribu-
tor or catalogue. In these cases, online distribution is a market rather than an  
integrated mode of distribution. Unfortunately, the number of these cases was too 
small for us to model them separately. Nor is it obvious in these cases that the distri-
bution process is entirely outsourced. For example, one respondent commented: “We 
use our own site and those of various partners for marketing, but there is always a 
phone or in-person component of the sales process. Technically, online distribution is 
easy, but we sometimes mail our software on CD, or even install it in person.”  

Diversity is negatively associated with the use of the Internet for distribution in 
both models. In more diverse software markets, developers turn to traditional distribu-
tion channels to target specific segments and gain valuable feedback. As two of the 
respondents commented: “At this time we use the Internet primarily as an information 
portal to our products. As our software is scientific and can be used in various  
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applications, assistance from our company or its partners is needed to determine the 
best piece of software”, and “Our packaged software is a very sophisticated product 
that requires training and face-to-face advice from our sales agents.” 

The variables relating to gross sales and sales growth measure production costs 
rather than transaction costs. The argument relates to the ability to spread costs of 
channel development over a large number of sales. However, online distribution fun-
damentally changes the economics of distribution. Online distribution is relatively 
inexpensive compared to alternatives, so developers are able to integrate their channel 
at much lower volumes. Online distribution contributes to growth in sales. However, 
when sales volumes are higher and growth slows, firms turn to more diverse channels 
to reach additional segments, and create value for those customers who are willing to 
pay a premium. 

This study is one of very few that explores the channel choices of software devel-
opers, and possibly the only one to address the issue of the conditions in which devel-
opers are more likely to use online distribution. This research extends the early work 
of McNaughton (1996, 1999, 2002) and McNaughton and Bell (2001) which largely 
predated the online distribution of software. Transaction costs appear less relevant in 
determining whether developers deliver their software online or not, than they were in 
distinguishing between the use of traditional market and integrated forms of distribu-
tion. As software is a digital product that can be transferred online, the Internet is 
fundamentally restructuring the economics of this industry. While Internet use is 
almost universal for some aspects of the software distribution process, there remain 
nuances in the extent to which all aspects of the selling and distribution process are 
handled online. In particular, offline components play a role in protecting knowledge-
based assets, in dealing with diversity in markets, and later in the product life-cycle 
when volumes are larger but growth slows. In these cases, offline components can 
help to identify and serve additional segments that require more advice or service, and 
that are willing to pay a premium for value-added channels.  
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Abstract. We examine the trends and developments affecting the adoption of 
open source software in the communications software industry. Based on expert 
interviews and scenario analysis, four alternative and possibly co-existing sce-
narios are derived.  The analysis suggests that communication service providers 
will mostly deploy open source software in infrastructure software. Alternative 
developments include use of open source software in launching new services 
and in cloud computing. The present study is relevant particularly for technol-
ogy managers considering open source strategies. 

Keywords: open source software, scenarios, communications industry, com-
munications software, telecom software, vertical software markets, technology 
management. 

1   Introduction 

Software produced for vertical industries is a considerable business for software ven-
dors and a significant expense for its buyers in the industry. Our focus is on the com-
munications software market1, i.e. both the software vendors and communications 
service providers2 (CSPs). As expected, also the communications software market has 
been found to be developing according to a pattern where software at first provides 

                                                           
1  The communications software market is formed by the communications software vendors and 

the communication service providers (CSPs) as their customers. It is a vertical software mar-
ket, producing software products and services mainly applicable within the communications 
industry, as opposed to producing horizontal (general-purpose) software.  

2  The communications industry is formed by the CSPs and their customers. As a vertical indus-
try, it has a clear specialization and limited transferability of skills outside its own domain. 
By avoiding the more traditional “telecommunications” term we want to account for the 
changing industry landscape where not only traditional telecom operators, but a variety of 
actors ranging from ISPs and cable operators to the likes of Google and Amazon, are at play 
and capable of making attractive end-user offerings in at least parts of the communications 
domain.  
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competitive advantage to the companies in the form of technological or process inno-
vation, but later, as software becomes a commodity, it is mainly a cost issue [1]. In 
the latter and currently observable phase of price erosion and cost cutting, the actors 
in the market can benefit from two low-cost models, namely open source software 
(OSSw) and cloud computing. At present cloud computing, and particularly software 
as a service (SaaS) as a part of it, are being adopted widely, also in the communica-
tions software market. OSSw in turn has already achieved a prominent share in hori-
zontal infrastructure software, as in operating systems, databases, and application 
servers. 

This article concentrates on a) the utilization of OSSw by communication service 
providers and b) use of OSSw by the software vendors in their offerings. Past research 
has indicated that the CSPs are reluctant to adopt OSSw, owing to the perceived asso-
ciated risks [2]. Assuming that more recently the attitudes towards OSSw have 
changed with the positive experiences from Linux, MySQL and Apache, the use of 
and contributions to OSSw may increase also in the communications software market. 

Open source software generally refers to software, which source code is made 
available to all users along with the usual run-time code and which has licenses with 
relaxed or very few restrictions. Using analytical and case study approaches, the con-
temporary academic literature around the phenomenon has focused on the incentives 
to produce and deploy OSSw, in the management issues of OSSw projects as well as 
comparison of open source and proprietary software from a business perspective  
[3–5]. While much has also been written about the antecedents of OSSw adoption  
[6–8], there are only few articles available where OSSw is studied in the context of 
vertical industries [10, 11]. 

This article reports a scenario elaboration on the trends and alternative develop-
ment paths, which may affect the adoption of OSSw in the communications software 
market in the future. We also draw conclusions on how OSSw adoption would in-
crease in the domain. We applied a set of scenario elaboration techniques, including 
domain expert interviews and workshops, morphological analysis, and the Global 
Business Network (GBN) method. 

In the next section, the current rate and form of OSSw utilization in CSPs is exam-
ined. Section 3 gives an overview to the scenario method and techniques applied in 
this study. Sections 4 and 5 deal with the trends and change drivers of the communi-
cations software market and develop alternative or co-existing scenarios for OSSw in 
the communications industry. Before the conclusions, we discuss the benefits and 
limitations of the scenario approach we used. 

2   Scenario Approach 

Scenarios are defined by Ogilvy and Schwartz as "narratives of alternative environ-
ments in which today’s decisions may be played out" [12]. In assessing possible  
developments for OSSw in the domain, we chose an exploratory design where future 
scenarios were developed based on a combination of interviews and a workshop with 
industry experts and a set of scenario techniques. The aim was not to forecast one 
future state, but to describe alternative developments providing a view on how adop-
tion of OSSw would increase in the communications industry. Such information  
enables setting a technology strategy, which matches the emerging needs and  
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Table 1. Scenario method in the current study 

Steps [14] Current study 

1. Identify focal issue How would OSSw adoption increase in the 
communications industry? 

2. Identify key forces in the environment Current state of OSSw adoption and business 
trends in the communication industry were  
examined through expert interviews.  

3. Rank factors by importance and 
uncertainty 

A baseline scenario depicting the likely  
development path was established in a  
workshop. Based on the interviews, authors 
identified the main trends and uncertainties 
affecting the OSSw adoption in the vertical 
software market. 

4. Select scenario logics Alternative development paths were elaborated 
utilizing GBN technique. 

5. Flesh out scenarios Scenario descriptions were written by the  
authors, based on the baseline and alternative 
developments. 

6. Analyzing implications of scenarios Not applied in this study so far. Learning  
scenarios were introduced to workshop  
participants as a tool for further work. 

7. Selection of indicators and signposts Not applied in this study so far. 

 
requirements of the specific market.  Assessment of possibly co-existing scenarios 
consequently makes available a tool for anticipating the developing needs and thus 
aids in technology forecasting and roadmapping. 

Scenario elaboration includes a number of identifiable tasks relating to the genera-
tion of ideas and gathering of data, integrating the ideas, and checking the consistency 
of scenarios [13]. The main steps included in the scenario method by Schwartz [14, p. 
241] were adapted for the current scenario elaboration. Table 1 below introduced the 
tasks and the outcomes in this study. 

We first conducted a set of interviews with the objective of assembling information 
on the CSPs’ operating environment and OSSw adoption among them. Here, inter-
viewees represented a mix of large software vendors (4 interviews) and communica-
tion service providers (6 interviews). In the semi-structured interviews, these industry 
experts were asked to describe their business focus, critical capabilities, software 
acquisition strategies employed by CSPs and reasons for usage or non-usage of 
OSSw. The initial findings from the interviews were documented and organized to 
facilitate the current state and trend analysis. 

We then arranged a workshop among industry experts in order to establish a base-
line scenario with the main drivers and barriers for OSSw adoption therein. Represen-
tatives from three software companies and two research organizations participated in 
the workshop. The baseline scenario was created applying a morphological analysis 
using a "future table", in which the columns represent the dimensions of uncertainty 
and each dimension may include several alternative future states [15, 16]. The sce-
nario logic is identified by choosing one alternative state from each column. This 
technique is efficient in capturing several future attributes concurrently, and practical 
in cases where a group of domain experts is available. 
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Although scenarios usually realize as simple and apprehensible narratives, there are 
multiple means of creating good and internally consistent scenarios. Bishop et al. [17] 
examined an extensive set of the techniques for developing scenarios. They found the 
techniques to vary in complexity and rigor, from judgmental techniques relying solely 
on the individual describing the future to cross-impact analyses for calculating rela-
tive probabilities for future events. To identify sources of uncertainty as the basis for 
alternative futures, forecasting techniques, the GBN technique, and morphological 
analysis can be used. In the GBN technique, a matrix of dimensions is created and the 
combinations of the dimensions incorporate the scenario logic [12]. It is common that 
the dimensions include the current trends and anticipated future developments.  

To elicit the scenarios, we applied a deductive GBN approach, in which the trends 
and uncertainties were prioritized to form scenarios, each combining the extremes of the 
two uncertainties. By comparing and contrasting the main drivers for the CSPs and 
software vendors as identified in the two rounds of data gathering, the forces were re-
duced into two dimensions. First, the CSPs have traditionally been technology driven, 
focusing on building and operating the communications networks with technology from 
vendors. Here, the change may be towards strategies with service and business innova-
tions, as the technologies are becoming commoditized and it is no longer the speed and 
extent of deploying new technology that determines the winning CSPs. This forms our 
nature of competences dimension ranging from capabilities to produce and benefit from 
technical product innovations to capabilities to produce and benefit from business and 
service innovations of non-technical nature. Second, the communications software mar-
ket was born as CSPs started to outsource their software development in the 1990s, and 
outsourcing had increased ever since [1, 2]. However we now see a change in this trend 
and instead, in the near future, some CSPs may on the contrary increase in-house devel-
opment for flexibility. This uncertainty affects both CSPs and software vendors serving 
them, and forms our technology sourcing dimension. 

Any scenario consists of three elements [18]: interpretation of current events and 
their propagation into the future, internally consistent description of future develop-
ments and description of future end state. In our approach, interviews and the work-
shop provided insight on the current state and on the likely developments on OSSw 
adoption in the communications industry. Further, the identified dimensions facili-
tated elaboration of alternative developments, based on combination of the extremes 
of the dimensions. Accordingly, after the dimensions were identified, we focused on 
creating descriptions of the future developments and arriving at prospective end state 
based on causal logic from the present to the future. Combining the extremes resulted 
in four consequences, which were written into a form of learning scenarios [19]. 
Learning scenarios were later introduced to the workshop participants and serve as 
inputs for further company-specific examinations. 

3   Open Source Adoption in the Communications Software 
Industry 

In order to examine the current state of OSSw adoption in the communications indus-
try, a set of thematic interviews was conducted. The interviews were obtained accord-
ing to judgment sampling and included two large Chinese CSPs and four European  
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Table 2. Overview of the respondents’ position and their companies 

Respondent(s) role Company 

CEO Small regional CSP in Europe (later CSP1) 

IT manager Affiliate of global CSP in Europe (CSP2) 

Director of R&D Affiliate of global CSP in Europe (CSP3) 

IT manager National incumbent CSP in Europe (CSP4) 

IT manager Provincial branch of national CSP in China (CSP5) 

Business manager Provincial branch of national CSP in China  (CSP6) 

R&D managers, Account manager Global telecom software vendor (Vendor1) 

Account manager Global system integrator (Vendor2) 

 
CSPs of different sizes in order to enable a comparison of mature and developing CSP 
markets. In addition, two large software vendors operating in a global scale were 
interviewed. The interviewees had varying positions in their organizations. However, 
they were chosen so as to have a good view of how software systems are acquired and 
deployed. Table 2 provides an overview on the positions in their organization and the 
types of companies they represent. 

The interviews were semi-structured. Each interviewee was presented with essen-
tially the same questions, with certain differences in wording depending on whether 
the interviewee represented a CSP or a software vendor. The questionnaire applied 
had both fixed and open-ended questions to gain a deeper understanding on the  
adoption of OSSw. The questionnaire was organized around three themes: operating 
environment referring to both the communications industry and the communications 
software market, software acquisition strategies by the CSPs, and adoption of OSSw. 
In the following, the analysis on the latter topic is reported, while the results from the 
two former are included in the scenario elaboration. Under the adoption theme, the 
volume, the kind of and reasons for OSSw usage were discussed. Specifically, the 
respondents were asked: i) “Are you using OSSw and in which systems?” ii) “Why 
have you chosen or not chosen to use OSSw?” and iii) “What are the risks of OSSw?” 
The interviews were analyzed following the thematic analysis principles as proposed 
by Aronson [20]. The key findings were as follows. 

Generally, the respondents commented that perception and attitude towards OSSw 
is getting more positive and that the OSSw alternative is treated with same principles 
and analyzed against similar criteria as proprietary alternatives when acquiring soft-
ware systems (indicated by CSP3 and CSP4). Nevertheless, the current usage of 
OSSw among CSPs could be described as moderate or even as low. The OSSw alter-
natives are used mainly in infrastructure software, including Linux, Apache, and 
MySQL. Comparing the circumstances in European and Chinese markets, there is no 
notable difference in the adoption of OSSw by CSPs. In both markets, the develop-
ment and deployment of software systems is occurring in fixed co-operation with 
vendors. This signifies that OSSw will likely be deployed in case the vendor provides 
it as part of their offering.  

We found that only a few applications specific to this industry exist, namely in  
service monitoring tools and in voice communication servers built on IP networks 
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(Vendor 2). Also, the service providers are cautious in using OSSw components in 
systems visible to masses of subscribers and in systems that are otherwise critical to 
the business, i.e. in systems that require carrier-grade quality and performance. In 
such systems, the proprietary alternative is often preferred (CSP4). 

The main reasons cited for opting for proprietary software systems were the lack of 
capabilities, the required support services, and the perceived legal and business risks 
(CSPs 1–6). Especially the European CSPs informed that they had outsourced most of 
their software-related activities. This has led to the organizations not being able to main-
tain internal capabilities on OSSw. If CSPs deploy OSSw, they will need to contract 
comprehensive support services from the vendor (CSP2). In fact, also the vendors are 
forced to do the same. As a result, a major share of the cost advantage of OSSw is lost. 
One of the CSP interviewees also brought up the of overall cost structure of software 
systems: a large part of the total costs incurs from deployment, integration, maintenance 
and operating, and the share of software licensing fees is only about 20 percent (CSP3). 
As the CSPs review the overall costs, the zero licensing cost of OSSw does not bring a 
weighty cost advantage. Instead, according several interviewees, the other contemporary 
phenomenon, cloud computing, may generate more measurable and wide-ranging bene-
fits and thus CSPs are currently more focused on those. In addition, there are risks re-
lated to OSSw, which may cause CSPs to favor proprietary software: the interviewees 
specifically mentioned the difficulty of understanding OSSw licenses, continuity of 
OSSw businesses, and control over the OSSw communities. 

4   Trends in the Communications Software Market 

As part of the scenario elaboration, a workshop was organized with the aim of identi-
fying the main trends in the communications industry and the communications soft-
ware market as well as the main drivers behind OSSw adoption by CSPs and OSSw 
offerings by vendors. Managers from three software companies serving the communi-
cations industry (total of 5 persons) and scholars studying OSSw from two universi-
ties (total of 4 persons) were invited to a one-day workshop.  In the workshop, the 
researchers presented the observations made based on the interviews and together 
with managers from software companies a business-as-usual scenario was con-
structed. The results of the workshop and, thus, the main trends can be summarized as 
follows. 

The communications industry has been consolidating mainly through mergers of 
established CSPs. Simultaneously, new entrants from IT and software industries (e.g. 
Google and Amazon) have penetrated the market, along with virtual network opera-
tors and smaller ventures competing with innovative business models (e.g. Blyk be-
fore its transformation into a vendor). As a consequence of declining revenues from 
the traditional operating business, especially in the mature markets, the CSPs’ busi-
ness focus is partly on operational efficiency and partly on efforts to generate new 
revenues through introduction of new services. On the other hand, traditional MNOs 
are still committed to building and developing their basic network infrastructure, as 
mobile Internet is increasing the demand for capacity.  

With regards to software systems, a clear trend has been to outsource development, 
deployment and operating of systems. The network element manufactures have a 
strong position in selling software closer to the network interfaces. However, the 
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market for these operations support systems is slowly declining and commoditising. 
For business support systems, closer to the customer interface, where CSPs manage 
sales and billing processes, new providers have appeared to compete with the existing 
vendors. Thereby, analogously to the host industry, the communications software 
market is affected by imminent price competition leading to cost pressures. As a re-
sult, the vendors are striving to keep their positions and searching for new ventures in 
service-based businesses. To strengthen their positions, network element manufactur-
ers and software vendors are engaging in long-term managed service contracts with 
the CSPs. New sources of revenues are being sought from cloud computing and re-
lated services. 

The workshop agreed on the cost efficiency as the main driver for adoption and 
provisioning of OSSw. End-user innovation, another often quoted benefit of OSSw, 
did not come up as a driver in the discussion. Primary barriers for adoption were 
thought to be the perceived inferior quality of OSSw compared to proprietary alterna-
tives – even if generally OSSw has been demonstrated to be of relatively high quality 
due to testing by the masses, in the communications software market OSSw is usually 
not considered carrier-grade, probably explained by the lack of those masses of testers 
and users (CSPs) – as well as control costs and risks. The potential liabilities for mis-
using the source code was seen as a secondary barrier. 

From the interviews, several different alternative developments or pairs of opposite 
forces emerged, which could each have a potential impact on the adoption of OSSw in 
the communications software market. Out of these we identified the following two as 
most significant and took them as the basis of our scenario creation: technology 
sourcing and the nature of competences (whether technical or business-oriented).  

Below we first define the concepts using extant literature and also consider how 
they manifest themselves in our data. Depending on the how the actors in the commu-
nications software market organize their sourcing and competences development, they 
may become either active or passive in employing and developing software technolo-
gies. Both circumstances have further effects on the future of OSSw in the market. 

4.1   Technology Sourcing 

Dibbern et al. [21] use the term technology sourcing to refer to an organization’s 
arrangements regarding which parts of software development, deployment, operating 
and maintenance are executed with internal resources and which parts are produced 
by external providers. It thus designates the decision to either insource or outsource 
tasks and responsibilities related to software systems. Outsourcing decisions and ante-
cedents have been studied extensively in the context of information systems. The 
reasons for outsourcing include cost advantages [22, 23], providers’ special capabili-
ties and resources [24, 25] and commodification of certain types of systems [26]. 
Alternatively, producing the IS function with the organization’s own resources has 
been explained by asset specificity and by control costs and risks [24, 25].    

Certain issues regarding outsourcing were revealed by the interviews with domain 
experts. Both in mature and developing parts of the communications industry, out-
sourcing of activities related to software systems has increased over time. In the ma-
ture parts, the main reason for contracting out is the aim to lower operational costs. In 
the developing parts, CSPs instead need the capabilities of the vendors as the internal 
competences are missing. However, some of the interviewees expresses that their 
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organization seeks to increase internal development. The motivations included a need 
to increase flexibility, avoiding dependency on the vendors and ensuring the quality 
of the software being deployed. 

One of the interviewees, a representative of a CSP in Europe (CSP3), described the 
ramifications of cost-pressures to software quality as described in Figure 1. By out-
sourcing software activities, the CSP intended to lower costs by a certain amount. The 
software vendor obviously must produce the services at an even lower cost than what 
the price paid by the CSP is. The CSP’s costs will in fact increase in the beginning 
when outsourcing is commenced due to the structural change and other transaction 
costs of one-time nature.  

 

Fig. 1. Cost pressures in software outsourcing. The curve represents the CSP’s total cost over 
time from commencement of the outsourcing arrangement.  

If this comes as surprise to the CSP, the CSP may expect the software vendor to 
compensate for this by offering the services at an even lower price, i.e. with even less 
effort than what the original aim was. According to the interviewee, these cost  
pressures influence the quality of the software negatively. The CSP may thus lose in 
competitiveness due to substandard software and services, whether it shows as more 
limited functionality, a less faultless implementation or poorer performance. CSPs 
may therefore make a more prudent evaluation on which activities are outsourced and 
rather insource those that they see critical for keeping customers and creating new 
competitive benefits. 

4.2   Nature of Competences 

Hamel and Prahalad [27] define company's core competence as a set of skills and 
technologies that enable a company to provide a particular benefit to customers. Fur-
ther, customer value can be achieved through product innovations or business innova-
tions, which again reflect the skills and orientation of the provider. According to 
Kampas [28], product innovations materialize as a result of breakthrough engineering, 
whereas business innovations are grounded in enhancing processes and deploying 
commodity-marketing strategies. He thus suggests that these types of innovations are 
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applicable in different phases of the technological development. Once a dominant 
design emerges in any technology domain, commodification begins and companies 
need to innovate with complementary assets such as marketing, efficient operations, 
after-sales support etc. in order to be competitive [29]. Focus moves from product 
innovation to business innovation. Whether competencies are generated within the 
company or by combining capabilities of multiple vendors in the supply chain is con-
sidered in the established theories of the management discipline. According to the 
resource based view [30] a competence can be achieved using internal resources that 
are "valuable, rare, difficult to imitate and non-substitutable". As an alternative, the 
dynamic capabilities framework [31] suggests that competences are created by devel-
oping an ability to "integrate, build and reconfigure internal and external competences 
to address rapidly changing environments." 

In our data, some of the CSP respondents stressed the skills and capabilities related 
to different network technologies, while others emphasized understanding customer 
needs and customizing technologies to match the present needs. Adding capabilities 
for providing new services was also mentioned. Technological competences were 
considered important by the representatives of the European CSPs (CSP 2–4). Cus-
tomization and innovations were deemed equally important by both the European and 
Chinese CSPs. 

It is consequently natural to observe the CSPs’ attempts to create competences 
through both product innovations and business innovations: in the future certain CSPs 
may build their competences by developing network assets, technologies and internal 
resources. These companies may seem inactive, but may maintain their positions by 
offering network capacity efficiently. Also, certain CSPs may instead choose to compete 
with contemporary and diligently segmented services built on existing infrastructure. 

A CSP’s total revenue can be formulated as (number of users) x (average revenue 
per user, or ARPU). Improving ARPU through new services is particularly of impor-
tance to CSPs operating in mature markets, given that gaining new customers is very 
difficult. Until recently, the CSPs have focused on the media and entertainment ser-
vices, but CSPs are also well positioned to act as channels for delivering software 
vendors’ offerings to end customers. For instance, Lucas [32] suggests the following 
to be strengths for CSPs in the emerging software as a service (SaaS) market: Net-
work assets, expertise in service assurance and billing, and marketing channels. The 
interviews revealed that the CSPs are interested in taking their position in the SaaS 
value chain as aggregators of services. A typical way is to package the various SaaS 
services (computing and storage, e-mails, entertainment, photos, and business applica-
tions like CRM, financial management, etc.) and to automate the access to them via a 
portal. The end user gets all the services via a single access and is billed on a single 
bill. Strategic competence lies in brand creation, marketing and packaging. Such bun-
dling is used to increase ARPU and decreases churn. 

5   Four Scenarios on Open Source Adoption 

In this section the two dimensions presented in the previous section are used to de-
velop future scenarios. The scenarios illustrate how the adoption of OSSw in the 
communications industry might increase in the future. As described above, the GBN  
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Fig. 2. The four scenarios of communications software market development 

 

approach was applied to prioritize industry trends and to form four scenarios, each 
combining the extremes of the two uncertainties. Figure 2 provides an overview of the 
four different scenarios. 

The baseline scenario A, which was established in the workshop, signifies the cur-
rent trends and development path. While the baseline scenario itself may have inter-
esting outcomes, some of the communication service providers may also aim at, for 
instance, strengthening their position in their industry by increasing internal software 
development and by developing new capabilities. What follows is that the develop-
ment path and outcomes of scenario D also become possible, simultaneously with the 
baseline scenario. Thus, in the future we might see alternative and coexisting devel-
opments, which all have potential to increase adoption of OSSw in the domain. Table 
3 below summarizes the scenario logics in terms of factors affecting the communica-
tions industry and communications software market, dimensions of uncertainties, 
drivers for OSSw adoption and the outcomes of developments. 

Scenario A: Cost-cutting. This scenario assumes a continuous increase of out-
sourcing with simultaneously occurring product innovation (new technical services, 
such as a location-based application for smartphones). This scenario might occur as a 
result of consolidation in both the host industry and the communications software 
market. Consolidation enables economies of scale, and both CSPs and software ven-
dors are focusing on lowering operational expenditures. It is characteristic to both 
kinds of actors to concentrate on developing and deploying the network technologies. 
In this scenario, the main driver for OSSw adoption is cost efficiency, although OSSw 
is mainly used in infrastructure software. Utilization of OSSw mainly takes place on 
the side of the software vendors', who include it as part of their offering. However, 
aggressive price competition may lead to an unexpected outcome, in which the player 
suffering the most engages in a loss-leader strategy and releases its business support 
system as OSSw. The intention of the vendor is to retain its existing customers, possi-
bly create new revenues from complementary services, and to avoid competition with 
new entrants. In case the actor is large enough or it succeeds in obtaining more cus-
tomers with this strategy, other actors in the communications software market may be 
forced to follow.  

Scenario B: Alliances. This scenario is based on similar premises with regards to 
the operating environment as the previous scenario. The activities of both the CSPs  
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Table 3. Summary of the scenario logics 

 Scenario A: 
Cost-cutting 

Scenario B: 
Alliances 

Scenario C: 
Bundle 

Scenario D:  
New capabilities 

Factors in communications industry (CSPs side) 
- structure Consolidated Consolidated Diversificated Diversificated 
- focus Decrease costs Decrease costs Increase ARPU Increase ARPU 

- capabilities  Operational 
efficiency 

Operational 
efficiency 

New services 
development 

New services 
development 

Factors in the communications software market (Vendors' side) 
- structure Consolidated Consolidated Diversificated Consolidated 
- focus Decrease costs Protect market 

share 
Service-based 
business 

Decrease costs 

- capabilities  New technol. 
development 

New services 
development 

New services 
development 

New technol. 
development 

Technology 
sourcing 

Outsourcing 
increases 

Insourcing 
increases 

Outsourcing 
increases 

Insourcing  
increases 

Nature of  
competences 

Product  
innovations 

Product  
innovations 

Business 
innovations 

Business  
innovations 

Driver for 
OSSW adoption 

Costs Costs New services Flexibility and 
new services 

Patronages of 
OSSw devel. 

Software  
vendors 

Both Both CSPs 

Uses of OSSw Infrastructure 
software 

Vertical  
software 

Used in  
several layers 

Used in  
several layers 

Outcomes Loss-leader 
dumps BSS 

Common 
platform devel. 

Adopt Cloud 
OSSw 

CSPs engage in 
communities 

 
and the vendors are focused on technological development and both are affected by 
the cost pressures of commodified older services. However, in contrast to the first 
scenario, operators become more active by increasing internal software development 
and related capability in order to benefit from the available standard solutions and 
OSSw – or models resembling it. To match the competition and to secure their market 
share, one of the software vendors will attempt to gather its customers into an alli-
ance, in which an application based on the vendor’s source code is being developed in 
co-operation with the CSPs. Such a mode of collaboration is described under the term 
Client-Shared Source [33]. It refers to an arrangement where the customer pays the 
vendor to participate in a restricted community, and is granted a license and access to 
the common source code repository. In this arrangement, both customers and ven-
dor(s) contribute to the development. Such a mode is beneficial for the vendor in that 
the source code is not accessible to its competitors, the vendor may build its business 
model based on managed services or alike, and in that the vendor may maintain its 
lock-in to the customers. 

Scenario C: Bundles. This scenario is a combination of outsourcing and business in-
novating trends. In it the service providers will evolve into to two basic types: ones 
focusing on providing network capacity (“bitpipe operators”) and ones exploiting their 
brand to sell value-adding services on top of their existing infrastructure. Technologi-
cal (i.e. product) innovation is much less important than the way the commercial  
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offering is formulated, priced, and marketed (the business innovation). Those CSPs 
profiling them with such services will organize their service delivery platforms so that 
third parties, software vendors for instance, may utilize the platform in a flexible and 
agile manner. In this scenario, in line with the current trend, the CSPs outsource most 
of their software development activities, which means it is up to the network element 
manufacturers and software vendors to supplying necessary incremental improvements 
to the CSP's system infrastructure. Cloud computing technologies will be in a central 
role in providing new services efficiently. In cloud computing, mature and widely-
adopted OSSw solutions already exist. Present considerable projects include e.g. Euca-
lyptus, a software platform for the implementation of private cloud computing, and 
Hadoop enabling the creation of data-intensive distributed applications. In this sce-
nario, the adoption of OSSw in the communications industry is consequently associ-
ated with the developments of cloud computing. At a high adoption rate, OSSw  
solutions may become the dominant design in cloud technologies. 

Scenario D: New capabilities. In this scenario vertical integration and divergence 
in the communications industry increase. Owing to the need to improve flexibility, 
speed to market and the quality of services, some CSPs increase their competences 
and capabilities in software development. Decreasing time-to-market on new services 
enables CSPs to monetize the current needs of their customers. Development of net-
work technologies and IT infrastructure is left for the existing vendors to take care of. 
Main drivers of OSSw adoption in this development are the modifiability of standard 
OSSw components to specific needs and the access to a pool of resources and knowl-
edge of the OSSw communities. As an outcome of the development, certain CSPs  
will become patronages of selected communities, they actively engage in these com-
munities, and OSSw will be used in value-adding services offered to both business 
customers and consumers. 

6   Discussion and Further Research 

This paper has introduced four future scenarios for the communications industry and 
assessed the role of OSSw in each. We argue that the adoption of OSSw cannot be 
explained only through analysis on drivers and barriers of adoption. In contrast to the 
current studies on adoption of OSSw, this paper examines the operating environment 
that is influenced by several trends and forces, some of which are opposing each 
other. Above we have implicitly suggested that either the communication software 
market continues to follow the current development path with emphasis on new tech-
nology and outsourcing, or discontinuity transpires in two possible ways. First, diver-
sification of both CSPs and software vendors may result in coexisting developments 
and outcomes, where e.g. certain CSPs insource in software-related activities, while 
others continue outsourcing these activities. Such diversity would allow software 
vendors to employ different technology strategies and business models, also ones 
incorporating OSSw as part of the offering. Second, we might also see radical change 
in the communications industry (e.g. widespread adoption of cloud computing tech-
nologies and service-orientation), which would further affect the whole vertical soft-
ware market and its developments.  

Making predictions about OSSw developments or any future events is uncertain 
and difficult. The scenario approach does not forecast the future; rather it can be seen 
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as a tool for elaborating plausible future situations [14, 19]. The developments are not 
necessarily mutually exclusive at the industry level; they might turn out co-existing 
with different players evolving in different directions. This suggests that this scenario 
study complements the analysis on the current state. In addition, the approach pro-
duces information, which helps practitioners to identify development paths, to focus 
their R&D efforts and even to influence the development towards desired direction 
[13]. The strength of the scenario approach is in the information the interviewed do-
main experts can provide. However, as with all studies collecting qualitative data, 
there are downsides in accuracy and questions whether propositions can be general-
ized. While the workshop was used to elaborated baseline scenario and seek confir-
mation on the identified trends of the communications software market, we recognize 
that further interviews with domain experts might have revealed further trends. Fur-
ther studies on the domain could therefore select different dimensions for the analysis 
and assess further development paths and outcomes. 

It is also recognized that the quality of the data might have been affected by the 
unwillingness of some experts to share their information on current state and likely 
developments. In assessing the scenarios it also should be remembered that the sce-
narios are based more on the researchers’ views and interpretation than on the ex-
perts’ views. Further, it is noteworthy that the analysis may have revealed possible 
development paths, but authors’ conclusions on outcomes may not materialize. A 
further limitation of the study is that we have only addressed the traditional telecom-
munications industry directly, not the whole communications industry. However, 
insofar as the landscape is changing with forces external to them, this should be felt 
by the traditional CSPs and their software vendors at least indirectly. 

The exploratory approach, which applies adapted scenario method, facilitated ex-
amination on how OSSw is currently used and how adoption of OSSw could increase. 
The results of the analysis suggest that OSSw will mainly be adopted in infrastructure 
software. In addition, the use of OSSw in new services and as basis for applying cloud 
computing technologies seem both plausible. Alternative developments include an 
increase in OSSw supply by unusual business models (loss-leader strategy) and by 
alliances of software vendors and communication service providers. 

The presented approach is relevant particularly for technology managers as a tool to 
examine uncertainties and expand thinking on the technology strategies. Moreover, the 
scenario elaboration is useful in examining the interplay of multiple factors affecting 
the environment and developments. It is therefore a viable tool for researchers conduct-
ing exploratory research in the domain. In further research, it would be interesting to 
feed the scenarios back to the experts, to further discuss the likelihood and impact of 
the scenarios to their business, and refine the scenario based on experts’ feedback. 
What was also left for further studies was the creation of indicators enabling the tech-
nology managers to observe and project the development paths in this domain. 
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Abstract. The availability of integrated software tools can help organizations to 
easily and quickly achieve higher maturity and capability levels in process 
improvement and change management initiatives, by effectively supporting 
easy data and information sharing. However, despite their usefulness, their 
implementation costs still often represent a not trivial constraint for their 
adoption. In order to overcome such constraints, Open Source Software (OSS) 
can represent the right solution. Among the plenty of OSS freely available on 
the Net, only a very reduced set deals with measurement and monitoring & 
control processes, which instead represent two core processes in well-known 
SPI models. This paper proposes a case study showing how to efficiently detect 
possible project improvements using a combination of software engineering 
measurement-related techniques supported by the OS platform Spago4Q, 
keeping the focus on the need of organizations to strengthen its historical data 
gathering process.  

Keywords: Open Source, Project Monitoring & Control, CMMI, Process 
Improvement, Performance Measures, QEST, LIME. 

1   Introduction  

The relevance of Open Source Software (OSS) has been rapidly increasing during the 
last few years for several reasons, including the OSS capability of fostering the open 
knowledge sharing across organizations, the Total Cost of Ownership (TCO) [1] 
reduction and a higher Return on Investment (ROI) [2] for successfully implemented 
projects. Nowadays, a large amount of OSS is freely available and covers plenty of 
informative and business goals. However, even if major forges contain hundreds of 
thousands projects (e.g. SourceForge – www.sourceforge.net - has more than 260,000 
projects), only a few OSS projects are listed under the “Software Development” or 
“Enterprise” categories.  
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Again, very few OSS projects deal with goal-oriented measurement gathering data 
directly from the organization’s information systems. Most available tools adopt a 
traditional view on software measurement, deriving static measures from source  
code, such as One Point Project (http://sourceforge.net/projects/opproject/) and Open 
Workbench (http://sourceforge.net/projects/openworkbench/).     

The aim of this paper is to present a new, more comprehensive approach to software 
project management, including a roadmap to set up and manage a reliable and efficient 
measurement framework. The paper is organized as follows: Section 2 presents the 
measurement techniques needed to detect, filter, organize a measurement plan and 
measure the overall value of a project from the viewpoints of concurrent stakeholders, 
namely QEST-LIME. Afterwards it introduces the open source platform Spago4Q 
(Spago for Quality), showing its integration and joint usage with the above-mentioned 
measurement framework. Then, Section 3 proposes a case study applying this 
measurement framework to two Italian projects. Finally, Section 4 draws our 
conclusions and provides information about future steps towards further improvements 
of quality and cost-effectiveness in enterprise software application development. 

2   The Puzzle of Project Monitoring and Control  

When setting up a measurement plan, organizations often erroneously choose the most 
adopted “standard measures”, following a sort of “adoption by analogy” approach. 
However, in the medium term, the habit of under-analyzing the internal informative 
needs and the impact that measurements have on their economic situation may lead to 
a “domino effect.” The reduction of the budget devoted to measurement, monitoring, 
and control processes usually leads to a lower level of control on the project. This 
effect is described in the most popular SPI process reference models, such as CMMI 
[4] and ISO/IEC 15504 (aka SPICE) [5]. Lack or scarcity of reliable data can make it 
hard to bind the mean relative error to the phenomena to be predicted. Here a sound 
analysis on the informative needs and the careful choice of measurements and metrics 
as a basic recipe for successful process monitoring is provided. 

The following sub-sections include a short description of the “ingredients” for the 
above-mentioned recipe, focusing on the added value that an OSS suite can bring to it. 

2.1   Deriving Measures from Information Needs: The GQM Paradigm 

The first, common-sense technique for deriving a measure is GQM (Goal-Question-
Metric), originated by Basili & Weiss in the early ‘80s [3] and refined during the 
years. Such approach uses a three-tier decomposition, deriving measures (M) from  
the related questions (Q) to be posed for answering the information goals (G) of the 
interested stakeholders. In fact, one of the strong points of GQM is being multi-
faceted supporting multiple perspectives. Fig. 1 (a) shows GQM bi-directional 
information flow, from the definition of measures until the interpretation of results 
obtained by applying those measures.  

Plenty of variants from the basic technique have been proposed, including GQ(I)M 
[6], GQM++ [7], and M3P [8], in the ‘90s and more recently  V-GQM [9], MIM, 
Lightweight GQM [10], and GQM+Strategies [11].  
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Fig. 1. GQM (a) and MIM (b) specifications 
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Using also a three-tier decomposition schema, ISO/IEC 15939 proposed the 
Measurement Information Model (MIM), linking the information needs to its 
measurable entities and related attributes (Fig. 1 (b)) [12]. MIM refines and reinforces 
the basic GQM idea, stressing the central role of information needs and the 
instrumental role of measures as a tool for addressing them [13]. 

2.2   Determining the Right Number of Measures: The BMP Technique 

An important set of questions to be answered concerns the number of measurements 
to be collected and the cost of the measurement campaign.  
Relevant questions include: How many measures should be adopted? Are they 
frequent enough/properly balanced in order to intercept the different stakeholders’ 
goals? And how much do they cost as a percentage of the project budget? Finally, are 
measurement costs aligned and well integrated within the cost for the ‘project 
management’ process?  

BMP (Balancing Multiple Perspective) [14] is a technique for answering these 
questions, using concepts taken from the popular Balanced ScoreCard (BSC) 
approach1.  

The four steps allowing to deploy an efficient BMP framework are: 

1. Determine the dimensions of interest in the project; 
2. Determine the list of the most representative measures associated with each 

dimension; 
3. For each of the selected measures, identify which other control variables might 

be impacted negatively (e.g. higher quality often means greater initial costs or 
longer project duration); 

4. Figure out the best combination of indicators and the causal relations between 
them in order to build a measurement plan for the project.   

2.3   Determining the Performance Value: The QEST-LIME Family 

The QEST-LIME models and frameworks have been designed to tackle the entire 
decision-making process from a multi-perspective viewpoint [15]. QEST (Quality 
factor + Economic, Social and Technical dimensions) is a multi-dimensional, 
software performance measurement model: it provides a multidimensional shell that 
can be filled according to the management objectives of each specific development 
project.  

For this reason, it is often referred to as an “open model”. Its basic purpose is to 
express performance into a unique, single value, as the combination of the specific 
measures (or sets of measures) selected for each of the three dimensions, these values 
being derived from both an instrument-based measurement of productivity and a 
perception-based measurement of quality.  

In the last decade, the original QEST three-dimensional model has been extended to 
handle n dimensions/perspectives, using the simplex algorithm to compute the top  
 
                                                           
1 More information and references with BMP case studies are available at the BMP webpage 

(www.semq.eu/leng/modtechbmp.htm).  
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performance point. Therefore, QEST nD can be also used as a generic n-dimensional 
measurement model, according to the features and advantages listed above [16]. At the 
same level, the LIME (LIfecycle MEasurement) model [15] represents an extension of 
QEST model concepts to a dynamic context.  

The iterative definition, collection and analysis of multidimensional measures at 
each software life cycle (SLC) phase offer the feedback required to make adjustments 
to the project processes in a timely fashion, both for the next phase and for designing 
future improvements to the process of the previous phase. 

2.4   Automating Project Monitoring and Control: Spago4Q 

Whatever the technique used for measuring and collecting data, the evaluation must 
be executed in a fully transparent way, without requiring any further action by 
programmers and/or designers.   

In relation to this, Spago4Q (www.spago4q.org) is an open source multi-process 
and multi-project monitoring platform. It allows to measure and monitor the quality 
improvement during the project lifetime, software projects development, ICT services 
supply and facility management, according to specific service level based on the 
various actors’ point of views.   

Spago4Q relies on a suitable meta-model, described in [17], for the definition of the 
process and measurement framework, supporting its customization to different process 
paradigms and measurement frameworks. Refer to [17][18] for a more detailed 
description of valuable features of the tool (e.g. supporting assessment frameworks 
such as CMMI and QEST). As shown in Fig. 2, Spago4Q includes multiple extractors 
for the tools used during the software lifecycle (development environments, text-
editing tools, requirements management frameworks, etc.). Those extractors collect 
data directly from process work-products (e.g. java classes or logs).    

Spago4Q meta-model is composed of four modules:  

• the  Process meta-model, which provides a description of the generic software 
development process; 

• the Measurement Framework meta-model, used to represent specific measure 
models from most popular development processes; 

• the Assessment meta-model, which allows the modeling of a generic evaluation 
structure; 

• the Extractors meta-model, which formalizes and defines the extractors used to 
retrieve data from the process entities and supplies it to the measurement 
framework.  

The exploitation of the platform in working environments showed that automating the 
gathering of measurement data and its computation considerably reduced the impact 
of costs in Software Process Improvement (SPI) activities. 

Even if a number of open source and proprietary process monitoring tools  
are available, to the best of our knowledge only Spago4Q can handle multi- 
process, multi-project measuring. Commercial well-known tools such as Polarion 
(www.polarion.com) and 6th Sense (www.6thsenseanalytics.com) do not support 
cross-process, cross-project comparisons. The Holkar project [19] developed a  
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prototype to monitor quality which used the XML data model for collecting data  
from sources and storing them in a repository. A limited set of budget performance 
metrics can then be applied on the XML database. The Hackystat project 
(http://csdl.ics.hawaii.edu/research/hackystat) provides a measurement framework for 
non-intrusive project metric collecting and analysis.  
 
 

 

Fig. 2. Spago4Q framework 

 

Fig. 3. The main flow followed for establishing a goal-oriented measurement framework 
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2.5   Putting All Pieces Together: The Suggested Measurement Framework 

Techniques like GQM, BMP, QEST-LIME, and advanced tools like Spago4Q provide 
the pieces needed to solve the process monitoring puzzle described in Section 2. Each 
piece has its own value, but taking them singularly, they have only a limited impact. 
For instance, the GQM alone does not provide suggestions on how to build a 
measurement plan and on the proper number of measures to be adopted.  

Furthermore, it covers neither the economics of monitoring & control process, nor 
their consolidated value for the decision-making. Therefore, our approach proposes to 
join such techniques and tools, keeping the best from each one and creating a simple 
procedure (Fig.3): 

1. Define what we need to measure (using a GQM-based technique). 
2. Filter and prioritize what we need to measure (using the BMP technique [4]). 
3. Determine the project/activity performance values with a holistic view (using 

QEST-LIME), highlighting the improvement goals to manage. 
4. Automate the last step with an OSS tool (e.g. Spago4Q), providing faster data 

gathering and – consequently – better data for the decision-making, as well as 
a better historical database for future estimates. 

3   A Case Study 

In order to validate our approach, we present a complete case study referring to 
monitoring two large proprietary products developed and maintained by Engineering 
Health Software Factory (HSF); the projects were analyzed, collecting data in the 
period January 2009 – October 2010.  

Both are on-going projects deployed on customers’ server, and new versions are 
released yearly. The first project (Product 1), deployed for 100 customers, produces a 
release per quarter and it is developed exploiting mainframe techniques, following the 
Unified Process paradigm. It is characterized by a dimension of 1100 EKLOC 
(Effective Thousands of Lines of Code) and a development team of 18 units. The 
second project (Product 2) is characterized by an average of ten releases per year, a 
dimension of 1600 EKLOC, and it has been deployed for 60 customers. The team 
who realized it is composed of 10 developers following an agile-based process.  

In order to properly monitor each phase of the HSF software life cycle, we use 
BMP and LIME – together with the three classical QEST analysis perspectives 
(Economic, Social, and Technical) – as described in Section 2.  
The main business goal for the goal-oriented analysis was to reduce the overall 
production cost.  

Such cost is mainly driven by three factors:  

1. Lack of requirement stability, as a source of overhead in design and 
implementation activities; 

2. Working group management overhead, as a source of delays and variance in 
milestones; 

3. Corrective and adaptive maintenance activities. 
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In particular, a relevant part of such cost was represented by the cost trend of 
corrective and adaptive maintenance activities, monitored by PR-MAN-E measures.  
These factors were identified after a thorough analysis on the process and on the 
analyzed projects [20] allowed to define the measurement goals shown in Table 1.  

Table 2 presents the complete list of measures selected with respect to the goals. In 
order to reduce costs, different improvement actions were undertaken to monitor each  
 

Table 1. Case study: Measurement goals with respect to cost factors 

Cost 
Factors 

SLC 
Phase 

Dimension Goal Id. 

Reduce Delivery Variance REQ-E- 1 E 
Economic 
 

Reduce Requirements 
Variability 

REQ-E-2 

Reduce criticality in working 
group management 

REQ-S-1 S 
Social 
 Involve users in requirements 

sharing and validation 
REQ-S- 2 

Lack of 
requirement 
stability 

Requi-
rements 
(analysis) 

T 
Technical 
 

Compliance with pre-defined 
product quality levels 

REQ-T- 1 

E 
Economic 

Reduce delivery variance DEV-E- 1 

S 
Social 

Reduce criticality in working 
group management 

DEV-S- 1 

Compliance with pre-defined 
product quality levels 

DEV-T- 1 

Compliance with pre-defined 
product software quality 
levels 

DEV-T- 2 

Develop-
ment & 
Design 

T 
Technical 
 
 

Process compliance DEV-T- 3 
Reduce the # severe defect 
due to analysis and design 
phases, reducing rework costs 

TES-E- 1 E 
Economic 
 

Reduce Delivery Variance TES-E- 2 
S 
Social 

Reduce criticality in working 
group management 

TES-S-1 

Increase n.o. checks 
  

TES-T- 1 

Working 
group 
management 
overhead 

Test 

T 
Technical 
 Process compliance TES-T- 2 
E 
Economic 

Reduce defects resolution 
costs 

  

MAN-E- 1 

Reduce criticality in working 
group management 

MAN-S- 1 S 
Social 
 User satisfaction MAN-S- 2 

Corrective 
and adaptive 
maintenance 
activities 

Running 
(mainte-
nance) 
CMMI-
SVC v1.3  
Processes 

T 
Technical 

Increase # checks MAN-T-1 
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Table 2. Case study: Measurement goals with respect to cost factors 

Goal Measure CMMI-DEV  
v1.3 PAs  Measure Id. 

REQ-E- 1 Incidence of delays on delivery milestones 
(deliverables) w.r.t. total # deliverables 

PMC 
MA 

PR-REQ-E-
M1.1 

REQ-E-2 Requirements Variability RD 
REQM 
PMC 

PR-REQ-E-
M1.2 

REQ-S-1 #. detected  criticalities during the human 
resources management w.r.t. group size in 
the phase 

PPQA 
PMC 

PR-REQ-S-
M1.1 

REQ-S- 2 User satisfaction or % users involvement 
in the phase 

all PA (GP2.7) - 
low correlation 
w.r.t. ISO 
9001:2008 §5.2 

PR-REQ-S-
M1.2 

REQ-T- 1 Document quality: respect of quality 
standard 

PPQA PR-REQ-T-
M1.1 

DEV-E- 1 Incidence of delays on delivery milestones 
(deliverables) w.r.t. total # deliverables 

PMC 
MA 

PR-DEV-E-
M2.1 

DEV-S- 1 #  detected  criticalities during the human 
resources management w.r.t. group size in 
the phase 

PPQA 
PMC 

PR-DEV-S-
M2.1 

DEV-T- 1 Document quality: respect of quality 
standard 

PPQA PR-DEV-T-
M2.1 

DEV-T- 2 Software quality: complexity, compliance, 
maintainability 

PPQA 
VAL 

PR-DEV-T-
M2.2 
 

DEV-T- 3 Compliance with end-phase checklist PPQA PR-DEV-T-
M2.3 

TES-E- 1 # Defects detected before System Test by 
PR or verifications w.r.t. code size 

VER 
VA 
PMC 

PR-TES-E-
M3.1 

TES-E- 2 Incidence of delays on delivery milestones 
(deliverables) w.r.t. total # deliverables 

PMC 
MA 

PR-TES-E-
M3.2 

TES-S-1 N.o. detected  criticalities during the 
human resources management w.r.t. group 
size in the phase 

PPQA 
PMC 

PR-TES-S-
M3.1 

Incidence of the n.o. reviews (peer 
reviews or inspection reviews) w.r.t. total 
# deliverables 

PPQA 
VER 

PR-TES-T-
M3.1 

TES-T- 1 

Percentage defects distribution on phases 
that produced the defects (consider only 
analysis and design phase) 

PP 
PMC 
MA 

PR-TES-T-
M3.2 

TES-T- 2 Compliance with end-phase checklist PPQA 
PMC 

PR-TES-T-
M3.3 

Incidence of defects tested in running and 
testing phase w.r.t. maintained code size 
(Lines of Code or Function Points) 

PMC 
MA 

PR-MAN-E-
M4.1 

MAN-E- 1 

Mean defect resolution time w.r.t. severity 
during running phase 

IRP PR-MAN-E-
M4.2 
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Table 2. (continued) 

MAN-S- 1 
 

N.o. detected  criticalities during the 
human resources management w.r.t. group 
size in the phase 

PPQA 
PMC 

PR-MAN-S-
M4.1 

MAN-S- 2 User satisfaction all PA (GP2.7) 
low correlation 
ref. ISO 
9001:2008 §5.2 

PR-MAN-S-
M4.2 

MAN-T-1 Percentage defects distribution on phases 
that produced the defects (consider only 
analysis and design phase) 

PP 
PMC 
MA 

PR-MAN-T-
M4.1 

 
phase. In particular, we performed the actions listed below in order to improve the 
overall economic results. All actions take as their input from the value of specific 
metrics. 

Increase document quality produced in the requirements phase (monitored by the 
measure PR-REQ-T-M1.1). 

Increase software quality to facilitate the its maintainability in the development 
phase (monitored by the measures PR-DEV-T-M2.1 and PR-DEV-T-M2.2). 

Increase the number of reviewed deliverables (monitored by the measure PR-TES-
T-M3.1). The reviews performed in the analysis and design phases had the goal to 
discover bugs early in the development cycle (as assessed by the measures PT-MAN-
T-M4.1, PR-TES-T-M3.2). 

Table 3 analyzes the results related to the goal “Reduce Defects Resolution Cost” 
in the Running phase. The goal has been achieved with an improvement of the 7.2% 
for Product 1 and 7.6% for Product 2; furthermore, the “Mean Defect Resolution 
Time” measure (PR-MAN-E-M4.2) improved in a significant manner. Also the Social 
(S) dimension, and in particular the “User Satisfaction” metric (PR-MAN-S-M4.2), 
received benefit from the improvements of the other phases and dimensions such as 
document quality improvement and the reduction of Mean Defect Resolution Time. 

Table 3. Selected measures and results for the “Reduce defects resolution cost” goal 

  Product 1 Product 2 
Goals   Measure     \   Year 2009 2010 2009 2010 

Economical Dimension 
PR-MAN-E 

0.7000 0.7550 0.7870 0.8530 Reduce Defects 
resolution costs 

PR-MAN-E-M4.1 0.5244 0.5099 0.5793 0.7319 
PR-MAN-E-M4.2 0.8173 0.9244 0.9262 0.9333 
Social Dimension 
PR-MAN-S 

0.6810 0.7000 0.7100 0.6850 
Reduce criticality 
in working group 
management 

PR-MAN-S-M4.1 0.6944 0.5833 0.5000 0.3000 
PR-MAN-S-M4.1 0.6750 0.7500 0.8000 0.8500 

User satisfaction Technical Dimension 
PR-MAN-T 

0.6304 0.6552 0.7005 0.6842 

Increased #. of  
checks/reviews 

PR-MAN-T-M4.1 0.6304 0.6552 0.7005 0.6842 
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Table 4. Measures correlated to the “Reduce defects resolution cost” goal 

  Product 1 Product 2 
Goals   Measure     \   Year 2009 2010 2009 2010 
Compliance with pre-
defined documents  q.l.  

Requirement phase 
PR-REQ-T-M1.1 

0.8333 0.8667 0.8667 0.9000 

Compliance with pre-
defined documents q.l.  

Development phase 
PR-DEV-T-M2.1 

0.8333 0.8667 0.8667 0.9000 

Compliance with pre-
defined software q.l.  

Development phase 
PR-DEV-T-M2.2 

0.5000 0.6000 0.7500 0.9000 

Increase n.o. 
checks/reviews 

Test phase 
PR-TES-T-M3.1 

0.7500 0.8750 0.5250 0.6250 

 

 

Fig. 4. Performance value by perspective for Product 1 (a) and Product 2 (b) 
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Table 4 shows the values of correlated measures: the increased number of reviews 
(PR-TES-T-M3.1) had a positive effect on the improvement of the overall quality of 
documents (PR-REQ-T-M1.1 and PR-DEV-T-M2.1), and software quality (PR-DEV-
T-M2.2 with respect to the measure PR-MAN-T-M4.1), decreasing the percentage of 
defects due on initial development phases (analysis and design). Fig. 4 and 5 show 
charts produced by Spago4Q. 

 

 

Fig. 5. Performance value for each phase, for Product 1 (a) and Product 2 (b) 
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These charts provide a synoptical representation of the results taken in the two 
periods exploiting the described monitoring framework. Performances for each 
dimension (Fig. 5 (a) and (b)) and phase (Fig. 6 (a) and (b)) have been, in most cases, 
improved. The calculation of the performance value (range value 0-1) for each 
dimension and phase is discussed in [15].   

A further analysis on the case study results shows how the completeness and 
quality of the measured data are influenced by time constraints imposed by customers.  

Tests showed that a strong commitment by the development team is needed to 
guarantee a good quality level on the released code. Moreover, the effectiveness of 
peer reviews in preventing errors in the development and design phase has been 
measured by means of the metrics PR-TES-E-M3.1, PR-TES-T-M3.1, and PR-TES-
T-M3.2. To reduce peer reviews costs, a thorough analysis of criticalities in 
deliverables is necessary at each change request, in order to apply reviews only on 
such deliverables. This implies a definition of a risks map to point out the specific risk 
exposure of each component. Furthermore, an additional improvement to HSF 
development activities has been identified in the implementation of automatic 
functional tests to better define non-regression tests on new releases or patches, with 
probable benefits on maintenance costs. On the other hand, the high implementation 
costs of such a technique could be justified only in specific critical projects. 

4   Conclusions and Next Steps  

There is an increasing need to run real, valuable governance and not only 
management of ICT projects. Thus, a deeper attention on the measurement process is 
strongly needed. The importance of this factor such as a priority is also stressed in 
most SPI models and frameworks (e.g. CMMI, where “measurement & analysis” is a 
ML2 process and the quest for data is included in GP2.8).  
Another major requirement is the usage of automatic tools for making faster and more 
accurate that allows to perform measures in a faster and more accurate way. The high 
costs of acquisition and maintenance of these tools can however discourage their 
adoption people from adopting them.  

Now Open-Source Software has a higher level of affordability and reliability than 
in the previous years (see for instance the wide adoption of CVS tools 
in Configuration Management processes). However, tools alone cannot support ICT 
project governance: advanced measurement techniques and models are also needed. 

This paper presented an Italian experience running a measurement framework 
using advanced techniques together with a specific OSS toolkit, Spago4Q. The case 
study showed the results of the application of such a framework to two projects, 
presenting some snapshots of the achieved results. We claim that our approach 
represents a good starting point for a full implementation of a Balanced Scorecard 
(BSC) technique. Applying BSC to our scenario is simple but not trivial: it would 
require observing the number of companies failing (or having difficulties) when 
dealing with holistic and comprehensive governance from concurrent stakeholders’ 
viewpoints.  

Our future works will focus on the improvement in Spago4Q reporting features 
(insertion of multi-dimensional representations as in the original QEST model, for 



138 L. Buglione et al. 

making easier the interpretation of results; monitoring & control level by process 
from the desired process model) and the implementation of a GQM(R) matrix [21], 
for choosing new possible measures in order to cover a larger plateau of information 
needs at the same cost.  
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Abstract. Fast-paced and turbulent business environments force companies to 
make repeated decisions concerning their solution strategy. This paper presents 
a retrospective case study that investigated changes in the strategy of a 
successful SaaS solution provided by a medium-sized Finnish software 
company. The study concentrated on the following research question: “How did 
the solution strategy evolve during the life-cycle of the software solution?” The 
main finding of the study is that the solution strategy has undergone four 
distinct stages over nine years. The stages differed in terms of whether the focus 
was on existing or new services offered to potential or new customers. Each of 
the four stages contributed to sustaining the solution’s revenue growth in an 
increasingly competitive and maturing market. The study’s findings suggest 
that customers’ customers are crucial for growth opportunities, particularly 
once the original market has become mature. 

Keywords: Solution Strategy, Product Life Cycle, New Service Development, 
Software as a Service (SaaS), Customer Relationships, Retrospective Case Study. 

1   Introduction 

Surviving in fast-paced and turbulent business environments is a crucial concern for 
high-tech companies [1]. Solution strategies are presented with critical challenges in 
high-tech companies, as the fast-paced environment forces repeated strategic 
decisions [2]. Solution strategies handle how core products and services are produced, 
designed, distributed, promoted, and innovated over time [3]. 

Product life cycles seem to be very short in software industries [4]. In a fast-paced 
business environment, even a successful software solution strategy soon becomes 
outmoded. A product (or solution) life cycle includes exploratory, growth, and mature 
stages, as stated by Klepper [5], who argued that each of the stages entails special 
characteristics. For instance, product innovation is high in the exploratory stage. The 
product stabilizes during the growth stage and the number of product innovations 
declines. Finally, in the mature stage, market shares stabilize, and management, 
marketing, and development techniques become more refined.  

One example of emergent and dynamic concepts in software business is Software 
as a Service (SaaS). SaaS was introduced in the literature in the late ’90s [6]. 
Thereafter, SaaS has been called, for instance, a delivery, business, pricing, revenue, 
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or licensing model, as well as a demand-led paradigm [7]. The market share of SaaS 
solutions reached $9.6 billion in 2009 and SaaS is forecast to have a 17.7% compound 
annual growth rate through 2013 [8, 9]. From a technical point of view, SaaS 
architecture comprises valuable characteristics, such as internationalization and 
extreme transaction processing [10]. These characteristics allow even a relatively 
small software company to enter or create a mass market and serve a huge number of 
customers and customers’ customers simultaneously. Once the software company has 
succeeded with its market entry, however, it must anticipate the changes in solution 
strategy and heavy competition in the growth and mature stages.   

This paper aims to increase the understanding of the strategic changes that can 
make a SaaS solution successful over time in a fast-paced and unpredictable mass-
consumer market. The paper presents a retrospective case study of a nine-year 
adoption of a SaaS model in a Finnish mid-sized software company. The study 
concentrated on the following research question: “How did the solution strategy 
evolve during the life-cycle of the software solution?” The solution investigated in 
this study represents one way of adopting the SaaS model. The adoption has been 
described previously [11]. The term ‘solution’ refers to a core software product and/or 
platform augmented by other components, such as training, manuals, support, and 
other services [12].     

This paper is organized as follows. Section 2 presents the research background and 
Section 3 explains the case study. Section 4 introduces the market evolution findings 
and Section 5 presents the transformation of a solution strategy between the years 
2001 and 2010. Section 6 discusses the findings and Section 7 concludes the paper. 

2   Background 

The theoretical framework of this study consists of two schemas called the new 
service strategy matrix [13] and the three tiers of noncustomers [14]. The first schema 
consists of four elements as illustrated in Table 1. Under a new business strategy, the 
company enters a new market with a new solution. A market extension strategy 
guides the company towards offering existing services to new market segments. By 
following a share building strategy, the company intends to sell more existing 
services to existing customers. Finally, the company endeavors to market new 
services to existing customers under a line extension strategy.  

The four elements of the strategy matrix contain identifiable characteristics [13]. A 
new business strategy is the riskiest alternative for the company because it cannot rely 
on its existing competencies. The market extension strategy engages the company to 
pursue new market segments. The share building strategy may involve, for instance, 
 

Table 1. A new service strategy matrix in new solution development [13] 

                         Markets 
Offering 

Existing  
customers 

Potential  
customers 

Existing services Share building Market extension 
New services Line extension New business 
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the aggressive pricing of solutions. The line extension strategy is common in mature 
industries and involves leveraging the current customer base.  

The schema known as three tiers of noncustomers is presented in Figure 1. The 
first tier represents the potential customers who pay for an industry’s offering but are 
not loyal to any existing solution. The second tier stands for potential customers who 
currently refuse to purchase the industry’s offerings. The third tier represents potential 
customers who have never thought about the industry’s offerings.  

Connections can be found between the two schemas. Focusing on the first tier 
typically leads to account wars [14]. Therefore, the aggressive style of the share 
building strategy can be used in the tough competition in the first tier. In addition, a 
new business strategy may be required to develop a novel solution to be offered to a 
new market segment in the third tier.  

In the literature, we found one previous work [15] that used the new service 
strategy matrix to illustrate how internationalization had impacted the service offered 
by a modern technopark operator. We also found one previous work [16] that utilized 
the three tiers of noncustomers to demonstrate the new market for the game consoles. 

 

Fig. 1. The schema known as three tiers of noncustomers [14] 

3   Research Method  

3.1   Research Approach 

The research question “How did the solution strategy evolve during the life cycle of 
the software solution?” requires an historic perspective of the research topic. More 
precisely, studying the transformations of a solution strategy from the “novel idea” 
phase to the “mature industry” phase called for a retrospective case study, which is 
useful for addressing, for instance, a question regarding how a phenomenon behaves 
over time [17].  

In order to gain rich understanding from the changes of important variables, such as 
market, technology, competition, and corporate strategy, the principles of two research 
methods were combined. As our primary research method, we used the case study 
method explained by Yin [18]. The method reveals richly detailed information that 
emphasizes the important contingencies that exist among the variables. In addition, the  
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method promotes the researchers’ own learning process with respect to the social 
phenomenon that is being observed. In particular, the method lets researchers study 
historical descriptions and events dealing with a full range of evidence sources, such as 
documentation, archival records, interviews, and observations. As a supporting 
research method, we used retrospective action research, in which practitioners 
afterwards reflect on what they have lived through [19]. The research method guides 
practitioners to act as researchers, which should provide unique access for and the 
collection of data and a pre-understanding of the research topic to be analyzed. Thus, 
practitioner-researchers who are closely involved in solution planning, from both 
corporate and solution strategy perspectives, are able to enrich data collection and 
analysis.  

3.2   Unit of Analysis 

In the study, the unit of analysis is the transformation of solution strategy. The selected 
solution is called Security as a Service (for consumers), provided by F-Secure. The 
company recently renamed the solution to Protection Service for Consumers. We 
selected this particular solution for three reasons. Firstly, the solution was novel in 
2001 and its commercialization created a new market. Secondly, the new market grew 
very quickly and all the major competitors copied the business idea rapidly. Thirdly, 
the revenue from the solution continued to grow steadily, despite the tough competition 
in the mass consumer market. Thus, the solution was selected based on a purposeful 
sampling strategy [20]. Accordingly, the case was information-rich, and this provided 
the researchers with a great deal of data about issues of central importance to the 
purpose of the study. The rationale for selecting a single solution was to study  
the strategy of the same solution at different points in time [18]. A decision was taken 
to study the transformations of the solution strategy throughout the existence of the 
solution, from the year 2001 to the present. 

The solution is illustrated in Figure 2. It consists of both software and service 
components that are provided for the two chains of customers. The direct customers 
are Internet Service Providers (ISPs). They receive, for instance, a hosted software 
platform and sales support for the management of the subscriptions and deployments 
of the security offered to their customers. Here, the customers of ISPs are called 
customers’ customers. The customers’ customers are consumers who have subscribed 
to the broadband services offered by the ISPs. To each of the customers’ customers, 
for instance, F-Secure provides a client software product and daily protection service 
updates. The customers’ customers can subscribe to both the broadband connection 
and security solution and, later, receive support from their local ISP. The solution is 
also co-branded to correspond to the ISP’s brand. 

F-Secure has over 800 employees on three continents: Europe, North America, and 
Asia. The company’s headquarters, which employs nearly 400 people, is located in 
Finland. Moreover, the company has 18 country offices and a presence in more than 
100 countries. F-Secure develops commercial software-intensive solutions mainly for 
mass markets. The solution that is being studied has been offered to protect the 
irreplaceable content of its customers’ customers and has had a key role in promoting 
F-Secure as the most profitable value-added services partner for customers.     
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Fig. 2. A simplified illustration of the solution known as Security as a Service for consumers 

3.3   Data Collection 

Our data collection tactic was aimed at getting both external and internal points of 
view. From an external point of view, we focused on collecting data concerning the 
solution strategy and related influencing factors, such as market, competition, revenue, 
profit, customers, and partners, from a ten-year period. Archival records were our 
primary data source. We studied all the financial reports from the beginning of year 
2000 to the present. We copied the relevant content from the 43 interim reports and 10 
annual reports into separate text files for further analysis. We also read and listened to 
the multimedia package called “20 years of reliability” produced by the company. Four 
parts of the audio were transcribed for further analysis. In addition, we used an Internet 
archive called WayBackMachine [21] to collect the marketing messages for the 
solution from the company webpage from different points in time. Moreover, we 
studied the news archive on the F-Secure website from the beginning of year 2000 to 
the present. We concentrated on the material that contained information related to the 
solution and the deals made with partners and customers.  

To get an internal point of view of the context and rationale of the solution strategy, 
we conducted nine interviews and two workshops. The interviews were conducted on 
an open-ended question basis. Nine key persons who were responsible for the 
development of the solution and/or who will have an important role in the development 
of future solutions were interviewed. Two of the interviewees were executive team 
members and the other seven were vice-presidents, directors, and managers of various 
functions, such as R&D, customer advocacy, and service development. The researchers 
conducted semi-structured interviews in pairs. All the interviews were recorded and 
transcribed from the recordings. The interview questions had three themes. Firstly, we 
clarified the most important customer group for the solution both at present and in the 
future. Secondly, the benefits of the solution for the customers were explored. Thirdly, 
the reasons why the customers were selecting the solution rather than one provided by 
the competitors were discovered. We also organized two workshops with the 
practitioners to clarify the preliminary findings from the interviews. The workshops 
were recorded and transcribed. In addition to the transcribed data, the researchers wrote 
notes during the workshops.  
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3.4   Data Analysis and Threats to Validity 

The authors’ pre-understanding of the research topic was utilized at first. The authors’ 
had a wide-ranging prior knowledge of the topic, as three of the authors have worked 
at the case study company and the research group has been cooperating with the 
company on research for over six years. Throughout the study period, in particular, 
one author has been an executive member of the company and another author has 
participated in the business development of the solution. We utilized two research 
schemas to structure the pre-understanding. Firstly, we applied the three tiers of 
noncustomers [14] to analyze a case study market in 2001 and 2010. Potential 
customers of the intrusion prevention and content security solutions were categorized 
into three groups to describe the market and competition at these two times. Secondly, 
the strategy matrix [13] was used to identify the types of solution strategies followed 
by the company during 2001 and 2010.  

The data collected from the archival records were carefully analyzed to enhance 
the preliminary findings. In particular, the data collected in relation to customers and 
solution development from the different periods of time were classified based on the 
four strategy matrix elements. After the classification, the rationale for each 
recognized solution strategy was identified. Next, the transcripts and notes from 
interviews and workshops were investigated to add details to the findings, and to 
format the key lessons learned from each of the four solution strategies. Finally, four 
of the company’s key management personnel validated the findings. 

The four strategy matrix elements [13] provided challenges for two reasons. 
Firstly, the strategy matrix elements consist of only one chain of customers. 
Therefore, we needed to decide that the potential and/or existing customer was a 
direct customer, an ISP, and to ignore the customers’ customers, the consumers. On 
the other hand, the role of the customers’ customers and information from them was 
used to identify the rationale behind why the case study changed the solution strategy 
over time. Secondly, the strategy matrix element known as the new business strategy 
was ambiguously defined as, “entering uncharted territory where the company cannot 
capitalize on any existing strength” which is hardly possible in practice. For instance, 
a company that is going for an uncharted territory might require, at least, its existing 
business management competence. We used market and technology uncertainties as 
classifiers to draw a clear distinction between the four strategy matrix elements [22]. 
As a result, the new business strategy meant developing and providing a new type of 
solution (including a high level of technology uncertainty) to a new type of customer 
segment (including a high level of market uncertainty). The same analogy was also 
used to clarify the definitions of three other strategy matrix elements. Moreover, it 
was also necessary to consider whether the new solution development affected the 
pricing of the solution in order to distinguish between share building and line 
extension strategies.  

A threat to construct validity was the possibility of not being able to correctly 
collect and analyze the data related to the research question [18]. If the threat appears 
to be valid, our findings do not represent the reality of the changes to the solution 
strategy in the case study company. Therefore, we used triangulation of data sources 
and data collection techniques to reduce the threat. In addition, two key informants 
from the case study company and a researcher validated the findings several times to 
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reduce the bias of a single researcher. A threat to external validity is evident in a 
single case study. However, we improved the possibility of our findings being useful 
to other software organizations by comparing them to related studies [3, 15] and 
providing contextual market and competition situation information from different 
periods of time. 

4   Non-customers in the Market Evolvement 

In this paper, the case study market is made up of existing or potential Internet users 
who have considered, or will consider, acquiring anti-virus and/or intrusion prevention 
solutions. In 2001, the case study market was growing very rapidly as households 
increasingly began to acquire their first broadband connections. The three tiers of non-
customers are used to illustrate the case study market during that time (see Figure 3). 

 

Fig. 3. Consumer market in the anti-virus and intrusion prevention field in the year 2001 

First Tier: Potential and existing Internet users who were rather conscious of security 
threats and solutions. The first tier describes the consumers who purchased security 
products as CD-boxes from the retail stores, or over the Internet from a security 
product vendor. The consumers valued the product’s price and features as well as 
being influenced by magazine reviews and the recommendations from the salesperson 
at the retail store or a trusted friend. There was tough competition in the first tier. For 
instance, it was typical to see account wars between the software vendors to get deals 
with wholesale dealers, agents/suppliers, and large retail stores. 

Second Tier: Potential and existing Internet users who did not pay for security 
solutions. The second tier portrays consumers who did not purchase any security 
solution. For instance, they did not care about security, they perceived the security of 
their operating system to be good enough, or they used illegal solutions. In addition, 
the second tier also includes advanced computer users, who used open source / 
freeware solutions. Open source solutions began to emerge at that time. However, 
vendors of existing security products had difficulties in finding a business model to 
profitably leverage the second tier. In fact, providing security solutions “for free” 
might have cannibalized their current business.   
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Third Tier: Potential broadband users who just wanted to use network safely. The 
third tier illustrates a very large set of households potentially purchasing their first 
broadband connections in 2001. These households typically did not include advanced 
users. These consumers valued convenience over technical details and product 
features. A large proportion of these consumers were not even aware of security 
threats. The optimal moment to increase their awareness of security threats and 
solutions seemed to be while they were negotiating broadband services with an 
Internet service provider (ISP).  

In 2001, F-Secure launched a novel solution called Security as a Service, which 
aimed to meet the demands of consumers in the third tier. F-Secure hosted a 
customized security service that an ISP offered as a complement to its broadband 
services. The ISP was only involved in selling and billing the service and providing 
first-level support for consumers. In a broadband selling situation, a buyer (consumer) 
was able to gain an awareness of security needs and solutions as a complement to the 
broadband offering. The buyer perceived security as a natural and convenient part of a 
broadband offering. Mainly because of this SaaS solution, F-Secure was the fastest-
growing publicly listed software security company for over four years in a row. 

Less than two years after the launch, the third tier was the fastest-growing business 
area in the field of software security. Not surprisingly, the competitors had noticed  
the business area and had begun to address the same market segment. As a result, the 
characteristics of the original third tier began to resemble the original first tier. In 
other words, the original “unexplored non-customers” in the third tier were soon 
known to the every security vendor and the competition rapidly increased.  

Figure 4 illustrates the situation in 2010. The original third tier has migrated to 
become part of the first tier. Consumers purchasing anti-virus and intrusion 
prevention solutions either as CD-boxes or as a service through ISPs both belong to 
the first tier. In particular, the business area of providing security as a service to 
consumers through ISPs has been subject to tough competition for years, in the same 
way as the traditional product business. In contrast, the second tier has not changed 
over time. While the number of users and providers of open source solutions has 
grown, the second tier has not been subject to tough competition. The major software 
security vendors do not yet have a strategic focus on open source solutions. 

 

Fig. 4. The original third tier has migrated to form a part of the original first tier in year 2010 
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The future outlook for the second and third tiers is uncertain in 2010. For instance, 
“free” anti-virus solutions for consumers are of a good quality nowadays as the 
providers of these solutions aim to build a trusted brand at first, and then sell similar 
security solutions to companies. Moreover, Microsoft is providing security solutions 
for free. Therefore, the second tier may grow in the future, to the detriment of the first 
tier. The third tier may consist of digital home consumers who use, or will purchase, 
for instance, a variety of household appliances with broadband connections, such as 
Web TVs and game consoles. No major software vendor has launched a very 
profitable security solution to this market segment of digital home consumers. In 
addition, the number of new operating systems and platforms are increasing, due to 
mobile tablets, for instance. 

5    Changes in the Strategy Matrix  

The solution strategy of Security as a Service for consumers has transformed 
considerably between the years 2001 and 2010, as illustrated in Table 2. Using the 
terms of Scheuing and Johnson [13], the strategy variations have been: 1) new business 
(2001), 2) market extension (2003), 3) share building (2005), and 4) line extension 
(2008).  

Table 2. Variations in the solution strategy between the years 2001 and 2010 

             Markets
Offering 

Existing  
customers 

Potential  
customers 

Existing 
services 

2005: Improving the existing solution 
and selling it to the existing customers 
(by leveraging the potential customers’ 
customers) 
 

2003: Improving the existing 
solution and selling it to ISPs 
worldwide  
 

New  
services 

2008: Developing new services and 
selling them to existing customers (by 
leveraging the existing and potential 
customers’ customers) 

2001: Developing and piloting 
new services and software 
technology to be consistent with 
a new business model 

 
The new business strategy was required to commercialize a novel solution. In 
2001, the company invested in developing a new solution to correspond to a novel 
business model. For instance, the new solution involved a different pricing model and 
chain of customers than traditional consumer products. Ari Hyppönen, the former 
CTO, recalled: “It is not really a technological innovation but a business model 
innovation and this is where I would say that F-Secure's strategic advantage has 
been. We have been able to innovate in the way we provide the solution, not only in 
the way the solution works.” In 2001, the company did not only develop a new 
software platform, but also new services such as billing support, as part of the 
offering to the ISPs. New solution development and commercialization included 
piloting with a domestic ISP partner.  
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The market extension strategy aimed at internationalizing the solution. After the 
successful piloting and first partnership deals with ISPs in nearby European countries, 
the strategy shifted from new business to market extension in 2003. The strategic 
focus was to build partnerships with new customers all over Europe, and later 
worldwide. ISPs formed the first chain of potential customers, and the second chain 
was their potential customers (consumers). The key target customers were major ISPs. 
In other words, the strategic focus was primarily to gain ISP partners globally, and 
then to help them sell a complementary solution to their new customers.  

The share building strategy sharpened the implementation of value proposition. 
In 2005, the competition had become intense. On one hand, the company had a 
competitive advantage, as they had the longest experience in providing the services to 
ISPs. On the other hand, the competitors were bridging the gap, and this made it more 
difficult for the company to get partnership deals with new ISPs. Therefore, the 
strategy changed from market extension to share building. In practice, the company 
invested in actions that increased customer loyalty and the revenue shared with the 
customer. The key value proposition of the solution was to increase the loyalty of 
customers’ customers while maximizing profits. The strategic focus pushed to 
develop and improve sales process and marketing support, with the aim of increasing 
sales by customers to their customers. The revenue growth was derived from the 
potential customers of ISPs, while the existing customers of ISPs were not excluded. 
The company began to pay more attention to understanding the reasons why some of 
the customers’ customers were disloyal. All in all, the company focused on keeping 
the existing customers happy and on growing with them. These investments in the 
implementation of value proposition also promoted an increase in the number of ISP 
partners. 

The line extension strategy aimed at leveraging the current customer base in new 
solution development. In 2008, the business domain of providing security as a 
service to consumers was already mature. The ISP market had become crowded, as 
almost all of the major ISPs had a partnership with a software security vendor. 
Because of the tough market situation, on one hand, the company kept focusing on 
their existing customers. On the other hand, the company’s strategy and slogan were 
changed to preserve the company’s future growth. The corporate strategy directed the 
transformation of the solution strategy from share building to line extension. The 
company invested in acquiring new technology and in the development of new 
solutions to provide storage as a service, such as online backup, to existing 
customers. The company has proclaimed to its investors that the current customer 
base (including customers’ customers) is a valuable asset for the line extension 
strategy that provides growth opportunities. The company’s financial report from the 
third quarter of 2010 states, “The company currently has more than 200 partners in 
over 40 countries with an addressable market of over 70 million broadband consumer 
customers. F-Secure has not lost any of its existing partnerships”. According to the 
informants, it is crucial to understand the daily processes of both customers / partners 
and customers’ customers in order to successfully leverage the customer base.  
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6   Discussion 

This paper has sought to answer how the solution strategy evolved during the life-
cycle of the software solution. The retrospective case study analyzed the solution 
strategy of Security as a Service for consumers against the strategy matrix [13]. The 
key finding of the study is that the solution strategy has gone through all four stages 
of the strategy matrix within nine years. The shifts in the solution strategy were 
critical in order to ensure sustainable growth in the revenue of the solution. 

Our findings present an example of a sequential path for altering a software 
solution strategy in the mass-consumer market over time. Firstly, we illustrated the 
market situation in 2001 that provided a window of opportunity for the new business 
strategy of the case study company. Secondly, it was found to be beneficial to 
transform the solution strategy from new business to market extension, in order to 
internationalize the solution. Thirdly, it was found that the shift to the share building 
strategy was beneficial in closing relationships with existing customers and, in 
particular, further implementing the value proposition. Finally, the transition to line 
extension leveraged the current customer base in the development of a new solution. 

The point at which the solution strategy should be transformed is not obvious, and 
neither is the direction it should take. F-Secure could have chosen to follow another 
path in the variations of solution strategy or to make the changes at different times. 
The initial extension from a small domestic market into a large international market 
was an obvious decision. However, as the next step, the company could have moved 
from market extension to line extension instead of sharing the building strategy or 
continuing with the market extension strategy. These alternative decisions might have 
resulted in the loss of some of its existing partnerships, while providing other 
competitive advantages, such as new (types of) partners or services. However, we 
believe that the actual transformation to sharing building strategy was correct and was 
performed early enough. The shift sharpened the implementation of value proposition 
and promoted the loyalty of the exiting customers/partners. Retention rate is certainly 
one of the most critical variables for management to focus on, as it is much more 
expensive to acquire new customers than to keep and serve existing ones [23].  

Our findings indicate that the key drivers of the strategic changes were competition 
and growth potential. Eventually, the tough competition in the mass-consumer market 
led to a situation whereby existing customers and their customers provided better 
opportunities for the solution’s revenue generation than did new customers. Similarly, 
a recent study by Claudio and Marchi [3] pointed out that mobile phone 
manufacturers have radically transformed their solution/product strategy over the 
industry life cycle. They reported that the key drivers for change have been the 
intense competition and rapid changes in technology and mass-consumer preferences. 
This implies that software companies, which operate in the mass markets, must 
carefully follow the evolution of the competition and the market and react 
accordingly. Actually, it is recommended to define a monitoring plan to detect any 
undertakings by competitors that could alter the solution strategy [2].  

Our study also explained how the solution life cycle went from the exploratory 
stage to the growth stage, and then to the mature stage. The tough competition made it  
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increasingly difficult for F-Secure to maintain growth in the revenue of the solution. 
Therefore, the vital question for the management was how to sustain the growth, 
especially in the mature stage. The answer was to focus on the customers’ customers. 
In fact, our findings indicate that the customers’ customers can provide huge 
opportunities for growth. Our case study company has been able to address over 70 
million customers’ customers through just over 200 partners/customers. Grönroos 
[24] has also emphasized the role of customers’ customers in extending the network 
of relationships. However, shifting the focus from the customers to their customers 
may bring new challenges. Our previous study found that the balance between the 
customer and the customers’ customers requires special attention [7]. The study 
highlighted the fact that the company has to be aware of the needs of the whole 
customer chain. Our findings underline that the company needs to keep a careful eye 
on the daily business processes of both customers and the customers’ customers.  

The three tiers of non-customers [14] were used to illustrate the changes in the 
market and competition. The third tier of non-customers, which were potential 
broadband users who just wanted to use the network safely, was found to be a novel 
market. As the market soon faced heavy competition, it became part of the first tier. It 
seems that the shift from the third tier to the first tier characterizes the market 
evolvement and competition in mass-consumer markets. A similar example is the 
target market of Nintendo Wii, which was people who do not play video games; this 
also originally represented the third tier [16]. Four years after the successful release of 
Nintendo Wii, it is quite obvious that Nintendo’s competitors are addressing the same 
market with their solutions; namely, with Playstation Move and Kinect. In other 
words, the third tier has become part of the first tier, as in our case. This paper 
suggests using the three tiers of non-customers to periodically describe potential 
customers in a mass-consumer market.  

There may be some challenges when attempting to describe the changes of solution 
strategy with the strategy matrix [13] for a solution similar to our case. Firstly, 
without adaptations, the strategy matrix may provide a limited view of target 
customers. In mass-consumer market segments, the delivery of a solution to the end-
customer typically involves a chain of customers/stakeholders. Therefore, just 
considering whether to focus on existing or new customers is not enough in the 
solution strategy. The managers need to determine the whole customer chain and 
prioritize the importance of each chain. The importance of each chain may also 
change during the life cycle of the solution, like it did in our study. Secondly, it is not 
clear whether the solution strategy should focus on only one or many options of 
strategy matrix at a time. For instance, a technopark company leveraged all four 
strategy matrix options concurrently for a service concept [15]. However, a single 
dominating option can provide a clear spotlight for the solution development teams. 
Moreover, pushing for a single denominator is likely to create better insights for the 
management team than letting themselves off with three or four denominators [25]. 
Therefore, the management should periodically decide and communicate the 
dominating option of the strategy matrix in order to crystallize the current solution 
strategy. Our findings provide insights into the advantages that each of the four 
strategy options can offer in the different stages of the solution’s life cycle.   
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7   Conclusions  

This paper presents the findings from the evolution of the software solution strategy 
between 2001 and 2010. Our retrospective study discovered that the solution first 
created a new mass-consumer market that grew and soon became mature. 
Consequently, the main finding of the study is that the solution strategy has gone 
through four different stages, each of which contributes to achieving a competitive 
advantage in the different phases of the solution’s life cycle. The stages of the 
solution strategy differed in terms of whether the focus was on existing or new 
services offered to potential or new customers. Our findings indicate that customers’ 
customers are crucial for growth opportunities, particularly when the original market 
has become mature.  

This study presents the results from the analysis of the changes that occurred in the 
solution strategy over a period of nine years. In the future, it would be interesting to 
compare the transformations of solution strategies in different types of business 
domains. In addition, because the changes in the solution strategy must remain 
faithful to the company’s strategy and resources, it is worthwhile studying how to 
continuously link the solution strategy to the corporate strategy and portfolio 
management. Also, the links between the solution strategy and requirements 
engineering practices need to be studied further. Finally, as the customers’ customers 
were found to be a valuable asset for the development of new solutions, the challenge 
of improving ideas related to eliciting and analyzing the customers’ customers’ data 
seems to be a promising new research avenue. 
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Abstract. Sunsetting a software product is a painful and frustrating process,
whether it happens in times of crisis or in an organized and planned manner.
It is surprising that little information is available on how to perform sunsetting
and it appears to be a blind spot in software product management literature. This
paper describes the sunsetting method and provides practitioners with a well-
defined process of how software products must be taken out of development,
maintenance, and finally use. With the sunsetting method, product managers will
have as little trouble as possible based on the experiences of others. The process
description is elaborated using a method description. Furthermore, three retro-
spective case studies have been conducted to evaluate the method.

Keywords: sunsetting, product software, end-of-life, method engineering.

1 Introduction

We define sunsetting as the process of planning and executing the end-of-life of a soft-
ware product that is currently in use by customers and maintained by a software produc-
ing organization. The end-of-life of a software product describes the point after which
the product is no longer maintained or supported by the manufacturer of the software
product. Phase-out is an alternative term for sunsetting. Sunsetting is actually part of
the portfolio management process.

Portfolio management is defined as the strategic decision process, whereby a busi-
ness portfolio is constantly updated and revised in order to meet business objectives [1].
In the context of software vendors, the aim of portfolio management is to get the most
out of a companys investments and products [2]. Good portfolio management requires
close oversight, constant review of historical and current performance, and the courage
to rebalance and rationalize the portfolio when necessary while aligning your actions
with the overall strategy of the organization [3]. Basically, product phase-out is part of
the continuous assessment that a software product manager undertakes when evaluating
the product portfolio.

In a time of double-digit growth in the software industry, it may seem illogical to ad-
dress the death of a software product. Why would one wish to phase out an unsuccessful
product when there is always the chance that a customer might order it, or orders extra
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licenses out of the blue? As more experienced software product and portfolio managers
know, there are many reasons to do so. These reasons are found in three categories,
being product strategy, platform changes, and portfolio decisions [4,5].

In regards to product strategy, there are simple reasons such as release deprecation
(e.g. a software vendor only supports the last two minor releases) and a lack of demand
for the product. Another reason may be that maintenance becomes too expensive, i.e.,
upkeep for multiple products is too expensive for one company, or when developers for
a technical platform become too scarce. It must be noted that a products life expectancy
and potential profitability is more relevant than current profitability. If a product is suc-
cessful presently, but will be hard to monetize in a couple of years because the product is
no longer needed or based on technology that will become outdated soon, it can become
a candidate for discontinuation.

The platform on which the product is built can also change the course of a products
lifecycle. If a new release is made of the underlying technology, for instance the op-
erating system as a basis for applications, the product owner has to decide when the
releases of the product based on the older platform are no longer required to maintain a
healthy business. Another platform on which the product depends might be a database
system. If a database system is phased out, the product needs to evolve as well, or be
phased out as well.

Finally, there may be portfolio decisions that end the life of a product. A product
may be an inferior duplicate to another product, or a product may be outdated. Another
reason may be that the product is no longer profitable or even performing badly in
such a manner that it is causing harm to the software vendors reputation. Finally, legal
constraints may force a product owner to kill off a product. These legal constraints may
be that the company has formed a monopoly and is forced to reduce specific activities,
or that intellectual property laws are broken by the product.

There are several factors that influence the ideal moment, with the least damage to
the company, to end the life of a software product. Environmental influences, such as
the entrance of a new standard or the introduction of regulatory requirements, such
as XBRL-based reporting (a universal standard that allows for automatic processing
of business accounting data), may mark such an ideal moment. Also, please note that
there is a difference between ending the life of a product all-together and ending its life
as a customer of an application [6], even though these processes have many things in
common, such as changing customer needs, technical change, regulatory change, and
competitive change.

To further illustrate, we take the example of Microsoft when it ends the life of one
of its own products, by taking a closer look at one of the Windows versions. Microsoft
publishes three dates to customers for each version of the Windows operating system
in regards to sales, being the date of general availability, retail end of sales, and the
end of sales for PCs with Windows version pre-installed. Furthermore, three dates are
published in regards to support, being the publication of the latest service pack, the end
of mainstream support date, and the end of extended (paid) support date. Obviously,
for some organizations a major operating system upgrade is a huge undertaking, in
terms of system maintenance (imagine an organization with over 5000 workstations),
in terms of system compatibility (organizations easily have over 10,000s of applications
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of which many are compatible with one version of Windows only), and in terms of in-
vestment (hardware may be outdated, the upgrade will involve acquiring new licenses).
An interesting detail of Microsoft’s terms of service is that pre-installed deployments
of Windows sometimes have downgrade rights, enabling the customer to downgrade to
a previous version of Windows that is compatible with the other Windows versions in
the organization.

We continue this paper by describing the research method in section 3. The research
method is followed by a decomposition of the interactions between software vendor and
customer in section 2, to illustrate what type of agreements need to be dismantled when
ending the life of a software product. In section 4 the product software discontinuation
method is presented and described in detail. Section 5 continues with the description of
three case studies that illustrate the method and show the intricacies of the sunsetting
process. Finally, in section 6, the conclusions are derived and discussed.

2 Decomposing Sunsetting

We now provide a further explanation of the complex operation of sunsetting. This
paper looks specifically at on-premise software, which is provided from a software
vendor to the customer. For the sake of simplification, let us assume a simple, direct
relationship between the software vendor and the customer. In this case, sunsetting is
like rolling back a distributed transaction between the software vendor and a customer.
This distributed transaction can be divided into three subtransactions: Provide software,
Provide maintenance and Provide support. While rolling back this transaction and its
three subtransactions seem simple, the next level of detail shows that there are sub-
transactions that cannot be rolled back. They need compensating transactions and thus
introduce complexity and efforts into the process of sunsetting solutions. Another factor
for adding complexity and efforts is customer lock-in.

Provide software - The transaction Provide software is divided into the subtransactions
Provide a copy of the software, Transfer usage rights and Provide license key. The first
transaction Provide a copy of the software can be easily rolled back if the customer has
a time limited license. The customer just has to give back the copy of the software at the
end of the license term. If the customer has a perpetual license, the customer can keep
the copy of the software. The second transaction Transfer usage rights cannot be rolled
back in a simple manner. Based on the contract terms, the customer can keep the usage
rights, the usage rights can end. If the customer has perpetual usage rights, he needs to
get usage rights on a software product that replaces the sunsetted product.

Replacing the sunsetted software product introduces more complexity and effort for
the software vendor and the customer. Replacing a sunsetted software product with a
new software product means that the results of activities that have gone into installing,
implementing, maintaining and running the software cannot be rolled back and usually
carry high sunk cost. A compensating transaction has to collect the results of these ac-
tivities and migrate these results into a new software product that replaces the sunsetted
product. Simple examples for these results are customer data or customer specific exten-
sions of the software product. How this replacement is properly planned and executed
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will be covered later in this paper. The third transaction Provide license key follows the
same logic of rolling back as Transfer usage rights.

Provide maintenance - Provide maintenance is divided into subtransactions Provide
new release, Provide new version and Provide bugfix. Over time, the customer is served
by multiple executions of these subtransactions. At a certain point in time, the customer
arrives at a combination of release, version and bugfix. In the case of replacement of
sunsetted product, the customer needs a replacement of exactly the combination of re-
lease, version and bugfix he is currently running. This shows additional complexity in
replacing sunsetted software, since each of the customers might have a specific com-
bination that might differ from the combination each other customers have. Numerous
instances of these transactions have been executed and have lead to the current system
landscape at the customer.

Provide support - The third high-level transaction is Provide support, which aims at
providing resolutions or workarounds for customer issues with the software. Each of
the transactions was executed several times. The result of the transactions is a customer
specific set of resolutions or workarounds. The transactions do not have to be rolled
back.

3 Research Method

The research question of this paper is:

How can a method be created for a product manager to sunset a product (line)?
The research question is answered by applying method engineering in a design re-

search project. Method engineering is used for designing, constructing and adapting
methods, techniques and tools to develop information systems [7]. Design science is an
outcome based information technology research method, which offers specific guide-
lines for evaluation and iteration within research projects [8].

Research Execution - The research consists of three steps. A first version of the method
was created to create a baseline method, based on literature and experience. The method
is evaluated with several experts from the industry (with 15, 15, and 13 years of expe-
rience), who have long-standing experience with retiring and sunsetting software prod-
ucts and product lines. Thirdly, the method is evaluated by doing three exploratory case
studies, to establish that the method is complete. The case studies are listed in table 1
and further discussed in section 5.

Method Engineering - van de Weerd et al. [9] describe a meta-modeling technique
based on UML. This technique depicts a method in a Process-Deliverable Diagram
(PDD). A PDD consists of two parts: a process model (UML activity model) on the
left side and the deliverable model (UML class diagram) on the right side. An exam-
ple PDD is depicted in Figure 1, which models a highly simplified requirements en-
gineering process. On the left-hand side an activity called “Requirements elicitation”
is modeled, which contains the sub-activity “Write requirements document”. The re-
quirements engineer executes the activity. The activity results in a deliverable called
“Requirements Document”, which has several properties. The main reason for using
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Write requirements document
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engineer

Fig. 1. Process-data diagram [9]

Table 1. Companies and Products (* age of the software business, the company was established
in 1878)

Case Study Company Phased out product
Identifier # of em-

ploy-
ees/products

Age Location Reasons for phase-out # of em-
ployees in
product
unit

Age

PubComp 18000/40+ 15* Netherlands,
Europe

Out of portfolio scope,
not making targets

120 20

ERPComp 51000/100+ 38 Germany,
world-wide

Redundant, rebranded
product branch, contract
standardization, reduce
maintenance efforts

20 10

ServicesComp 9100/100+ 18 Netherlands,
Europe

Duplicate functionality,
aged technology

135 16

this type of method descriptions is that it enables us to present the sunsetting method
in a structured manner, and enriches the main contribution of this paper from a simple
checklist, to a rich method description that can be reused by practitioners and improved
upon by academics.

The three companies were opportunistically selected, since we had access to board
level management in each of the companies. Each of the companies, however, has a
long experience dealing with large product portfolios and were selected with that rea-
son in mind. Each of the interviewees was working at one of the case companies at
the time. The interviews were undertaken in four steps. First, a general discussion was
had about the organization. Secondly, we discussed the topic of phase-outs, and tried
to establish the interviewees view on the topic, including any previous experiences the
interviewee had with the topic. The interviewees were asked to develop a quick outline
for a method themselves, to see whether they understood the topic and to see whether
their experiences further confirmed the first version of the method. Documentation, if
available, was handed over in regards to product end-of-life. In the third step, the first
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version of the method was shown to the interviewees and walked through with the
exact same narration for all interviews. The interviewees were allowed to comment on
the method and all three at some point grabbed a pen to make their own additions and
changes. During step four, an example from the interviewee’s past was taken to see
whether the method was followed in any way.

Three interviews were undertaken, of which two in Dutch and one in English. The
method was always described in English and each term was explained in a glossary,
which the researchers brought to the interview. Interviews took between 100 and 150
minutes. Each of the interviews was recorded. The interviews were conducted by one
researcher only. The results from one of the interviews were checked by a second re-
searcher.

4 The Product Software Discontinuation Method

This section describes the method shown in figure 2. On the left side the method activ-
ities are displayed, on the right side the deliverables created during the execution of the
method are shown. These deliverables are further explained in table 2. The first version
of this method was created from literature, the second version was created based on
three interviews and case studies.

The first version of the method was in part inspired by IEEE std 1074 [10], a pro-
cess standard for the software lifecycle, which provides a concise description of the
retirement process. The description consists of three steps, being “notify user”, “con-
duct parallel operations”, and “retire system”. The “parallel operations” step consists of
using two systems simultaneously, while one of the two is being phased out. The IEEE
standard provides some insight into the retirement process, but does not specifically ad-
dress the challenges a software vendor may experience during a product phase out. The
method was also inspired by several product phase-out overviews from larger software
vendors, such as the Microsoft Windows phase out web pages, the information pages
from SAP about Business Object’s (acquired by SAP) SRC, and the pages from Cisco
about the Quality of Service (QoS) Device Manager Software, which was phased out
over a long period in the previous decade.

Discontinuation Assessment - Any organization that maintains a software product
must regularly assess the viability of its products and product lines, as part of the port-
folio management process. This process consists of reviewing the portfolio plans for
current products, assessing their success, profitability, market size, and growth. When
a product becomes a potential candidate for discontinuation, a customer assessment
needs to be done to establish how important the product is for these customers and how
important these customers are, since discontinuation of the product could mean the ter-
mination of a long-lasting relationship. Finally, a list must be created of all the products
that depend on the product that may be discontinued. In case of discontinuation, the
teams behind all products on the list of dependent products must be informed.

Phase-out Planning - Whenever a phase-out is impending, software vendors need to
evaluate possible alternatives before actually phasing out a software product. There are
several alternatives to phasing out a software product that still ensure continuation of



160 S. Jansen, K.M. Popp, and P. Buxmann
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Fig. 2. Product Software Discontinuation Method (all activities executed by product owner)
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Table 2. Concept Table

Concept Name Concept Description
PRODUCT DISCONTINUATION

DOCUMENT

This document describes the complete plan on how to discon-
tinue the product. The creation of the document only expresses
the intent to explore the options for discontinuation and plans
may be discarded after the LEGAL ASSESSMENT and CUS-
TOMER ASSESSMENT have been completed.

CUSTOMER ASSESSMENT The CUSTOMER ASSESSMENT is performed to explore what the
effect will be for customers and how relationships will be al-
tered after discontinuation. The assessment includes a general
assessment and a specific assessment per individual customer.

DEPENDENT PRODUCT LIST The DEPENDENT PRODUCT LIST lists all products that are de-
pendent on the discontinued product and therefore may also
have to be discontinued.

ALTERNATIVE OPTION LIST The list of alternatives provides an overview of alternatives to
discontinuation, such as the sale of the product to a third-party.

LEGAL ASSESSMENT This document describes the legal risks and consequences,
based on the CUSTOMER ASSESSMENT and DEPENDENT

PRODUCT LIST.
ORGANIZATIONAL CHANGE

PLAN

This document describes how the organization will change in
the following period as the product is discontinued.

SUNSET/RELEASE PLAN The SUNSET/RELEASE PLAN describes how the product was
planned to be phased out, if such a plan is available. If not a
sunset plan is created. It is also called a lifecycle plan.

COMMUNICATION POLICY The COMMUNICATION POLICY describes how and especially
when the discontinuation plans are communicated. These doc-
uments are generally sensitive and must be treated so by the
entire organization to avoid leaking.

TRANSITION TEMPLATE FOR

CUSTOMERS

Based on the CUSTOMER ASSESSMENT a TRANSITION TEM-
PLATE is created for each customer group, that can be filled in
by a consultant, as to advise a customer in the transition to (for
instance) a new system.

PRODUCT EULOGY The PRODUCT EULOGY describes what the product was, how
well it performed, and why it was phased out.

the business, although perhaps with different levels of quality of support. The following
list is not exhaustive, but presents some of the alternatives to completely phasing out
the software product:

– Open source - it is possible to establish an open source community that further
supports and maintains the product. This option, if the product is not already open
source, should provide a real alternative, i.e., a sustainable community must be
created that maintains and provides support, and there should not be a contractual
conflict in regards to licenses.

– Management Buy-out - if a product is being maintained by an isolated group of
people within the organization and the product could become more profitable if it
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did not have to support the parent organization, one option to avoid product phase-
out is to have a group of adequate managers or key people in the product group buy
the product out of the portfolio, and continue as an independent organization.

– Sale - when a product no longer fits the portfolio of an organization, it can be sold
to a third party, along with (parts of) its maintaining organization. Organizations
will generally go to great lengths to sell off a product instead of killing it off. A
common phenomenon is that an organization starts “putting lipstick on the pig”,
i.e., trying to maximize profit and growth numbers to make the product group more
attractive to a potential seller.

Based on the alternatives, an organizational change plan is created and a legal assess-
ment is performed. The organizational change plan establishes how the product discon-
tinuation is implemented in the organization, together with a timeline of events. A legal
assessment is performed as well, to establish the consequences of the different varia-
tions of the plan. The legal implications can be serious, in that contractual obligations
towards customers and partners may need to be altered to accommodate a products
discontinuation.

Pre-phase out - If no alternatives are found, the product will need to be phased out.
To do so, a planning is made that details the steps that are taken in the process. Such
steps include the cessation of maintenance and support of a product, and the last sale
of licenses. One of the most precarious processes of the phase-out is the establishment
of a communication policy, due to the nature of the phase-out process. Phasing out a
software product entails in some cases the complete disbandment of a products main-
taining unit. The impact the discontinuation of a software product can have requires that
a communication policy is set-up that minimizes damage to the organization.

Phase-out - After a phase-out plan has been crafted, the plan must be executed, starting
with the creation of a customer transition plan template, which lists several routes to a
new solution for customers, such as migration to a replacement product. This is a tem-
plate and must be adjusted for each individual customer, since each customer operates
from a unique situation. If the product is still being sold that must be stopped. Further-
more, the product must fully go into maintenance mode, such that no new functionality
is added to the product, with the exception of updating time-sensitive content. Once the
product is in maintenance mode, the communication policy is executed according to
the timeline created earlier. After communicating with all stakeholders that the prod-
uct will be discontinued, a last round of license sales can be done, after which license
sales are ceased as well. As soon as the product legally no longer requires support and
maintenance, these processes can be stopped as well, after which the maintenance team
needs to be re-allocated. Finally, the product is finished, and the product manager or
entrepreneur who has been responsible for the phase-out process, can write a product
eulogy.

Painful Process - The method description does not sufficiently show that the process of
phasing out a software product actually has great consequences for the people working
with it. Think, for instance, of the support engineer who knows every nook and cranny
of the software product, or the user who has configured the product just to her speci-
fications and is described as the wizard of that product by her colleagues. We advise
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practitioners to make compromises and be sensitive towards the emotions that surround
legacy products, both in their internal and external communication. By taking it slow
and on-boarding fanatic proponents of the legacy products, transitions may potentially
go much easier.

5 Case Studies

The case studies were performed to provide different examples of how the lives of
products are ended. The cases served as a measure to evaluate the method provided in
figure 2.

5.1 Case Study: Health and Safety Product at PubComp

Context. The HSP (a Health and Safety Product) was a relatively successful prod-
uct that no longer supported the business goals of PubComp, a software vendor in the
Netherlands with a large portfolio. The HSP came up in regular evaluations at PubComp
as being out-of-scope of the product portfolio, and was consistently underperforming.

Process. These evaluations were top-level management evaluations, and were treated as
top-secret, since they deciding on the future of approximately 120 people. After consid-
erable time, a team was identified within the HSP business unit that could potentially
undertake a management buy-out. The HSP team and PubComp agreed to a buy-out
price and strategy. Within 18 months the HSP business unit was functioning indepen-
dently and the formal contract was signed.

Findings. When a management buy-out or the sale of a product to another company
is in sight, some interesting processes start taking place. There are issues with person-
ell, resources, and business unit value determination (although one could argue this is
relevant for ‘regular’ phase-outs as well). Purchasers attempt to find all the things that
could bring the value of the company down, whereas the seller will be tempted to make
the business unit look more successful than it actually is. The sale of a business unit is
a more organic and management-directed transition than a planned phase-out.

Impact on the method. The first version of the method assumed that the end of a life of
a software product always entails the complete ending of sales, support, etc. This first
case already showed that it is rarely the case that the product, whose customers always
represent some kind of business value, is completely phased out without any viable
alternatives for the product (management buy-out or purchase by another company) or
for the customers (in the form of a product alternative, for instance).

5.2 Case Study: Enterprise Resource Planning Product at ERPComp

Context. A large platform provider in Germany has been growing autonomously, for al-
most 40 years. The company has gone through several product sunsets, but availability
of knowledge on these processes within the organization remains scarce. In 2007, ER-
PComp acquired a company that specializes in identity management products and was
aimed to be complementary to the ERP platforms supplied by ERPComp. Throughout
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the years, ERPComp integrated some of the technological feats that came with the iden-
tity management products into a new identity management platform, thereby making
some of the original products redundant. In 2007 it was decided that the last products
that were still being supported by ERPComp from the acquired company were to be
sunsetted. In total, different versions of six products were to be phased out.

Process. First, an overview was created of the different products that were currently
in use and of how many active customers each of these products had. Secondly, an
overview was created of upgrade and migration routes that could be traveled by cus-
tomers. Part of this overview was a plan that described what happened when a customer
ordered extra support, licenses, or even a new deployment.

Findings. An extra complication was that some of the products had been resold and
rebranded under another label and these also needed to be phased out. Phasing out the
rebranded product proved to be a challenge, since the resellers that sold the rebranded
product also had service contracts with their customers. As soon as ERPComp phased
out the product, the reseller contracts were also ended. Because of this, the customers
of those resellers no longer received support and maintenance. ERPComp solved this
elegantly by timing exactly when these customers would be willingly transitioned from
the reseller to ERPComp.

The phase-out timeline had to be extended twice with one year, because ERPComp
wrongly estimated the availability of consultants that would be needed for each transi-
tion. Furthermore, for some customers it proved to be interesting to extend the mainte-
nance period further, against much higher license costs. A positive observation was that
out of approximately 200 customers, there was no attrition.

Another challenge was that the transition template plan for customers had to be up-
dated, due to the fact that new releases of the replacing platform came out. This had
not been taken into account, and introduced extra cost into the phase-out process. ER-
PComp required support from its ecosystem of partners in phasing out the product. To
gain their support, the partners were informed early of the consequences, and com-
munication protocols were established. Partners were also trained in providing support
during transitions, such that customers could receive support from their preferred part-
ner at the same quality level as ERPComp would provide.

Impact on the method. The role of the communication policy and legal assessment
were further outlined during this case study. ERPComp has many large customers,
which expect the absolute best from their ERP vendor, and are willing to pay for it.
If ERPComp makes any serious changes, a network of customers exists that is powerful
and can litigate if necessary.

5.3 Case Study: Three Municipalities Products at ServicesComp

Context. A large software and services company in the Netherlands has been growing
mostly through acquisitions. Three software producing organizations creating products
for municipalities were acquired in 1996. Each of these software producing organiza-
tions has become a separate business unit of ServicesComp. Two of the products are
complementary, whereas the third product copies up to 70% of the functionality of the
other two. All three products have been developed on older technological platforms
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and all three products are currently maintained and marketed separately. ServicesComp
perceives that three business units building similar products is inefficient and an ini-
tiative has been started to build a new best-of-breed product that will replace the other
three. The decision to reduce the inefficiency has been made a long time ago by the
management team of the business division. No structural approach was implemented
at that time at ServiceComp for portfolio management, but at the time of acquisition it
was already clear that the three products had overlap and that a merge would happen
over time.

Product 3

Product 2

Product 1

t

0 1 2 3 4 5

Product X

Fig. 3. Transitioning from Three Products to a New Product

Process. The actual merge has been visualized in Figure 3, which shows how the three
products are phased out and replaced out by a fourth. The two products that are compli-
mentary are phased out first, the third product will be phased out last. ServicesComp has
steady five-year contracts, with yearly extensions after that. It is clear to ServicesComp
when the last contract can potentially be ended, so planning for the merger of the
products is more dependent on development speed than contractual obligations. Ser-
vicesComp looks positively toward the transition of customers from their old products
to the new. To begin with, the transition is a business opportunity for ServicesComp,
who provide a lot of services, and as their competition has made some mistakes in the
past in regards to transition, ServicesComp is unafraid of customers transitioning to an-
other vendor. ServicesComp has indicated that customer research is a major step in a
product discontinuation document, since transitions will go much smoother and entail
less risk if customers perceive the supplier of the original product positively.

Findings. When it was clear that the functionality of the three products would be
merged into product four, the organization prepared a communication protocol. Parts
of this protocol were reused to establish the rules of (potential) customer communica-
tion for sales personnel. ServiceComp used the following elements in this protocol:
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– Roadmap of product X
– Rough timeline for phase-outs
– Generic features, such as connectivity
– News embargo on product 1, since the planning hadn’t been finalized

The communication protocol was created to ensure customers that service for the prod-
ucts would be continued and discouraged them to look at competing products by de-
scribing the advantages of the new products.

Impact on the method. Again it was confirmed that providing alternative options to
customers is a successful way of retaining them as customers. Furthermore, because
ServicesComp has a mature view on the phase-out process, the case study functioned
as a confirming case to show that the method does not miss any essential steps. None
such steps were found and the second version of the method, as shown in this paper,
could be published.

6 Discussion and Conclusion

The sunsetting process of a software product that has been deployed in the market is
a complex and loaded process. It involves changes to the product portfolio of an orga-
nization, an impact analysis on the company, and structural change in an organization.
The process should not be taken lightly, or mistakes will be made. In our case studies
alone, we found examples of deadlines that were severely delayed, customers that ex-
perienced serious financial damage, and missed business opportunities (not offering a
replacement product, for instance). The method provided in this paper hopefully helps
organizations avoid future problems when ending the life of a software product.

During our research with experts and at companies, it became clear that this topic
is considered sensitive. We have looked for method descriptions, process descriptions,
and phase out plans, and found that these documents were always confidential, if avail-
able at all. We also found that because of its nature, the sunsetting process is generally
performed ad hoc, even if a company is highly experienced in the field. It has become
apparent that case studies and interviews are the best way to develop the method that
has been created during this research.

It may appear that aspects of our approach (take it slow, communicate early, use a
structural approach) are directly opposed to the profit goals of an organization. After
all, if a business unit can be sold off, the sunsetting process is slow and mechanical,
and the seller may feel it is missing out on a great deal. We hypothesize, however, that
a structured approach will lead to less problems along the way and may even uncover
that the life of the product (or business unit) is not yet over or cannot be over, due to
customer lock-in.

In this paper we have focused on ending the life of a software product. It is surpris-
ing how little literature is available about such a meticulous and sensitive process, and
this paper attempts to fill that void. We have defined the process of sunsetting, devised
a method to support the process, and given some hints towards reasons to start sunset-
ting. We hope that practitioners will benefit from our research and that the scientific
community further expands on how and when to sunset a software product.
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Abstract. Determining requirements process efficiency, and measuring
the corresponding monetary impacts, is a challenging but necessary as-
pect of project management. In this paper, we perform an independent
analysis of scoping decisions from a large industrial project with the goal
of providing visualizations that facilitate investigations of process effi-
ciency, agility, and the effects of scoping decisions. The visualizations
proposed in this paper can be used to analyze scoping dynamics and
support process management decisions on a quantitative rather than a
qualitative basis.

Keywords: Requirements visualization, process evaluation, require-
ments scope, project management.

1 Introduction

In Market-Driven Requirements Engineering (MDRE) [1], the time taken to de-
liver the product to market (and hence the overall release scheduling) is impor-
tant and may strongly affect market success [2]. These time pressures place hard
limits on all aspects of the development effort and force requirements efforts
to be efficient and responsive [3]. Feature leapfrogging [4] between companies
also imposes hard time constrains, which combined with resource constraints
force requirements to be prioritized, with some requirements postponed for later
implementation [5]. The process of selecting a subset of requirements for imme-
diate implementation within a given project is called scoping and is considered
a key activity for achieving economic benefits in product line development [6].
In MDRE, the scope of the project must adapt to competitive pressures and
respond to changing market conditions in a timely manner – making appro-
priate scope decisions is a vital part of developing software systems that meet
stakeholders’ needs and expectations [5,7].

Project management in this context has the goal of delivering a quality prod-
uct within the given resource constraints, with appropriate risk management and
acceptable predictability. Making decisions in a timely manner is fundamental
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for productive software management – unnecessarily delaying decisions can lead
to wasted resources and can place other aspects of the projects at risk due to re-
source constraints [8]. However, as reported by Boehm and Sullivan [9] there is a
“disconnect” between the process of making technical software product decisions
and the value creation criteria of the organizations that develop these products.
Moreover, the growing importance of software in all aspects of successful business
demands better understanding of the relationships between technical properties
of the decisions and the criteria for business value creation. In other words, soft-
ware development should be considered an “investment activity” that aims at
maximizing value creation for the resources invested [9].

Our prior work [10,11,12] showed that in MDRE there is the potential for
the project scope to be constantly changing, or at least be under pressure to do
so, particularly from unanticipated market forces. For example, the last minute
addition of cutting-edge features and technologies to a project can lead to signif-
icant investments in requirements definition and feasibility analysis efforts. The
associated project management risks may include excessive resource allocations
that starve other efforts, destabilizing technologies being added to the product
before they are ready, and even outright project failure. This prior work pro-
posed new visualizations to help to assess the dynamics of scope changes in this
context using a post-mortem analysis perspective.

In this paper, we analyze scoping from a project management perspective and
propose visualizations that support management decision-making. Using the ac-
tion research strategy [13] the second author of this paper, who is an industrial
Project Manager (PM) interested in Decision Support Systems (DSS), reviewed
the previous work with the focus on the financial aspects of requirements engi-
neering and requirements scoping and its implications on efficient project man-
agement. The project manager needs tools that can help him to identify oppor-
tunities for improvement in the process itself and to reduce risk by identifying
wasted resources. As a result of this participatory effort, the following research
questions are stated:

– What factors influence the process of removing features from the scope of
the project? (RQ1)

– What factors influence the late addition of features to the scope of the
project? (RQ2)

This work investigates the acts of adding and removing features from the scope
of a product release; all features under consideration for a release are present
before the scoping process begins. RQ1 identifies opportunities to optimize fea-
ture removal under the premise that, if the feature is to be removed from the
release, then early removal wastes fewer resources. RQ2 investigates late feature
addition to identify opportunities to reduce risks inherent in this decision.

In the remainder of this paper we review the related work and present a
summary of the relevant results from our prior work (Section 2). We discuss the
research approach and data used in this study in Section 3. Section 4 presents new
visualizations that support financial analysis of the scoping process in projects.
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We discuss threats to validity for this study in Section 5 and close with our
conclusions and identification of future work in Section 6.

2 Related Work

Release planning is an integral part of software product management. Multi-
ple releases are considered in a release plan [14] and the selection of the ’right’
requirements for a particular release is normally preceded by requirements pri-
oritization [15,5] and cost estimation [16]. Release planning is performed within
the context of the product and corporate strategies, providing input to the fea-
ture selection process [17,18,19]. The feature selection process is not a trivial
task; dependencies on other features [20] or frequent changes to the scope of the
next release of a project [12] are typical complications. As a result, the selection
process often becomes an uneasy compromise where the development efforts to-
ward some features may need to be sacrificed (at the expense of wasted effort)
in support of other features whose priorities have changed.

Managing this scope complexity is considered one of the core functions of
software release planning and a key activity for achieving economic benefits in
product line development [6]. While the importance of scoping has already been
reported in several studies, most of the research is focused on the domain scoping
aspect and the process of scope identification [6,21]. When looking at product
portfolio scoping [6] most techniques focus on the financial benefits associated
with reuse across the product line [22].

The quantity of information that must be managed for large software projects is
often overwhelming and visualizations can be useful in this context, offering more
dimensions to represent than text [23]. Appropriate visualizations can assist with,
for example, the requirements comprehension problem of gaining a quick assess-
ment of the state of a set of requirements; a task typically impeded by the need to
browse through disjoint textual requirements documentation and accompanying
models [24]. The visualizations presented in our previous work [10,11,12] give a
support assessment of the scoping process for large projects and can also be used
for more in-depth analysis of the details of the scoping process. In [10] the Feature
Survival Chart was introduced and applied to one large industrial project. In [12]
the Feature Survival Chart was complemented with a set of scope tracking mea-
surements while in [11] the Feature Transition Chart technique, designed to cover
scope changes across the projects, was proposed and initially validated. These vi-
sualizations can be extended via metrics such as the volatility of the feature set
and temporal measurements such as the time taken to cancel a feature [12]. In
this paper, we extend the previous work, presenting a new set of visualizations
that aim at supporting project managers in understanding the scoping dynamics
and assess the monetary impact of the visualized scope changes.

3 Research Approach and Data in Context

The analysis performed in this study is based on empirical data from a large
company that develops embedded systems for a global market. The company uses
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Table 1. The Project Timeline

Milestones Project Analyzed
Elapsed Days Launched May 2007

MS1 0
MS2 98
MS3 143
MS4 203

Table 2. Milestone Criteria

MS1 Potential features are drawn from the long-term roadmap documents. The ini-
tial scope (set of features) is defined and baselined. The scope is then docu-
mented and updated after the weekly meeting of the Change Control Board
(CCB). The CCB is responsible for adding or removing features from the
project plan.

MS2 Features are refined to requirements that are specified, reviewed and approved.
Each feature typically contains ten or more requirements from various areas in
the products. The feature requirements are forwarded to the design teams who
return updated effort estimates.

MS3 Requirements are updated as necessary (based on design team feedback) and
the effort estimates are refined.

MS4 The requirements work and design are finished. The final project scope has
been negotiated with the development resources and the project is ready to
start implementation.

the software product line approach [25] based upon a common code base (referred
to here as the platform) for the product line. A platform project follows the
stage-gate model [26] with several increments; Milestones (MSs) and Tollgates
(TGs) are used to control the project progress. In particular, there are four
milestones for requirements management and design before the implementation
starts: MS1 through MS4. The scope of a given project is based on a unit called a
feature, a group of requirements that constitute a functional enhancement to the
platform. At the beginning of a project, the feature definition typically contains
a functional description and estimates of market value and development effort.
To cancel or descope a feature in this context means to permanently remove the
feature from the project plan. The discussions in this paper focus on activity
within a current project, features re-introduced in a later project are outside of
the scope of this work.

The elapsed time information for the projects used in this work are presented
in Table 1. The milestone criteria are presented in Table 2. We use the same
metrics as in our prior work [12], summarized in Table 3 for convenience.

In this paper we have focused on the top four reasons for feature removal
within the data set. The categories are defined as follows.

– Stakeholder A stakeholder made a business decision to to add or cancel the
feature
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Table 3. Metrics

M1 Number of positive and negative scope changes per time stamp/baseline. A pos-
itive scope change means a feature was added, and a negative scope change
indicates a feature was removed. M1 is not used in the current work and is
only included here for completeness.

M2 Time to feature removal. The time from feature introduction until permanent
removal.

M3 Number of state changes per feature. Number of times that the state of the
feature in the scope was changed. In this work, we do not consider the initial
inclusion to the scope as a scope change.

M4 Time to feature addition. The time from the start of the project until the feature
was added.

M5 Reason for feature removal. A categorical metric focusing on reasons for removal
due to project constraints.

– Resources A feature has been removed due to lack of resources
– Portfolio A feature has been removed due to changes in the product line

portfolio
– Replaced A feature has been replaced by an another feature.

The underlying data sets have been transformed, as necessary, for the purposes
of this paper to ensure that they are logically correct and consistent across the
projects. The analyzed project has 223 features considered during the analysis
period. The project contained features that survived from project inception,
features that were added during the project, and features that were canceled
during the project.

For investigations involving M2, only features that were removed from the
scope were included (120 data points). The values for M3 and M4 were calculated
for all features in the analyzed project; features that survived the cancellation
process were assigned a value of zero to remove them from consideration.

For investigations involving M5, 120 descoping decisions were analyzed and
categorized. The entire set of 120 cancellation decisions was used during the
M2-M5 and M4-M5 correlation analyses. However, some categories such as “de-
pendent on supplier” or “inadequate feature description” contained such a small
number of data points that we focused our analyses on the five categories with
the most data points. Moreover, the normalization of the dataset (for example
to MS4) further limited the datasets. The specific number of data points for
each category is contained in the axis labels (e.g. (7dp) means 7 data points) for
Figures 1, 2, 3 and 4.

4 Visualizations

The following sub-sections present visualizations designed to assist a project
manager in analyzing the requirements scoping process. The visualizations por-
tray the relationships between the (normalized) metric data.
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The underlying business decisions that generate the data sets are assumed to
be rational in context – the decisions may not be perfect but the decisions were
acceptable in the situation. Under this assumption, if a feature is going to be
canceled, it is less wasteful of resources to cancel the feature sooner than later.
While there may be cases where efforts to promote early feature cancellation
may impede innovation, in this product line process the innovation decisions are
made prior to the studied scenarios and are based on an ROI analysis rather than
technical feasibility. This is not greenfield product development and innovation
is incremental and often small in scope (e.g. a new software feature as compared
to a new hardware platform).

4.1 Interpreting the Visualizations

Box-plots are a non-parametric means for visualizing datasets; they provide
greater insight into the data than a simple average value without making any
assumptions about the distribution of the underlying data – a factor that makes
them particularly useful for smaller data sets.

The box plots used in this work have horizontal bars (whiskers) that identify
the most extreme data points for the population (approximately +/-2.7 σ and
99.3% coverage if the data are normally distributed) that are not considered
outliers; outliers are individually plotted. The box captures the 25% to 75% range
(second and third quartiles) of the data set and the median value is represented
by the horizontal line within the body of the box.

In Figure 1, comparing the plot for the entire dataset to the other plots for
subsets of the dataset, we note that the plot for the Resources category of M5
is similar in size and shape to that for the entire dataset. This shape correlation
identifies resource management as the principle contributor to the long-tail of
the entire dataset. Five possible causes for the tail are identified in Section 4.2,
that may or may not be the cause – the critical factor is that the visualization
helps the Project Manager to immediately understand that they should devote
their attention to resource management as a source of issues related to time to
cancel decisions for this project. In comparison, the time to add issues in Figure 3
are attributable to the stakeholders rather than resources – again directing the
Project Manager’s attention in an appropriate manner.

4.2 The Relationship between the Time to Feature Removal
(M2) and the Reason for Feature Removal (M5) - Addressing
Research Question RQ1

The data set was partitioned based on the Reason for Descope of the feature
and the resulting temporal distributions (normalized to MS4) of the top four
categories for M5 are presented as box-whisker plots in Figure 1. We see that
approximately 40% of the features (29/72) were removed as a result of a stake-
holder business decision with the mean time to feature removal (as a result of a
stakeholder business decision) approximately 10% of the way into the final mile-
stone of the requirements management process. These characteristics indicate
that the feature list was pruned relatively aggressively and relatively quickly.



174 K. Wnuk and D. Callele

Fig. 1. The Relationship between the time to feature removal (M2) and the reason for
feature removal (M5), normalized to MS4

In contrast, approximately 50% of the features (median line of the Resources
box in the plot) were removed from scope due to lack of resources by approxi-
mately 30% of the way to MS4. However, some features were not removed until
almost the end of the project. This is a matter for concern to a project manager
for it may be evidence that one or more of the following statements are true
(this list is only exemplary and not exhaustive):

– There are difficulties estimating the scope (effort) required for a feature.
– There are difficulties determining what resources are available.
– There are difficulties estimating the contributions of the available resources.
– There are difficulties matching the available resources to the features

(resource mismatch).
– The business process (algorithm) used to make the decisions may need

improvement.

Simplistically, from the project manager’s perspective, all features that are can-
celed waste scarce resources. It is imperative to make the keep/cancel decision
for a feature as soon as possible to minimize this waste. In this regard, the
keep/cancel decision could be considered a form of potential defect detection in
the sense that a canceled feature is a feature that is no longer deemed appropri-
ate for this feature release. As such, the economic benefits are those identified
by Boehm and Basili [27].

Next, the earliest stage of the project was investigated, the time between MS1
and MS2 to see if we could gain any further insight. The data set was partitioned
again and only features that have been removed in the time between MS1 and
MS2 were kept. The resulting data was normalized to MS2 and the results are
shown in Figure 2.
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Fig. 2. The Relationship between the time to feature removal (M2) and the reason for
feature removal (M5), normalized to MS2

The resulting data represents approximately 76% of the entire data set. We
note that all portfolio changes (8/8), almost all replaced or renamed decisions
(5/6) and most of the stakeholder business decisions (23/29) were made in this
interval. This indicates that the project scope is being reduced in an effective
manner, although portfolio changes and reduced or renamed decisions still lag
the start of the interval by an average value of approximately 50%.

Only 17 of 27 resource decisions were made in this interval, again with an
average delay in excess of 30% of the interval and a tail that extends to the end
of the interval. While the situation is not as challenging as it appeared in Figure
1, there does appear to be evidence that improvements could be made.

4.3 The Relationship between the Time to Feature Addition
(M4) and the Reason for Feature Removal (M5) - Addressing
Rresearch Question RQ2

Figure 3 illustrates the relationship between M4 and M5 for the analyzed project,
normalized to MS4 for this project. We note that the medians for each partition
show significantly greater diversity than those of Figure 1. The average time
to feature introduction was approximately 50% of the timeline. We note that
features introduced in the first half of the projects were predominantly cancelled
due to lack of resources, replaced or renamed, or portfolio changes. Features
introduced after the midpoint were predominantly cancelled as a result of stake-
holder business decisons, although there is a much lesser contribution from a
lack of resources.

Figure 4 illustrates the relationship between M4 and M5 normalized to MS3
for this project. Again, we note that there is significant diversity in the median
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Fig. 3. The Correlation between the Time to feature addition and The Reason for
Cancellation, normalized to MS4 of the project

Fig. 4. The Correlation between the Time to feature addition and The Reason for
Cancellation, normalized to MS3 of the project

values. However, we are cautious of drawing strong conclusions due to the rel-
atively small data set. There is some indication of a relatively binary decision
making process: cancel due to lack of resources or defer to a later date (port-
folio changes + stakeholder business decision). We present this visualization to
draw attention to the challenges faced with analyzing the tails of distributions
in support of management decisions.
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5 Threats to Validity

In this section, threats to validity are outlined and discussed based on the clas-
sification by Wohlin et al [28]. The causal conclusions drawn from our analyses
were validated in a number of meetings with practitioners who confirmed that
frequent (and sometimes late) scope changes are principally caused by specific
market forces. However, more research is needed to validate the causal influ-
ence of the different reasons for adding and removing features from the scope
of the project. The causal influence for the timing of when the features were in-
cluded or excluded from the scope of the analyzed projects also requires further
investigation.

The proposed visualization do not promote particular reasons for including
or excluding features from the scope of the project. Therefore, researcher bias
toward (or fishing for) a specific justification is minimized. Finally, although the
example visualizations show four main reasons for removing features from the
scope of the project, there is no theoretical limit to the number of attributes that
can be visualized using this technique. As a result, the mono-operation threat
for under-representation of the construct is minimized.

With respect to external validity threats, we would like to emphasize that
while the investigated scenario has been observed in a specific company, using
a specific development paradigm and releasing software products to a specific
market, the identified issues of estimation challenges and changing the scope of
the project are known and reported in the software engineering literature. We
are aware that the approach should be validated in one or more independent
contexts, yet we believe that the presented visualizations have sufficient support
in the current context that they can be applied, with appropriate caution, in
other than studied contexts.

6 Conclusions and Future Work

Software engineering, as an engineering discipline, should be guided by the goal
of value creation, measured in terms that count for the enterprise that is invest-
ing the resources [9]. In order for software systems to best catalyze their potential
for novel value generation, management must maintain a broad perspective to
ensure that investments is software artifacts deliver an acceptable return. In this
context, deciding which requirements to include into the scope of an upcoming
project is crucial for the process of value creation. In a rapidly changing situa-
tion, such as MDRE, the failure to quickly cancel features or projects that new
information shows are unlikely to succeed is a common example of failing to make
a value-optimizing decision [9]. Improving the understanding of the connections
between technical decisions and enterprise-level value maximization will enable
software engineers and managers to make better choices.

In this paper, we present visualizations that emphasize the relationship be-
tween the technical and financial aspects of scoping decisions. Utilizing a par-
ticular industrial example, with rapidly changing context and a high degree of
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uncertainty, we demonstrate methods for analyzing the impact of scoping deci-
sion on the financial aspects of the project and the company (RQ1). The visu-
alizations help to understand the drivers of late scope exclusions and inclusions
and can assist management efforts to control them (RQ2). The results from this
paper support both diagnostic and predictive aspects of decision making [29] and
have been expressed in a manner that supports strategic decision management
for the project.

In future work, we hope to obtain other data sets that will allow us to further
generalize this work. We are particularly interested in investigating whether new
reasons for removing features from the scope of the project, other than those
identified in this work, can be identified as influences on the scoping process. A
larger dataset may enable us to propose a method for minimizing waste incurred
by late scope removal; we are particularly interested in temporal optimizations
based on cost-benefit analysis or return on investment. Formal statistical anal-
yses of the current dataset are in progress; additional datasets are expected to
strengthen the results of these analyses. Finally, the investigation of possible sim-
ilarities between the defect detection and correction process and the associated
costs are considered within the future work agenda.

In the visualization domain, we plan to investigate cost feedback using geom-
etry (such as line thickness proportional to cost) and luminance (proportional
to cost). Cost feedback can also be provided using cost as a function of assessed
(predicted) risk. Finally, further empirical studies are planned that investigate
the utility of the visualizations for other project managers and how the visual-
izations are interpreted by them.
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Abstract. A release plan defines the short-term evolution of a software product 
in terms of development project scope. In practice, release planning is often 
based on just fragmentarily defined requirements. Current release planning ap-
proaches, however, assume that a requirements catalogue is available in the 
form of a complete flat list of requirements. This very early commitment to de-
tail reduces the flexibility of a product manager when planning product devel-
opment. This paper explores how variability modeling, a software product line 
technique, can be used to plan, communicate, and track the evolution of a single 
software. Variability modeling can reduce the number of decisions required for 
release planning and reduce the information needed for communicating with 
stakeholders. An industrial case motivates and exemplifies the approach. 

Keywords: release planning; variability; features. 

1   Introduction 

Release planning is used to plan the development of software products by allocating 
requirements to development projects [1]. Thereby, the evolving product is aligned 
with market and stakeholder needs, company objectives, and constraints such as time, 
resources, and legacy. Release planning is also a central concern in iterative develop-
ment, where the scope of iterations, rather than projects, is defined [2]. 

Release planning involves the following steps [3]. Requirements are elicited  
and specified based on an understanding of stakeholders, organizational environment, 
and culture [4]. That same understanding is a basis for defining criteria [5] to evaluate 
and prioritize requirements [6]. The priorities are then used to scope releases by  
allocating requirements to development projects. The resulting release plans are  
implemented, delivered, and analyzed with post-release reflections [7]. 

Release planning is challenging in practice because of the typically large number 
of requirements [8]. These requirements often are not properly defined and detailed 
due to the limited effort that can be invested before a development project is funded. 
These challenges contradict with the assumptions taken by current release planning 
approaches. For example, requirements catalogues cannot be considered complete or 
correct until their effect on solution architecture and project planning has been under-
stood and agreed [9, 10]. 
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This paper proposes to ease the release planning problem not by improving priori-
tization algorithms, but by structuring the requirements catalogue. The approach is 
based on analyzing variability [11] by utilizing AND, OR, and REQUIRES relation-
ships between requirements [12]. Such variability is a particular form of decision 
options [13] utilized to define the scope of product releases. 

The approach works with a body of only fragmentarily and vaguely defined re-
quirements and can be used in continuous agile product management processes [14]. 
Simple abstractions allow incremental aggregation and extension of requirement cata-
logues, hence address the scalability problem [15]. The abstractions further allow 
expressing the essence of release decisions to support the dialogue of the product 
manager with stakeholders, hence addressing the problem of limited trust that results 
from mathematical, black box-oriented prioritization [15]. 

This paper motivates and describes the variability-based release planning approach. 
An industrial case of an organization that transited from flat requirements list-based 
release planning to variability-based release planning is used to illustrate the ap-
proach. The paper is structured as follows. Section 2 describes background and moti-
vation. Section 3 introduces variability-based release planning. Section 4 provides a 
short discussion and concludes. 

2   Background and Motivation 

Current release planning approaches require a flat and complete catalogue of require-
ments that are evaluated, prioritized, and selected for implementation [16]. Known 
approaches include manual techniques such as top ten, numerical assignment, raking, 
and 100$-test [6], and computer-based techniques such as Integer Linear Program-
ming [17] and the Analytical Hierarchy Process [18]. 

We investigated release planning in a company that offered software as a service 
for managing media such as text, sound, pictures, and movies. The product manager 
and important stakeholders, henceforth called “release planners”, regularly planned 
software releases that corresponded to small and large version increments. 

The requirements catalogue was managed in a word processor document and used 
as a basis for release planning. It contained 108 requirements. Some of them were 
specified with a few words in a declarative manner. Others were specified in detail 
with descriptions of up to 245 words. The requirements were grouped into 12 sections 
and 19 subsections or themes. The grouping, however, did not show a relationship 
with requirements allocation to development releases. In average, a group contained 
3.6 requirements and was allocated to 1.93 releases. 

Current release planning approaches would have expected the release planners to 
evaluate every detailed requirement. For example the planners would have compared 
each requirement individually with other requirements by posing questions such as 
“are thumbnails of variable sizes (requirement 11.3) more important than storage of 
search results (requirement 8.1)?” Such evaluation would have led to detailed evalua-
tion results. However, it also would have increased the risk of losing the understanding 
of the big picture and sub-optimizing details irrelevant in the given product evolution 
stage. 



 Variability-Based Release Planning 183 

Considering requirements out of their larger context also would have increased the 
risk of misunderstandings: When would thumbnails be shown? For what purpose? 
Which sizes? What (photos, videos, documents, etc.) would be depicted by these 
thumbnails? It is evident, independent of the applied prioritization technique, that the 
lack of a common understanding leads to considerably different interpretations of 
criteria such as importance, urgency, dependencies, implementation cost, and risk. 

These problems motivated us to indentify alternative release planning approaches 
based on the following criteria. Minimalism: release planning should involve as few 
decisions as possible to reduce effort and likelihood of errors. Traceability: a release 
plan should be traceable to roadmaps to align long-term with short-term planning. 
Saliency: a release plan should abstract detail and contain just salient information to 
support negotiations and communication. Evolution: a release plan should change to 
reflect evolving knowledge and progress. 

A solution that respects these criteria moves the release planning problem away 
from mathematical optimization towards supporting the dialogue with stakeholders. A 
minimal number of release planning decisions enables stakeholders to reflect on alter-
natives, for example by building a mental model of the decision options and by ex-
ploring what-if scenarios. Traceability to roadmaps allows stakeholders to understand 
the impact of decisions on their stakes and commitments regarding the software prod-
uct. For example they need to know whether they need and can hold promises given 
during long-term planning. Saliency allows focusing on the big picture, e.g. by dis-
cussing just the most important decision-making topics and options during steering 
committee meetings and by communicating just the important information for market-
ing purposes. A release plan finally, is in continuous evolution. It is expanded when 
new requirements are elicited, refined when solutions are explored, and its status 
changed when development progresses. 

3   Variability Modeling for Release Planning 

Feature trees are a widespread approach to document and analyze variability of soft-
ware products [11]. They are used to specify how features vary for the products of a 
product line (variability in space). Applied for release planning, variability models 
can be used for defining the evolution of software (variability in time) [19]. How 
feature trees are utilized for release planning, has not been researched yet though [1]. 

The here proposed approach structures requirements with such a feature tree. The 
tree’s root refers to the central parts of the solution: the architecture and infrastructure 
assets to be developed before value-adding features can be added. The branches cap-
ture variability by referring to features that are enhanced incrementally with extending 
sub-features. Each feature groups requirements with an AND relationship [12]. These 
requirements are intended to be developed together in the same development incre-
ment. An enhancing feature stands in a REQUIRES relationship with the enhanced 
feature. Alternative enhancements stand in an OR relationship. 

A product manager constructs a feature tree by first grouping requirements into 
coarse features and then building feature vectors [20] that connect the root of the 
feature tree with leafs. Feature vectors are built iteratively by extracting requirements 
from given features into extending sub-features [21]. The feature vector-building 
process stops when no requirements can be extracted without making the concerned 
super-feature useless. 
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Fig. 1. Extract of the media management solution’s feature tree (notation [21]). Allocation of 
requirements to features (AND relationship) not shown  

The product manager uses the feature tree for release planning, communication, and 
controlling. Initial development starts with the root of the tree. Release planning in-
volves selecting those features that are not implemented yet from those that are con-
nected with already implemented or planned features (connectivity rule). Implementa-
tion progress is documented by tagging features as being implemented. The tree is used 
in project status and in steering committee meetings as an instrument to illustrate plans 
and progress. Emerging requirements, for example discovered during elicitation activi-
ties or late in the development process, are added to existing non-implemented features 
or as new leaf features to the tree. 

Figure 1 shows the feature tree that the product manager of the media management 
solution created and continuously used for planning, communicating and controlling 
implementation progress. Media Management was the root and referred to the basic 
software infrastructure. Each node selected for implementation was marked with a bold 
edge and the contained requirements were entered into the backlog of the concerned 
development increment. The feature Indexing, for example, contained 12 requirements 
(AND relationship). The feature Indexing was only selected for implementation after 
Media Entry was implemented (REQUIRES relationship). Concluded feature imple-
mentation was marked by shading the corresponding nodes. In an earlier development 
stage, Media Entry stood in competition with Basic Admin Intf (OR relationship): 
none, one of them, or both features could be implemented as an enhancement of Edit. 
The chain Edit ← Media Entry ← Indexing represented one of the feature vectors of 
the media management solution. 

A major challenge concerned the implementation of the approach. No tools were 
available that were integrated into the development environment. Ad-hoc tools were 
used instead. The feature tree was specified with diagramming software and the re-
quirements–feature allocation (AND grouping of requirements) with a word processor 
document. The development project tracked requirements and implementation  
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progress with a task management solution. The product manager ensured consistency 
in meetings with the development team. 

4   Discussion and Conclusions 

This paper has introduced an approach, variability-based release planning, that simpli-
fies release planning by structuring the underlying requirements catalogue. It utilizes 
feature trees and feature vectors to structure requirements with AND, OR, and 
REQUIRES relationships. It uses feature extraction as the basic technique to construct 
the tree and a simple lifecycle model to track and plan software development. An 
industrial case was described to motivate and exemplify the approach. 

Variability-based release planning reduces the complexity of release planning com-
pared with the traditional approaches that are based on a flat list of requirements. The 
feature tree allows abstracting from detailed requirements to groups of requirements. It 
provides a graphical representation that allows stakeholders to develop a mental model 
of the decision options. A planned release can now be described by referring to a few 
features instead of a potentially large and incomplete set of requirements. The de-
scribed tree construction, planning, and controlling approach is used to evolve the 
information base for release planning. Containers for adding requirements that are 
discovered late in the development process allow dealing with requirements incom-
pleteness. The connectivity rule provides support to rapidly identify those features that 
are candidates for release planning. Release planning scenarios can be analyzed by 
exploring the OR relationships between sub-features. Roadmaps can be traced to by 
referring with important features to agreed activities of the company, for example by 
utilizing appropriate naming. 

Variability-based release planning has not been integrated with other product man-
agement and development activities yet. Future research should investigate how the 
approach relates to upstream techniques for requirements triage such as the require-
ments abstraction model [4] and downstream techniques for requirements communi-
cation such as handshaking with implementation proposals [9]. Empirical research is 
needed to better understand benefits, and limitations of variability-based release plan-
ning in practice, for example compared to other release planning approaches. 
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For many companies, software development is their core business process. For this 
process to be economically viable, it is not enough that software companies deliver 
software products that satisfy customers´ written specification. Software businesses 
also deem other requirements important as to deliver in time and on budget, to in-
crease developers´ satisfaction and to optimize their delivery processes and reduce 
waste. 

Collective efforts by software engineering practitioners, consultants and research-
ers have yielded a huge variety of solutions for improving software processes, prod-
ucts and services. While it is generally known that the suitability and effectiveness of 
most of these solutions depend on the context where they are applied, only few  
empirical studies were done to uncover how the current process/product/service-
focused approaches used in software businesses yield outcomes that are aligned to the 
business goals of these organizations. With few exceptions, little is known about the 
empirical evidence that can possibly confirm or disconfirm the claims of effectiveness 
of different commercially viable approaches that solve particular process, product or 
service related problems. 

The primary goal of the first EPIC workshop was twofold: to initiate (1) the con-
versation of leveraging empirical research for software business success and (2) the 
process of creating a forum and a community to debate the need and value of using 
empirical/evidence-based approaches to researching aspects of software processes, 
products and services that contribute to software business success. An outcome of the 
workshop is the LinkedIn group, EPIC FORUM. 

The second EPIC event was a panel session that defined some roadblocks to the 
collaboration of software business practitioners and researchers, and some solutions 
that worked. 

The third workshop builds upon these first results and will extend the discussion on 
state-of-the art good practices for empirical research that adds value to both small and 
large software companies. 



B. Regnell, I. van de Weerd, and O. De Troyer (Eds.): ICSOB 2011, LNBIP 80, p. 188, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

IWSECO 2011:  
Third International Workshop on Software Ecosystems  

Slinger Jansen1, Jan Bosch2, Faheem Ahmed3, and Piers Campbell3 

1 Utrecht University, The Netherlands  
2 Intuit Inc, USA 

3 United Arab Emirates University 

 
Software vendors no longer function as independent units, where all customers are 
end-users, where there are no suppliers, and where all software is built in-house. In-
stead, software vendors have become networked, i.e., software vendors are depending 
on (communities of) service and software component suppliers, value-added-resellers, 
and pro-active customers who build and share customizations. Software vendors now 
have to consider their strategic role in the software ecosystem to survive. With their 
role in the software ecosystem in mind, software vendors can become more successful 
by opening up their business, devising new business models, forging long-lasting 
relationships with partnership networks, and overcoming technical and social chal-
lenges that are part of these innovations. The focus of the first workshop was the 
definition of the research field. The second workshop’s focus was the ‘ideal’ architec-
ture of a software platform.  The third workshop on software ecosystems focuses on 
the management of software ecosystems, i.e., how a software vendor can manage its 
network of partners, developers, service deliverers, and other third parties that play a 
role in the software ecosystem. 

Typically, software vendors have several instruments available to them for manag-
ing their ecosystem, such as the creation of partnership models or the introduction of 
component and service certification. The effects of these decisions on the software 
ecosystem have not yet been made measurable, which can be considered one of the 
main challenges of the field of software ecosystems.  

A software ecosystem is a set of actors functioning as a unit and interacting with a 
shared market for software and services, together with the relationships among them. 
These relationships are frequently underpinned by a common technological platform 
or market and operate through the exchange of information, resources and artifacts. 
Several challenges lie in the research area of software ecosystems. To begin with, 
insightful and scalable modeling techniques for software ecosystems currently do not 
exist. Furthermore, methods are required that enable software vendors to transform 
their legacy architectures to accommodate reusability of internal common artifacts 
and external components and services. Finally, methods are required that support 
software vendors in choosing survival strategies in software ecosystems. 

The workshop aims to further increase the body of knowledge in this specific area 
of software reuse and software engineering by providing a forum to exchange ideas 
and discuss state-of-the-art results. It will build and shape the community of leading 
practitioners and research experts. Given the relevance of software ecosystems, and 
the rather unexplored scientific and industry contribution in this field, the workshop 
will deliver a state-of-the-practice overview of the available knowledge on software 
ecosystems, as well as an overview of challenges for further research. 
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