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Preface

Large progress has been made in the past few years towards quantifying and 
understanding climate variability during past centuries. At the same time, present-day
climate has been studied using state-of-the-art data sets and tools with respect to the 
physical and chemical mechanisms governing climate variability. Both the 
understanding of the past and the knowledge of the processes are important for 
assessing and attributing the anthropogenic effect on present and future climate. 
The most important time period in this context is the past approximately 100 years, 
which comprises large natural variations and extremes (such as long droughts) as 
well as anthropogenic influences, most pronounced in the past few decades.

Recent and ongoing research efforts steadily improve the observational record 
of the 20th century, while atmospheric circulation models are used to underpin the 
mechanisms behind large climatic variations. Atmospheric chemistry and composition
are important for understanding climate variability and change, and considerable 
progress has been made in the past few years in this field. The evolving integration 
of these research areas in a more comprehensive analysis of recent climate variability
was reflected in the organisation of a workshop “Climate variability and extremes 
in the past 100 years” in Gwatt near Thun (Switzerland), 24–26 July 2006. The aim 
of this workshop was to bring together scientists working on data issues together 
with statistical climatologists, modellers, and atmospheric chemists to discuss gaps 
in our understanding of climate variability during the past approximately 100 years. 
The peer-reviewed chapter contributions together provide an overview of this entire 
period, and incorporate both physical and chemical aspects of climate science, 
employing observational data and models. In summary, the book aims at providing 
an overview of the current state of research on 20th-century climate variability.

We would like to thank all of the contributors, who made this meeting an 
extraordinary event. Most importantly, we would like to thank the sponsors of the 
workshop, namely SwissRE/NCCR Climate, the Swiss National Science Foundation, 
ProClim, and the Max and Elsa Beer-Brawand-Fonds of the University of Bern.

Zürich, Switzerland Stefan Brönnimann
Bern, Switzerland Jürg Luterbacher
Zürich, Switzerland Tracy Ewen
Boulder, Colorado, USA Henry F. Diaz
Greenbelt, Maryland, USA Richard S. Stolarski
Bern, Switzerland Urs Neu
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A Focus on Climate During the Past 100 Years

S. Brönnimann1, T. Ewen1, J. Luterbacher2, H. F. Diaz3,
R. S. Stolarski4, and U. Neu5

Abstract The past 100 years are a key period for understanding climate variability 
and climate change as it marks the changeover from a climate system dominated by 
natural influences to one significantly dominated by anthropogenic activities. This 
volume is a compilation of contributions to a workshop dealing with different aspects
of climate change, variability, and extremes during the past 100 years. The individual
contributions cover a broad range of topics, from the re-evaluation of historical 
marine data to the effect of solar variability on the stratosphere. In this introductory 
chapter we provide an overview of the book in the context of recent research.

1 Introduction

The latest report of Working Group I of the International Panel on Climate Change 
(IPCC 2007) concludes that, very likely (probability > 90 %), human influence has 
 contributed to a warming of the planet during the past 50 years and that it virtually 
certainly (> 99 %) will lead to an accelerated warming in the future. In order to 
understand, quantify and predict anthropogenic impacts on climate, the study of past 
climate variability is of utmost importance. The current understanding of past climate 
and its variability on interannual-to-decadal time scales is still fragmentary owing to 
the complexity of the coupling between atmosphere, ocean, and land surface and 

1  Institute for Atmospheric and Climate Science, ETH Zürich, Switzerland 
stefan.bronnimann@env.ethz.ch, tracy.ewen@env.ethz.ch

2  NCCR Climate and Oeschger Centre for Climate Change Research and Institute of Geography, 
University of Bern, Switzerland 
juerg@giub.unibe.ch

3  NOAA-ESRL, Boulder CO, USA 
henry.f.diaz@noaa.gov

4  NASA Goddard Space Flight Center, Greenbelt MD, USA 
Richard.S.Stolarski@nasa.gov

5  ProClim, Bern, Switzerland
neu@scnat.ch
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 complex dynamics within the atmosphere itself. Open questions also concern the 
chemical and dynamical variability of the stratosphere, which arguably plays an 
important role in climate variability.

Probably the most important time period for assessing climate variability and under-
standing the underlying processes is the past 100 years. First, with respect to climate 
trends, this period marks the changeover of a climate system driven by natural forcings 
to a climate system in which anthropogenic forcings play a major role. Second, with 
respect to climate variability, the past 100 years are the closest precedent to the present 
and future. Understanding the processes governing interannual climate variability dur-
ing the recent past may eventually contribute to improved seasonal forecasts. Third, 
with respect to extremes, the period is important as it comprises several volcanic erup-
tions, severe droughts and floods, heat waves and other climate extremes. Some of these 
extremes are expected to become more frequent in the future and therefore past 
extremes may serve as an analogue. Finally, the past 100 years are accessible, at least 
to some extent, for both direct observational analyses and modelling studies.

The aim of this book is to give a broad overview of climate variability and 
extremes during the past 100 years through a compilation of selected contributions to 
a workshop held in Gwatt, Switzerland in July 2006. Some of the contributions 
present new research results on a specific topic, while others have a review character 
and provide an overview with a broader scope. However, the book is by no means 
complete. This introductory chapter gives an overview of this volume in the context 
of recent research, highlighting some of the key findings and concepts.

The chapter is structured as follows. In Sect. 2 we use the example of Arctic warming 
to demonstrate why the focus on the past 100 years is important and how science 
might progress in the future. The remaining sections then follow the structure of the 
book, starting with the observational record (Sect. 3), climate trends and processes 
(Sect. 4), climate variability and extremes (Sect. 5) as well as chemical changes and 
the variability of the stratosphere (Sect. 6). Conclusions are drawn in Sect. 7.

2 The Focus on the Past 100 Years: An Example

An example that illustrates the importance of a focus on the past 100 years as well 
as the challenges in understanding the complex interactions in the climate system 
is Arctic warming (see also Alekseev et al. and Stroeve and Maslowski, this vol-
ume). During the past 100 years the Arctic experienced two pronounced warming 
periods (Fig. 1). Between 1915 and 1945, annual mean temperatures increased by 
about 1.8°C. This period was followed by a cooling and a more recent warming, 
which started around 1970 and is still ongoing. Stroeve and Maslowski (this vol-
ume) report accelerated melting of sea ice during the past decades, particularly 
since the late 1990s. In fact, the two most recent winters (2005/2006 and 2006/2007) 
were extremely warm and were accompanied by record low sea ice extent (see also 
Serreze et al. 2007). The change of Arctic climate is a major research focus 
(reflected in the Arctic Climate Impact Assessment and the International Polar Year 
2007/2008) because of the sensitive nature of Arctic systems.
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The recent warming appears to be related to global warming, which is expected to 
be amplified in the Arctic due to feedback effects (e.g., ice-albedo feedback or cloud 
feedback). Due to this “polar amplification”, most climate models produce an accel-
erated future Arctic warming of three to four times the global average (Holland and 
Bitz 2003). As a consequence, Arctic sea ice might change abruptly in the future 
(Holland et al. 2006). How sure are we about the mechanisms underlying the current 
and future Arctic warming in the light of the early 20th century warming? Global 
temperatures (land and sea) also increased in the first part of the 20th century (Fig. 
1), but anthropogenic influences were much smaller at that time, and the Arctic 
warming could also just reflect an extreme realisation of internal variability in the 
climate system (Zhang et al. 2007). Some authors postulate a low-frequency oscilla-
tion (Polyakov et al. 2003) in the Arctic ocean–sea ice system which underlies any 
long-term trend, producing phases of accelerated warming. Bengtsson et al. (2004) 
suggest that the early 20th century warming was caused by increased transport of 
warm Atlantic water into the Arctic due to stronger westerly winds between Norway 
and Spitsbergen, reinforced by ocean–atmosphere–sea ice feedbacks in the Barents 
Sea (see also Fig. 2). For the recent warming, Stroeve and Maslowski (this volume) 
found that atmospheric circulation does not contribute considerably. Figure 1 shows 
that Arctic temperature is correlated with both global temperature and with the sea-
level pressure (SLP) gradient between Norway and Spitsbergen (an approximation of 
the strength of westerly winds, bottom curve in Fig. 1). Given the similarity of 
response in Arctic temperatures during the early and late 20th century warming, the 
question remains: To what extent is Arctic temperature controlled by global warming, 
by the regional atmospheric circulation, or by lower frequency oceanic processes?

Our understanding of the climate mechanisms operating in the Arctic on different
timescales is still limited. From the data side, it would be important to have better 

Fig. 1 Annual surface air temperature for the globe (top, HadCRUT2v, Jones and Moberg 2003) 
and north of 62°N (middle, Polyakov et al. 2003). The bottom curve shows the annual difference 
in sea-level pressure between Tromsø and Spitsbergen (HadSLP2, Allan and Ansell 2006). All 
series are anomalies with respect to 1961–1990, smoothed with a 3-year moving average. Grey 
shadings denote the two phases of pronounced Arctic warming.
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surface air temperature data as well as sea ice coverage and upper-air data, for both 
warming periods and the intermittent cooling phase. The data then need to be ana-
lysed with respect to seasonal to interannual variability of Arctic climate, including 
extremes, and with respect to the large-scale atmospheric circulation (Overland and 
Wang 2005). Land-surface feedback might play a particularly important role 
(Chapin et al. 2005). From the model side, one would wish to have models capable 
of reproducing both the early 20th century warming and the recent trend. However, 
there are still strong limitations in this respect (e.g., Wang et al. 2007).

Perhaps Arctic warming can only be understood by taking atmospheric chemistry 
into account. Pollutants emitted in the midlatitudes can be transported to the Arctic, 
where they lead to the phenomenon of “Arctic Haze”. Its effects on clouds and 
long-wave radiation in the Arctic are suggested to be significant contributors to the 
recent warming (e.g., Lubin and Vogelmann 2006; Garrett and Zhao 2006; Law and 
Stohl 2007).

Arctic weather and climate are also affected by the stratosphere and the strat-
ospheric ozone layer. Through dynamical coupling of the stratosphere and troposphere,

Fig. 2 Sea ice cover in the Barents sea region plays an important role in Arctic climate variability 
(Bengtsson et al. 2004). True colour image (Terra/MODIS) of the Novaya Zemlya islands and the 
coast of Russia on 12 June 2001. The Barents sea (left) is ice free, whereas the Kara sea (right) is 
still ice covered (Jacques Descloitres, MODIS Land Rapid Response Team, NASA Visible Earth 
v1 ID 8126).
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stratospheric disturbances can propagate downward and affect weather and climate 
at the ground (e.g., Baldwin and Dunkerton 2001).

This list of research directions – data work, analyses of trends, variability, and 
extremes in observations and models, analyses of coupling processes and feedbacks,
analyses of chemical climate and aerosols, analyses of stratospheric processes – not 
only holds for the problem of Arctic warming, but also for many other open questions
in climate research. Therefore, we have structured the volume along these lines.

3 The Observational Climate Record

In this section we attempt to give an overview of the current efforts and remaining 
problems related to climate data over the past 100 years. The examples in this book 
cover the most important observation platforms and data types, though they are by 
no means exhaustive. Figure 3 shows the platforms and measurement systems used 
to study the Earth’s atmosphere and climate since the late 19th century. Many of the 
widely used global climate data sets for the Earth’s surface reach back to the second 
half of the 19th century (Fig. 3). These data sets, comprising sea-surface and surface-
air temperature, pressure, precipitation, and some other variables, are the most 
important climate and weather data prior to the more recent period (1948–present), 
which has been reanalysed using data-assimilation techniques. There are, however, 
changes within these data sets that affect the quality of the analyses. National 
meteorological networks, the Brussels Maritime Conference of 1853 and, after 

Fig. 3 Measurement platforms for 20th century climate data (adapted from Brönnimann et al. 2005).
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1873, the International (now World) Meteorological Organization established 
standards for weather observations worldwide. The data quality has increased ever 
since, in some cases gradually, sometimes in steps – as has generally data coverage 
over both the terrestrial and marine domains.

The observational data sets are constantly being reanalysed and improved, but 
they could also be complemented and extended back in time. A large fraction of the 
meteorological data has still not been digitised. Concentrated efforts are needed (and
are partly underway) to digitise and re-evaluate these data. However, changes in 
instrumentation, measurement practices and reporting, location, station environments,
and lack of meta information inevitably lead to heterogeneous data sets. It is a 
challenging task to homogenize the data in order to assess climate trends reliably. 
The contributions by Woodruff et al. and Alekseev et al. (this volume) summarize 
these efforts for the examples of sea-surface temperature (SST) and sea ice. The 
situation is very similar for land (station) temperature and pressure data (e.g., Klein 
Tank et al. 2002; Allan and Ansell 2006; Ansell et al. 2006; Nicholls et al. 2006; 
Moberg et al. 2006; Della-Marta and Wanner 2006). Della-Marta and Beniston (this 
volume) report the additional efforts needed for homogenizing daily temperature data
for the analysis of temperature extremes. With daily climate data it is necessary to 
homogenize the entire distribution function, not just the inhomogeneities in the mean.

Climate and weather data near the Earth’s surface only provide a very limited 
view of the large-scale atmospheric circulation. Upper-air measurements started in 
the late 19th century (Fig. 3). During the first decades these measurements were in 
the early stages of development. Lüdecke (this volume) describes this pioneering 
work for the case of the Arctic, where kites, tethered and free-flying balloons, and 
airships were used as platforms. In many countries, operational upper-air networks using
aircraft, kites, and pilot balloons gradually established during the 1900s–1920s, 
while radiosonde networks started only in the late 1930s and 1940s (Fig. 3). An 
important event in the history of climate observations was the International 
Geophysical Year (IGY) 1957/58 (Fig. 3), which not only led to the establishment 
of meteorological stations in Antarctica, a ground-based global total ozone network,
and to measurements of CO

2
 in the atmosphere, but also to an improved, global 

radiosonde network. Still, as these measurements were predominantly obtained for 
operational weather forecast, achieving trend quality remains a major problem 
(Free and Seidel 2005; Sherwood et al. 2005). In the contribution by Sterin et al. 
(this volume) issues related to the quality of upper-air observations and differences 
between data sets are discussed.

The availability of global radiosonde data also marks the beginning of current 
reanalysis data sets, which have become invaluable for atmospheric research. Using 
numerical weather prediction models combined with a filtering and interpolation 
scheme, radiosonde data, observations from the Earth’s surface, from ships, satellites,
and aircraft are assimilated. The most widely used global reanalysis data sets are 
NCEP/NCAR reanalysis (Kistler et al. 2001) and ERA40 (Uppala et al. 2005), 
reaching back to 1948 and 1957, respectively (Fig. 3). Uppala et al. (this volume) 
assess the value of reanalysis data products for climate analysis. While caution is 
still necessary when using the data for trend analysis (see Sterin et al. this volume), 
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they are invaluable for the analysis of global atmospheric circulation variability and 
offer opportunities to reconcile information from independent platforms simultane-
ously. Efforts are currently underway to extend three-dimensional atmospheric data 
sets back to the 19th century based on surface data and historical upper-air data 
using statistical reconstruction techniques and data assimilation (Brönnimann et al. 
2005; Compo et al. 2006).

Information from a reanalysis can also help in the process of homogenizing 
radiosonde temperature records. Instrument-dependent radiation errors as well as 
breakpoints in groups of stations have been identified and corrected by these methods 
(Andrae et al. 2004; Haimberger 2007; see also Sterin et al., this volume).

Another important step in the history of climate observations was the advent of 
space-borne Earth observation in the 1970s (Fig. 3). Satellites potentially provide a 
near-global coverage of numerous climate variables. For instance, the contributions 
by Alekseev et al., Mears, Norris, and Stroeve and Maslowski (this volume) address 
products based on satellite observations such as sea ice coverage (see also Fig. 2), 
cloud cover, and the vertical temperature structure. At least as important as for surface
data, quality remains a fundamental issue for satellite data. In particular, the overlap 
between different sensors is often too short to obtain reliable transfer functions and 
the necessary corrections have been a matter of debate (Mears and Wentz 2005; 
Mears, this volume).

Not only was the physical state of the atmosphere measured during the past 100 
years, but also its chemical composition. Spectral measurements in the UV wave-
length range that provide information on the amount of ozone present locally in the 
Earth’s atmosphere (i.e., total ozone) were performed since the 1920s (see 
Brönnimann et al., this volume). Starting around the 1950s to 1970s, in situ chemical 
measurements were performed at the ground, in the troposphere (e.g., using aircraft)
and in the stratosphere (using balloons, see Staehelin et al., this volume). Since the 
1970s, space-borne sensors have been delivering a wide range of chemical information,
including ozone concentrations. Moreover, satellites measure aerosol properties 
and land-surface information that is extremely important for climate studies (e.g., 
MODIS on NASA’s Terra Aqua satellites, see Fig. 2). Monitoring the atmosphere 
from space not only allows the climate system to be studied from a chemical and 
physical perspective, but also allows external (e.g., volcanic, solar) climate forcings 
to be quantified. Examples are found in the contributions by Jackman and Fleming 
and by Rozanov (this volume).

Large efforts have been devoted to obtaining data sets for the past 100 years that 
are suitable for climate applications. Reprocessing and homogenizing the available 
data in order to obtain a sufficient level of quality to enable the analysis of climate 
trends is an important, ongoing task. At the same time, constant efforts are also 
needed to ensure the quality of the present and future monitoring systems. In 
particular, space-borne observations offer new possibilities, but also new challenges 
with respect to long-term data quality.

While quality is one problem, data quantity is another, particularly in the early 
decades. Much could still be learned from analysing the past 100 years and concentrated
data rescue efforts are needed to extend and supplement the early part of the record.
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4 Climate Trends: Forcings and Processes

During the past 100 years global climate has experienced major changes. Several 
contributions in this volume deal with trends in the climate system and the underlying 
physical processes. In this section we provide a background for these chapters by 
briefly discussing climate forcings and temperature trends.

As shown in Fig. 1, two phases of distinct global (and Arctic) warming can be 
addressed. However, these two warming periods had a different spatial signature, 
as is shown in Fig. 4 for the boreal winter (January–March) period. The 1910–1945 

Fig. 4 Linear trend of boreal winter (January–March) surface air temperature for the period 
1910–1945 (top) and 1950–2003 (bottom) using HadCRUT2v data (Jones and Moberg 2003). At 
least 20 winter mean values must be available in order to calculate a trend.
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trend was most pronounced over the Atlantic and North America, while Europe 
experienced a winter cooling. In contrast, the 1950–2003 period exhibited a strong 
winter warming of the northern hemispheric land masses (see also Jones et al. 1999; 
Trenberth et al. 2007). What may have caused this difference in climatic response?

Multidecadal climate trends can be understood as the product of external forces 
(due to both natural and anthropogenic factors) and internal variability of the 
climate system. The development of the external factors (expressed as radiative 
forcing relative to 1870–1880) is shown in Fig. 5. Despite remaining uncertainties, 
which mainly concern the solar and aerosol effects, it is clear that the past 100 years 
mark the transition of a climate system where changes are dominated by natural 
forcings to one where changes are dominated by anthropogenic forcings. Was the 
1910–1945 trend a result of “natural variability” and the 1950–2003 trend an 
“anthropogenic” warming?

Detection and attribution studies use climate models to predict the effect of the 
forcings and to estimate internal variability and then use these results for statistical 
analyses of the observed climate record (Allen et al. 2006; Hegerl et al. 2006; 
2007). These studies often find that the early 20th century warming was caused by 
both increasing solar irradiance and large natural variability, while anthropogenic 
effects could have also contributed. The “large natural variability” could be related 
to the so-called Atlantic Multidecadal Oscillation (AMO; Delworth and Mann 
2000) – the basin-wide average of North Atlantic SSTs, which is believed to be 
related to the strength of the thermohaline oceanic circulation (Knight et al. 2005; 
Zhang et al. 2007).

The global temperature trend during the past 30 years is dominated by the 
anthropogenic climate forcing (e.g., Allen et al. 2006). The anthropogenic influence
is also detectable in SLP, ocean heat content, and tropopause altitude (e.g., Santer 
et al. 2003). The rate of change observed during the past 30 years was particularly 
large and affected not only surface air temperatures but also troposheric and 
stratospheric temperatures (Mears, Sterin et al., this volume; for an overview on 
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Fig. 5 Radiative forcing of climate since 1870. Solid: Greenhouse gases, dotted: solar, dashed: 
tropospheric aerosols, bars: volcanic forcings (updated from Crowley (2000) and Lean (2004)). 
All series are shown as differences with respect to 1870–1880.



10 S. Brönnimann et al.

stratospheric temperature trends see Ramaswamy et al. 2001, 2006), Arctic sea ice 
coverage (Stroeve and Maslowski, this volume) and thickness (Alekseev et al., this 
volume) and many other variables. Menzel et al. (this volume) demonstrate that 
particularly rapid changes have also occurred in several phenological time series. 
Trends in cloud cover and solar radiation are discussed in Norris (this volume) and 
Wild (this volume), respectively.

In terms of radiative forcing, natural factors dominate only immediately after 
strong tropical volcanic eruptions (Fig. 5). At least five major tropical eruptions 
occurred during the past 125 years, which allows volcanic effects on climate to be 
studied and better understood. Figure 6 (top) shows surface air temperature and 
SLP anomalies averaged over the first post-eruption winters (January–March). 
Volcanic eruptions illustrate that the climate response to a radiative forcing is more 
complex than a uniform temperature change. Rather, there are pronounced seasonal 
and regional patterns, and short and long-term effects need to be distinguished. 
While over the oceans, volcanic eruptions lead to cooling related to decreased 
shortwave radiation (with long-term effects, see Church et al. 2005), they cause a 
winter warming of the northern extratropical land masses (see Robock 2000; 
Fischer et al. 2007). This is an indirect dynamical effect that might proceed via the 
stratosphere (see further discussion in Sect. 6). Depending on the time period, this 
pattern might contribute to winter temperature trends (e.g., from 1950 to 2003; 
Fig. 4 bottom).

Among the anthropogenic forcings, greenhouse gases are the most important 
and arguably the best understood. However, other influences such as tropospheric 
aerosols and land-use change also play a role. These influences are addressed in the 
contributions by Lohmann, Wild, and Seneviratne and Stöckli (this volume). Figure 7 
shows schematically the fluxes of energy, matter, and momentum in the tropo-
sphere and how they are affected by anthropogenic activities. Greenhouse gases 
primarily affect the long-wave radiation balance, while the effect of aerosols on the 
energy and water balance is more complex. Lohmann (this volume) provides an 
excellent overview.

The aerosol effect is often addressed in terms of direct and indirect effects. 
A consequence of the direct effect is a reduction of total solar radiation reaching 
the Earth’s surface (Fig. 7), which is known as “global dimming” (Ohmura and Lang
1989). Wild (this volume) shows that for the last 20 years, this trend has reversed 
over the industrialised regions (in fact, over much of the globe) in line with a 
decrease in sulphur emissions (Wild et al. 2005). In order to disentangle the effects 
of increasing long-wave radiation (due to greenhouse gases) and changing short-
wave radiation (due to aerosols, affecting only daytime temperature), the diurnal 
temperature range is often analysed. Wild (this volume) shows that its change 
agrees with a trend reversal from “global dimming” to “global brightening”.

The indirect aerosol effect (see Lohmann, this volume) comprises the effects on the 
cloud optical and microphysical properties as well as on the cloud amount and lifetime 
(see Fig. 7). Its magnitude is one of the largest remaining uncertainties in the assessment 
of anthropogenic climate influences (Forster et al 2007). Addressing trends in cloud 
cover (which aerosols and other factors also influence) is much more difficult than 
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addressing temperature trends. Norris (this volume) reports that upper-level cloud cover 
has decreased over the past decades, while the data show large discrepancies and incon-
sistencies when it comes to low clouds (see also Evan et al. 2007).

Another important player in the climate system is the land surface. It affects climate
through the storage of water and CO

2
 in soils and vegetation, through controlling 
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Fig. 6 Effect of tropical volcanic eruptions (top) and ENSO (bottom) on boreal winter (January–
March) surface air temperature and SLP since 1880. Temperature and SLP data were detrended. 
The top panel shows a composite of the first winters after five tropical eruptions (Krakatoa, Santa 
Maria, Mt. Agung, El Chichón, Pinatubo). The bottom panel shows regression coefficients using 
a NINO3.4 index (September–February average) after removing two winters after each major volcanic
eruption (same as above plus Katmai, see Brönnimann 2007).
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their exchange with the atmosphere and through modifying the energy balance (Fig. 7).
Land-surface processes are not static but themselves depend on climate (e.g., 
albedo). Moreover, human induced land-use changes can affect climate via land–
atmosphere interactions. Seneviratne and Stöckli (this volume) give an overview of 
the processes relevant for land–atmosphere interactions and their implications for 
climate variability.

Marked climate trends have been observed in the global climate system during 
the past 100 years, most importantly during the past 30 years, when the anthropogenic
influence was strongest (IPCC 2007). These trends are increasingly well docu-
mented; examples are found throughout this volume. While some of the processes 
are relatively well understood today, this is not the case for others, in particular when 
coupling processes and feedbacks come into play. Focusing on the past 100 years, 
which comprise periods with strong and weak trends in anthropogenic forcing, 
might help to narrow down some of the remaining uncertainties.

5 Climate Variability and Extremes

The processes depicted in Fig. 7 show the direct, “static” effect of climate forcings 
on the budgets of energy, matter, and momentum. As mentioned for the case of 
volcanic eruptions, there are important indirect, “dynamic” effects as these processes
also change the large-scale atmospheric circulation and its variability. For instance, 
they might affect the strength of the Hadley cell (see Diaz and Bradley 2004 for an 
overview) or the extratropical circulation. In order to properly assess future climate 
scenarios it is therefore important to study the interannual climate variability that 

Fig. 7 Schematic depiction of the fluxes of matter, energy, and momentum in the climate system.
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was observed or modelled during the past 100 years. Moreover, a better understanding 
of interannual climate variability helps to improve seasonal forecasts. The interest 
is particularly strong for extreme climate events that have large economical impacts 
such as large-scale droughts and heat waves. In fact, several contributions in this 
volume address heat waves and droughts.

One main line of research on interannual climate variability and extremes concerns
the concept of variability modes and their impact on climate, predictability, and 
change in a future climate. Arguably the most important mode is El Niño/Southern 
Oscillation (ENSO). El Niño is an episodic warming of the eastern and central tropical
Pacific, associated with an eastward shift of convective activity from the western 
tropical Pacific (Philander 1989; Diaz and Markgraf 2000; McPhaden et al. 2006). 
Via changes in the Hadley circulation and interaction with the extratropical circula-
tion, ENSO affects temperature and SLP globally as is shown for the boreal winter 
period in Fig. 6 (bottom, regression coefficients using the September–February 
average of the NINO3.4 index, see Brönnimann 2007). El Niño often brings 
drought to different parts of the world (e.g., Diaz et al. 2001). Apart from affecting 
the Indian monsoon, it also influences monsoonal rainfall over southern West 
Africa (Paeth, this volume). Because ENSO is to some extent predictable (e.g., 
Chen et al. 2004), studying the relationship between the tropical Pacific and climate 
in more remote regions is an important area of research.

The dominant mode of interannual variability in the North Atlantic-European 
sector is the North Atlantic Oscillation (NAO, see Wanner et al. 2001; Hurrell et al. 
2003). It is defined as the SLP difference between the Azores high and the Icelandic 
low (the two dominant centres of action over the Atlantic) and affects climate in 
Europe, North Africa, and eastern North America. The NAO is an important con-
cept for assessing impacts of climate variability. For instance, Menzel et al. (this 
volume) show that the phase of the NAO affects spring leaf unfolding in Germany. 
Large efforts are currently devoted towards a seasonal forecasting of the NAO, even 
though its predictability seems to be limited.

Climate extremes are often related to extremes in the above-mentioned variability
modes, although in general, different factors act together to produce extremes. This 
is shown in Fig. 8 for the example of droughts. The key factors identified here are 
oceanic forcing, aerosol effects, and land–atmosphere interactions. As a consequence,
global change can affect the frequency of extremes in various ways.

Oceanic forcing of the atmosphere can alter the large-scale moisture flux, 
including the monsoon systems and other circulation systems that normally transport
humidity to the drought-prone areas. Several major droughts were observed during 
the past 100 years and were analysed in relation to oceanic forcing. The importance 
of large-scale SST anomalies in forcing atmospheric circulation patterns that are 
conducive to drought has been demonstrated for the Great Plains (Schubert et al. 
2004), the Sahel region (Giannini et al. 2003; see also Paeth, this volume), and 
central Europe (Sutton and Hodson 2005; Black and Sutton 2007; see also Hoerling 
and Kumar 2003). For instance, large-scale SST anomalies related to a positive 
phase of the AMO cause dry conditions across the USA, while a cold tropical 
Pacific (e.g., La Niña) often leads to droughts in the south-west of the USA and the 
Great Plains (McCabe et al. 2004). Both effects acted together in the 1930s and set 
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the stage for “Dust Bowl” droughts in the USA (Schubert et al. 2004). However, 
other processes such as land–atmosphere feedbacks also played an important role 
(Schubert et al. 2004; see also Seneviratne and Stöckli, this volume). The “Dust Bowl”
is not the only region where land–atmosphere coupling is important. In a future climate,
this might also be the case for central Europe (Seneviratne et al. 2006).

Paeth (this volume) gives an overview of drought conditions in the Sahel region. 
While large-scale SST anomalies and changes in atmospheric circulation are an 
immediate cause, the long-term trends can also be explained by other causes, including
soil properties, vegetation cover, and aerosols (see also Rotstayn and Lohmann 
2002). Lohmann (this volume) discusses the effect of aerosols on precipitation and 
points to droughts in Southern China that may have been linked to a decreased 
land–sea temperature gradient (due to the presence of aerosols) and a weak monsoon
circulation (see also Lau et al. 2006). However, the suggested mechanisms differ 
between the studies and the results are not yet conclusive, as current climate models 
do not account for all relevant microphysical properties.

Droughts are also experienced in Europe. The Mediterranean region is particularly
vulnerable (e.g., Xoplaki et al. 2004), but other regions are also affected by 
droughts. The most prominent recent example is the heat wave in central Europe in 
2003 (Schär et al. 2004; Beniston 2004). Have droughts and heat waves in Europe 
become more frequent? Della-Marta and Beniston (this volume) analyse changes in 
the occurrence of summer heat waves in Europe during the past 126 years. Apart 
from important data obstacles they had to overcome, the authors report that heat 
waves have increased both in number and in persistence.

The topic of climate extremes became apparent to the participants of the meeting 
from which this book results, as the event took place during a heat wave. In many parts

Fig. 8 Processes involved in the development of droughts and pathways through which they can 
be affected by climate change.
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of Switzerland, July 2006 was the hottest July on record (Fig. 9 top left). Fall 2006, 
winter 2006/2007 and spring 2007 were equally extreme (shown for the series from 
Bern, Switzerland, in Fig. 9 bottom, see also Luterbacher et al. 2007). Had the meeting
taken place a few months earlier, the participants would have witnessed another 
extreme: In August 2005 the conference venue was flooded (Fig. 9 top right).

Is this evidence that climate has become more variable? Several authors have 
suggested that increasing temperature variability contributes to the increased fre-
quency in heat waves (Schär et al. 2004). For the occurrence of extremes, changes 
in variability are as important as changes in the mean (Katz and Brown 1992). 

Fig. 9 Surface air temperature anomalies in July 2006 (top left, in degree Celsius with respect to 
the 1961–1990 average), Jones and Moberg 2003. The conference site in Gwatt, Switzerland (dot 
in left panel) in August 2005 (top right) following an extended period of much above normal 
precipitation. Lower panel displays seasonal temperature anomalies (with respect to the 1961–1990 
average) in Bern, Switzerland from 1961 to 2007 (winter 1963 is off the scale), data provided by 
MeteoSwiss. The solid line shows a running average over four seasons.
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Scherrer et al. (this volume) analysed climate data as well as climate scenario runs 
for the 21st century with both respects, focussing on central European temperature. 
For the summer season, they found an increase in the mean during the past 40 years 
and in the variability. Analyses based on daily summer temperature from Della-Marta
and Beniston (this volume) show that summer temperature variability has increased 
significantly over the last 126 years in central western Europe. Relatively small 
changes in the variability of daily summer temperature (+11%) have contributed 
approximately 40% to the increase in extremely hot days. For the 21st century, 
Scherrer et al. (this volume) report large relative increases in mean temperature for 
all seasons with maxima in summer, accompanied by an increase in variability. In 
Central and Eastern Europe, this appears linked with a mean decrease of soil moisture
and a consequent strengthening of land–atmosphere coupling as concentrations in 
greenhouse gas increase (Seneviratne et al. 2006; see also Seneviratne and Stöckli, this
volume), which could also explain part of the recent trend during the 20th century.

The contributions in this volume show that progress has been made in addressing and 
documenting changes in climate extremes. Such progress is important, as extremes are 
rare events that are occur infrequently enough for statistical analyses, and are difficult to 
model numerically. Concerning the underlying processes, the contributions show that 
several factors act together and therefore must be considered together, similar as outlined 
in Sect. 2 for the problem of Arctic warming. For droughts, for instance, the large-scale 
oceanic forcing of atmospheric circulation must be considered as well as land-surface 
processes and aerosols. A lot still has to be learned in order to better assess extremes and 
their possible change in a future climate and in order to obtain better forecasts. In this 
effort, the past 100 years have been and still are an important learning ground.

6 Chemical Changes and the Variability of the Stratosphere

In the past 100 years, climate has undergone changes not just near the Earth’s surface
but also in the middle and upper atmosphere. Also, changes have been observed in 
the chemical properties of the atmosphere, some of which have affected the climate 
near the ground. The link between chemical and physical aspects of climate is a 
comparably new and rapidly evolving topic of climate research that is covered only 
to a limited extent by the contributions in this book. A key role is played by ozone 
and by stratospheric processes – the focus of this section.

Trace gases naturally occur in the atmosphere due to emissions by living organisms,
geogenic emissions, lightning, or forest fires. Humans have started to influence the 
composition of the atmosphere substantially and on a global scale at least since the 
advent of the industrialisation (see Staehelin and Schnadt Poberaj, this volume). In 
addition to the greenhouse gases CO

2
 and methane (CH

4
), reactive gases are being 

emitted. Combustion processes produce nitrogen oxides (NO
x
), carbon monoxide 

(CO) and, depending on the fuel, sulphur dioxide and a range of organic compounds.
Industrial processes and households have emitted ozone depleting substances, and 
man-induced biomass burning produces large amounts of aerosols. These constituents
have profound effects on both air quality and climate.
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A particularly important tropospheric constituent is ozone. It is an irritant to 
humans, a greenhouse gas, and one of the main determinants of the oxidizing 
capacity of the troposphere (and hence the lifetime of other greenhouse gases). It is 
formed in the stratosphere via oxygen chemistry in the presence of UV radiation. 
In the troposphere, it can be formed from the oxidation of CO, CH

4
, or higher 

hydrocarbons in the presence of NO
x
. How much of the present tropospheric ozone 

burden is a consequence of the anthropogenic influence and how much is natural 
(e.g., influx from the stratosphere)? Staehelin and Schnadt Poberaj (this volume) 
assess the changes in tropospheric ozone during the past decades. They find that 
tropospheric ozone levels over Europe have doubled since World War II due to 
anthropogenic emissions.

Ozone plays a particularly important role in the stratosphere, where it forms the 
ozone layer that shields life on Earth from harmful UV radiation. Ozone depleting 
substances have caused a considerable depletion of stratospheric ozone since the 
1970s and have led to the phenomenon of the Antarctic ozone hole (Solomon 1999; 
Staehelin et al. 2001; WMO 2007; see also Brasseur and Brönnimann et al., this 
volume). Figure 10 shows the trend of the ozone column in February between 1979 

Fig. 10 Linear trend of the ozone column (DU/Year) in February from 1979 to 2001 based on 
Total Ozone Mapping Spectrometer data.
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and 2000. Apart from the ozone depletion signal, the trend has a clear spatial pattern 
which can not be explained by chemical depletion but rather points to dynamical 
processes. Hence, understanding the ozone layer forces us to combine chemical and 
physical perspectives and to use different methods and concepts in order to understand
the atmosphere. Using stratospheric ozone as an example, Brasseur (this volume) 
shows that scientific understanding can only develop due to the interplay of obser-
vations, models, and laboratory measurements. All three methods are necessary to 
confirm, contradict, and constrain each other – until new observations (such as the 
discovery of the ozone hole) reveal an inadequacy in our understanding, leading to 
a new learning cycle.

How good are the chemical and dynamical stratospheric processes represented 
in current models? Dameris and Deckert (this volume) integrated a model over a 
relatively long period of 40 years. They show that their model is able to capture the 
main features of temporal variability of stratospheric ozone on different time scales. 
However, in addition to ozone depleting substances, other important forcing factors 
(greenhouse gases, SSTs and sea ice cover, Quasi-Biennial Oscillation, solar varia-
bility, volcanic aerosols) also need to be included. Currently, large efforts are being 
devoted to a process-oriented validation of chemistry climate models (Eyring et al. 
2006). This allows the models to be used for simulating future changes in the strat-
ospheric ozone layer with sufficient confidence.

Apart from affecting UV radiation at the Earth’s surface, changes in stratospheric
ozone might also change climate at the ground (Thompson and Solomon 2002; 
Gillett and Thompson 2003). Of particular interest in this context are the stratospheric
polar vortices which form in winter. On the one hand, the polar vortices both affect 
and are affected by ozone chemistry and are a location of chemical-dynamical interac-
tion. On the other hand, the polar vortices also take part in the dynamical coupling 
between the stratosphere and the troposphere (Holton et al. 1995). Langematz and 
Kunze (this volume) discuss trends in the intensity and persistence of the vortices 
at both poles during the past decades. They find a high variability on multiannual 
timescales, which makes trend detection very difficult. For instance, a series of very 
cold winters in the Arctic stratosphere during the 1990s was then followed by a 
trend to a more disturbed stratosphere in recent years. Longer time series are 
required to assess trends in the dynamics of the polar vortices.

An important contribution to the variability of the northern polar vortex is that 
of “Major Midwinter Warmings” (see Labitzke et al., this volume). In these events, 
the vortex collapses completely in conjunction with an abrupt warming of the mid-
dle stratosphere by several tens of degrees within a few days. Such events are 
mostly triggered by anomalies in planetary wave activity propagating upward from 
the troposphere (see Limpasuvan et al. 2004). Once the vortex is significantly 
weakened in the middle stratosphere, the signal often propagates downward 
(Baldwin and Dunkerton 2001). Figure 11 shows the time–altitude evolution of the 
daily Northern Annular Mode index (measuring the strength of the polar vortex) in 
2006. Day 0 marks the onset of a major warming in the middle stratosphere 
(30 km), which propagates downward within a week or two and affects the tropo-
sphere repeatedly until the end of February.
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Downward propagation offers a mechanism by which forcings that strongly act 
on the stratosphere, such as solar or volcanic effects, can have an influence on cli-
mate at the ground. As schematically depicted in Fig. 12, strong tropical volcanic 
eruptions not only cool the Earth’s surface by blocking short-wave radiation, but 
also heat up the stratosphere considerably. During the winter season this can lead 
to a differential heating between the sunlit areas and the polar night, which in turn 
may strengthen the polar vortex and, through downward propagation, weather and 
climate at the ground (see also Stenchikov et al. 2004). The winter warming follow-
ing tropical eruptions (Fig. 5 top) could be related to this mechanism.

A combination of direct thermal effects (White et al. 1997; Meehl et al. 2002) 
and indirect dynamical effects via the stratosphere could also be responsible for 
solar effects on climate (see Calisesi et al. 2007 for a recent compilation of papers 
on Sun–climate links). Rozanov et al. (this volume) give an overview of the effects 
via the stratosphere (see also Shindell et al. 1999; Kodera and Kuroda 2002). The 
variability of solar radiation over an 11-year sunspot cycle is much larger in the UV 
wavelength range than total solar irradiance. Correspondingly, clear solar effects 
appear in upper-stratospheric ozone and temperature, which might lead to changes 
in stratospheric circulation and, through downward propagation, climate at the 
Earth’s surface (see Rozanov et al., this volume). Changes in the Sun might also 
affect climate on Earth via energetic particles. Jackman and Fleming (this volume) 
provide an overview of the effect of solar proton events on the mesosphere and 
stratosphere. However, much about the solar influence still remains to be learned. 
For instance, Labitzke et al. (this volume) show that solar variability does affect the 
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Fig. 11 Development of the standardized daily index of the Northern Annular Mode in January 
and February 2006 (data were provided by Mark Baldwin). Day 0 is defined as the first day when 
the index exceeds three standard deviations at 10 hPa (ca, 30 km).
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northern polar vortex, but the effect depends on the phase of the Quasi-Biennial 
Oscillation in the tropical stratosphere – a demonstrated effect that is not well 
understood.

Chemical climate variability and stratospheric processes are today considered 
important areas of climate research. This is reflected, for instance, in the IGAC 
(International Global Atmospheric Chemistry) project of the International Geosphere-
Biosphere Programme and the SPARC (Stratospheric Processes and their Role in 
Climate) project of the World Climate Research Programme. Recent research 
results have further demonstrated the importance of stratospheric processes 
(Baldwin et al. 2007). In particular, the concept of downward propagation provides 
hope that some of the long-standing issues in climate research such as the effect of 
solar variability can finally be addressed.

7 Conclusions

While major progress has been made in the past few years towards quantifying and 
understanding climate variability, trends, and extremes, there are still many open 
questions. Answering these questions will be important for our understanding of 
the climate system, in particular for assessing future climate change and for 
improving seasonal forecasts. A key period in this context are the past 100 years, 
which mark the changeover of a climate system dominated by natural forcings to a 
climate system dominated by anthropogenic influences.

The contributions in this volume provide a broad overview of the current state 
of the research on climate variability and extremes during the past 100 years. In this 
introductory chapter we embed the contributions in a scientific context and summarise

Fig. 12 Schematic depiction of the effects of volcanic eruptions and solar irradiance changes on 
the stratosphere.
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some important findings and key mechanisms that are currently discussed. At the 
same time, we show that our knowledge is still incomplete. We argue that the com-
plexity of many current problems in climate research calls for a three-dimensional, 
physical-chemical view of the climate system.
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From the Bottom to the Stratosphere

Arctic Climate Features as Seen from the First 
International Polar Year (1882–1883) 
Until the End of World War II

C. Lüdecke

Abstract After the establishment of national weather services and the development of 
early weather forecasts towards the end of the 19th century, the Arctic region was seen 
as the home of cyclones, which very often resulted in violent storms in northern latitudes 
and influenced the weather of middle latitudes. Between 1882 and 1945 Arctic climate 
features were observed starting from ground-based measurements of a temporary net-
work of stations in the framework of the First International Polar Year (1882–1883) and 
expanding to the third dimension with continuous observations of the upper atmosphere 
at Greenland and Svalbard (Spitsbergen), and ending with monitoring of the atmosphere 
around the Arctic in a dense network of stations during the Second International Polar 
Year (1932–1933). In addition, the airship “Graf Zeppelin” presented a platform for 
various kinds of instruments to measure meteorological parameters below, along, and 
above the flight track. During World War II, secret German weather stations were main-
tained in the Arctic, which sent their data to Norway to enter daily weather forecasts. 
Today these historical data series provide very important insight into climate features of 
the Arctic, which are mostly observed only during expeditions or through continuous 
observations during certain periods. They can be used to develop or test theories.

1 Introduction

Everybody knows that the Arctic influences the weather of northern and even middle 
latitudes. Winterstorms destroy logistic connections including transport systems and 
electricity, sometimes resulting in a longer stay at home with cold meals over candle-
light. During the first years of the 21st century, we have experienced various kinds of 
winters – very cold ones and much too warm ones. Can these climate variations be 
explained by human activities or greenhouse effects? The Arctic plays an important role 
within the climate system and presents very impressive examples of climate change. 
Early 20th-century warming can already be seen by the permanent retreat of glacier 
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tongues in West Greenland, for example, by the most impressive retreat of the Jakobshavns 
Isbrae in Disko Bay. Increasing average temperatures by 3–5° in some parts of the 
Arctic result in a reduction in ice thickness of the Arctic Ocean. Melting permafrost at 
high latitudes leads to the destruction of historical buildings along the Arctic coastline 
and polar heritage sites, like the remains of the 17th-century whaling station at Jan 
Mayen, which are in danger. Shall they be removed and built up or reconstructed in safer 
places? Discussions have just started within the International Polar Heritage Committee.

If you want to investigate climate impacts you have to look at Arctic climate features. 
The measurement of ground-based meteorological data and of upper air data is a special 
challenge in a windy and cold environment, especially during the polar night when it is 
dark for several months of the year. Nevertheless, scientists knew about the importance 
of their data and invested much effort in taking them for further analysis.

Since the end of the 19th century, instruments were improved and new devices 
were developed. In the 1930s, meteorologists started to investigate the third (vertical)
dimension. Before it became routine to measure meteorological parameters from 
satellites, there were only a few locations in the Arctic where data was collected. In 
addition, these data were taken only during certain periods. The paper will follow 
this development and give examples of measurements at different times, from the 
First International Polar Year until the end of World War II.

2 The First International Polar Year (1882–1883)

When the first national weather services were established and early weather forecasts 
developed in the second half of the 19th century, the Arctic region was seen as the 
home of cyclones, which very often resulted in violent storms in the inhabited coun-
tries of northern latitudes. During various expeditions, meteorological data were 
taken only occasionally, but nonetheless described a hostile climate which seemed to 
influence middle latitudes. The idea to coordinate the investigation of the weather 
conditions of the Arctic in the framework of an International Polar Year goes back to 
Georg von Neumayer (1826–1909), director of the German Maritime Observatory 
(Deutsche Seewarte) in Hamburg, and the German Lieutenant of the Austro-
Hungarian Navy Carl Weyprecht (1838–1881). Weyprecht led the Austro-Hungarian 
expedition (1872–1874) to the Russian Arctic and discovered Franz Josef Land but 
lost his ship. Both independently had the idea of establishing a belt of scientific sta-
tions around the Arctic for simultaneous meteorological, magnetic and other geo-
physical measurements over at least 1 year (Baker 1982; Corby 1982). During the 2nd 
International Meteorological Congress in Rome 1879, Weyprecht’s proposal was dis-
cussed and a list of stations regularly distributed around the Arctic adopted. In addi-
tion, Neumayer suggested that stations in the southern hemisphere also be included.

An International Polar Commission was founded under Neumayer’s presidency, 
which prepared the then so called International Polar Year (Lüdecke 2004). After a 
first meeting in Hamburg (October 1879), the measurements had to be postponed 
for a year during the second meeting in Bern (August 1880) because only four 
nations were willing to contribute to the programme. Furthermore, due to a lack of 
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financial support from the German Empire (Deutsches Reich), Neumayer resigned 
from the presidency of the commission. Under his successor Heinrich von Wild 
(1833–1902), director of the Central Observatory at St. Petersburg, the Polar Year 
was fixed during the 3rd meeting at St. Petersburg in August 1881, and a meteoro-
logical and magnetic programme was decided upon, including contributions of 
navy and mercantile ships. The Polar Year was the first international meteorological 
experiment organised as a cooperation of 11 nations, which established 12 observ-
ing stations around the Arctic (Fig. 1) and two stations in the southern hemisphere, 
collecting data from 1 August 1882 until 1 September 1883 (Table 1) (Barr 1985).

After 1 year of ground-based measurements, the first meteorological data set 
describing the climate of the Arctic was available and entered the textbooks. 
However, spacing of the network had been too wide for a detailed analysis of the 
relationship between the higher and lower latitudes. Only a German Ph.D. thesis 
published synoptic charts of monthly mean values of pressure and temperature for 
January and July (Ehrhart 1902). Circumpolar isotherms for January 1883 showed 
the influence of the cold current in the Davis Strait and the warm Gulf Stream east 
of Spitsbergen as never seen before (Fig. 2).

Fig. 1 Circum Arctic stations established for the 1st International Polar Year (1882–1883) (see 
plate 2 in Neumayer 1901).
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Table 1 Stations of the 1st International Polar Year (1882–1883) (after Corby 1982)

Station Location Country

 Northern hemisphere 
Bossekop North Norway Norway
Cape Thordsen Spitsbergen Sweden
New Holland Drifting station in Kara Sea The Netherlands
Fort Rae Great Slave Lake, Canada Great Britain
Godthaab Western Greenland Denmark
Jan Mayen North Atlantic Austro-Hungary
Karmakuly Novaya Zemlya Russia
Kingua Fjord Baffin Island (North-east Canada) Germany
Lady Franklin Bay Ellesmere Island, North-east Canada USA
Point Barrow Alaska USA
Sagastyr Lena Delta, Siberia USSR
Sodankylä Northern Finland Finland
 Southern hemisphere 
Cape Horn Terra del Fuego France
South Georgia South Atlantic Germany

Fig. 2 Circumpolar chart of isothermes of January 1883 constructed from 799 stations in the 
northern hemisphere and 101 data points in the Atlantic Ocean (see Ehrhart 1902, Meteorological 
Institute, University of Munich, Germany, unpublished data).
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Regarding measuring techniques, the first Polar Year was 50 years ahead of time 
but it nevertheless paved the way for further international cooperation in science. 
The data were used to construct daily circumpolar synoptic charts of 1–5 March, 
17–20 April, 7–10 May, and 4–7 June 1883. These charts were needed to plan an 
expedition with the airship “Graf Zeppelin” in 1931 (see Sect. 4.2).

3 Aerological Cross Sections in Time and Space

Since the development of meteorological measuring techniques with manned 
balloons, unmanned captive balloons, pilot balloons, and kites equipped with 
registering instruments, coordinated investigation of the upper atmosphere 
started at the end of the 19th century. In 1896 an International Commission for 
Aeronautics was established under the chairmanship of Hugo Hergesell (1859–
1938). Independent balloon ascents in Trappes (France) and Berlin (Germany) 
led to the discovery of the tropopause in 1902 (Hoinka 1997). With the estab-
lishment of the kite station in Großborstel close to Hamburg (1903) and the 
aeronautical observatory in Lindenberg east of Berlin (1905), aerology was 
institutionalised in Germany. At these stations daily ascents were carried out 
and the meteorological data gathered, delivered timely cross sections of the 
weather conditions in upper levels.

3.1 Introduction of Aerology to Polar Research (1906–1908)

Following his brother Kurt Wegener (1878–1964), who worked in Lindenberg, 
Alfred Wegener (1880–1930) soon became an expert in aerological soundings. 
When he applied to participate in the Danish expedition to Greenland (1906–1908) 
led by Ludwig Mylius-Erichsen (1872–1907), he had the opportunity to introduce 
aerology, using kites and rubber balloons, into polar research (A Wegener 1909). 
The main task of the expedition was to explore the uninhabited coastline of north-east
Greenland between 77 and 83°N. At Danmarks Havn, Wegener established a mete-
orological station. Aerological equipment included steel bottles filled with hydrogen 
and a car used as a winch. After the first year of experience his kite reached a maximum 
height of 3,110 m on 3 August 1907. In the same month he set up a second manned 
weather station for the detailed study of foehn and other phenomena (Brand and 
Wegener 1912). By analysing the vertical profiles of his measurements, Wegener 
showed aerology in high latitudes to be very promising. In Fig. 3 he summarised 
the deviation of temperature, wind speed, wind direction and relative humidity from 
the mean values of these parameters between the surface and 1,500 m level of 125 
ascents (99 with kites, 26 with balloons) made at Danmarks Havn. He found a 
pronounced layer of discontinuity at 1,200 m height, which corresponded to similar 
conditions at ground level. These results were comparable with the conditions he 
knew from Lindenberg.
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3.2 German Geophysical Station in Spitsbergen (1911–1914)

Aerological measurements in the Arctic were continued during the study trip of the 
German Arctic Zeppelin Expedition to Spitsbergen in 1910. Graf Ferdinand von 
Zeppelin (1838–1917) wanted to investigate if meteorological conditions would 
allow long distance journeys with airships to explore the still vast unknown regions 
of the Arctic (Miethe and Hergesell 1911). Hergesell was in charge of the aerological
measurements during the trip, which detected strong winds off land restricted to 
some hundred metres above ground level. He had already encountered such strong 
local winds off lands during an earlier expedition to Spitsbergen in 1906 (Hergesell 
1906–1908). Above these orographic winds, wind direction is dominated by the 
general circulation. The results of 1910 were not sufficient however to make a clear 
decision in favour of secure airship travel. As a consequence he proposed to install 
an observatory in Spitsbergen to provide a continuous record of aerological data 
from the upper atmosphere. The German Geophysical Observatory was installed in 
an existing hut at Hotelnesset, southwest of Advent Bay (the present day airport of 
Longyearbyen) in 1911 (Hergesell 1914). During the first year, 78 ascents were 
made, 17 with kites (maximum height 3,310 m) and 61 with balloons (maximum 
height 2,480 m) (p. 144 in Kopp 1935). Figure 4 shows a picture of a captive balloon
ascent in the snow covered area at Advent Bay in May 1912.

Fig. 3 Deviation of temperature, wind speed, wind direction and relative humidity from the mean 
values of these parameters between bottom and 1,500 m level of 125 ascents made at Danmarks 
Havn, East Greenland (1906–1908) (see p. 61 in A. Wegener 1909).
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The results of five representative ascents from 8 March to 2 May 1912 (Fig. 5) 
show several inversion layers at different levels. This information was used for 
planning the previously mentioned airship expedition in 1931 (see Sect. 4.2).

During the next summer, the first station was abandoned and a new station was 
built at Ebeltofthamna at the northern entrance of Cross Bay. Kurt Wegener 
became station leader during the 1912–1913 overwintering. His group accom-
plished 114 ascents; 15 with kites up to 1,590 m and 99 with balloons up to a 
maximum height of 5,400 m. Daily measurements of meteorological parameters at 
ground level are given in Fig. 6. During winter, rapid temperature variations of 
more than 20–30° were observed several times and resulted in temperatures above 
the freezing point due to changing ice conditions of the bay. At the beginning of 
World War I the station was closed.

Unfortunately the third group could not publish their results from the 1913–1914 
overwintering. However, a comprehensive list of publications of the German 
Geophysical Station at Spitsbergen is given in Dege (1962).

Fig. 4 Captive balloon ascent at the German Geophysical Station at Hotelnesset (Advent Bay, 
Spitsbergen) on May 1912 (see plate 2 in Rempp and Wegener 1914).
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Fig. 5 Temperature conditions at Spitsbergen up to 4,000 m between 8 March and 15 May 1912 
(see plate 9 in Internationale Studiengesellschaft 1924).

3.3 Crossing of Greenland (1912–1913)

During the Danish inland-ice expedition of 1912–1913, under the leadership of his 
former comrade lieutenant Johan Peter Koch (1870–1928), Alfred Wegener could 
investigate the meteorological conditions on the 3,000 m high ice cap during the 
crossing of Greenland from Danmarks Havn to the west coast (Koch and Wegener 
1930). Besides glaciological and meteorological work at the wintering station close 
to the inland-ice, Wegener was interested in the cold region at the centre of Greenland,
which was interpreted as the “glacial anticyclone” (glaziale Anticyklone) – a 
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Fig. 6 Daily temperature, pressure, mean cloudiness, height of snow cover, and daily precipita-
tion at ground level at the German Geophysical Station (Cross Bay, Spitsbergen) from June 1912 
until July 1913 (see Fig. 2 in Wegener 1916).

Fig. 7 Daily temperatures of the crossing of northern Greenland from east to west (21 April–4 
July 1913) showing the central cold region (see Fig. 286 in Koch and Wegener 1930).

permanent high caused by the cold glacier below. The change of wind direction 
during the crossing, with clear weather and stable temperatures, confirmed the idea 
of a central cold region (Fig. 7). But Wegener did not know its behaviour in wintertime
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or if the conditions at the west coast were similar to those at the east coast, which 
he was already familiar with. And above all, he asked himself if cyclones could cross 
the central region of the Greenland ice cap.

4 Modern Aerology

Airships and aircraft have been improved dramatically throughout their use during 
World War I. Later, methods for remote meteorological measurements in the upper 
atmosphere were improved by adding radio transmission to send the data from 
the instruments down to a receiver at ground level. This resulted in the  development 
of the radiosonde system around 1930, which offered new possibilities to  investigate 
the upper air by means of a throwaway instrument. A successful test of radiosound-
ing up to the stratosphere took place in January 1931 in the Arctic, close to Murmansk 
(Moltchanoff 1931).

4.1 In Search of the Glacial Anticyclone (1930–1931)

Not before 1930, did Alfred Wegener have a chance to continue his investigation of 
the supposed glacial anticyclone. He did so during his own expedition to Greenland 
(1930–1931), when he established three aerological stations on a cross section 
along 71°N over a period of 1 year. Two of the stations were set up at the west and 
east coast respectively. The most challenging task was the establishment of the 
central station “Eismitte” on the ice cap 400 km east of West station. Unfortunately 
aerological measurements could not be coordinated (K. Wegener 1939). Only once 
did all three stations carry out balloon ascents at the same time; if one considers “at 
the same day” to be simultaneous (Fig. 8a). Synchronous measurements at two 
stations were taken only on 11 days (Fig. 8b).

At “Eismitte” ground level was already 3,000 m high, thus allowing considerable 
heights with simple equipment, if weather conditions were favourable enough. The 
best results were received at East Station with 155 (mostly) kite ascents up to 
4,700 m, while a lesser number of balloon ascents reached only to 3,700 m (see p. 
144 in Kopp 1935). In the end, the data was insufficient to provide evidence for a 
stationary glacial anticyclone. In addition, meteorological ground level data were 
taken at each station, describing the differences in local climate during all seasons. 
Surprisingly, on 24 March (12:00) 1931 a low pressure zone was passing “Eismitte”, 
which had already been observed at West Station on 23 March (16:00) and which 
was also measured at East Station on 25 March (2:00) (Kopp and Holzapfel 1939). 
This indicated that cyclones did cross Greenland and that the supposed glacial 
Anticyclone can not operate as a wall, preventing such crossings. Tracks of low 
pressure zones derived from weather charts of the German Maritime Observatory 
also indicated the low crossing Greenland between 24 and 25 March 1931.
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Fig. 8 (a) Simultaneous pilot balloon ascents at West Station, “Eismitte”, and East Station show-
ing a cross section of wind direction in upper levels above Greenland on 22 June 1931 (see Fig. 8 
in K. Wegener 1939). (b) Continuous simultaneous pilot balloon ascents at “Eismitte” and East 
Station showing a cross section of wind direction in upper levels above Greenland from 9 to11 
June 1931 (see Fig. 7 in Wegener 1939).

Fig. 9 Humidity and temperature measured during the flight over Greenland from east to west on 
15 August 1931 (see Fig. 5 in Becker and Baumann 1933).

It was a pity that there was no cooperation with the British Air Route Expedition 
(1930–1931), which also maintained a wintering station on the ice cap about 
550 km south of “Eismitte” and made a crossing of Greenland in the following summer. 
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Nor was there cooperation with the Michigan Expedition (1930–1931) which 
 maintained two stations on the west coast.

It should be added that Wolfgang von Gronau (1893–1977) crossed Greenland 
with his Dornier Wal aircraft, flying from Germany on 15 August 1931. Temperature 
and humidity measured during the flight not only showed the cold region above the 
ice cap, but also served to describe the weather conditions of a flight track over 
Greenland (Becker and Baumann 1933) (Fig. 9).

4.2 The Airship as a Measuring Platform (1931)

At the end of the 1920s, the plan of trans-Arctic air routes were highly  discussed. 
Resuming Graf Zeppelin’s idea of exploring the Arctic with airships, an expedi-
tion with the airship LZ 127 “Graf Zeppelin” was planned in the Russian 
Arctic. The potential of radiosondes for the expedition in 1931 was already rec-
ognised at a very early stage of preparation. The best time period for the expedi-
tion was defined using the data of the 1st International Polar Year and the 
German Geophysical Observatory at Spitsbergen (see Sect. 2 and Sect. 3.2) 
(Internationale Studiengesellschaft 1924). During the six-day flight (26–30 July 
1931) the airship was used as a platform for different measurements (Weickmann 
1933). In addition to meteorological data continuously taken from instruments 
on board while in-flight, four radiosondes were released during the flight to 
observe pressure, temperature, and humidity, using a very tricky method. The 
balloon with the instrument fixed to it was released with a weight, so it went 
downward first. After a certain time, when the balloon would be about 100 m 
above ground level, the weight was blown away allowing the balloon to ascend 
up to 17,000 m in the stratosphere (Fig. 10). The results were used for online 
weather forecasts aboard the airship. As airships were abandoned after the crash 
of LZ 129 “Hindenburg”, this special technique was never used again.

4.3 Second International Polar Year (1932–1933)

Almost 50 years had passed since the International Polar Year (1882–1883), when 
meteorology was on the verge of a new era, with the introduction of radiosondes 
for daily investigation of the upper air, at aerological stations all over the world. The 
polar front theory was already available for weather forecasting, but the relationship
between the Arctic and middle latitudes was not well enough understood. A region 
of very strong winds close to the polar front (jet stream) had just been detected on 
the northern hemisphere. Now meteorologists wanted to organise another Polar 
Year to investigate the upper atmosphere with a dense aerological network in the 
Arctic. Due to the worldwide financial crisis, temporary stations in Antarctica could
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not be included in the plans (Laursen 1982). In the end, 44 nations participated in 
the 2nd International Polar Year, lasting from 1 August 1932 until 31 August 1933. 
They installed a network of 27 circum Arctic stations to explore the three-dimensional
weather conditions, while Reykjavik became the centre for ascents with aircraft and 
radiosondes (Fig. 11).

Other countries, which could not finance expeditions, intensified their meas-
urements at home. Continuously probing of meteorological parameters in time 
and space was now possible for the first time. The results were published in 
daily synoptic weather charts, constructed by the Deutsche Seewarte at 
Hamburg and finished in 1950. Only data from the last 15 days were destroyed 
during World War II.

Fig. 10 Radiosondes ascents from the airship LZ 127 “Graf Zeppelin” during 28–29 July 1931. 
o: Ascent at Abisko (Norway) for comparison (see Fig. 8 of plate 18 in Weickmann 1933).
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5  Secret German Weather Stations in the Arctic During 
World War II (1941–1945)

After the 2nd International Polar Year, radiosondes were used for upper air meas-
urements all over the world (Trifonov 1980). When Germany no longer received 
weather data from the North Atlantic region during World War II, automatic 
instruments connected to radio transmission, were invented to be used at unmanned 
meteorological stations, independently set up in the Arctic by the German Airforce 
and Navy (Fig. 12) (Kington and Selinger 2006).

For operations in the Northern Sea, the upper air was surveyed from secretly manned 
weather stations at Spitsbergen, Greenland, and Franz Josef Land since 1941 (Selinger 
2001). The last weather troop stationed at Nordaustlandet (eastern Spitsbergen) was the 
first one to perform daily radiosonde ascents up to the stratosphere during the winter of 
1944/45, after having overcome the problems of the previous years (Dege 1954, 1960). 
After surrender of Germany on 8 May 1945, this station continued its work until 9 
September 1945, when it was closed by Norway. Due to this special circumstance, 

Fig. 11 Circum Arctic stations established for the 2nd International Polar Year (1932–1933) (see 
p. 215 in Laursen 1982).
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Fig. 12 Daily temperature in °C of station “Haudegen” (Nordaustlandet, Spitsbergen) (see p. 145 
in Dege 1954).

observations did not disappear in secret daily weather forecasts for military purposes, 
but were published later. Altogether 222 ascents were made, 140 by radiosondes up to 
18,000 m and 86 by pilot balloons up to over 20 km.

6 Outlook

After World War II, historical Arctic data were used to support new ideas and theories.
One of them dealt with an expanded theory concerning foehn in Spitsbergen and 
Greenland (Rossman 1950). The author referred to data taken at the Swedish station
in Spitsbergen during the 1st International Polar Year (1882–1883) and at the 
German Geophysical Observatory in Advent Bay (1911–1912), as well as data 
taken during Erich von Drygalski’s expedition (1892–1893) to Greenland and the 
Wegener’s Danmark expedition (1906–1908).

An overview of the state of aerology in polar regions after World War II is given 
by Flohn (1952), who discussed measurements at Jakusk (Russia) from 1940–1941 
to 1948–1951 and the development of the temperature inversion above the tropo-
sphere over Russia and North America as well as over Antarctica during winter.

In comparison with recent long time series of Arctic climate data, historical 
observations of weather features become very important, especially if you want to 
investigate climate change. Due to this, historical data should no longer be hidden 
in old publications or archives.
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Arctic Sea Ice Data Sets in the Context 
of Climate Change During the 20th Century

G. V. Alekseev1, S. I. Kuzmina2, A. P. Nagurny1, and N. E. Ivanov1

Abstract Available estimates of sea ice extent in the northern hemisphere cover 
the period from the early part of the 20th century to present day. We analyze changes
in ice extent and thickness in the Arctic and its relation to surface air temperature 
over this period. Time series obtained from different data sets demonstrate better 
agreement after the 1950s and especially since 1979 with the onset of regular 
remote sensing observations from satellites. Statistics of time series show minima 
ice extent in August–September. Mean square deviations reach maxima in July–August.
The distributions of trend coefficients show a more significant decrease of summer 
ice extent. Statistics of monthly ice extent in the Siberian Arctic seas show a similar 
distribution. September ice extent in the majority of the Siberian Arctic seas and in 
the Barents Sea reveal rapid shrinking during Arctic warmings in the 1920–1940s and 
1990s. Significant correlation between surface air temperature and ice extent occurs 
in summer months with maximum in June under the influence of June maximum 
solar irradiation, and amplified by heat advection in the atmosphere and ice extent 
anomalies in the previous months. The relationship between variations of winter air 
temperature and ice extent is weaker because winter ice extent anomalies depend 
on air temperature anomalies as well as on the area occupied by a freshened upper 
layer. Good agreement between variations of the sum of summer air temperature in 
the marine Arctic and sea ice extent in September is found (correlation coefficient 
is 0.85). It confirms that summer melting plays the most important role in the sea 
ice volume decrease. The renewed observations in 2004–2005 at the Russian 
“North Pole” drifting stations revealed that the area-averaged perennial ice in the 
Arctic Basin decreased by 110 cm relative to the 1990 value. But the land-fast ice 
thickness in the Kara and Laptev Seas show an insignificant positive linear trend 
for 1934–2005 in agreement with the sum of winter air temperature. The negative 
trend of land-fast ice thickness becomes apparent starting from the 1970s.
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1 Introduction

Sea ice cover in the Arctic is a clear indicator of climate change and an important 
player for the interaction between the Arctic and the globe. As seen from experi-
ments with global climate models (Johannessen et al. 2004), ice cover decrease is 
strengthened by the warming. On the other hand, freshening of the upper layer dur-
ing climate warming is favorable for sea ice spread during winter, leading to a 
decrease in the warming effect of the ocean to the atmosphere. Available estimates 
of sea ice extent (SIE) in the northern hemisphere (NH) cover the period from the 
19th century for ice in the Nordic seas and adjacent regions (Vinje 2001; Brinck 
Løyning et al. 2003). Since 1900 ice information is available for the NH (Chapman 
and Walsh 1993) and since 1924 for the Siberian Arctic seas and Barents Sea 
(Zakharov 2003). Instrumental measurements of sea ice from satellites started in 
1973 but as regular monitoring are provided from 1978. Since the 1950s, the obser-
vations of ice extent in the regions within the navigation route have been conducted 
mostly visually from airplanes. Based on these observations, data sets on sea ice 
extent in the NH were prepared and supplemented by reconstructions back to 1900. 
In this paper we analyze changes in ice extent and thickness in the Arctic and its 
relations to surface air temperature (SAT).

2 Monthly Sea Ice Data in the Northern Hemisphere

2.1 Walsh and Chapman Data Set

The Walsh and Chapman (WCH) data set covers the period from 1901 to 1998. This 
set is a compilation of data from several sources integrated into a single gridded ice 
concentration product by John Walsh and Bill Chapman, University of Illinois 
(Chapman and Walsh 1993). Later, it was supplemented by new data based on the 
remote sensing measurements (NSIDC 2005). SIE is calculated from this data 
based on grid cells which have an ice concentration greater than 15%. WCH data 
are available from http://www.nsidc.colorado.edu.

2.2 Met Office Hadley Centre’s Data Set

The HADISST1 data set covers the period from 1870 to present and is described 
by Rayner et al. (2003). This data set has global coverage with a resolution 
of 1° latitude × 1° longitude, and incorporates a variety of sea ice data sources. 
In the Arctic, this data set is based primarily on compilations by John Walsh 
for 1901–1990 and on satellite data for the 1990s (http://hadobs.metoffice.
com/hadisst/).
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2.3 Satellite Passive Microwave Sensor Data Set

More than two decades of data have now been obtained from the Scanning Multichannel 
Microwave Radiometer (SMMR) and Special Sensor Microwave/Imager (SSM/I). We 
will refer to both types of these data as remote sensing (RMS) data. These data are 
processed into space–time series of sea ice concentration. Digital ice concentration 
charts were collected for 1979–1999 on CD (Johannessen et al. 2000) and are supple-
mented to present day in the National Ice and Snow Data Center (NISDC) Boulder, 
Colorado, USA. (nsidc.org/data/). Ice extent and ice area are retrieved from satellite 
microwave sensor measurements as the area within the ice-ocean margin defined as 
15% ice concentration and extent minus the open water area, respectively (Fig. 1). Sets 
of sea ice parameters retrieved from satellite measurements are among the longest satel-
lite-retrieved geophysical records. Satellite data have shown (Johannessen et al. 2004) 
that the winter maximum ice area at the northern hemisphere is typically about 14 × 106

km2 while the summer minimum ice area is about 7 × 106 km2.

2.4  Sea Ice Data Set Created within the WMO Project 
“Global Digital Sea Ice Data Bank”

This data set was prepared by V. Smolyanitsky at the Arctic and Antarctic Research 
Institute (AARI) for 1950–1998. It is based on sea ice concentration charts archived 
within the WMO project “Global Digital Sea Ice Data Bank.” SIE is calculated 

Fig. 1 Mean satellite-retrieved sea ice concentration for (a) March and (b) September in the 
northern hemisphere, 1978–2002.
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from this data based on the grid cells which have an ice concentration greater than 15%.
This data set (hereafter referred to as “Smo”) is now continually supplemented by 
new ice concentration charts and available from http://www.aari.nw.ru/gdsid.

2.5  Monthly Sea Ice Extent in the Nordic Seas 
and Adjacent Areas

This data set was compiled by T. Vinje and presented in his paper (Vinje 2001). SIE 
is determined for the area of 30°W–70°E to south of 80°N for April (1864–1998) 
and August (1920–1998). A more detailed description of the data and its origin is 
given in Loyning et al. (2003) and Shapiro et al. (2003). This set is based on historical 
sea ice charts covering the Greenland, Iceland, Norwegian, Barents and Kara Seas, 
extending from 30°W to 70°E (Fig. 2). The earliest chart comes from 1553 and the 

Fig. 2 Map of the Arctic Seas. Locations of meteorological stations are shown by circles. Line 
on water area denotes winter ice edge. Stations where ice thickness data were collected are indicated
by stars. The dotted line shows the border of Vinje ice extent region.
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set contains 6,007 maps in total for the period up to 2002. The outer ice edge has been
used as the limit for the ice extent. The error in the position for estimating the outer 
ice edge is estimated as 30 km along the whole ice border in the Nordic seas.

2.6  Monthly Sea Ice Extent in the Siberian Arctic Seas 
and Barents Sea

SIE data sets for the Siberian seas (Kara, Laptev, East Siberian, and western part 
of Cukchi Sea) and the Barents Sea (Fig. 2) have been created by V. Zakharov 
(Zakharov 2003). The origin of the Zakharov data set is the same as data used in 
Polyakov et al. (2003) and Johannessen et al. (2004). All data sets are based on 
the sea ice chart collection stored in the AARI and are based on shipboard, air-
plane and RMS observations. Systematic airplane and ship observations of the 
sea ice from the Kara Sea to the Chukchi Sea began in 1932 with the start of the 
Northern Sea Route exploitation. The gaps during World War II (1942–1945) 
have been reconstructed using regression models relating the sea level pressure 
gradient and surface air temperature to ice extent (Polyakov et al. 2003). After 
1979 a combination of satellite and aircraft summer ice-edge observations was 
used. Ice edge was defined where ice concentration is less than 10%. Since 1990, 
ice extent observations have been satellite based. These data sets were supple-
mented by V. Zakharov up to 2005 and now cover the period from 1924 to 2005. 
The period from 1924 to 1932 is covered by historical data collected by V. Vize 
(1944). Ice extent data for the Barents Sea is based on sea ice charts collected in 
the Danish Meteorological Institute for 1900–1956 and in the Arctic and Antarctic 
Research Institute for 1946–2005.

2.7 Arctic Sea Ice Thickness Data

The amount of data on sea ice thickness, an important sea ice parameter, is much 
less. This data is primarily based on observations of ice draft from submarines 
using the upward-looking sonars. Observations were made between 1958 and 1999 
and served as a basis for estimates of climatic ice thickness distribution in the 
Arctic Basin and changes over this period (Wadhams 1997; Rothrock et al. 1999; 
Wadhams and Davis 2000). Another source of instrumental data on the sea ice 
draft in the Arctic is stationary upward-looking sonars, deployed under ice in dif-
ferent regions of the Arctic Ocean. Direct ice thickness measurements, by means 
of drilling from the surface, were mainly undertaken on land-fast ice during depth 
measurements or other special studies. In particular, ice thickness measurements 
were conducted in the Canadian Archipelago straits in 1971–1980 (Melling 2002). 
At Russian Arctic hydrometeorological stations, land-fast ice thickness measure-
ments have been carried out from the 1930s up to now (Polyakov et al. 2003). In 
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1970–1991 the Arctic and Antarctic Research Institute carried out regular observa-
tions of sea ice cover oscillations in the Arctic Basin at the North Pole drifting sta-
tions. These observations were used by Nagurny et al. (1994) to calculate an 
integral sea ice thickness in the Arctic Basin. Estimated monthly ice thicknesses 
for 1970–1991 supplemented by data from 2004–2005 observations will be con-
sidered in Section 3.4.

3  Interannual Variability of Sea Ice Extent 
and Thickness from Different Data Sets

3.1 Sea Ice Extent in the Northern Hemisphere

Estimates obtained from different data sets show significant disagreements 
between variability of sea ice extent in the northern hemisphere for certain 
months of the year, and the best match for the annual average (Fig. 3). Estimates 
after 1979 for sea ice extent for the whole northern hemisphere calculated from 
different data sets are close to the RMS estimates, as all the data sets are based 
on the satellite data. The reconstructed series from 1900 to 1958 are of poor qual-
ity, thus for statistical comparison of interannual variability, data from 1958 on 
are used. The Smo time series of SIE is excluded as it has lower values for 1958–
1978 in comparison with the other series. After 1979, this series shows good 
agreement with RMS series.

Mean values of monthly SIE in the northern hemisphere show the minima between 
August and September for all series (Fig. 4). Interannual variability of SIE from this 
series, based on mean square deviations and excluding RMS, reached the maxima in 
July–August and minima in January–February. The same distributions show negative 

Fig. 3 Correlation coefficients between different series of mean monthly and annual sea ice 
extent in the northern hemisphere for 1958–1998 (95% significance is 0.31) * – both for 1979–1998
(95% significance is 0.44) WCH – Walsh and Chapmen data set, Had-Met Office Hadley Centre data
set, RMS – remote sensing data set, Smo-data set was produced by V. Smolyanitsky (AARI).
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Fig. 4 Statistics (mean, ×106 km2; mean square deviations (MSD), ×106 km2 and trend coefficient, 
×106 km2/year) of monthly and annual sea ice extent at the northern hemisphere from different 
data sets (WCH, 1958–1998; Had, 1958–2003; Smo, 1958–1998; RMS, 1979–2004). The symbol 
which is not filled indicates insignificant at the 95% level trend.
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trend coefficients, revealing significant decreases in summer SIE. An exception to 
this is the Smo series which shows a positive trend for 1958–1998. For 1979–1998, 
however, the trend is significantly negative during the summer months.

3.2 Regional Sea Ice Extent

There are only two regions in the marine Arctic where sea ice observations cover the 
entire past century or a significant part of it. These are the Nordic seas with adjacent 
areas, and Siberian Arctic seas (Fig. 2). Data series collected here, allow the evolution
of sea ice for Arctic warmings in the 1920–1940s and in the 1990s to be traced.

3.2.1 Sea Ice Extent in the Nordic Seas and Adjacent Areas

SIE variability was estimated by T. Vinje (2001) for the area of 30°W–70°E to 
south of 80°N for April (1864–1998) and August (1920–1998). Recently Divine 
and Dick (2006) confirmed the conclusions of Vinje (2001), of persistent ice retreat 
in this area since the second half of the 19th century. Zakharov (2003) estimated ice 
extent for the area which includes the Greenland, Barents seas and ice belt along 
the east coast of Greenland from 1900 for the spring–summer (April–September) 
months. April SIE from both series (Fig. 5) shows a continuous decrease with some 
acceleration in the 1920–1940s. August series from Zakharov’s data (gray curve) 
reveals decreasing ice extent in the 1920–1940s more apparently. Both series do not 
demonstrate an acceleration of ice decrease in the 1990s.

3.2.2  Sea Ice Extent in the Greenland Sea, Barents Sea 
and Siberian Arctic Seas

Variability of monthly ice extent for each Siberian Arctic Sea (from the Kara up to 
Chukcha Sea) as for all Siberian Arctic seas together, shows minimal mean ice 
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Fig. 5 Ice extent in the Nordic seas and adjacent areas in April (left) and August (right) from 
Vinje (1 – black curve) and Zakharov (2 – gray curve) data sets.
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Fig. 6 Statistics (mean, ×103 km2; mean square deviations (MSD), ×103 km2 and trend coefficient, 
×103 m2/year) of monthly sea ice extent in the Arctic seas from Zakharov data sets. (GRL-
Greenland Sea, 1958–2004; BAR-Barents Sea, 1928–2005; SAS-Siberian Arctic seas, 1924–
2005). The symbol which is not filled indicates insignificant at the 95% level trend.

extent in September, maximal mean square deviations (MSD) in August–September 
as well as the strongest negative trend. Ice extent series for the Greenland and 
Barents seas demonstrate minimal SIE in September, but the maximum MSD falls 
on March and May respectively. This dissimilarity from other Arctic seas is due to 
variations of winter ice transport to both seas from the Arctic Basin (Kwok et al. 
2005). The strongest negative trend of ice extent is revealed in September for the 
Greenland Sea and in April for the Barents Sea (Fig. 6).
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3.2.3  Changes of Ice Extent in the Barents Sea and Siberian 
Arctic Seas for Seasonal Minimum

Rapid shrinking of SIE during Arctic warmings in the 1920–1940s and 1990s can 
be seen from time series of September SIE in the majority of the Siberian Arctic 
seas and in the Barents Sea (Fig. 7). September SIE in the Arctic seas in Fig. 7 
reveals a negative trend for the entire period of observations up to 2005 (trend-line 1). 
But 95% significant trends are found in the East Siberian, Chukcha and all Siberian 
seas taken together. The trend from 1979 to 2005 (trend-line 3) is significant for all 
seas excluding the Kara Sea where a significant negative trend was found for 
1924–1950 (trend-line 2).
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Fig. 7 Ice extent in the Siberian Arctic seas in September. Lines 1, 2, 3 denote linear trends for 
entire period, for 1924(1928)–1950, for 1979–2005. Thick line indicates 95% significant trend.
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3.3  Change of Ice Thickness in the Arctic Ocean 
for 1970–2005

On the basis of a linear theory of free vibrations of sea ice, an average thickness of 
ice can be determined from the frequency of its resonant vibrations (Nagurny et al. 
1994). The thickness value retrieved is the modal thickness of undeformed multiyear ice 
averaged over a great circle path from the ice edge to the measuring site. Regular 
observations of sea ice vibrations using seismometers and tiltmeters were carried out 
at the Russian “North Pole” drifting stations during 1970–1990 (Nagurny 2003; 
Johannessen et al. 2004). Records of vibrations which included waves with 30–40 s 
period had 1–2 h duration with 0.1 s sampling time. 30–60 such records from differ-
ent wave directions per month have been used to determine the monthly ice thick-
ness and to provide a basin-wide mean thickness estimate. The calculations revealed 
an 8–10 cm decrease in the mean ice thickness over a period of observations from 
April as well as from August data. This decrease is about 3% of the mean value 
(around 3 m), and is much less than the 1950s/1970s to 1990s submarine sonar data 
analysis (Rothrock et al. 1999), but close to trend estimation for perennial ice in the 
Beaufort Sea (0.07 m/decade for 1991–2003, Melling et al. 2005). The estimated 
thickness varied through a seasonal range of about 40 cm. The annual mean thick-
ness appeared to follow an oscillation amplitude of 20 cm and a period of approxi-
mately 6–8 years. The observations were interrupted for the period 1991–2003. The 
renewal of observations in 2004–2005 revealed that the area-averaged perennial ice pack 
in the Arctic Basin decreased by 110 cm (Nagurny et al. 2007) (Fig. 8).

The precision of these observations was ±40 cm (95% confidential interval) as 
compared with ±5 cm for the 1970–1990 observations. The method was the same 
but the number of instruments and consequently number of records were fewer.

Fig. 8 Area-average mean monthly ice thickness in the Arctic Basin (1 – solid line) calculated 
from elastic-gravity vibrations of sea ice for 1970–1990 and 2004–2005 (2 – dashed line) – poly-
nomial of degree three approximation.
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4  Relation Between Surface Air Temperature 
and Sea Ice at the Northern Hemisphere

Analysis of the sea ice extent in the northern hemisphere and the Arctic regions 
revealed a significant decrease in the later decades of the last century. The reduction 
was found to vary during different seasons and was most pronounced in summer for 
the whole northern hemisphere (see Figs. 4 and 6). This conclusion is in agreement
with analysis by Francis et al. (2005) and Comiso (2006). Opposite tendencies of 
sea ice extent and surface air temperature changes are manifested in negative 
correlations between them, both for monthly means and for annual values (Alekseev 
et al. 2005). Correlation between annual values is stronger due to the removal of 
uncorrelated monthly variations in the course of SAT and SIE annual averaging. 
After trend removal, a stronger negative correlation falls on summer months with a 
maximum in June (Table 1). Significant correlation between SAT and SIE in sum-
mer is explained by a similarity in the heat fluxes which determines the heat budget 
of the near surface air layer on surface sea ice. Besides, air temperature influences 
sensible and latent heat fluxes towards the ice. Correlation in winter is weaker as a 
consequence of a deceleration of both ice thickness and extent together with ice 
growth (negative feedback). Again there is a limit in the winter spreading of ice, 
which is determined by the shoreline in the Arctic seas and limited area of a low 
salinity layer where ice can be formed in the North Atlantic, Nordic seas and 
Pacific (Fig. 2). Correlation maximum in June presumably results from anomalies 
of insolation, advective heat fluxes and ice extent during the previous months, 

Table 1 Correlation coefficients between surface air temperature (from NCEP Reanalysis data) 
and sea ice extent in the NH (WCH data) for both monthly mean and annual values for 1958–
1999. Bold figures denote maximal values. 95% significant level is 0.30

  Correlation between detrended SAT
 Correlation between SAT and SIE and SIE

Month 65–90°N SAT The NH SAT 65–90°N SAT The NH SAT

 1 −0.28 −0.29 −0.22 −0.11
 2 −0.39 −0.44 −0.22 −0.32
 3 −0.45 −0.4 −0.25 −0.11
 4 −0.49 −0.49 −0.22 −0.01
 5 −0.54 −0.67 −0.32 −0.25
 6 −0.52 −0.64 −0.63 −0.47
 7 −0.48 −0.6 −0.47 −0.19
 8 −0.29 −0.51 −0.32 −0.23
 9 −0.64 −0.65 −0.55 −0.37
10 −0.55 −0.51 −0.42 −0.26
11 −0.61 −0.65 −0.5 −0.39
12 −0.2 −0.27 −0.08 −0.07
Annual −0.75 −0.81 −0.52 −0.44
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which can be stimulated by ice retreat and SAT increase and vice versa. Francis et al. 
(2005) found that the end of summer maximal retreat of the ice edge is influenced 
predominantly by downwelling longwave flux anomalies moreso than by advected 
heat flux, insolation and wind forcing anomalies.

To show the relationship between summer SAT and ice extent more clearly, we 
used the sum of positive daily SAT over each summer. Variations in the sum series 
(positive daily SAT) are greater than variations in mean summer SAT series and 
hence highlight the interannual variability of summer ice melting determined by the 
cumulative influence of heat fluxes on the ice. The sums of positive SAT were 
calculated from air temperatures at 38 stations in the marine Arctic, which includes 
the Arctic Ocean and adjacent sea areas covered with ice in winter (Fig. 2). Hence, the 
southern border of the marine Arctic is the mean winter sea ice edge. To esti-
mate the influence of summer SAT on the accelerated decrease of SIE, we correlated 
the mean sum of summer SAT in the marine Arctic and SIE in the NH in September 
from satellite observations for 1979–2005 (Fig. 9). This figure shows a rapid 
shrinking of SIE during the last 5 years in September superimposed on a negative 
trend from the beginning of the series in 1979. The correlation (R = 0.85) reveals 
good agreement between variations of the SAT sum and SIE, including an accelerated
change of both values. This acceleration likely reflects the influence of positive 
feedbacks evolving jointly with SAT and SIE.

Because ice thickness in the Arctic Ocean depends on air temperature and ice 
dynamics, it is believed that the warming effect may be seen more clearly in the 
thickness of land-fast ice (Polyakov et al. 2003). Figure 10 shows the time series of 
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Fig. 9 Changes in September ice extent (1 – solid line) and mean sum of positive summer air 
temperature in the marine Arctic (2 – dashed line). Thick lines are polynomial of degree three 
trends. The scale of the SAT sum is inverted for comparison.
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maximal land-fast ice thickness up to 2005, from five offshore sites of the Kara and 
Laptev seas. Thickness values on the plot are normalized by subtracting the mean 
value and dividing by the mean square deviation. This reveals an insignificant positive 
linear trend and decreasing ice thickness at both the beginning and end of the time 
series. On the right panel normalized sums of negative winter temperature at three stations
are shown; observations started in the 1930s. The insignificant linear trend points 
to an increase of the SAT sums in absolute magnitude. Correlation between the SAT 
sum and ice thickness lies in the range of −0.75 (Dickson) to −0.47 (Tiksi).

The absence of significant trends in the land-fast ice thickness in the Arctic seas 
that agrees with the SAT sums trend, points to an absence of a warming signal in 
the series of these parameters for 1934–2005. Such a signal however becomes 
apparent starting from the 1970s.

5 Conclusions

The time series of SIE in the northern hemisphere obtained from different data sets 
show significant disagreements between monthly mean SIE for certain months, and 
the best match for the mean annual SIE. They demonstrate however, better agree-
ment after the 1950s and especially since 1979 with the onset of regular remote 
sensing observations from satellites. Mean values of monthly SIE in the northern 
hemisphere show minima in August–September. Mean square deviations reach 
maxima in July–August.

The distributions of the negative trend coefficients show a more significant 
decrease of summer SIE. Statistics of monthly SIE series for the Siberian Arctic 
seas show a similar distribution. SIE series for the Greenland and Barents seas show 

Fig. 10 Normalized maximal land-fast ice thickness (left panel) and the sum of winter SAT (right 
panel, the axis is inverted for comparison) from measurements at the Arctic stations along the 
shore of the Kara and Laptev seas (1 – Dickson, 2 – Sterligova, 3 – Cheluskin, 4 – Sannikova, 
5 –Tiksi). The position of each station is shown as stars on the map from Fig. 2. The dashed line 
indicates a trend, and the solid line is a second-order polynomial fit.
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the minimum SIE in September. The maximum of MSD falls on March and May, 
respectively. This distinction from other Arctic seas results from variations of winter
ice transport from the Arctic Basin (Kwok et al. 2005).

September SIE in the majority of the Siberian Arctic seas and in the Barents Sea 
reveal rapid shrinking during Arctic warmings in the 1920–1940s and 1990s. Negative 
trends in the SIE series for the entire period of observation is seen for all seas. But 
95% significant trends are found for the East Siberian and Chukcha seas only.

Significant correlation between SAT and SIE series, especially between mean 
annual values, is due to opposite trends in both time series. After trend removal the 
maximum correlation occurs in June. This is related to SIE and SAT anomalies of 
the opposite sign, developing under the influence of June maximum solar irradiation,
and amplified by heat advection in the atmosphere and SIE anomalies in the previous
months. The importance of high insolation for the decrease of sea ice extent is 
found in experiments with a coupled climate model (Tuenter et al. 2005). The rela-
tionship between variations of winter air temperature and ice extent is weaker 
because winter ice extent anomalies depend on air temperature anomalies as well 
as on the area occupied by a freshened upper layer. For this reason winter ice cover 
is more stable when summer ice cover is shrinking (Comiso 2006).

Good agreement between variations of the sum of summer air temperature in the 
marine Arctic and sea ice extent is found. This results from the fact that the sum of 
air temperatures is an integral result of heat influxes decreasing ice extent. Influxes 
include incoming solar radiation, downwelling longwave radiation, and heat 
advected with southern winds. The impact of these heat fluxes on summer ice 
decrease depends on the Arctic region (Francis et al. 2005) and differs between 
models (Lindsay and Zhang 2005). The SAT influence on ice is supported by 
results of Rothrock and Zhang (2005) based on model simulation. They showed 
that the temperature-forced component of the Arctic ice volume has a significant 
downward trend of 3% per decade in comparison with a decrease of 4% per decade 
in total ice volume.

A strong influence of summer SAT on the accelerated decrease of SIE in the 
Arctic is confirmed by a high correlation (coefficient is 0.85) between the sum of 
summer SAT in the marine Arctic and SIE in September from satellite observations 
for 1979–2005. The acceleration of the decrease of SIE during the last 5 years likely 
reflects the influence of positive feedbacks jointly with SAT and SIE. It confirms that 
summer melting plays the most important role in the sea ice volume decrease. 
Several experiments with the global ice-ocean models (Goosse et al. 2004; Zhang 
et al. 2004) showed that the increase of Atlantic Water inflow in the 1990s could 
also affect thinning of the ice.

Regular measurements of sea ice vibrations carried out at the Russian “North Pole” 
drifting stations during the 1970s and 1990s reveal a decrease in ice thickness on the 
order of 8–10 cm. The renewed observations in 2004–2005 revealed that the area-averaged 
perennial ice in the Arctic Basin decreased by 110 cm relative to the 1990 value. The 
insignificant positive linear trend found for 1934–2005 in the thickness of land-fast ice 
agreed with the SAT sums trend and points to an absence of a warming signal in both 
parameters. Such a signal becomes apparent starting from the 1970s.
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The Evolving SST Record from ICOADS

S. D. Woodruff1, H. F. Diaz1, E. C. Kent2, R. W. Reynolds3, and S. J. Worley4

Abstract Sea surface temperature (SST) is a key oceanic variable – widely used for 
research, including global climate change assessments and atmospheric reanalyses. 
This paper reviews the evolution of the SST data and products available from the 
International Comprehensive Ocean-Atmosphere Data Set (ICOADS), since that 
project’s inception in 1981. Climate-scale SST products based on ICOADS (or related 
in situ data) are also reviewed. Measurements of SST have been made since around the 
early 1800s from ships, augmented in recent decades by in situ measurements from 
buoys and other automated Ocean Data Acquisition Systems (ODAS). SST, unlike 
some other ICOADS variables such as surface air temperature or humidity, is observed 
from space with reasonable accuracy. However, without reference to in situ measure-
ments most satellite-based SST products will contain large-scale biases due to varying 
atmospheric composition and imperfect instrumental calibration. ICOADS is vital to 
the removal of such biases, which are especially large following volcanic eruptions. We 
describe products combining in situ and satellite SSTs that exploit the strengths of each 
type of measurement, to yield both high resolution and high accuracy. Finally, we dis-
cuss future developments anticipated for ICOADS and SST products, such as further 
blending of metadata and enhanced product uncertainty assessments.

1 Introduction

The oceans – covering more than 70% of the Earth’s surface – form a major component 
of the Earth’s climate system. By storing energy and exchanging heat and momentum 
with the atmosphere, the oceans are key to understanding climate variability and change. 
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In situ meteorological and oceanographic observations can measure characteristics of 
this exchange, including ocean and air temperatures, winds, barometric pressure, humid-
ity, waves, and clouds. Among these variables, sea surface temperature (SST) data and 
products are presently best developed and characterized. SST – the water temperature 
near the ocean’s surface – is used for a wide range of research and monitoring activities, 
including global climate change assessments (e.g., Folland et al. 2001a) and assimilation 
into global atmospheric reanalysis products (e.g., Kistler et al. 2001).

This paper discusses the evolution of the SST data and products available from 
the International Comprehensive Ocean-Atmosphere Data Set (ICOADS) (Worley 
et al. 2005). This evolution is examined in three parts. Section 2 describes changes 
in the in situ observing system of ships, buoys, and other automated Ocean Data 
Acquisition Systems (ODAS), which contribute SST (plus many other) data to 
ICOADS. Section 3 discusses ICOADS, and improvements made to its SST products,
since the inception of that project in 1981 (Woodruff et al. 1987). Section 4 reviews 
the development of higher-level climate-scale SST products based on ICOADS, 
including those blending remotely sensed with in situ observations. Finally, in 
Section 5 we discuss future developments in ICOADS and SST products, including 
further blending of data and metadata, enhanced product assessments of data error 
characteristics, and joint analyses of SST with other variables.

2 In situ SST Data

2.1 Ship Data

Seafarers and sailors – with their intimate connections with the ocean and its weather
– have recorded textual and numerical weather descriptions in logbooks for centuries.
Instrumental logbook data started becoming prevalent in the early 19th century, 
leading to the landmark 1853 Maritime Conference, convened in Brussels (Maury 
1854). This, the first international meteorological conference, paved the way 
toward modern operational oceanography and marine meteorology, and marks the 
beginning of systematic observations from merchant, naval, and research vessels – now 
called Voluntary Observing Ships (VOS).

The Brussels conference prescribed an “Abstract Log” for reporting observations 
(Woodruff et al. 2005), and recommended the use of a wooden bucket to sample sea-
water for SST measurement. The extent to which maritime nations followed this rec-
ommendation may never be certain, because ships rarely reported the SST observing 
method, until the mid-20th century. However, Folland and Parker (1995) found an 
evolving bucket mixture including un-insulated canvas buckets described in national 
observing instructions from the 19th and 20th centuries. Eventually, as the effects of 
heat exchange with the atmosphere on the accuracy of early bucket measurements 
were recognized, ships transitioned to insulated (e.g., rubber) buckets (Fig. 1).

The transition from sail to steam propulsion on ships, around 1900, represents 
another important change in the SST record. On steam and later motorized propul-
sion ships, SST sensors could be placed conveniently on the engine cooling water 
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intake system, introducing measurements sampled at a variety of depths to the SST 
record. Some countries adopted this practice widely (e.g., USA) while others (e.g., 
UK) continued to make bucket measurements, believing them to be of greater accu-
racy. Since 1955, the World Meteorological Organization (WMO) has published 
SST measurement methods for VOS. Methods used include hull contact or through-
hull sensors, radiation or bait tanks thermometers, and outboard trailing thermistors 
(Kent and Taylor 2006; Kent et al. 2007).

Ocean Weather Stations (OWS) were examples of specialized ships introduced 
around World War II that provided high-quality data at fixed locations in support of 
Numerical Weather Prediction, but were phased out after the 1970s. OWS Mike in 

Fig. 1 (Top): Example of wooden bucket, 1891. (Courtesy of Scottish Maritime Museum and 
David Parker.) (Bottom, left to right): South African “Crawford” bucket, German metal and 
leather bucket, and UK Meteorological Office canvas bucket (courtesy of David Parker).



68 S. D. Woodruff et al.

the Norwegian Sea is the last remaining station. Research vessels (RV) can also 
contribute SST data either from underway sampling or from more specialized verti-
cal temperature profiling instruments.

2.2 ODAS Data

Starting in the early 1970s, the USA and eventually some other nations deployed 
arrays of moored data buoys, generally around coastlines. Similarly to OWS, the 
development of these platforms was principally motivated by operational requirements
such as weather prediction and navigation safety. However, for climate purposes 
they also provide time series of SST and other meteorological measurements, often 
hourly, but usually limited to near-coastal areas.

Drifting buoys, measuring SST plus sometimes either pressure, wind speed or air 
temperature, were introduced for the First Global GARP (Global Atmospheric Research 
Program) Experiment (FGGE) in 1978–1979. Their global coverage has increased 
through sustained international investments, and today it provides a large fraction of the 
overall SST data. Hull contact sensors are usually used to measure SST from drifting 
buoys, but as with moored buoys, the buoy and instrument designs can vary (Fig. 2).

Starting in 1984, the first elements of the Tropical Atmosphere Ocean (TAO) 
moored buoy array were deployed across the Pacific by the USA (McPhaden et al. 
1998), with the westernmost mooring locations later expanded by Japan into the 
Triangle Trans Ocean Buoy Network (TRITON). The operational measurements of 
the combined TAO/TRITON array, presently consisting of some 70 moorings, 
include SST and air and subsurface temperatures. The Pilot Research Moored 

Fig. 2 Examples of a moored (left) and drifting buoy (right) (images courtesy of NOAA National 
Data Buoy Center and the Data Buoy Cooperation Panel).
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Array in the Tropical Atlantic (PIRATA) was initiated in 1997, and in the future a 
similar array may be added to the Indian Ocean.

Well before buoys were introduced, oceanographers had sampled the ocean 
depths using a variety of instruments deployed from RV and VOS. For example, the 
1853 Abstract Log included space for daily readings of subsurface temperature. 
Advances in oceanography since then included the transition from mechanical to 
expendable bathythermographs, and most recently the widespread deployment of 
Argo autonomous subsurface profiling floats (see www.argo.net). Ocean profile 
data are increasingly used for operational ocean analysis and ocean forecasting, and 
profile temperatures sufficiently close to the surface can be used for SST.

2.3 Observing System

The evolution of the VOS/ODAS platform mixture, as illustrated in Figs. 3 and 4 is 
complicated. Changing ship sizes and propulsion, coupled with historic events such 
as the openings of the Suez and Panama Canals, in 1869 and 1914 respectively, have 

Fig. 3 Annual numbers of marine reports in ICOADS, stratified by platform type for 1936–2005 
(“C-MAN” refers to ODAS reports from the US land-ocean boundary zone). The indicated delayed-
mode (DM) sources have been blended through 1997 (or 1996 in the case of oceanographic data) and 
for 1998–2004, whereas 2005 is composed exclusively of real-time data from the Global Telecommunication 
System (GTS). The total in 2005 is approximately 14 million (not shown), owing to many GTS drifting 
buoy reports, which are consolidated by the providers of the DM data (i.e., by removal of duplicates 
plus some compositing of fragmentary receipts) (ship photo courtesy of www.ShipPhotos.co.uk).
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Fig. 4 A 2° monthly mean SST (°C) for January 1990 (upper) and January 2000 (lower) plotted 
separately by platform type: ships, moored buoys, drifting buoys, and oceanographic data. Note: 
As indicated in Fig. 3, oceanographic data are presently available in ICOADS only through 1996, 
hence the missing panel.
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affected global patterns of spatial coverage (Woodruff et al. 1987). Increasing global 
commerce since the 18th century is reflected in a general growth trend in VOS traffic, 
punctuated by sharp data deficits around the two World Wars, and recent declines 
owing partly to security and cost considerations and partly to the increased use of 
satellite data for numerical weather prediction (Fig. 3) (Kent et al. 2006).

Diurnal sampling times have varied as reporting practices have changed. Early 
ship observations often made at fixed local times were gradually replaced by synoptic
VOS observations (generally at 0, 6, 12, 18 UTC) around the mid-20th century 
(Bottomley et al. 1990), and later mixed with increasing numbers of buoy reports 
at all hours (Worley et al. 2005). These sampling changes were partly driven by the 
introduction of telecommunicated data into the digital record starting in 1966, 
transmitted at the synoptic hours to support weather forecasting. Earlier transmitted 
data were noisy but observations are now circulated more reliably on the Global 
Telecommunication System (GTS). All these variations pose complex challenges 
for creating spatially and temporally consistent products and data analyses.

3 ICOADS and SST

In 1981, cooperative work began between the US National Oceanic and Atmospheric 
Administration (NOAA) and the National Center for Atmospheric Research 
(NCAR) on the Comprehensive Ocean-Atmosphere Data Set (COADS). The 
COADS Release 1 observational data and summary products (1854–1979) were 

Table 1 Summary of the temporal period and update scope, issue date, and references and update 
highlights, for selected ICOADS updates. Release 2.0 was designated in 2002, but the data were 
available under different release names by 2001. The concept of separate delayed-mode (DM) and 
real-time (RT) archives was introduced in conjunction with Release 2.1. The RT archive is strictly 
based on GTS data, whereas DM sources may include keyed ship logbook data, and ODAS archives 
that have received additional quality control (QC) and include more complete data receipts

 Resultant period (update  References (update
Release name scope) Issue date highlights)

Release 1 1854–1979 1985 Slutz et al. 1985; 
   Woodruff et al. 1987
Release 1a 1854–1992 1993 Woodruff et al. 1993
 (1980–1992)  1° and 2° standard and 
   enhanced summaries
Release 2.0 1784–1997 2001–2002 Woodruff et al. 1998, 2003
   Full replacement of Release 
   1 data/products
Release 2.1 1784–2002 2003 Worley et al. 2005; 
   Woodruff et al. 2005
 (1998–2002)  DM (–1997) and RT 
   (1998–2002) archives
Release 2.2 1784–2004 (1998–2004) 2005 DM update for 1998–2004
Release 2.3 1784–2005 (2005) 2006 RT update for 2005
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Fig. 5 Enhancements in ICOADS spatial SST coverage for selected decades, comparing Release 
1 with Releases 2.0 (19th- and 20th-century decades, completed by 2002) and 2.3 (2000–2005, 
completed in 2006). Colors show the total number of SST observations per decade: 1–9 (gray), 
10–99 (red), 100–399 (orange), more than 399 (yellow). Counts for the two partial decades 
(1854–59 and 2000–05) were adjusted (/6 × 10) to be comparable to the full decades.



The SST Record from ICOADS 73

completed in 1985 (Woodruff et al. 1987). Since Release 1, periodic updates (Table 1) 
have led to substantial improvements in coverage (Fig. 5), and the observations, 
products, and data access systems have been redesigned to better meet user require-
ments (Sects. 3.1 and 3.2).

A new name, International COADS (ICOADS), was adopted (Diaz et al. 2002; 
Parker et al. 2004) to recognize the multinational data input and the benefits gained 
from extensive international collaboration. ICOADS maintains continuity of identity
with COADS, which has been extensively referenced in the scientific literature. 
ICOADS data, metadata, and products are freely offered to the research community 
and the general public via the project’s web portal (icoads.noaa.gov).

3.1 Observational Improvements

The individual marine “reports” (i.e., the observed variables and metadata for a 
given VOS/ODAS, time, and position) for Release 1 comprised a small selection of 
fields, including SST and, when available, an SST measurement method indicator 
(SI), stored in a very concise packed-binary format. Updates since Release 1 transi-
tioned through a more inclusive binary format, to the current International Maritime 
Meteorological Archive (IMMA) format, which preserves (in simple ASCII characters)
a very complete set of uniformly formatted fields and also appends the data in their 
original format.

SST and SI have been augmented with additional IMMA metadata fields that can be 
important for interpretation of the SST data, including the platform type and source 
“deck” (originally referring to punched cards). For VOS, the ship and instrumental 
metadata published by WMO starting in 1955 (Kent et al. 2007), including depth of 
SST sensor beginning in 1995, are also being blended into the IMMA format. The current 
overall period of record is 1784–2005, at Release 2.3 (Table 1). While scattered SST 
observations exist in the early 1800s, significant increases in data density follow the 
Brussels conference that established recording standards in 1853.

3.2 Product Improvements

The year-month summary products for Release 1 comprised a selection of statistics 
(e.g., the mean and median) computed for observed and derived variables – including
SST – using 2° × 2° latitude–longitude boxes. Prior to product computation, observations
outside 3.5σ (standard deviations) relative to three distinct climatological periods 
(1854–1909, 1910–1949, 1950–1979) were “trimmed” and not used (Slutz et al. 
1985). Among early update improvements (see Table 1) were higher-resolution 
summary products (1° × 1°) for the period 1960 onward when the sampling density 
supports this higher resolution.
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The Release 1 trimming (or quality control; QC) limits were found to be too 
restrictive (Wolter et al. 1989; Wolter 1997) for some extreme climate events (e.g., 
1982–1983 El Niño). In response, “enhanced” summaries were created, with the 
trimming limits expanded to 4.5σ (but still fixed around the Release 1 climatologi-
cal medians) to partially account for larger environmental variability. Another 
characteristic of the enhanced summaries is that they include more platform types 
(ships plus most ODAS). Table 2 summarizes the SST statistical quantities and 
product categories currently available from ICOADS.

4 Higher-level SST Products

ICOADS offers a detailed set of statistics and products (Table 2) to summarize the SST 
data falling within each 2° or 1° box and year–month. However, the coverage of the 
products is limited to boxes containing SST data – with no interpolation to fill in tem-
poral or spatial data gaps, and no analysis to smooth the statistics (Fig. 6). Moreover, 
the available summaries incorporate no adjustments for variations in observing prac-
tices. These deficiencies have been addressed with two main types of higher-level SST 
analyses, derived from the ICOADS (or closely related) in situ data.

Table 2 ICOADS statistics computed for each SST grid box containing at least one observationa

(left). Monthly summary products, and their characteristics, available for SST, plus for 21 other 
observed and derived variables (see Worley et al. 2005 for additional details) (right columns)

Abbrev. Statistic 2° × 2° (1800 forward) 1° × 1° (1960 forward)

s
1
 1/6 sextile (estimate  Enhanced:  Enhanced: 

of m – 1σ) Trimming: 4.5σ  (same as 2° × 2°)
  Platform mixture:
s

3
 3/6 sextile  VOS plus most ODAS

(estimate of m)
s

5
 5/6 sextile

(estimate of m + 1σ)
m Mean
n Number of observations
s Standard deviationb Standard:  Standard:

Trimming: 3.5σ (same as 2° × 2°)
  Platform mixture: 

VOS only
d Mean day-of-month

of observations
h

t
 Fraction of observations

in daylight
x Mean longitude

of observations
y Mean latitude

of observations
aAll the statistics are computed even with as few as one observation. For example, in that case the 
sextiles and the mean all are set to the single observed value, and the standard deviation to zero 
(Slutz et al. 1985).
bA separate estimate e of s can be computed as e = (s

5
 – s

1
)/2.
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4.1 Historical Reconstructions

The length and environmental significance of the in situ SST record makes it of 
great interest for climate change studies, even though the coverage is sparse in 
much of the 19th century and other periods such as the world wars. However, the 
full-length raw SST time series is not an accurate climate record. Around the time 
of Release 1 it was recognized that data heterogeneities introduced by observing 
system changes needed to be accounted for in climate studies (Barnett 1984; 
Wright 1986) – for example, the transition from bucket to intake SST measurement 
(Folland et al. 1984). Adjustments for such inhomogeneities have so far focused on 
the VOS data (e.g., Folland and Parker 1995; Hanawa et al. 2000; Smith and 
Reynolds 2002; Folland 2005; Kent and Kaplan 2006). Reconciling measurements 
from different observing systems (e.g., ODAS and VOS) is yet to be achieved (Fig. 7).

Coupled with the adjustment efforts, statistical techniques such as optimal inter-
polation (OI), averaging (OA), or smoothing (OS) have been used to estimate past 
global (or near global) coverage from limited amounts of observed data, with the 
key assumption that contemporary modes of variability apply historically (Hurrell 
and Trenberth 1999). High-latitude SST analyses depend critically on accurate 
estimates of time varying sea ice coverage, and have benefited from gradual 
improvements in sea ice concentration products. Finally, several analyses are starting 
to incorporate estimates of uncertainties and other statistical properties. These added 
fields are used to supplement the interpretation of the basic interpolated SST values.

One line of products developed by the UK began with the un-interpolated (5° 
resolution) Met Office Historical SST Dataset (MOHSST; Bottomley et al. 1990; 
Parker et al. 1995), followed by Global Sea Ice and SST (GISST), and now Hadley 
Centre Sea Ice and SST (HadISST1) and SST (HadSST2) datasets (Rayner et al. 

Fig. 6 ICOADS-enhanced monthly mean SST (°C) for December 1942.
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Fig. 7 (Top): Time series (1980–2005) of monthly 2° box ship SST anomalies (with respect to a 
1950–1979 monthly climatology) averaged over 62°N–62°S. The black curve is for all ship SST 
boxes, with colored curves for three subsets: ship SST boxes colocated with moored buoy (blue), 
drifting buoy (green), or oceanographic (red) SST boxes. (Middle): Differences between the ship SST 
anomalies in the top panel, minus monthly average anomalies of the colocated moored buoy, drifting 
buoy, and oceanographic SST data (same colors). (Bottom): Monthly numbers of all ship (black) and 
collocated (same colors) 2° SST boxes. Note: Curves were smoothed, and required at least 80 colo-
cated boxes, thus eliminating months with sparse data. As indicated in Fig. 3, oceanographic data are 
presently available in ICOADS only through 1996, hence the early ending points of those curves.

2003, 2006). HadISST1 employed all available (including some satellite) data, and 
estimated monthly 1° resolution patterns using OI. HadSST2 utilized the latest 
ICOADS data, and includes uncertainty estimates and other novel features such as 
flexible gridding (www.hadobs.org).
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Another major product line, developed by NOAA, began with OA of seasonal 
averages (Smith et al. 1994), transitioned to a global monthly reconstruction (Smith 
et al. 1996), which in turn lead to Extended Reconstructed SST (ERSST) datasets 
(Smith and Reynolds 2003, 2004). The ERSST datasets, which are available at a 
monthly 2° resolution (www.ncdc.noaa.gov), include sea ice information similar to 
HadISST1, and were optimally reconstructed using variability characteristics from an 
advanced in situ and satellite analysis (Reynolds et al. 2002) (Fig. 8). The  difference 
between these fields (Fig. 9) is an indication of the uncertainty that arises through 
different analysis techniques.

Fig. 8 HadISST (upper; 1° resolution) versus ERSST (lower; 2° resolution) SST (°C) fields for 
December 1942.
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Fig. 9 Difference in SST (°C) fields for December 1942 (as shown in Fig. 8): HadISST (averaged 
to 2° resolution) minus ERSST.

Other noteworthy interpolated SST products include Kaplan et al. (1997, 
1998) 5° resolution analyses (1856–1991; using MOHSST), and the Ishii et al. 
(2005) 1° resolution analysis (1900–2001), which incorporates Japanese Kobe 
Collection and other data not yet fully available in ICOADS. One disadvantage 
of the interpolation techniques is loss of spatial resolution due to smoothing, 
which Minobe and Maeda (2005) addressed by computing un-interpolated means 
at 1° resolution (1850–2002), but with QC beyond that currently available in 
ICOADS.

4.2 Blended Satellite and in situ Products

Reliable infrared (IR) satellite SST observations begin in November 1981 from the 
Advanced Very High Resolution Radiometer (AVHRR). Reynolds (1988) and 
Reynolds and Marsico (1993) made initial efforts to blend satellite and in situ 
observations. The in situ record has the advantages of a lengthy period and many 
independent observations, whereas the IR measurements provide dense spatial 
coverage at high resolution (∼4 km) – but with the caveat that any bias (e.g., 
Reynolds et al. 1989; Reynolds 1993) will influence all data from that satellite 
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instrument. In situ observations are vital to identify and remove large-scale biases 
in the AVHRR SST measurements, which are caused by aerosols such as Saharan 
dust or volcanic particles, as well as by imperfect calibration.

Reynolds and Smith (1994) was the first analysis (OI.v1) to optimize the advantages
of both types of data. The latest analysis version (OI.v2) (Reynolds et al. 2002) is 
updated weekly at a 1° resolution with improved satellite bias corrections and sea 
ice conversions. More recently, other blended real-time products based on the 
AVHRR or other IR data have become available operationally (e.g., Thiébaux et al. 
2003; O’Carroll et al. 2006).

Starting in late 1997, satellite data became available from the Tropical Rainfall 
Measuring Mission (TRMM) Microwave Imager (TMI), and since 2002 from the 
Advanced Microwave Scanning Radiometer aboard the Earth Observing System 
(AMSR-E) satellite. These and other planned microwave instruments have lower 
resolution (50 km) than the IR data, but are able to measure SST through many 
clouds and aerosols (Chelton and Wentz 2005). The microwave data should form 
an important ingredient for future climate-scale SST analyses (Stammer et al. 2003; 
Reynolds et al. 2004), partly also because they have different error characteristics 
than the IR data, and the independent sources may allow for corrections in regions 
lacking in situ data.

5 Future Directions

This paper has reviewed the status and evolution of the in situ SST data available 
from ICOADS, plus some higher-level climate-scale products. We conclude by 
suggesting a variety of desirable further improvements and directions for future 
work to help improve the SST record:

● Numerous additional data are available, or becoming available for blending into 
ICOADS (Woodruff et al. 2004, 2005; Worley et al. 2005). Attempts have been 
made to estimate the in situ data density needed to support blended satellite 
analyses (e.g., Reynolds et al. 2005). The prioritization of available sources of 
historical data for digitization and incorporation into ICOADS is essential. One 
obvious need is for more observations in data sparse periods, such as during the 
world wars.

● Continued blending of published VOS metadata for 1955 forward into ICOADS 
(Kent et al. 2007) remains a crucial related task to help improve our understanding 
of SST measurement methods. Also, it may be possible to tap new sources of 
historical VOS metadata, in the course of emerging digitization projects (e.g., of 
recently imaged UK Royal Navy 1938–1947 Ship’s Logs), and international 
efforts should be supported to assemble and organize historical ODAS metadata.

● We recommend the continuing creation of SST products by independent meth-
ods, using the best available data and metadata, coupled with comparisons of the 
resulting products to better quantify the random and systematic uncertainties 
(e.g., Trenberth et al. 1992; Folland et al. 1993; Hurrell and Trenberth 1999; 
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Folland et al. 2001b; Kent and Taylor 2006). So far, for example, apparent SST 
biases between VOS and ODAS data have not been well quantified.

● With a few exceptions (e.g., basic ICOADS summaries, and Ishii et al. 2005) 
most products to date have used SST in isolation from other variables (e.g., air 
temperature, barometric pressure, and winds), which are reported by VOS and 
to a more limited extent by ODAS. We anticipate that cross-validations between 
the different variables, and VOS and ODAS platform types, will lead toward the 
creation of improved climate-quality products for SST and other variables.

● A related data quality issue is to better capitalize in ICOADS on the QC feed-
back information obtained both from operational weather prediction, and rean-
alyses, for example, one planned using only surface pressure (Compo et al. 
2006). However, models can also be imperfect, especially when observations are 
sparse, and the resulting information would need to be carefully compartmental-
ized and documented within ICOADS.
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Upper-air Temperature Trends: Current 
Problems and Some Recent Results

A. M. Sterin1, V. M. Khan2, and K. G. Rubinshtein2

Abstract The free atmosphere is an essential part of the climate system, and the 
processes in the free atmosphere are strongly interrelated with the processes in other
climate system components. Temperature in the free atmosphere is better studied 
than other parameters defining the upper-air climate, but nevertheless there exist 
numerous problems in the upper-air temperature trends. This paper gives the overview 
of the current status of radiosonde based empirical studies of the upper-air temperature
climate changes. Problems such as data availability, data quality and completeness, 
inhomogeneity detection in the upper-air temperature time series, temperature trend 
estimates, overall patterns of upper-air trends are discussed in the paper. Special 
attention is given to the problem of whether the reanalysis outputs can reproduce 
trends over long periods in the upper-air temperature series.

1 Introduction

Since 1930, when the first radiosonde in the world was launched by Professor Pavel 
Molchanov in St. Petersburg (Leningrad), former USSR, much effort has been 
made to make radiosonde observations covering the globe, as well as to improve 
their temporal regularity. The worldwide radiosonde observations, first of all, are 
provided with the main goal of operational weather prediction. However, they 
could also be useful for climate studies, in addition to other sources of upper-air 
data. Other sources such as aircrafts (providing observations irregularly in time and 
space), or satellites (which provide observations for a shorter period, with better 
horizontal, but worse vertical, resolution than the radiosondes), are valid for climate
research community, but in no way can substitute radiosonde data in upper-air 
temperature climate research.

1  Russian Research Institute for Hydrometeorological Information – World Data Center 
(RIHMI-WDC), sterin@meteo.ru

2  Hydrometeorological Center of Russian Federation (HMC RF)
khan@mecom.ru, rubin@mecom.ru

S. Brönnimann et al. (eds.), Climate Variability and Extremes during the Past 100 Years. 85
© Springer 2008



86 A. M. Sterin et al.

Upper-air temperature trends are strongly connected to the problem of global 
warming (IPCC 1996, 2001), but their patterns are somewhat different from those 
on the land surface (Hurrell and Trenberth 1998) and carry a large uncertainty. 
Therefore the patterns of long-term trends in upper-air temperature series have 
become the focus of numerous discussions.

This paper is written with two main goals in mind. The first goal is to summarize 
the patterns of upper-air temperature trends and express a vision of the current status
of upper-air temperature trend related problems. The second goal, much more modest 
than the first one, is to concentrate on several relatively new results by the authors 
using radiosonde data for upper-air temperature trend studies, including compari-
sons between temperature trends in radiosonde data and trends in temperature from 
reanalysis outputs.

In no way is this paper able to provide a comprehensive review of the upper-air 
temperature-related problems, rather it partly reviews several strengths and weak-
nesses in the current status of the empirical study of upper-air temperature climate 
patterns, which are supplemented by some authors’ recent findings.

2  Current Status of Empirical Upper-air 
Temperature Trend Studies

2.1  Radiosonde and Satellite Data Relevant 
to Upper-air Temperature Trend Studies

In this section, we briefly summarize the information about radiosonde and satellite 
data that can be used to study upper-air temperature trends, especially their strengths
and weaknesses, and provide references to existing radiosonde and satellite data 
collections and upper-air temperature series data sets relevant to trend studies.

Currently there are about 1,000 stations worldwide which provide moderately 
long periods of observations. Not all observational sites produce continuous series, 
for example, some stations had interruptions in soundings, so the continuity of the 
series is not ideal. The stricter the requirements applied to the length and continuity 
of series, the fewer the number of stations that meet these criteria. As a way to 
resolve this, a reasonable compromise is needed between the length of the observing 
period, data completeness, continuity, as well as spatial coverage.

Two main problems of spatial coverage of the atmosphere by radiosonde data 
can be outlined. The first problem is that geographical coverage of the world by 
radiosonde observations acceptable for the climate studies is essentially limited to 
the land areas of the northern hemisphere, while the vast ocean areas, as well as the 
southern hemisphere, have much weaker coverage. The second problem of radiosonde
data coverage is the vertical coverage. Poorer sampling in the stratosphere compared
to the troposphere increases the uncertainty. This is most critical in the early part 
of the record, and, as a result, may bias stratospheric temperature trend estimates.
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At least two different global radiosonde data sets are known:

● The Integrated Global Radiosonde Archive (IGRA) (Durre et al. 2006); a project 
by the National Climatic Data Center (NCDC) and NOAA, available from 
NCDC. The IGRA data set is updated by current data via the global telecommu-
nications system (GTS) on a regular basis. Together with daily data, monthly 
mean values are calculated and are made available from the same source.

● Based on the data collected from the GTS, the Russian Research Institute for 
Hydrometeorological Information – World Data Center (RIHMI-WDC), is 
compiling a global archive of daily radiosonde data, named AEROSTAB. This 
data set is also updated on a regular basis and is archived after the Complex 
Quality Check (CQC).

Along with daily data, monthly station statistics for the global radiosonde network 
are produced by RIHMI-WDC, which constitute MONADS (MONthly Aerological 
Data Set).

In addition to the above data sets, there are special radiosonde temperature data 
products:

● The LKS data set of upper-air temperature for a selected set (about 80) of radio-
sonde stations (Lanzante et al. 2003a, b). The LKS data set is part of RATPAC 
(“Radiosonde Atmospheric Temperature Products for Assessing Climate”) 
(Free and Seidel 2005).

● The HadAT grid-point data set for upper-air temperature, produced by the 
Hadley Centre of the UK (Thorne et al. 2005).

Both products passed through a bias detection and removal process which is 
described below. Other upper-air temperature products are based on the microwave 
sounding instruments (MSU and AMSU) on board the NOAA polar orbiting satellites.
These series reach back to 1979 and are updated on regular basis (see Mears, this 
volume). The physical background of obtaining series of tropospheric and stratospheric
temperatures based on MSU observations is given by Spencer and Christy (1990).

At least two different temperature data sets are available based on these satellite 
observations:

● The data set provided by University of Alabama in Huntsville (UAH; Christy 
et al. 2000).

● The data set provided by Remote Sensing Systems, Inc (RSS; Mears et al. 2003).

Though the primary satellite measurements used for obtaining both of these series 
are the same, their processing is different, and, as a result, the values of decadal trends
calculated from these series differ from each other as discussed below. Unlike 
radiosonde observations, the satellite observations provide even coverage of the 
globe, including ocean areas and areas in Tropics and in southern hemisphere, but 
do not provide the detailed vertical resolution, as it is provided by radiosondes.

Both radiosonde and satellite upper-air temperature time series are known to 
suffer from artificial steplike changes, which can originate from changes of instru-
ments, data transfer or processing algorithms, site locations (for radiosondes), orbit 
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decays and instrumentation differences (for satellites), etc. Since these changes, 
referred to as inhomogeneities, affect the trend values, the problem of detection, 
estimation of magnitude, and removal of artificial changes in the climate time 
series are among the most crucial problems of the present-day climatology.

Each meteorological parameter requires a specific approach to detect and estimate
inhomogeneities in the corresponding time series. Such approaches are well known 
for surface teperature and surface precipitation time series. However, the paper of 
Gaffen et al. (2000) contains a wide and, probably, comprehensive, list of reasons 
why the approaches applicable to land-surface meteorological parameters are less 
effectively used for the upper-air radiosonde-based meteorological parameters, the 
upper-air temperature in particular.

As concluded by Gaffen et al. (2000), neither metadata alone nor statistical 
techniques alone is sufficient for adequately detecting inhomogeneities in upper-air data. 
Techniques specifically aimed to detect, estimate, and eliminate inhomogeneities in 
the upper-air temperature time series include, among others:

● Use of physical models for various types of sondes and temperature sensors (for 
radiosondes)

● Use of adjustments which take into consideration the satellite orbital decays, and 
changes in MSU instruments (for satellite data)

● Use of intercomparisons between the radiosonde-based and satellite-based 
upper-air temperature series (keeping in mind that both types of data have 
independent and different sources of inhomogeneities)

● Use of metadata to determine the candidate dates when inhomogeneities could 
possibly be introduced

● Use of statistical techniques for detection steplike changes in the series
● Efforts of Lanzante et al. (2003a, b) and of Thorne et al. (2005), to use a combined

technique based on metadata and statistical inference, which produced the LKS 
data set and HadAT, respectively

● Effort of Sterin (2004a) to use a combined metadata and statistical instrument 
approach to detect inhomogeneities in upper-air temperature station time series 
and to reestimate trends after eliminating these candidate inhomogeneities (thus 
providing “what-if” analysis of homogeneity effects on trends)

● Effort of Haimberger (2005, 2007) to use the ECMWF ERA-40 reanalysis outputs 
and operational analysis outputs for homogenization of radiosonde temperature 
time series (this method enables automated corrections to be applied to radiosonde
data)

The problem of inhomogeneity detection and bias removal in the upper-air temperature
time series, however, remains open for further investigations. A paper by Free et al. 
(2002) summarizes the results of special effort to compare existing techniques of 
inhomogeneity detection in the upper-air radiosonde temperature series (this effort 
was assessed in 2000 at special workshop at NCDC, Asheville, USA), and contains 
a conclusion that no single method (and no single output of so called “bias-free” 
upper-air temperature series) could be recommended for the future use, in particular 
for the use in upper-air temperature climate trend analysis. The difficulties in 
efforts in this field are, among other factors, related to the fact that such detection 
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procedures nontrivial and time-consuming. All the more, several of them (but not 
all) require much manual effort, presume a lot of “art,” and, thus, are difficult to 
formalize and unlikely to be reproduced by research teams other than the original 
authors of the methods. Essential progress in constructing upper-air temperature 
inhomogeneity detection and removal procedures, as well as in preparing so called 
bias-free radiosonde products, have been achieved in recent years by UKMO 
(Thorne et al. 2005), by Haimberger (2005, 2007), by Free and Seidel (2005). 
Recognizing this, we need to note, however, that the process of bias removal, for 
the upper-air time series of temperature, must be a careful and well-weighted effort, 
because of strong natural variability of the processes in the atmosphere (e.g., 
Henderson-Sellers et al. 1998). Otherwise, signals of these processes could be easily 
suspected as biases and erroneously removed. In all such efforts, a step back to 
previous versions of time series must be provided.

2.2 Overview of Upper-air Temperature Trend Patterns

In this section, we describe main features of upper-air temperature trends, which are 
shown to be sensitive to many factors, so that it is recommended to use an aggregate 
measure of trend estimates, especially for the troposphere where the trend signal is 
much weaker and less certain than the signal of stratospheric cooling.

Since the early publications based on radiosonde data processing, two main 
features of trends in the upper-air temperature series were reported:

● A strong cooling in the lower stratosphere
● A warming in the troposphere, which is, however, not as evident as the 

stratospheric cooling

The numerical values of these trends, as well as standard errors of these values, are 
shown to be very sensitive to several factors. The list of these factors, extensively 
discussed by Gaffen et al. (2000), and later by Sterin (2004b), includes:

● Choice of radiosonde observational network (for radiosonde data)
● Method of primary data processing
● Method of inhomogeneity detection, estimation, and elimination (if any) that 

was applied before trend estimation (for radiosonde data and for satellite data)
● Exact period of time series taken for trend calculation
● Statistical techniques used for trend calculation (using traditional least squares 

regression method or robust regression estimates – see Huber (1981), Hoaglin et al. 
(1983), Lanzante (1996), Yohai (1987) )

The time series beginning date usually taken is the late 1950s – early 1960s (beginning
of most regular global observations), or 1979 (beginning of satellite series). Trends 
are usually calculated in aggregation for the globe, for hemispheres, as well as for 
large latitude belts.

In the middle of the 1990s the controversy between surface temperature and 
tropospheric temperature trends was noted. The tropospheric temperature trends 
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estimated from UAH satellite data were shown to be negative (about −0.03 K/decade 
for the globe), while the warming on the surface was shown to be much larger (about
+ 0.21°C/decade for the globe for the period since 1979). Note that radiosonde 
troposphere trends for series beginning in the early 1960s demonstrated warming 
which, however, was mainly attributed to steplike warming in middle of 1970s 
rather than to gradual temperature increase, therefore the controversy considered 
just the trends for satellite era (beginning in 1979). This phenomenon triggered a vast 
discussion on possible reasons for this difference (see, e.g., Hurrell and Trenberth 
1998, for a detailed description and possible explanations for this discrepancy, 
including both physical differences between the thermal processes on the surface 
and in the troposphere, different effects of ocean versus land on satellite and in situ 
surface temperature, and some details of MSU data processing, which could,as 
artifacts, affect the trend values in the series). Seidel et al. (2004) contains a vast 
intercomparison of trend values in several well-known radiosonde and satellite 
MSU/AMSU upper-air temperature series.

Figure 1, taken from Seidel et al. (2004), demonstrate the main patterns of 
upper-air temperature trends, their dependency on source of data, period of trend 
estimate, as well as the degree of uncertainty in their values due to different sources 

Fig. 1 Temperature trends (K/decade) in the series of upper-air temperature anomalies for the 
globe, both hemispheres, and the tropical zone (20°S–20°N), as calculated from various sources 
of radiosonde and satellite data (Seidel et al. 2004). Left: trends for the 1958–1997 period for the 
vertical layers 100–50 hPa, 300–100 hPa and 850–300 hPa, right: trends for the 1979–1997 period 
for MSU4, MSU2 and MSU2LT satellite data as well as for radiosonde data recalculated to these 
layers. The confidence intervals shown are the ±1 standard error uncertainty estimates. (Copyright 
2004 American Meteorological Society).
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of data and processing procedures. Note that, among the sensitivity factors listed 
above, choice of period of trend calculation has a large impact on conclusions of 
trend values. Figure 1 contains trend values for series ending in 1997 (the latest 
year for which all compared series were available at that time). However, the addi-
tion of only one year (1998, year of strong ENSO) to the series beginning in 1979 
makes a change in tropospheric trends, in particular, for UAH data, that is a switch 
from slight negative trend to slight positive trend (however, both are not significant, 
Sterin 2004a, 2006). In the early 2000s, other research groups (Mears et al. (2003), 
from RSS, and Vinnikov and Grody (2003) ) independently processed the original 
MSU/AMSU data and derived satellite temperature series which, unlike the UAH 
series, yielded troposphere temperature trends that were in better agreement with 
the surface warming.

Considering essential differences of trends in the upper-air temperature, Seidel et al. 
(2004) recommend that, for trend estimation, an aggregate measure based on different 
data sets should be taken. In contrast to trends, some other large-scale climate signals, 
such as the Southern Oscillation, the Quasi-Biennial Oscillation in the stratosphere, 
post-volcanic stratospheric warming episodes, or the steplike tropospheric warming 
in 1976/77, which can be evaluated from the same upper-air temperature series, are 
shown to be manifested in a more similar way in all data sources.

Santer et al. (2005) studied scaling ratios of upper-air to surface temperature 
characteristics in the tropics for month to month and annual variability and for 
interdecadal variability. For this study, the outputs of 19 models used for IPCC 
Fourth Assessment Report, radiosonde and satellite data, surface data, as well as 
theoretical considerations, were jointly used. In studies of the expected amplifica-
tion of warming from surface to troposphere, the main conclusion is that the source 
of discrepancies in trends lies in the radiosonde and UAH satellite data, which are 
consistent with models and with basic thermodynamic considerations on monthly 
and annual scales, but are inconsistent with them on an interdecadal scale due to 
residual errors. Unlike other data sources mentioned in this paper, the RSS satellite 
data are shown to be consistent with theoretical considerations and with model 
outputs on interdecadal scales as well.

An additional comparison of global upper-air temperature trends calculated 
from different sources is contained in Table 1 along with additional trend estimates 
for surface temperature (see Sterin 2006). This table additionally demonstrates two 
details that could be of interest:

1. The negative trend in the stratosphere is considerably smaller for the 1979–2005 
period compared to the period 1979–1998. Possible reasons for this could be the 
cessation of ozone depletion in early 2000s and the effect of sensitivity of strat-
ospheric temperature to water vapor concentrations (de Forster and Shine 1999).

2. The UAH series trends for the troposphere for 1979–2005 depend on the statisti-
cal methods used. While for these series a trend of +0.05 K/decade is found on 
the basis of standard least-squares technique, four different robust regression 
trend techniques, independently applied, demonstrate trend estimates ranged 
from +0.12 to +0.14 K/decade, significantly different from zero. This is closer 
to the global troposphere trend estimates based on satellite series of other 
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authors (e.g., RSS estimates of +0.19 K/decade for this period and Vinnikov 
estimates), as well as to the estimates of surface temperature trends for this 
period (+0.17 K/decade). However, this effect of UAH trend sensitivity to statistical
techniques does not remove known general problems related to UAH tropospheric
temperature series.

3  Comparisons Between Air Temperature Trends 
from Radiosonde Data and Reanalyses Outputs

This section aims to provide a comparison between long-period trends in the upper-air
temperature obtained from radiosonde data and from reanalysis outputs. A broad 
description of reanalysis projects and their value for climate study is given by Uppala
et al. (this volume), so this general material will not be contained in the paper.

Numerous publications demonstrate that reanalyses reproduce relatively well 
the inter-annual and high-frequency variations in the atmosphere. However, it is not 
fully clear if they can reproduce the inter-decadal changes, such as trends. Several 
publications assess how the reanalyses reproduce upper-air temperature statistics, 
including long-period trends (Basist and Chelliah 1997, Rubinshtein and Sterin 
2002, Khan et al. 2003, Santer et al. 2004).

Table 1 Comparison of root-mean-square values of temperature anomalies (σ, in K), lag 1 
(1 month) autocorrelation values (τ(1)), and trend values (K/decade), for the global series of 
temperature anomalies in the troposphere (subscript TR) and in the lower stratosphere (ST) and 
for the surface temperature (SF).

 Trend, K/decade

Series σ τ (1) OLS M MM S LTS

RIH
TR

 (1979–2005) 0.13 0.69 0.04 (0.03) 0.03 0.03 0.03 0.03
JON

SF
 (1979–2005) 0.18 0.66 0.17 (0.03) 0.17 0.17 0.17 0.17

UAH
TR

 (1979–2005) 0.20 0.69 0.05 (0.04) 0.12 0.11 0.11 0.14
RSS

TR
 (1979–2005) 0.23 0.77 0.19 (0.05) 0.19 0.19 0.19 0.22

RIH
ST

 (1979–1998) 0.33 0.88 −0.43 (0.10) −0.44 −0.43 −0.43 −0.41
UAH

ST
 (1979–1998) 0.50 0.81 −0.54 (0.17) −0.57 −0.56 −0.55 −0.52

RSS
ST

 (1979–1998) 0.45 0.96 −0.50 (0.19) −0.44 −0.43 −0.43 −0.40
RIH

ST
 (1979–2005) 0.39 0.86 −0.40 (0.06) −0.40 −0.38 −0.37 −0.36

UAH
ST

 (1979–2005) 0.49 0.81 −0.42 (0.10) −0.40 −0.39 −0.38 −0.34
RSS

ST
 (1979–2005) 0.43 0.95 −0.36 (0.11) −0.29 −0.27 −0.26 −0.22

RIH
TR

 (1958–2005) 0.14 0.73 0.05 (0.01) 0.05 0.05 0.05 0.06
JON

SF
 (1958–2005) 0.22 0.76 0.12 (0.02) 0.12 0.12 0.12 0.14

RIH
ST

 (1958–2005) 0.41 0.86 −0.26 (0.03) −0.26 −0.26 −0.26 −0.26

Trends are estimated by the following regression methods: OLS: Ordinary least squares, with 
standard error of trend estimates considering the autocorrelations in series given in parenthesis; 
M: Robust M method (Huber 1981); MM: Robust MM method (Yohai 1987); S: Robust S method 
(Rousseeuw 1984); LTS: Robust Least Trimmed Squares method (Rousseeuw and Yohai 1984).

The source of series are RIH: RIHMI-WDC, radiosonde; UAH: University of Alabama, Huntsville,
satellite; RSS: Remote Sensing Systems, Inc., satellite; JON: surface temperature global anomalies
(Jones et al. 2005). The years in brackets indicate the beginning and ending of the series.
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In one of the early publications on this, Basist and Chelliah (1997) provided 
comparison between tropospheric temperature series derived from NCAR/NCEP 
reanalysis (NNR), NCEP operational analysis fields and UAH MSU series, and 
demonstrated that NNR represents a substantial improvement over the operational 
analysis for monitoring climate variability. On the other hand, although some 
recognized problems and possible limitations in the reanalysis temperatures were 
detected, the comparison between the MSU and reanalysis spatial anomalies 
showed good agreement.

Santer et al. (2004) provided a vast study of trends in upper-air temperatures 
obtained from reanalyses, from MSU and UAH satellite data, as well as from the 
model outputs. The results of this comprehensive intercomparison demonstrate several
main points, among them the following are of particular interest for this review:

● The possibility of detecting tropopause height increase from ERA-40 second-
generation reanalysis

● The possibility of attributing long-period tropopause height changes to tropo-
spheric and stratospheric temperature changes, which are manifested in a similar 
way in ERA-40, satellite data, and model output

● An improved consistency of the upper-air temperature statistics, including patterns
of trends in upper-air temperature, between second generation ERA-40 reanalysis 
and MSU data, compared to earlier NCEP-50 reanalysis. The difference between 
temperature trend spatial patterns obtained from NCEP reanalysis and from 
other sources studied in the paper is shown to be essential.

Note that the published comparisons between tropospheric and stratospheric 
temperature trends based on reanalysis outputs and upper-air temperature data 
involve MSU satellite data more than radiosonde data.

The choice of outputs from reanalysis projects is not limited by ECMWF and 
NCAR/NCEP projects. For the current moment, several global meteorological 
centers provide reanalysis output products: ERA-40 (Uppala et al. 2005), NNR 
(Kalnay et al. 1996), NCEP/DOE (Kanamitsu et al. 2002), GEOS1 (Schubert et al. 
1993), JRA-25 (http://www.jreap.org/others/others-e-top.html). However, NNR 
and ERA-40 outputs are the most popular and most comprehensive, each encom-
passing a period of 40 years or more. These two reanalyses were chosen in our own 
study for temperature trend comparison with observed radiosonde air temperature 
data and with each other.

We keep in mind that both reanalyses include assimilated satellite temperature 
retrievals from the Microwave Sounding Unit Channel 4 (MSU4) dataset and radio-
sonde data and hence do not constitute an independent source. However, in regions 
where observations are sparse, various reanalysis outputs can disagree with observa-
tions and with each other, indicating properties of physical consistency of numerical
weather prediction model that is used. Note that radiosonde temperature series in 
no way could be considered as “truth” in any trend comparisons, due to known 
problems with the radiosonde data homogeneity.

The comparison of observed data and reanalysis outputs requires considera-
tion of many possible “dimensions” of such a comparison (vertical and horizon-
tal spatial dimensions, temporal dimensions such as period of trend calculation, 
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etc.). Each researcher who encounters these problems needs to introduce and to 
use aggregate estimates of similarity in reproducing the trends. Such aggregate 
estimates of similarity between the trends in the upper-air temperature series, 
obtained from the radiosonde station data time series, and trends in the series 
constructed from the reanalysis outputs, are suggested and studied below in this 
section.

To evaluate quantitatively the generalized measure of consistency between the 
temperature trends for points of numerous radiosonde stations and numerous levels 
at each station, calculated from station observational radiosonde data, and trends, 
calculated from reanalysis (or model) outputs, the Relative Operating Characteristics 
(ROC) technique (Mason and Graham 2002) has been applied in this study. This 
score is recommended by the WMO as an obligatory part in standardized verifica-
tion system of weather forecasts.

The approach of using ROC characteristics is as follows: First, the values of 
temperature from reanalysis outputs were recalculated to station points by bilinear 
interpolation from the four surrounding grid points. From these reanalysis colo-
cated values, trends (b) were calculated. The values of b were grouped into three 
categories termed:

NEGATIVE (for b < −1 SE)
NEUTRAL (for −1 SE ≤ b < + 1 SE),
POSITIVE (b ≥ + 1 SE).

SE here denotes the standard error of the trend at given level and a given station, 
calculated from reanalysis outputs. Categories were determined as above for values 
of trends and their standard deviations calculated from station data.

Second, a 3 × 3 contingency table was constructed by comparing the categories 
for the observational data with the reanalysis data, and Hit Rates and the False 
Alarm Rates (HR and FAR) were determined. Third, HR and FAR were calculated 
for each relative sample frequency P

n
, which is defined as the ratio of sample size 

to the total number of observations in the row. The graph of HR
n
 versus FAR

n
 forms 

the ROC curve. The normalized area under the ROC curve represents a summary 
statistics of a verified data set. A perfectly verified system has an area of 1.0, and, 
in contrast, a no-skill set is indicated by an area less than or equal to 0.5. For each 
category, the percentages of stations with ROC score above 0.5 and less than or 
equal to 0.5 were determined.

Special attention has been paid to definition of periods for calculation of trends. 
We have taken into consideration two different periods: from 1964 to 1998 and 
from 1979 to 1998. The first period begins from 1964, because the radiosonde 
observations started to be more reliable since this date. The second period represents
the satellite era and coincides with the Atmospheric Models Intercomparison 
Project (AMIP-2) period.

For intercomparing NNR and ERA-40, we used the 1958–2000 period (see Fig. 3). 
Such a comparison enables a better understanding of the difference between the 
two most popular assimilations systems in reproducing long-term tendencies of air 
temperature. Vertical profiles of zonally averaged trends of monthly mean temperature
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for both periods 1979–1998 and 1964–1998 from NNR output and from radiosonde 
station temperature data set were analyzed in Khan et al. (2003).

Table 2 contains the aggregated ROC scores for air temperature trends, first 
using ERA-40 and second with the NNR data. Considering the extended period 
from 1964 to 1998, it is shown that, for categories of negative or positive trend val-
ues, the trend estimates from both sources have significantly higher ROC scores 
than those related with neutral trend category. The NNR scores are slightly lower 
than the ERA-40 scores. For period 1979–1998, the ROC values for category of 
negative trends are significantly larger then those for positive and neutral trend cat-
egories over the tropics and the southern extratropics. Most of the negative trends 
are associated with a low stratosphere cooling. In total, for both periods, values of 
ROC scores are similar, while being smaller for the second period for the southern 
extratropics.

The spatial distribution of ROC values between air temperature trends from ERA-40
reanalysis and station observed data, calculated separately at each station of the 
global network, is shown in Fig. 2. ERA-40 reproduces the upper-air temperature 
trends well in the high latitudes of both hemispheres, especially over Western 
Europe and the USA, where the density of radiosonde stations is maximal. Over the 
territory of Russia, a mixed picture is observed: the point stations with high values of 

Table 2 Aggregated ROC scores between upper-air temperature trends from outputs of 
ECMWF reanalysis, outputs of NCEP/NCAR reanalysis, and station monthly sta-
tistics based on observation data

Station data vs Negative Neutral Positive All categories

Northern extratropics (20°N–90°N), 1964–1998
ECMWF 0.79 0.61 0.79 0.78
NCEP/NCAR 0.75 0.57 0.76 0.74

Tropical area (20°S–20°N), 1964–1998
ECMWF 0.81 0.58 0.79 0.64
NCEP/NCAR 0.73 0.59 0.71 0.60

Southern extratropics (90°S–20°S), 1964–1998
ECMWF 0.84 0.62 0.75 0.81
NCEP/NCAR 0.80 0.60 0.68 0.77

Northern extratropics (20°N–90°N), 1979–1998
ECMWF 0.77 0.67 0.78 0.74
NCEP/NCAR 0.77 0.60 0.68 0.75

Tropical area (20°S–20°N), 1979–1998
ECMWF 0.75 0.58 0.60 0.67
NCEP/NCAR 0.67 0.60 0.59 0.62

Southern extratropics (90°S–20°S), 1979–1998
ECMWF 0.82 0.63 0.54 0.74
NCEP/NCAR 0.79 0.61 0.55 0.65
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ROC scores are mixed in with locations where the ROC scores are rather poorly 
satisfactory. The patterns of lowest values of ROC scores are observed in the regions 
of Southeast Asia, Tibet, and in the Himalayas. This may be due to complex topography 
of the region and to the low quality and insufficient quantity of the radiosonde data 
in the region.

In the southern hemisphere, the number of radiosonde stations is quite limited, 
except Australia. In Australia, the satisfactory agreement between trends in comparison
is confirmed for extended period of observations from 1964 to 1998. For the shorter 
period of 1979–1998, an improvement in simulation of trends by ERA-40 is noted 
in Southeast Asia. But in the same period, a decreasing of number of stations with 
satisfactory agreement of trends can be observed in Australia. This fact is confirmed
by previous results of authors (Khan et al. 2003; Rubinshtein and Sterin 2002), where 
the discrepancies between air temperature in the free atmosphere were analyzed.

Figure 3 shows latitude-height sections of trends calculated from 10° zonally 
averaged air temperature data for period from 1958 to 2000 for two reanalyses. 

Fig. 2 Geographical distribution of grouped ROC scores between air temperature trends calcu-
lated from ECMWF reanalysis and station radiosonde monthly (MONADS) data.
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Fig. 3 Latitude-height sections of air temperature trends (K/decade, period of 1958–2000) with 
10° zonal averaging for NCAR/NCEP reanalysis (top) and ECMWF reanalysis (bottom).
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Widespread cooling of the lower stratosphere throughout a broad region is confirmed
in both reanalysis outputs. The cooling minima from ERA-40 is located in the south 
polar region at 200 hPa with rates of about −1.0 K/decade. Enhanced cooling in NNR 
is found at the southern tropics near ∼30°S at 70 hPa.

The results of Khan et al. (2003) show that, for the 1964–1998 period, the minimum
in stratospheric cooling in the NNR output is −0.8 K/decade. From the radiosonde 
data, the stratospheric cooling rate for this period is slightly higher. For the 1979–1998
period, the lower stratospheric cooling is more pronounced: the temperature trends 
reach −1.3 K and −1.4 K/decade along the latitude section, from the NNR outputs 
and radiosonde data, respectively.

In Fig. 3 the transition from warming to cooling (highlighted by the zero isoline) 
is at a lower altitude in ERA-40 than in NNR. The lower-stratospheric cooling in 
the southern hemisphere is more pronounced in ERA-40. The trend estimates from 
both reanalysis sources demonstrate positive trends of monthly mean temperature 
in the southern middle troposphere with warming rates up to 0.8 K/decade. However, 
we need to take into account the fact that in this region the observational radiosonde 
network density is very low. The fewest discrepancies in the temperature trends from
the two types of data are found in the free atmosphere in the northern hemisphere, where 
the radiosonde network density is high. Both reanalyses reveal low troposphere 
warming up to 0.2 K/decade at very high latitudes of the northern hemisphere. This 
warming is more pronounced from NNR outputs than from ERA-40 outputs.

4 Concluding Remarks: Some Problems for Future Studies

In this paper we concentrated on the temperature trends in the free atmosphere. 
High sensitivity of the values of climate signals, such as trends, to many factors, such
as period and exact length of the series, statistical techniques of analysis, etc., makes 
it necessary to provide more detailed analyses. Wider groups of independent researchers
should be involved in this analysis, and explanation of differences in the results of 
their analyses may become a key to better understanding of the upper-air temperature
processes related to climate.

Several directions of future studies of upper-air temperature trends can be outlined.
The first is to provide a more detailed study of trends in upper-air temperature, 
involving more complete databases, longer series, radiosonde and satellite series for 
comparison, as well as various statistical techniques for trend calculations.

The second is to study the long-period tendencies in intra-annual and intra-seasonal
variability in the atmosphere (i.e., trends in measures of variability in addition to trends
in “averaged” status of temperature). This is an important issue in context of extreme 
phenomena statistics for climate studies. Only a few papers consider this important 
issue for the upper-air temperature variability (e.g., Iskenderian and Rosen 2000).

The third is to extend the intercomparison, that was currently performed only 
between the observed trends in upper-air temperature and the trends obtained 
from few reanalysis outputs, with some involvement of model outputs. More wide 
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intercomparison should involve additional reanalysis outputs (such as JMA reanal-
ysis), as well as wide set of Global Circulation Models (GCM) outputs. Such a tri-
ple intercomparison (observational data, reanalysis, and GCM outputs) could give a 
more sound answer to the question of whether reanalysis and climate models can 
reproduce trends in the atmosphere. For the GCMs, the results of such triple inter-
comparison will constitute a new important General Circulation Model (GCM) out-
put diagnostic characteristic, which can be used in the atmospheric model 
intercomparison experiments. As a preliminary effort, the authors used this diag-
nostic characteristic for two different Russian GCMs (Dianski and Volodin 2002; 
Rubinshtein and Egorova 2000). The main results of this effort, as being more ori-
ented to GCM specialists, will be published separately.

The fourth direction is to consider the other meteorological parameters in the 
free atmosphere measured by radiosonde observations, which surely also deserve 
attention in the context of analyses suggested above for the upper-air temperature.
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Atmospheric Reanalyses and Climate 
Variations

S. Uppala1, A. Simmons1, D. Dee1, P. Kållberg2, and J.-N. Thépaut1

Abstract The Earth’s climate has traditionally been studied by statistical analysis 
of observations of particular weather elements such as temperature, wind and rainfall.
Climatological information, usually expressed as long-term averages and variability, 
is then presented over a geographical area or at a single location and time series of 
these quantities or of the observations themselves are examined for evidence of 
warming, more-frequent severe storms, and so on.

A powerful new approach to climate analysis has emerged in recent years. It 
applies the tools and techniques of modern everyday weather forecasting in a process
called reanalysis. The products, reanalyses, have applicability far beyond that of 
traditional climate information. Reanalyses have become established as an important
and widely utilized resource for the study of atmospheric and oceanic processes and 
predictability also over the data sparse polar regions. They are used in a range of 
applications that require a comprehensive record of the state of either the 
atmosphere or its underlying land and ocean surfaces. The reanalysis products, 
unlike their operational counterparts, do not suffer from inhomogeneities intro-
duced by changes in the data assimilation system. Thus they are in principle better 
suited for use in studies of low frequency variability and climate trends that 
complement studies of climate change based on individual instrumental records 
and climate-model simulations.

Climate quality requirements can be met by reanalyses for the decades with good 
upper-air data coverage by satellites or at least radiosonde data. The possibility of 
extending reanalyses to cover earlier periods when only surface observations are avail-
able in reasonable numbers (e.g., from the 1850s to the 1930s) is nevertheless of interest, 
and has been explored in pilot studies comparing analyses with good coverage of satel-
lite and other upper-air data with analyses using only surface-pressure observations.
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1 Dynamical Climate Analysis

In operational real-time forecasting systems the latest ground- and satellite-based 
observations are combined with a short forecast based on earlier observations to 
create the initial state for a new forecast. The initial state describes the atmosphere 
and the geophysical properties of land and ocean surfaces. In reanalysis, the obser-
vations collected in past decades are supplied to a modern forecasting system, 
which is configured to make optimal use of the historical data. Atmospheric and 
surface conditions are reconstructed for each day of the period. Reanalysis differs 
from the traditional climate approach in that it processes a wide variety of observa-
tions simultaneously, using the physical laws embodied in the forecast model and 
knowledge of the typical errors of forecasts and observations to interpret conflict-
ing or indirect observations and fill gaps in observational coverage. The choice of 
the data assimilation system is usually limited to the operational scheme at the rea-
nalysis centre, but as will be discussed later there is a growing need to design an 
analysis scheme suitable for climate purposes. The first two reanalyses were carried 
out in the USA; at NCEP (National Centers for Environmental Prediction) for the 
period starting in 1948 and continuing in near-real time, Kalnay et al. (1996), and 
at NASA for the period 1980–1996, Schubert et al. (1995). These were followed by 
two European reanalyses, both performed at ECMWF: ERA-15 (1979–1993), 
Gibson et al. (1997) and ERA-40 (1957–2002), Uppala et al. (2005). Japan also has 
recently completed a reanalysis of the period 1979–2004, Onogi et al. (2006).

2 Historical Global Observations for Reanalyses

The evolution of the global observing system is shown schematically in Fig. 1 for 
the last 150 years with a view to the future. Before 1979 there is a marked asym-
metry of the “mass” of observations between the two hemispheres, both near the 
surface and in the free atmosphere. Since 1850, the surface parameters have been 
observed more regularly so that climatic as well as regional synoptic analyses have 
been possible. A comprehensive reconstruction of daily mean sea level pressure has 
been done for the European–North Atlantic region for 1850–2003 by the 
EMULATE project, Ansell et al. (2006). The exposure of the historical products to 
the limitations and uncertainties in observed values and the time variations in cov-
erage should not be underestimated, as detailed in the IPCC Third Assessment 
Report (2001).

Since 1972, after the launch of the first polar orbiting satellite carrying an 
instrument (VTPR) that sounded through the depth of the troposphere and strato-
sphere, the atmosphere has been more uniformly and symmetrically measured. In 
1979, the year of the global weather experiment (FGGE, WMO 2004), an observing 
system comprising two polar orbiting satellites with microwave and infrared 
sounding instruments and five geostationary weather satellites was introduced. 
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This system proved successful and became a long-term component of the global 
observing system with further significant upgrades in 1987, 1991 and 1998. In 
recent years there has been a large increase of advanced scanning and limb radiometers,
which not only measure the dynamic and hydrodynamic parameters, but also the 
greenhouse gases and atmospheric constituents high up to the mesosphere for 
monitoring and data-assimilation purposes. The evolving observing system, the 
availability of observations and the analysis methods used form the basis for the 
quality of the assimilated products, both for traditional climate analysis and for 
dynamical climate reanalysis. Externally produced sea-surface temperature and sea 
ice data sets are important components in reanalyses, since they interact through the 
model physics with the data-assimilation. They have better quality and higher time 
resolution during the period of satellite observations from 1981 onwards. Accurate 
sea-surface analyses have been shown to be especially important when limited 
atmospheric observations are available, Kanamitsu and Hwang (2006). For future 
reanalyses during the data sparse historical periods this will be a challenge.

Fig. 1 Observing system evolution presented schematically. Until 1920 only surface observa-
tions, which originate from land stations and ships, are available. Pilot balloons (brown) start 
around 1920 and radiosondes (blue) around 1940 in the northern hemisphere and respectively 
around 1946 and 1943 in the southern hemisphere. Aircraft data starts in the 1960s, in the northern 
hemisphere first. The IGY year 1958 marks the beginning of the synoptic conventional global 
observing system. The era of satellite instruments start in 1972 with VTPR. In 1979 a system of 
two polar orbiting and five geostationary satellites became a part of the World Weather Watch. 
Generations of new instruments have been introduced from then on with a significant increase of 
sounder capabilities from 1998 onwards.
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3 The Quality of ERA-40 Analyses

The global reanalyses so far have concentrated on the periods with enough digitized 
upper air data. ERA-40 was started in 1958, the International Geophysical Year 
(IGY), when upper air measurements at the main synoptic hours (00, 12 UTC) first 
became available. The coverage of the northern hemisphere by radiosondes is rela-
tively good and to a large extent uniform from 1958 onwards, and their quality 
gradually improves over time. Even though the number of radiosondes decreased 
in the 1990s, the overall quality of the observing system has improved due to 
increases in satellite radiance data, winds deduced from successive images recorded 
by geostationary satellites, and winds and temperatures from commercial aircraft. 
The contribution of the fixed weather ships to the observing system over the North 
Atlantic and North Pacific was important before 1979. In the southern hemisphere 
and in the Tropics over the large ocean areas, and over the Antarctic, Africa and 
South America, the conventional observing system alone is not sufficient to produce
high-quality analyses. Therefore, the year 1979 brings a more dramatic improvement
in the quality of analyses in the southern hemisphere than in the northern hemisphere.

ERA-40 used the First Guess at Appropriate Time (FGAT) version of the varia-
tional 3D-Var analysis method with a six hour analysis window and a T159L60 
model. It obtains the analyses at 00, 06, 12 and 18 UTC by minimizing iteratively 
(until convergence) the distance of the current model state (all model variables) to 
the observations and to the background (or “first guess”). The background + 9 h 
forecast starts from the previous analysis and observations ± 3 h around the analysis 
time are used. The distance to the background is calculated at the time of observation
(FGAT), which is especially important for satellite data but also for other asynoptic 
observations such as aircraft data and the drifting sea-surface instruments.

The quality of both analyses and observations can be inferred from the compre-
hensive statistics of observation-minus-background and observation-minus-analysis
differences (the background and analysis fits to data) that have been archived for 
each analysis time through the ERA-40 period. Figure 2 shows time series of back-
ground and analysis fits to surface-pressure measurements from land stations and 
ships (included in the 12UTC SYNOP and SHIP reports) for the extratropical 
northern and southern hemispheres. The background fit in the northern hemisphere 
is closer, more confined and more stable than in the southern hemisphere. A general 
improvement in the fit occurs over the period of ERA-40. Changes in data coverage 
can affect this, as increased coverage in the subtropics, where variance is lower, 
tends to reduce values in plots such as these in which no area weighting is applied. 
This probably explains the shift for the southern hemisphere at the beginning of 
1967, for example. However, the improvement in the background fit at the end of 
1978 is a consequence of the major improvement of the overall observing system 
mentioned before. It is particularly marked in the southern hemisphere, where a 
distinct improvement can be seen also at the beginning of 1973 when satellite 
sounder data (VTPR) were first used. The data fits improve gradually from 1979 
onwards, more so for the southern than for the northern hemisphere, and become 
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similar for the two hemispheres by the end of the period. These and other results 
presented in Uppala et al. (2005) indicate a general improvement over time of the 
post-FGGE observing system, especially for the southern hemisphere.

Examination of global mass statistics provides further evidence of improvement 
over time in the quality of the surface pressure analyses, and indicates a measure of 
consistency over time of the analysed water content of the atmosphere for the latter 
half of the reanalysis period (Trenberth and Smith 2005). Prior to 1973 the diag-
nosed pressure of dry air, which is the difference of mean global surface pressure 
and mean global water vapour pressure, and should be almost constant in time, 
shows relatively large fluctuations in ERA-40, with a standard deviation of about 
0.3 hPa, and a mean value that is about 0.3 hPa higher than for subsequent years. 
Fluctuations are much smaller from 1973 onwards, and smaller still from 1979 
onwards. Not only is there a degree of consistency over the final two decades of 
ERA-40 between the directly analysed annual cycle in net atmospheric water-vapour
content and the analysed annual cycle in global-mean surface pressure, there is also 
a degree of consistency in the analyses of longer-term variations. Trenberth and 
Smith (2005) include comparisons with the NCEP/NCAR reanalyses. The results 
from ERA-40 are clearly superior from 1973 onwards.

The skill of daily 10-day 500 hPa forecasts for the period 1958–2001 is pre-
sented in Fig. 3 for the northern hemisphere and for the Australia/New Zealand 
region, since over the latter area the verifying analysis has sufficient quality over 
the whole period in the southern hemisphere. The skill reflects the improving 

Fig. 2 Daily values of the root-mean-square background (red) and analysis (blue) fits to 12UTC 
SYNOP and SHIP measurements of surface pressure (hPa) over the extratropical northern (upper) 
and southern (lower) hemispheres.
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performance of the ERA-40 data assimilation seen in Fig. 2. Over the northern hemi-
sphere the combination of the Ocean Weather Ships (before 1980s), satellites (after 
1979) and the land based observations have made it possible to produce good qual-
ity forecasts throughout the period. We can see the skill improving slowly until 
1997, but during the following years we can see the skill drop slightly. The most 
likely explanation for the drop is not the deterioration of the observing system, but 
variation in predictive skill, since similar drop was observed in ECMWF operations 
in 1999, Simmons and Hollingsworth (2002).

In the southern hemisphere the improvement due to the use of satellite data is 
clear in 1973 and becomes dramatic in 1979, due to improved satellite observations 
combined with increasing numbers of aircraft and buoy data.

4 Low-frequency Variability

Prior to the advent of reanalyses, operational analyses produced for weather prediction
were used in general circulation studies. However, due to frequent updates of the 
forecasting system it was difficult to study interannual variability and it was impossible
to study climate change. There has also been an increasing need to understand 
trends in the global atmosphere. In the late 1980s TOVS data, in particular MSU 
channels, have been used to study trends in the troposphere and the lower stratosphere.
These studies have also revealed discrepancies between observations and the oper-
ational analyses (see Hurrell and Trenberth 1992 and Oort and Liu 1993). In this 
sense high expectations were expressed concerning the proposed reanalyses projects
in the late 1980s.

In climate research the long-term variations in the quality and coverage of obser-
vations need to be taken into account. The same applies to reanalysis products, which 
not only depend on a variety of input observations but also on the assimilation system 

Fig. 3 The skill of daily 500 hPa forecasts in the northern hemisphere (left) and in Australia/New 
Zealand (right) for 1958–2001. Each curve represents a 2-year moving average of the time in 
the 10-day forecast, when the anomaly correlation drops below a given percentage value; lines 
100–90% with 0.25% interval, from 90% down with 1% interval.
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including the assimilating atmospheric model. The use of reanalyses for helping to 
document and understand climatic trends and low-frequency variations is therefore 
complicated and a matter of some debate. Problems arise partly because the atmos-
pheric models that carry the assimilated observational information forward in time 
have biases. If observations are abundant and unbiased, they can correct the bias of 
a background model when assimilated. In reality, however, observational coverage 
varies over time, observations are themselves prone to bias, and these biases change 
over time as well. These factors introduce trends and low-frequency variations in 
analyses that are mixed with the true climatic signals. ERA-40 is no exception, as 
shown for example by Simmons et al. (2004), who present a variety of evidence 
pointing to a cold tropospheric bias in the analyses for the extratropical southern 
hemisphere in the pre-satellite years, contributing to an excessive global-mean 
warming trend in ERA-40 noted by Bengtsson et al. (2004).

The ERA-40 analyses nevertheless clearly have a role to play in studies of trends 
and low-frequency variations, especially for the period from 1979 onwards. A feature
of the data assimilation is that it is multivariate and that it makes use of all observa-
tions and the model-generated background simultaneously in the analysis and in the 
quality control. The power of data assimilation is demonstrated in an application by 
Haimberger (2005), who identified and corrected inhomogeneities in historical 
radiosonde temperature records using the fit of the ERA-40 background forecasts 
to these data for individual stations. The resulting bias corrections will be used 
as additional information in future reanalyses and also for direct analysis of trends 
based on the corrected radiosonde database.

Simmons et al. (2004) compare monthly-mean anomalies in surface air temperature
from ERA-40 with values from processed station climate data (see Fig. 4) and discuss 
some aspects of the vertical consistency of the analyses. The ERA-40 temperature 
trend agrees very well with the CRU data (Jones and Moberg 2003) from the late 

Fig. 4 Trends in 2 m temperature time series represented by temperature anomalies from the 
1987–2001 mean for the ERA-40 reanalysis and for the CRU analysis. Monthly means and 12-months
running means are shown (Simmons et al. 2004).
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1970s onwards, indicating that the quality of the reanalysis temperatures is good. 
Earlier, however, the ERA-40 temperatures are systematically too warm, the main 
reason being that not all observations used in the CRU analysis were available for 
ERA-40.

Santer et al. (2004) show reasonable agreement between estimates of layer-
mean tropospheric and lower stratospheric temperature changes from ERA-40 and 
independent processings of the microwave radiance record (see Fig. 5; Bengtsson 
et al. 2004). Before 1979 the lack of stratospheric satellite data causes the lower 
stratospheric analysed temperatures towards the model state and they cannot therefore
be used for estimation of trends. Santer et al. (2004) also show consistent evolution 
of tropopause height between ERA-40 and climate-model simulations that include 
anthropogenically influenced change. These studies have also shown clear improve-
ment of ERA-40 over the earlier NCEP/NCAR reanalysis. Simmons et al. (2004) 
also discuss how both reanalyses have helped identify erroneous station data in the 
near-surface temperature climate record.

The time consistency is important in climate applications. The background forecast
used for data assimilation provides a baseline for detecting and correcting some 
inhomogeneities in observations. In ERA-40 adjustments or corrections were 
applied to radiosonde temperatures and to all satellite radiances.

Radiosonde temperatures were corrected from 1980 onwards for estimated daytime
biases related to radiative heating. As sufficiently comprehensive metadata were 
not generally available, stations were separated into groups designed to represent 
different countries or areas assumed to use similar types of sonde at any given time. 
Mean differences between background forecasts and observations were accumulated
for each group of stations over at least 12 months for different classes of solar 
elevation. Since the background forecast can have a systematic error which does 
not depend on the solar elevation angle, the mean error for all classes was subtracted
from the bias computed for each class to provide a correction for radiation effects. 
For some station groups the complete bias was removed.

The ERA-40 made use of calibrated Level-1c satellite radiances. During the data 
assimilation the model equivalent was calculated for each scan position using a 

Fig. 5 Time series of global mean monthly anomalies in lower stratospheric temperatures from 
ERA-40 and from Remote Sensing Systems/ MSU data (Santer et al. 2004).
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radiative transfer model. Due to errors in the radiative transfer model, the atmospheric
model and the observations, adjustments are needed to remove the systematic scan-
angle- and air-mass-dependent errors and satellite-to-satellite inconsistencies. The 
applied adjustments were stable and usually lasted the lifetime of the satellite. In 
direct use of satellite radiances the orbital drift has to be taken into account. In data 
assimilation, the background forecast is defined globally during the analysis win-
dow, so that orbital drift is not an issue. Similarly the problem of stratospheric con-
tamination discussed in Fu et al. (2004) is not an issue in the data assimilation, 
since the background forecast is defined for the whole weighting function and 
therefore also the tail of weighting function contributes to the analysis.

5 Improving the Reanalyses

Instead of being viewed as a one-off effort, reanalysis has come to be seen as an 
iterative process, where developments in modelling, data-assimilation techniques, 
data-rescue efforts and computing power, and data and experience from earlier 
reanalyses, are utilized to produce successive reanalyses of increasing quality.

ECMWF has recently begun the ERA-Interim reanalysis, Simmons et al. (2007), 
which will run from 1989 onwards using 4-dimensional variational data assimila-
tion (4D-Var) with a 12 h analysis window and a T255L60 model, which includes 
significant upgrades, for example, to the physical parametrization and humidity 
analysis since ERA-40. The ERA-40 observations are used as input and the radio-
sonde records are homogenized based on Haimberger (2005). A new set of wave 
height altimeter data is used throughout the period. Variational bias adjustment is 
applied to satellite radiances. In 4D-Var, the model state at the beginning of the 
assimilation window is optimized in order to minimize the distance to the back-
ground and to the observations together with their error statistics. The minimization 
is done iteratively by using the forecast model, its adjoint and the sensitivity to the 
initial state of the mismatch of the forecast state to observations within the analysis 
window. The analysis in 4D-Var is a snapshot of the final model integration from 
the optimized model state in the beginning of the analysis window.

Once it reaches the present day, ERA-Interim will continue in close to real time 
as ECMWF Climate Data Assimilation System (ECDAS). It will serve as an inter-
mediate reanalysis between ERA-40 and the next extended ECMWF reanalysis. To 
illustrate the evolving data assimilation and modelling capability at ECMWF, the 
verification of tropical wind forecasts for 1989–1990 from the ECMWF opera-
tional forecasts at the time, ERA-15, ERA-40 and a preliminary version of the 
ERA-Interim system are shown in Fig. 6. We can see, for example, that the data 
assimilation system today provides a 4.5-day wind forecast with the quality of 
a 1-day forecast from the operations in 1989.

Clear improvements in the analyses/ forecasts of the tropical winds can be seen from 
ERA-15 to ERA-40 and from ERA-40 to ERA-Interim. The improved quality of the 
tropical analysis can also be seen in the global precipitation for year 2000 in Fig. 7. 
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The precipitation in ERA-40 over the tropical oceans has been reduced in the ERA-
Interim test assimilation and is now closer to the GPCP data. Over the Amazon basin 
and tropical Africa we can also see an improvement in ERA-Interim. At high latitudes, 
e.g., Europe, the ERA-Interim precipitation has increased and also here it agrees better 
with the GPCP estimates. The main improvement to the precipitation comes from the 
new formulation of humidity analysis and the upgraded model physics. The global 
hydrological balance, precipitation-minus-evaporation, is much closer to zero in ERA-
Interim mainly due to the reduced precipitation over the tropical areas.

Fig. 6 Tropical wind root-mean-square forecast errors (m/s) at 850 hPa, averaged over forecasts 
from 12UTC on the 1st and 16th of each month of 1989 and 1990, for the preliminary ERA-
Interim system, ERA-40, ERA-15 and the corresponding error from the old ECMWF operational 
forecasts for 1989–1990. Forecasts from each system are verified against analyses from the same 
system.

Fig. 7 The mean daily total precipitation (mm/day) for year 2000. GPCP (top), ERA-40 (bottom 
left) and ERA-Interim test assimilation (bottom right).
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6 Data-Assimilation in Historical Periods

The potential of reanalysis is illustrated well by revisiting one of the most severe 
storms of the 20th century over Europe, which occurred on 31 January/1 February 
1953 causing the greatest surge on record for the North Sea as a whole (see Jung et al.
2004, 2005). In the early 1950s the observing system had good coverage from 
upper air soundings including the ocean weather ships, which were located in areas 
of critical importance. Moving to the 1940s and further back to the 1930s, the 
observing system is increasingly confined to the surface and before the1930s it 
contains surface observations only. For the characterization of circulation patterns 
for the period 1850–2003, Ansell et al. (2006) have created daily European–North 
Atlantic mean sea-level pressure fields using a Reduced Optimal Interpolation 
technique. They used several observational data-sources blended with gridded 
northern hemispheric analysis fields available from 1881, and they have shown that 
the earlier periods can indeed be analysed using appropriate statistical methods.

Compo et al. (2006) suggest that there is scope to reanalyse past periods when 
only surface observations were available, provided the assimilation system is 
“dynamical” enough (4D-Var or Ensemble Kalman Filter) and adequately tuned 
towards past observational coverage and quality.

Using the ECMWF data assimilation system the relative merits of a 3D-Var and 
4D-Var methods in the presence of few observations have been demonstrated by 
Thépaut (2006) for the period 4 December 2004–25 February 2005. The surface 
pressure observations were reduced to those from the stations of the GCOS (Global 
Climate Observing System) Surface Network (GSN), with buoy data excluded. The 
CONTROL 3D-Var and 4D-Var assimilations, which used all the conventional and 
satellite observations that were abundantly available during the period, both 
performed quite similarly. To account for the degradation of the observing system, the 
background error covariances used in the assimilation were tuned to reflect the poorer
accuracy of analysis and short range forecasts. The sea-surface temperature analyses 
were not degraded to the quality of the past periods in the “surface pressure only” 
assimilation.

One of the main findings is the clear superiority of 4D-Var over 3D-Var for the 
degraded observing system. The 3D-Var analysis can underestimate or even miss 
low-pressure systems over oceans. Conversely, 4D-Var, for the same cases, cap-
tures all the weather patterns present in the CONTROL, even in data-void areas 
such as the Pacific. The different behaviour between 3D-Var and 4D-Var is even 
more pronounced at 500 hPa (see Fig. 8). The realism of the 4D-Var analysis as 
compared with the CONTROL is quite remarkable, and demonstrates the ability of 
4D-Var to transfer information aloft in a dynamically consistent way. By exploiting 
the time dimension of the surface pressure observations, 4D-Var is able to extract 
surface pressure tendency information and to propagate this information using the 
model dynamics.

While the 24 h 500 hPa RMS forecast error for the CONTROL 4D-Var assimilation
is about 10 m, the RMS error is about 40 m for the “surface pressure only” assimilation
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both verified against the operational analyses. Comparing the 24 h forecast 
performance with operational forecast quality over the last two decades, Simmons 
and Hollingsworth (2002), we can see that the “surface pressure only” 4D-Var 
forecasts over the northern hemisphere have about the same skill as the operational 
24 h forecasts had during 1981–1983 in the southern hemisphere.

4D-Var, when properly tuned, is able to extract and transfer information from 
data-dense to data-void areas in a dynamically consistent way, providing reasonable
mid- to upper-tropospheric analyses and short-range forecasts. 4D-Var if applied to 
use regional observations such as described in Ansell et al. (2006) may also be able 
to create realistic analyses in surrounding areas up- and downstream from the observa-
tions. However, to be fully convincing, the experiments presented above should be 
more directly tailored towards historical periods, in particular to evaluate the breaking

Fig. 8 20050215 00 UTC 500 hPa analysis: 4D-Var CONTROL (a), “surface pressure observa-
tions” 3D-Var (b) and “surface pressure observations” 4D-Var (c).
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point beyond which a sensible dynamical analysis becomes impossible and also the 
used sea surface temperatures should be more realistic for the period.

7 Summary

Reanalyses have proved very useful in climate applications. Their quality varies in 
time and depends on all aspects of the data assimilation system, its optimization 
and the quality of observing system. Applications of reanalyses have to take this 
into account. New generations of extended “climate reanalyses” are likely to exploit 
possibilities in data assimilation that are not available in daily operational weather 
prediction. For example, a reanalysis system can be designed to make use of observa-
tions taken over a period after the analysis time as well as before. Utilization of the 
available observational information may be improved by lengthening the time window 
in a weak-constraint 4D-Var system. New approaches for handling observational 
and model biases also show promise for use in reanalysis.

In order to better detect the signal of climate variability, it has been proposed to 
create a space-and-time homogeneous common observation data set and use this as 
input for reanalysis. In reality the quality of data such as radiosondes has changed 
significantly over the years, and even if a common input data could be achieved, 
the quality would be deteriorated to the quality of reanalyses in the early years if 
not worse. Instead studies to measure the impact of each major observing system 
are needed to compare the reanalysis quality in different periods and to better 
understand the effect of observing system changes on the estimated trends.

In contrast with climate model integrations, reanalyses allow phenomenological 
studies and quantitative climate variability assessments over the past years. Climate 
model simulations give time consistent signals from the past to the future under 
different scenarios. Unlike the reanalysis data-assimilation, these are not affected 
by artificial discontinuities in the time-varying observing system. Therefore climate 
simulations and reanalyses are complementary and each serves to validate the other.

Parallel to the direct use of observations in climate studies, reanalyses have a 
potential during the historical periods to exploit the sparse surface observing system
and to extend it to describe the multivariate atmospheric circulation. Here also the 
two approaches help to validate each other.

Data rescue efforts, such as carried out by NCDC (National Climatic Data 
Center, USA), NCAR (National Atmospheric Research Center), Brönnimann et al. 
(2005), are important and especially reanalyses could benefit not only from historical 
pressure data, but also wind data when available. Even if those data represent dif-
ferent parameters and are scattered in space and time, they can help to anchor the 
reanalysis with an advanced multivariate data assimilation method such as 4D-Var. 
The homogenization or reprocessing of the conventional and satellite data records 
will further improve the quality of the reanalysis products. Parallel to the data 
recovery it is very important for the reanalyses to obtain high quality sea surface 
temperature and ice analyses, which are large efforts on their own.
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We have seen that by iterating reanalyses and by using more up-to-date methods 
the quality of reanalyses can measurably be seen to improve. It can be foreseen in 
the light of the current worldwide use of reanalyses that their importance will grow 
in the coming climate change assessments.
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Constructing Climate Quality Atmospheric 
Temperatures from Satellite Microwave 
Measurements

C. A. Mears

Abstract Satellite-borne microwave sounding instruments have been making 
measurements of the temperature of the Earth’s atmosphere for several decades. In 
order to construct a single atmospheric temperature data set from these measure-
ments, data from a number of satellites must be combined, since each satellite 
operated only during a small part of the longer time period. If the combined data 
set is to be of sufficient quality to evaluate changes on the decadal or longer time 
scales, a number of calibration issues and time-varying biases must be addressed, and
their effects removed from the data to the extent possible. Other sources of 
atmospheric temperature data, such as in situ measurements made by radiosondes 
and the output of the various reanalysis efforts, have not been demonstrated to be 
of high-enough quality to validate the satellite data. Because of this, satellite data 
is typically intercalibrated using a detailed analysis of data from periods of simul-
taneous operation by two or more satellites. When this type of calibration is used, 
long periods of simultaneous observation are needed to reduce uncertainties in the 
calibration procedure.

1 Introduction

The temperature of the Earth’s atmosphere can be measured on a global scale using 
a network of in situ instruments, such as radiosondes, or remotely sensed, using 
satellite-borne radiometers. In situ measurements have limited spatial coverage, 
particularly over large areas of the oceans, and are subject to a number of problems 
related to changing instrument types, configurations, and measurement practices 
(Lanzante et al. 2003; Thorne et al. 2005). Starting in late 1978, data are available 
from microwave measurements made by a series of polar-orbiting satellites operated
by the United States National Oceanic and Atmospheric Administration (NOAA). 
Nine Microwave Sounding Unit (MSU) instruments have flown, followed by four 
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Advanced Microwave Sounding Unit (AMSU) instruments. Both instruments measure
the thermal emission from oxygen molecules, thus inferring the average temperature
of a thick layer of the atmosphere. The height of the measured layer is determined 
by the opacity of the atmosphere for the microwaves being observed, and thus can 
be chosen by adjusting the microwave frequency (see Sect. 3 for a discussion of the 
vertical extent of the measurements made by an example channel). The instruments 
make measurements over a swath several hundred kilometers wide by scanning 
from side to side to measure the upwelling microwave radiation on either side of 
the satellite’s orbital track.

Since each satellite in the series typically operates for only a few years, data 
from the various satellites must be merged together to assemble a temperature 
record for the entire period. The merging procedure is complicated by two issues. 
First, the instruments in the series suffer from a number of calibration problems and 
time varying biases that must be addressed during the merging process. Second, 
other sources of air temperature data are not accurate enough to serve as reference 
standards to assist in assessing these problems and biases. Instead, scientists inter-
calibrate the different instruments by carefully analyzing data collected when two 
or more instruments were operating at the same time. The differences between 
these measurements can be studied to characterize the nature of the calibration dif-
ferences and time varying bias. Once characterized, these effects can be removed 
from the data, and the data assembled into a single data set suitable for studying 
long-term changes in the atmospheric temperature.

2 An Example: Tropospheric Temperature

The remainder of this chapter will focus on the data merging process for MSU 
channel 2 (MSU2), which measures at a frequency of 53.74 GHz, and the corre-
sponding AMSU channel, channel 5 (AMSU5). However, the issues discussed 
here, and the techniques used to characterize and adjust for their effects are similar 
for other channels on the MSU instrument, and, in a general sense, to many other 
types of satellite data. MSU2 primarily measures emission from the troposphere, so 
it can be loosely thought of as a measure of average tropospheric temperature. 
Between 80% and 85% of the total weight arises from the troposphere, with about 
10% of the emission coming from the stratosphere, and the remaining 5–10% coming 
from the surface. Since the troposphere is expected to warm in response to anthro-
pogenic greenhouse gases, measurements from this channel have been the focus of 
considerable attention.

Three groups have offered complete analyses of the entire data set and have 
arrived at somewhat different conclusions regarding the extent of tropospheric 
warming over the satellite era (Christy et al. 2003; Mears et al. 2003; Vinnikov et al. 
2005). The three groups generally agree about the types of calibration and bias 
issues that need to be addressed, but differ in the detailed approaches used to 
characterize and remove these effects. The three most important issues are:
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1. Overall offsets between different satellites. Typically the average values measured
are different from each other by a few tenths of a degree C.

2. Time-dependent calibration errors that are correlated with the temperature of the 
reference target used for on-orbit calibration of the instruments. Each scan cycle, 
the instrument views the reference target, and deep space to perform a two-point 
calibration of the radiometer response and thus remove slow drifts in the 
radiometer gain or offset. If the response of the instrument is nonlinear, or 
the measured temperature of the target contains errors (Grody et al. 2004), this 
procedure will result in small errors that depend on the temperature of the reference
target.

3. Time-dependent biases related to long-term drifts in the local time of day that the 
measurements are made. The NOAA satellites are in nominally “sun-synchronous”
polar orbits that are configured to pass over each latitude at the same local time 
each day. Drifts in the orbital parameters lead to drifts in this local measurement 
time over the life of the satellite. If adjustments are not made for this drift, the 
diurnal (day-night) cycle in atmospheric temperature is aliased into the long-
term record (Christy et al. 2000; Mears et al. 2002).

When AMSU data with MSU data are merged, a fourth issue becomes important:

4. Small differences in measurement frequencies and bandwidths lead to small 
differences in the vertical weighting functions, which leads to location and time-
of-year dependent differences in the measured temperatures.

And finally, when we use the weighted difference between measurements made at 
different view angles to remove the stratospheric weight from the data product, a 
fifth issue become important.

5. The decay in orbital height over the lifetime of the satellite leads to long-term 
increases in the earth incidence angle of each measurement that is not made in a 
straight down direction. Larger incidence angles result in longer radiation paths 
through the atmosphere, which raise the vertical weighting function slightly in 
the atmosphere. For the troposphere, this leads to an artificial cooling of the data 
set that must be removed (Wentz and Schabel 1998).

In Fig. 1, I show the results of the calibration procedure of some of the adjustments 
listed above applied to data from the NOAA-11 and NOAA-12 satellites, the seventh 
and eighth satellites in the series. I choose to show this pair because the long 
time period of overlap makes the results of the adjustments easy to see. The long over-
lap period also makes this pair one of the pairs for which the adjustments are best 
characterized. Shorter overlaps make the analysis more challenging and prone to 
error, and no overlap period, of course, would make it impossible. The adjustments 
shown here are those found by our group – as noted above, different research 
groups have used different approaches to perform the needed adjustments, resulting 
in different final results. In Fig. 2, I show the anomaly time series found by the 
three groups, as well as the difference time series between these results on an 
expanded scale.
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Fig. 1 An example of the effects of the MSU/AMSU calibration procedure. The left column 
shows the temperatures measured by MSU2 on the NOAA-11 (black) and the NOAA-12 (gray) 
satellites, and the right column shows the difference between the temperatures. (a) and (b) show 
the unadjusted data. In (c) and (d) the overall offset has been removed, but large fluctuations 
remain which are due to calibration errors caused by changes in the temperature of the calibration 
target, which are removed in (e) and (f). Note that a small slope remains in the difference time 
series, which is caused by the diurnal cycle aliasing into the time series because of drifting meas-
urement time. The diurnal cycle is removed in (g) and (h).
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3  Accounting for Small Differences 
in Measurement Frequency

There are small differences in the measurement frequency between MSU channel 
2 and the AMSU channel closest to MSU2, AMSU5. AMSU5 is at a slightly lower 
frequency, and thus is further away from the center of the oxygen line complex near 
59 GHz. This results in a slightly lower opacity for the AMSU channel, and the 
AMSU-weighting function is centered slightly lower in the atmosphere at a given 
incidence angle. In Fig. 3, I plot the vertical weighting functions for MSU2 and 
AMSU5 for each of the viewing angles used by the satellites (remember, both 
instruments scan from side to side). The weighting functions that peak closest to the 
surface correspond to the nadir view. The AMSU-weighting functions peaks several
hundred meters closer to the surface, with correspondingly higher contributions 
from surface emission. Because the average vertical rate of change of temperature 
depends both on location and time of year, the difference between the nadir tem-
perature measurements for MSU2 and AMSU5 are location and season dependent, 
which makes it complicated to combine data from these two instruments. Current 
versions of the MSU/AMSU data from Remote Sensing Systems (RSS v2.1) and 
University of Alabama, Huntsville (UAH v5.1) use empirical methods to directly 
remove these differences, while the data set from University of Maryland (UMd), 
does not yet include AMSU data. More sophisticated methods to match the vertical 
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Fig. 2 Time series of global tropospheric temperature assembled by the three groups that have 
analyzed the entire MSU/AMSU data set. Since each group began with identical data from 
the satellite instruments, differences in the final data are due to the difference method used to 
remove the biases and calibration errors present in the raw data.
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response of AMSU to MSU, including using weighted combinations of incidence 
angles, or using data from other AMSU channels, are currently being investigated 
by both RSS and UAH.

4 Removing the Stratospheric Influence from MSU2

As noted above, MSU2 (and AMSU5) are influenced by stratospheric tempera-
tures, which complicates simple assignment of these temperatures to the tropo-
sphere. The stratosphere is cooling rapidly, presumable due to a combination of 
increases in greenhouse gases and ozone depletion. This cooling, when added into 
the tropospheric data with the appropriate weight (∼10%) obscures any tropospheric 
warming signal. For this reason, techniques have been developed to mathematically 
remove the stratospheric weight from the data. The first method, developed by the 

MSU AMSU

Fig. 3 Vertical weighting functions for each view angle for MSU channel (left), and AMSU 
channel 5 (right) for land scenes. The rectangular area at the surface represents the relative weight 
for surface emission. Also plotted is the weighting function for MSU TLT, a weighted difference 
of MSU views, shown in gray on the left plot.
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UAH group (Spencer and Christy 1992; Christy et al. 2000), uses a weighted 
difference of near-nadir and near-limb views to removed the weight associated with 
the stratosphere. This also have the effect of extrapolating the effective weighting 
function downward, and increasing the contribution from surface emission. The verti-
cal weighting function, usually called “TLT” for “temperature lower troposphere,” 
for this data product is plotted as the gray curve in Fig. 3. The main drawback of 
this method is that because of the differencing procedure, any noise in the data 
tends to be amplified significantly. A second method was developed by Fu and 
coworkers (Fu et al. 2004; Fu and Johanson 2005), who used data from the strat-
ospheric measurements made by MSU channel 4 to remove the stratospheric influ-
ence from MSU2 – the results of this procedure are called T*. Both methods 
produced data sets with larger long-term trends than the simple MSU2/AMSU5 
data, as expected. In Table 1, we show the long-term trends for each of the data sets 
discussed so far.

5 Discussion of Uncertainty in Long-term Behavior

The construction of long-term data sets is complicated, with many steps to be 
performed and choices to be made during the process. This complicated nature 
makes it difficult to unambiguously determine the uncertainty in the final product. 
The uncertainty can be partitioned into two parts, the “internal uncertainty,” which is 
the statistical uncertainty internal to the merging process once the method has been 
chosen, and the “structural uncertainty” which is due to differences in methodology
used to construct different results. Structural uncertainty can often dominate other 
sources of uncertainty in climate data sets, and is often unappreciated until two or 
more research groups perform analysis of the same raw data (Thorne et al. 2005; 

Table 1 Global temperature trends for the 1979–2004 time period found by 
different groups. The spread in values between different groups reflects the 
effects of the different choices made while merging the data from different 
satellites together. The uncertainty estimates reflect purely statistical uncer-
tainty, that is, how well the global temperature time series fit a straight line, 
but do not include estimates of uncertainty internal to the merging process. 
These values are from Lanzante et al. (2006)

 Global trend (K/decade)

UAH MSU2 0.05 ± 0.08
RSS MSU2 0.13 ± 0.08
UMd MSU2 0.20 ± 0.07
UAH TLT 0.12 ± 0.08
RSS TLT 0.19 ± 0.08
UAH T* 0.12 ± 0.09
RSS T* 0.19 ± 0.09
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Mears et al. 2006). This is especially true for satellite data sets, where the huge 
number of observations reduces many sources of internal error when large-scale 
averages are performed. For example, for MSU channel 2, the internal uncertainty 
in the global trends calculated from the RSS product was estimated to be about 
0.03 K/decade (2 − σ) (Mears et al. 2003), significantly less that the difference 
between the estimates in Table 1 from different groups. Note that this internal 
uncertainty is different from the uncertainty show in Table 1, which found by eval-
uating how well the final time series fits a straight line. Because the time series 
found by different groups are highly correlated, the “goodness of fit” uncertainties 
shown in Table 1 cannot be used to evaluate statistical significance of the difference
between different time series, but only whether or not the trend in a specific time 
series is significantly different from zero.

6 Extending the Microwave-based Temperature Data Sets

In this section, I will discuss prospects for extending the data sets forward and 
backward in time, and upward in the atmosphere.

6.1 Backward in Time

It would clearly be beneficial to extend the microwave data back in time – in par-
ticular, it would be exciting to have microwave data that extends across the “climate 
regime shift” that may have occurred in the late 1970s. Though there are several 
microwave sounding instruments that flew on satellites before the first MSU instru-
ments, there are no overlapping periods of operation with MSU, and the earlier 
instruments used different measurement frequencies. Since a long period of overlap 
is necessary to perform the detailed analysis needed to make an accurate merge of 
the data, I have concluded that extending the data set backward in time is nearly 
impossible.

6.2 Forward in Time

Despite the issues involved with merging the newer AMSU data with data from the 
previous MSU series of satellites, it should be possible to extend these data sets into 
the future. Continued research is needed to ensure that the MSU/AMSU merge is 
as accurate as possible. Currently, there are 5 AMSU instruments in operation, 
(3 on NOAA platforms, 1 on NASA’s AQUA satellite, and one on the recently 
launched European Met-Op satellite), so that unexpected failure of 1 or more satellites
should not fatally compromise the integrity of the data. Further into the future, the 
Advanced cross-Track Microwave Scanner expected to fly on the NPOESS 
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preparatory project (NPP), as well as the National Polar Orbiting Environmental 
Satellite System (NPOESS) platforms preserve the functions of the AMSU 
instruments.

6.3 Upward in the Atmosphere

Currently, microwave derived, climate quality data sets exist up to the lower strato-
sphere, which was measured by MSU channel 4. The AMSU instruments contain 
5 additional channels that measure higher in the stratosphere. The length of the 
AMSU data record is now approaching 10 years – soon it will be time to begin 
assembling the data from these higher channels into climate quality data sets. This 
will complement the earlier data from the Stratospheric Sounding Units (SSU), a 
series of infrared sounders.
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Total Ozone Observations During the Past 
80 Years

S. Brönnimann1, C. Vogler1, J. Staehelin1, R. Stolarski2, and G. Hansen3

Abstract Ozone plays a key role in the physics and chemistry of the atmosphere. 
Total ozone, that is, the amount of ozone in an air column, is therefore a variable of 
vital climatic and environmental importance. The operational measurement of total 
ozone reaches back to the pioneering work of G. M. B. Dobson in the 1920s. Here, 
we give a brief overview of total ozone observations during the past 80 years, 
including the development of ground-based monitoring networks as well as the 
more recent satellite sensors. We summarize the measurement techniques, the available
data as well as issues related to quality and comparability.

1 Introduction

The amount of ozone in the Earth’s atmosphere over a given location (total ozone), 
which mainly reflects stratospheric ozone, is an important variable in various con-
texts. For instance, ozone plays a key role in the physics and chemistry of the 
atmosphere, especially the radiation budget (Solomon 1999). The most prominent 
changes in total ozone during the past decades, that is, the anthropogenically 
induced ozone decline from 1970 to present and the appearance of a springtime 
ozone hole over Antarctica since the early 1980s, have been well documented using 
ground-based and satellite data. Another important aspect of total ozone is its close 
relation to the circulation of the stratosphere (Dobson and Harrison 1926; Staehelin 
et al. 2001), which is of particular interest as total ozone has been observed since 
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the 1920s. Apart from providing a reference against which the anthropogenically 
induced ozone decline since the 1970s can be measured, historical total ozone 
measurements also carry information on the circulation variability of the strato-
sphere prior to the onset of anthropogenic perturbation.

In this paper we give an overview of the available total ozone measurements. We start 
with a brief discussion of various measurement techniques, including ground-based and 
space-borne observations. Then we give a chronological overview of the available data 
and issues related to data quality and re-evaluation. Finally, we end with an assessment 
of the relevance of these data for climate research and point to open problems and ques-
tions. For more detailed information on the history of ozone research and respective 
references, the reader is referred to Fabry (1950), Dobson (1968), Simmons (1990), 
Stolarski (2001), Staehelin et al. (2001), and Brönnimann et al. (2003).

2 Measurement Techniques

2.1 Ground-Based Observations

Most of the ground-based techniques that were used to measure ozone during the 
past 100 years are based on photometry in the UV wavelength range of approximately
300–340 nm, where atmospheric ozone is the most important absorber (see also 
Fabry 1950). The basic principle is to measure the radiance at two wavelengths, one 
of which is strongly absorbed by ozone and the other much less so. Total ozone is 
then calculated by comparing the measured intensity ratio with the intensity ratio 
outside the Earth’s atmosphere, additionally considering the light path through the 
atmosphere (and the absorbing layer), the absorption coefficients for ozone, and the 
attenuation by other wavelength dependent processes such as scattering. Different 
light sources can be used such as direct sunlight, light scattered at the zenith (even 
under cloudy conditions) as well as light from the moon or stars.

Charles Fabry and Henri Buisson were the first to measure the atmospheric 
ozone amount using UV photometry around 1920 (Fabry 1950). Their instrument 
was a double spectrograph with a photographic plate as a detection device. In the 
mid-1920s, G. M. B. Dobson designed a much simpler instrument, which (instead 
of a double spectrograph) used a filter and a Féry prism (Dobson 1968). The regis-
tration used photographic plates, from which the intensities at given wavelengths 
were measured with a microdensitometer, a time-consuming procedure. A few 
years later, Dobson developed a new instrument with photoelectric detection 
(Dobson 1968). By alternatively passing light from one of two wavelength select-
ing slits to the detector and then equalizing the two detector currents by reposition-
ing optical wedges, the intensity ratio could be measured directly. The new 
instrument allowed the measurement of total ozone within a few minutes for most 
weather conditions. This was necessary in order to make such measurement useful 
for operational weather forecasting, as was anticipated at that time (see Simmons 
1990). Around 1947, Dobson improved the instrument by employing a photomultiplier, 
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increasing the signal-to-noise ratio. This instrument still is the standard for total 
ozone observations. Figure 1 shows two Dobson instruments during an intercom-
parison at Arosa, Switzerland, in the 1950s.

Starting in the 1970s, another instrument type was developed (Brewer instruments,
see Kerr et al. 1985) which is based on the same measurement principles but uses 
a holographic grating for selecting different wavelengths in the 290–372 nm region. 
In contrast to the old Dobson instruments, Brewer instruments are fully automated. 
Dobson and Brewer spectrophotometers are standard instruments of two 
ground-based networks operated since the 1970s under the auspices of the World 
Meteorological Organisation (WMO).

Another type of instruments uses filters to select the wavelengths. Such an 
instrument was used at Arosa already in the early 1920s (Staehelin et al. 1998). Filter
instruments were extensively used to monitor ozone in the former Soviet Union 
since the 1950s (Bojkov et al. 1994). However, these measurements are considered 
to be less reliable compared with Dobson instruments and can have significant 
errors related to the large field of view, a large bandwidth, and aerosol effects.

Total ozone can also be derived from its weak absorption in the visible wavelength 
range. Early attempts in the 1930s and 1950s (e.g., Fabry 1950) could not catch on. 
The absorption signal is weaker, while at the same time there are strong interfering 
factors (water vapour, aerosols). With more advanced techniques, the SAOZ instrument
(Pommereau and Goutail 1988) today is again making use of ozone absorption in 
the visible, using a holographic grating to select wavelengths in the 300–600 nm 
range. This instrument also allows total ozone observations at polar sites in winter, 
when Dobson and Brewer measurements are strongly restricted.

Fig. 1 Two Dobson spectrophotometers in Arosa in the early 1950s (from: LKO, MeteoSwiss).
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Solar and stellar spectra have not only been measured with the purpose of 
deriving total ozone, but also for other purposes (e.g., astrophysics). Several 
authors tried to derive total ozone retroactively from such data. Griffin (2006) 
showed that photographically recorded stellar spectra, of which there are hun-
dreds of thousands worldwide (reaching back more than 100 years), can some-
times be used to derive total ozone by UV photometry. Angione and Roosen 
(1983) used data from the solar network of the Smithsonian Institution in the first 
half of the 20th century. They were obtained with spectrobolometers, which pho-
tographically record the solar spectrum between 0.35 and 2 µm. While there are 
very serious quality issues, reprocessing these recordings might allow a glimpse 
at ozone variability during the first part of the 20th century, when no or few other 
measurements were available.

2.2 Satellite-based Observations

Similar techniques as used for ground-based measurement can also be used from 
space, which can provide near-global information. Mostly, UV spectrophotometry 
is used, but light from the visible range can also be used, as well as emission lines 
in the thermal infrared. A nadir viewing or scanning mode is mostly used to measure 
total ozone. In this geometry the light source is solar light that is reflected at the Earth’s 
surface or backscattered in the atmosphere, or thermal emission from the 
Earth’s surface and the atmosphere. The basic principle is the same as for ground-
based observations, but with additional difficulties such as due to Earth’s albedo 
and clouds. In addition, satellite drift and instrument degradation pose serious 
problems, all the more as no direct calibration is possible.

The first observations of total ozone from a satellite were obtained in 1969 by 
the Infrared Interferometer Spectrometer (IRIS) on Nimbus-3 (Prabhakara et al. 1971),
which measured thermal radiance from the Earth at 5–25 µm (including the 9.6 µm
ozone band). However, the instrument failed only a few weeks after launch. A year 
later, Nimbus-4 was launched with the Backscatter Ultraviolet radiometer (BUV), 
which measured the UV spectrum at 12 wavelengths in the 250–340 nm region and 
a non-absorbing band at 380 nm that was used to retrieve total ozone (see Heath et al. 
1973). However, due to battery power issues, the measurements were not continuous 
after the first 2.5 years.

The first comprehensive satellite observations were started in 1978 with the 
Nimbus-7 satellite, which carried a Total Ozone Mapping Spectrometer (TOMS) 
instrument and a Solar Backscatter Ultraviolet (SBUV) instrument. Other TOMS 
and SBUV instruments were flown on succeeding satellites, providing more than 
25 years of continuous near-global records of total ozone. In 1995 the Global 
Ozone Monitoring Experiment (GOME) was launched. Its successor, GOME 2 
has recently been launched on the MetOp satellite. In 2004, the successor instru-
ment to TOMS, the Ozone Monitoring Instrument (OMI) was launched on the 
Aura satellite.
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3 Data

With respect to the availability of total ozone data, the past 80 years can be subdivided
into three periods that are separated by the International Geophysical Year (IGY) 
and the start of Nimbus-7 in November 1978.

For the first period, the amount of data is very limited, but some observations 
can be found (see Brönnimann et al. 2003). In the 1920s, total ozone was measured 
mainly by the two groups around Fabry and Dobson at several locations in Europe 
in order to study total ozone variability and its relation to atmospheric circulation 
(Dobson and Harrison 1926). In the late 1920s, Dobson relocated his instruments 
to more distant places in order to measure the global ozone distribution. However, 
most of these series cover only 1 or 2 years, which makes the re-evaluation difficult. 
It should be noted that the observations had not been made for long-term monitoring;
the quality required for reliable trend analysis was never intended (Simmons 1990).

Additional ozone data can be obtained from other spectra. As an example, Fig. 2 
(left) shows total ozone data as a function of season for Table Mountain, California, 
for the 1920s and 1930s. Data from different instrument types (Dobson spectropho-
tograph, spectrobolometer, stellar spectra from nearby Mount Wilson, see Brönnimann
2005; Griffin 2006) are shown. Note that there are systematic differences in absolute
values as well as large differences in their variability. Still, characteristic features 
of the seasonal ozone cycle known from more recent data (Fig. 2 right) such as the 
sudden drop in June, the peak in October, or the seasonality of day-to-day variability
appear both in the Dobson and in the sprectrobolometer series. Particularly the 
Dobson data seem to be in good shape so that one can have confidence at least in 
the short-term variability.

Continuous observations were only performed at very few sites, and there are 
even fewer high-quality data series. The most famous total ozone series is the one 
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Fig. 2 Total ozone at Table Mountain, California, as a function of season from three different 
total ozone data sets from the 1920s to 1940s (left, black dots = Dobson Féry spectrograph, 
1928–1929 (Brönnimann 2005), grey dots = spectrobolometer at 574 nm, 1925–1948 (Brönnimann 
2005), stars = stellar spectra from nearby Mt. Wilson, 1935–1941 (Griffin 2006)) and from two 
satellite-based data sets from the 1970s and 1980s (right, black dots = TOMS Version 8 overpass, 
1978–1981, grey circles = BUV, 1970–1972, within 1° lon/lat of Table Mountain).
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from Arosa, Switzerland, that begins in 1926 (Staehelin et al. 1998). In addition, 
the series from Tromsø in the Norwegian Arctic (since 1935, Hansen and Svenøe 
2005) has recently been re-evaluated. Figure 3 shows time series of annual mean 
values of these two data series (Tromsø data were supplemented with TOMS in 
order to fill gaps). These long time series allow addressing interannual to decadal 
variability in ozone. The ozone decline from 1970 to around 1995 is clearly visible 
in these series and can be judged against the variability of the first part of the 
record. Note also the particularly pronounced peak in both series in 1940–1942, 
demonstrating that natural variability on interannual and even multiannual time 
scales can be very large. This peak was shown to be related to a strong El Niño 
event (Brönnimann et al. 2004).

Starting around 1950, a European Dobson total ozone network was finally estab-
lished under the International Ozone Commission, but re-evaluation of these data 
is difficult because important information is missing (see Brönnimann et al. 2003). 
One of the series, a very interesting series from the high Arctic (Longyearbyen 
1950–1962) could be re-evauated based on original observation sheets (Vogler 
et al. 2006).

During the IGY, a global total ozone network was initiated and operated. 
Therefore, much more data are available after that year (most of the data are stored 
at the World Ozone and Ultraviolet Data Center (WOUDC)). The network included 
a station in Halley Bay, Antarctica, which is famous for the discovery of the ozone 
hole in the 1980s (Farman et al. 1985). At the same time observation techniques 
and calibration were improved and the procedures were standardised. This allows 
re-evaluating many total ozone series back to 1957 based on meta-information and 
calibration information.

Prior to around 1970, all Dobson instruments were calibrated in Dobson’s 
laboratory before they were shipped to the stations. After that time the WMO took 
on the responsibility over the ground-based total ozone observations. The Dobson 
and Brewer networks are based on primary world standard instruments, which are 
regularly calibrated by the Langley plot method at the Mauna Loa observatory at 
Hawaii. Side-by-side calibrations with a transfer standard and regional standards allow 
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Fig. 3 Annual series of total ozone anomalies (with respect to 1961–1990) at Tromsø (Hansen 
and Svenøe 2005) and Arosa (Staehelin et al. 1998). The Tromsø data were supplemented with 
TOMS Version 8 data after 1978 in order to fill gaps (see Brönnimann et al. 2004 for details).
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the calibration of the primary instrument to be transferred to the other instruments. 
This results in a high-quality standard for well-maintained instruments. Today, 
including some carefully re-evaluated series, trend-quality total ozone data from 
various parts of the world reach back to around 1964.

Near-global coverage of total ozone measurements was only reached with satel-
lite data. Figure 2 (right) shows BUV data for the location of Table Mountain, from 
1970 to 1972. The BUV do not have trend quality, but can provide useful information
for analysing total ozone variability. Much better data were obtained with TOMS 
and SBUV instruments since 1978. TOMS (Version 8) data for Table Mountain 
(1978 to 1981) are shown in Fig. 2 (right). The agreement between these data and 
both the Dobson data from the 1920s as well as the BUV data is very good.

Satellite instruments can suffer from degradation that must be corrected in order 
to use the data for trend analyses. For TOMS and SBUV, the main degradation issue 
was that of the solar diffuser plate used to reflect sunlight into the detector to make 
solar flux measurements. The ozone measurement is a ratio of the UV-scattered 
sunlight from the Earth to the direct UV irradiance from the sun. Thus, any degra-
dation of the reflective characteristics of the diffuser plate must be taken into 
account. This has been done with the TOMS and SBUV instruments by using 
redundant measurements at multiple wavelengths (Herman et al. 1991).

To create a time series over the entire satellite data record, it is necessary to 
combine the measurements from multiple satellites. Stolarski and Frith (2006) com-
bined the data from the Nimbus 7 TOMS, Earth Probe TOMS, and 4 SBUV 
instruments (Nimbus 7, NOAA 9, NOAA 11, and NOAA 16) to produce a single 
time series over the globe (Fig. 4). They used overlapping periods of measurement 
to establish calibrations relative to the Earth Probe TOMS and evaluated the poten-
tial for drift uncertainty in this record and found that an instrument drift uncertainty 
of about 1% per decade needed to be included in determing the signficance of trend 

Fig. 4 Total ozone measurements as a function of latitude and time from 1978 through 2005. 
Data are taken from two TOMS instruments and four SBUV instruments and put on a common 
calibration scale (see Stolarski and Frith 2006 for details).
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results from the satellite data. Similar combined data sets were also constructed 
using TOMS, SBUV, GOME, and ground-based records by Bodeker et al. (2001); 
using TOMS, SBUV, and ground-based records by Fioletov et al. (2002); and using 
SBUV records by Miller et al. (2002). Fioletov et al. (2002) compared these records 
and found them to agree with one another to within error bars. Fioletov et al. (2002) 
also found that the satellite data agreed with ground data within the estimated drift 
uncertainties.

The agreement between satellite and ground-based data results from an extensive 
effort to calibrate and intercompare systems. For instance, well-calibrated ground-
based data can be used to test the drift corrections in long-term satellite measurements. 
The satellite data have also proven useful for finding problems with individual 
ground-station measurements. The TOMS instrument on Nimbus 7 has been used as 
a transfer standard to identify anomalies in ground-station data. If a station had a sud-
den jump with respect to the TOMS measurements during the satellite’s overpass of 
the station, examination of the station record would usually identify some change that 
had been made (either a change in location, procedure, or instrument). This screening 
procedure proves valuable for “cleaning up” the ground-based data records.

4 Historical and Present Data from Polar Regions

Since the discovery of the ozone hole over Antarctica in the mid-1980s (Farman et al.
1985), its first mapping by satellite (Stolarski et al. 1986), and the determination of 
Arctic ozone depletion in the late 1980s (Hofmann et al. 1989), ozone in polar 
regions has become an important research topic. How high were typical total ozone 
levels over the Arctic and Antarctica in the chemically undisturbed stratosphere? 
Historical total ozone data can provide a background for comparisons (and for 
constraining and validating climate models).

The first measurements in the high Arctic (Spitsbergen) were performed during 
expeditions in the 1920s and 1930s (Brönnimann et al. 2003). Continuous observa-
tions started in 1950 and were recently digitised and re-evaluated by Vogler et al. 
(2006). Data from Antarctica date back to the IGY and can be found on the WOUDC 
data base. Interestingly, during these early years, obervations at both sites were also 
taken during the polar night using moon light, thus allowing a year-round compari-
son. Figure 5 shows the averaged seasonal cycle of total ozone at Longyearbyen 
(79°N) in 1950–1962 and Halley Bay (75.5°S) from 1957 to 1963 (individual years 
are shown in thin lines, the averaged seasonal cycle in thick lines). Note that the 
Halley Bay data are offset by 6 months compared to those of Longyearbyen.

The agreement between total ozone at the two stations is good in summer and 
fall, when ozone levels are similar (and interannual variability is small). However, 
total ozone develops in completely different ways over the winter season in the polar
regions of each hemisphere. Ozone increases rapidly over the Arctic and reaches a 
maximum in spring, with a high interannual variability. In contrast, ozone over 
Antarctica is almost constant until late spring and then increases, with relatively 
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Fig. 5 Total ozone at Longyearbyen (grey lines, Vogler et al. 2006), 1950–1962 and Halley Bay 
(black lines, WOUDC data), 1957–1963. Dots and thin lines denote individual years (at least three 
values must be available per month). Thick lines denote the averaged seasonal cycle over the 
period. The crosses indicate the corresponding values from Fig. 6.

little interannual variability. These differences are due to a weaker (and more variable)
stratospheric polar vortex and more poleward transport in the Arctic compared to 
Antarctica. Hence, for the spring season, we expect to see differences of 100–200 DU 
between total ozone over Antarctica and the Arctic that are not caused by chemical 
destruction but are due to different dynamics.

Current measurements of total ozone must be analysed in context of this differ-
ence. Figure 6 shows total ozone (OMI) over Antarctica and the Arctic in the 
respective spring months in 2006. Note the larger spatial variability of total ozone in 
the Arctic spring compared to Antarctic spring. The Antarctic ozone hole was partic-
ularly large in this year and once again received a lot of media attention. Total ozone 
dropped below 150 DU over a large area. In contrast, total ozone in the Arctic on 
19 March 2006 was everywhere above 400 DU and exceeded 500 DU over a wide 
area. Even though there was some ozone depletion in January, temperatures in the 
Arctic stratosphere rose above the threshold under which polar stratospheric clouds 
are formed (to which ozone depletion is related) and were high throughout the rest 
of the winter (see bulletin at http://www.cpc.noaa.gov/products/stratosphere/win-
ter_bulletins/nh_05-06/, http://www.wmo.int/web/arep/gaw/arctic_ozobull.html).

Comparing these differences with those noted in Fig. 5 (for comparison, the 
2006 values are marked with crosses in Fig. 5), we find an additional difference of 
about 150 DU between low values in the 1950s and the current values, which is due 
to chemical destruction. Instead of a 100–200 DU difference (Fig. 5), we find a 
250–350 DU difference (Fig. 6).
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5 Conclusions and Outlook

Total ozone is probably the stratospheric variable with the longest measurement 
history, reaching back more than 80 years. Historically these data have played a 
major role in shaping our understanding of stratospheric processes, both chemical 
and dynamical. Their role in understanding stratosheric chemistry is summarised 
by Brasseur (this volume). Through the discovery of the Antarctic ozone hole and 
global ozone depletion, monitoring total ozone became of vital interest and the 
“old” data records became again important by providing an “undisturbed” background
climatology of ozone against which recent data can be compared. Historically, total 
ozone data were also important for understanding dynamical processes in the strat-
osphere and the tropopause region. In fact, this focus was one of the main drivers 
behind the development of total ozone measurements in the 1920s–1940s (Simmons 
1990). Analyses of total ozone in a dynamical context were (and still are) important 
contributors to our current understanding of stratospheric dynamics ranging from 
the large-scale meridional circulation of the stratosphere (the Brewer-Dobson 
circulation) to small scale wave-breaking events (e.g., ozone mini holes).

Historical total ozone data could again become important in the context of 
analysing climate variability and extremes during the 20th century. However, with 
few exceptions, not much information is currently available for the first half of the 

Total ozone on 19 Sep 2006 Total ozone on 19 Mar 2006

100 200 300 400 500 DU

Fig. 6 OMI total ozone data for the South Polar Region on 19 September (left) and for the North 
Polar Region on 19 March (right) 2006 allowing a snapshot at the current state of the ozone layer 
during the respective spring season.
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20th century. Recently, the total ozone series from Oxford, UK, measured by G. M. 
B. Dobson himself and covering the period 1924–1975 (though with gaps) was 
re-evaluated (Vogler et al. 2007). Further historical total ozone series still await 
digitising and re-evaluation, and the rich sources of stellar spectra have not yet been fully 
exploited. Such efforts will provide important data for studying daily-to-interannual
variability of ozone (and hence stratospheric processes) and might be useful for 
model validation. However, there is little hope to obtain another long, trend-quality 
ozone series. The situation is much better for the period since 1957, when a global 
network was established, and after 1978, when satellite data of sufficient quality 
became available.

Continuation of a high-quality total ozone record requires maintaining both 
space and ground-based capabilities. The space observing system gives global 
coverage and quality control of individual station measure the observing system 
through new space missions and bringing the ground-based network further ahead 
by removing systematic differences between Brewer and Dobson instruments.
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Arctic Sea Ice Variability 
During the Last Half Century

J. Stroeve1 and W. Maslowski2

Abstract Observational data and modeling results are analyzed to describe changes in 
the Arctic sea ice cover during the last half century. Accelerated melt of sea ice cover is 
reported during the late 1990s and 2000s both based on satellite observations of sea ice 
extent and model simulations of sea ice thickness. The observed and modeled changes 
are in qualitative agreement but model results imply higher rate of ice thickness decline 
compared to sea ice extent. Possible causes of variability in sea ice cover include 
increased surface air temperatures, changes in atmospheric circulation and changes in 
the absorption of incoming radiative flux. However, atmospheric forcings, such as the 
Arctic Oscillation (AO), explain less than half of the total variance in Arctic sea ice 
cover. Model results analyzed in the Greenland Sea as well as observations in the western 
Arctic Ocean indicate that oceanic forcing might be an important overlooked factor in 
driving recent sea ice melt. The main oceanic processes relevant to variability of sea ice 
cover include advection of heat and melting of sea ice in marginal ice zones and at the 
ice–ocean interface downstream of the warm water paths. Such changes have potential 
significant ramifications to the entire pan-Arctic region, including the physical environ-
ment, regional ecosystems, native communities, and use of the region for commercial 
exploration and transportation. Continued studies including in situ and remote sensing 
observations and modeling are critical to advancing the knowledge of Arctic climate 
change and predicting scenarios of future change.

1 Introduction

The Arctic is an integral part of the Earth’s climate system, through its influ-
ence on surface energy and moisture fluxes, atmospheric and oceanic circu-
lation. Studies confirm the importance of the Arctic in climate, including 
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mechanisms that could cause abrupt climate change (e.g., Overpeck et al. 2005; 
Lindsay and Zhang 2005; Foley 2005). One of the factors that is among the 
most important in strongly coupling the Arctic with the rest of the Earth system 
is the ice-albedo feedback. Changes in land, lake and sea ice cover, in addition 
to changes in seasonal snow cover, impart a strong albedo feedback that can be 
quickly transmitted to the global atmosphere. Arctic sea ice is currently under-
going profound changes (e.g., Stroeve et al. 2005; Meier et al. 2005; Rothrock 
et al. 2003). However, basin-wide observations of Arctic sea ice conditions over 
the last several decades are limited primarily to ice extent measurements from 
satellites (obtained by summing the area covered by all pixels that have 15% 
or greater ice concentration). Ice concentration data exist over the same period 
but include larger uncertainties during summer due to large percentage of melt 
ponds (Cavalieri et al. 1992). Finally, sea ice thickness data are available 
from submarines, ice drifting stations and upward looking sonars (ULS) 
since the 1950s but they are spatially and temporally limited (e.g., Rothrock 
et al. 1999).

Recently the summer sea ice extent has shown large reductions (Comiso 2002; 
Stroeve et al. 2005) with smaller, yet statistically significant declines observed in 
winter (Meier et al. 2005). Observations of ice thickness suggest the perennial sea 
ice could have thinned by as much as 40% between the late 1950s/1970s and 
1990s (Rothrock et al. 1999), while changes in seasonal ice thickness are not 
statistically significant (Melling et al. 2005; Haas 2004; Polyakov et al. 2003). 
The observed changes in extent and thickness are related to a variety of factors, 
including increased ocean and atmospheric temperatures, changes in atmospheric 
and oceanic circulation and the role of feedbacks, such as the ice-albedo feed-
back. Some studies suggest the Arctic may have recently reached a threshold 
where the thick perennial ice cover is increasingly replaced by thinner, first-year 
ice that is more easily melted each summer (Stroeve et al. 2005; Lindsay and 
Zhang 2005).

A common feature of climate model predictions is the loss of seasonal 
Arctic sea ice from the effects of greenhouse gas (GHG) loading (ACIA 2005), 
with some models predicting the Arctic could be ice-free during summer by 
2040 (Holland et al. 2006). Such changes in sea ice cover potentially have 
many significant ramifications, including changes in the global ocean circula-
tion and heat budget, regional ecosystems and wildlife, the indigenous human 
population, and commercial exploration and transportation. To accurately 
predict and effectively plan for the impact of these changes it is necessary to 
improve model simulations of Arctic sea ice and climate as well as continue 
monitoring Arctic sea ice extent and employ modern advanced technologies to 
improve knowledge of ice thickness. In addition, further research is needed to 
obtain the best possible understanding of all the factors that influence past, 
present and future ice cover. This paper reports on observed changes in Arctic 
sea ice extent and modeled changes in ice thickness and discusses impacts of 
varying atmospheric and oceanic conditions on changes of sea ice cover during 
the last 50 years.
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2 Summary of Ice Extent Observations

Passive microwave satellite observations provide the longest and most consistent 
estimates of sea ice cover and many studies have reported on the decline of the 
Arctic sea ice using this data (e.g., Bjørgo et al. 1997; Cavalieri et al. 1997; Comiso 2002;
Johannessen et al. 1999; Parkinson et al. 1999; Serreze et al. 2003; Stroeve et al. 2005).
Figure 1 shows updated (e.g., from November 1978 through September 2006) 
standardized monthly mean anomalies of Arctic ice extent over the satellite era 
(determined by dividing the monthly mean anomalies by the monthly standard 
deviations relative to 1979–2000 mean) together with a 12-month running mean. 
Since the late 1970s, the extent of sea ice in the Arctic has continued to decline and 
since about 1995, the anomalies have mostly been negative, suggesting something 
quite different is happening now to the Arctic ice pack. The annual decline in Arctic 
sea ice is currently at a rate of −4.3% per decade.

Serreze et al. (2003) first reported on the record low summer sea ice in 2002. In 
September 2002, ice extent was nearly 15% lower than the satellite-era long-term 
mean (1979–2000). Before 2002, the trend in September sea ice extent was just 
over −6.5% per decade. After summer 2002, this value jumped to −7.3% per decade. 
Although the ice extent in the winter that followed was similar to that observed in 
previous years, September 2003 was nearly as low as that in 2002, with an ice cover 12%
below the mean. The situation repeated itself yet again in 2004, with a September 
ice cover that was 13% below the mean, resulting in a decline of September sea ice 
of −7.8% per decade (Stroeve et al. 2005). In 2005, the September sea ice retreated 

Fig. 1 Standardized monthly mean sea ice extent anomalies relative to 1979–2000 mean for the 
Arctic from November 1978 through September 2006. The thick black line is the 12-month running
mean. Ice extent is derived from NASA Team sea ice concentrations (Cavalieri et al. 1996).
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to its smallest area since 1979, increasing the overall decline to a rate of approxi-
mately −8.6% per decade. After yet another record low sea ice year in 2006, the 
rate of decline in September now stands at −8.8% per decade.

Figure 2 shows the location of ice losses in September for 2002–2006. In 2002–
2004, reductions in sea ice concentration were particularly pronounced off the shores of 
Alaska and Siberia and over the east Greenland shelf. In fact, 2002 was the first year 
during the satellite era where there was essentially no sea ice in the Greenland Sea at 
the end of summer. In 2005, the largest ice losses occurred primarily in the Chukchi, 
East Siberian, Laptev, Kara and Barents seas. Ice extent from January through the mid-
dle of July 2006 was well below 2005 conditions, with large ice losses in the Chukchi 
and East Siberian seas. However, air temperatures dropped in August which slowed the 
ice losses, resulting in 2006 being the second lowest ice year on record.

Although the decline during summer has been the most dramatic, statistically 
significant (at the 99% level) negative trends have occurred during every month 
since 2002, and the last three winters (2004/2005–2006/2007) have seen ice extents 
that were at least 6% below the 1979–2000 mean. This may indicate the recent 
large ice losses during summer are beginning to affect the winter ice cover. While 
increased absorbed shortwave energy from the sun resulting from less summer sea 
ice will delay ice formation in the autumn, this will mainly affect the ice thickness 
of the subsequent winter ice cover, rather than the ice extent. However, with contin-
ued warming of the system, reductions in winter ice extent are likely. The decline 
of sea ice in winter (e.g., March) is now at a rate of −2.9% per decade since 1979.

Although the satellite era provides the most consistent and accurate record of sea 
ice extent, there are earlier observations from a variety of sources such as aircraft 
and ship reports that allow us to put the current decline from the satellite record into 
longer-term perspective. Monthly mean sea ice concentration fields from the 
Hadley Centre sea ice and sea surface temperature data set (HadlSST) provide for 
an extension of the satellite record back in time to 1870 (Rayner et al. 2003). Sea 
ice concentrations from different sources (e.g., satellites, ship and aircraft observa-
tions) were analyzed to make them as consistent as possible throughout the record. 
However, large observational gaps occur, resulting in the use of climatologies 
derived from calibrated passive microwave data to fill in missing records, particularly

Fig. 2 Monthly mean September ice concentration anomalies (blue = negative, red = positive) 
from 2002 through 2006. The median ice extent (1979–2000) is given by the green line.

2002 2003 2004 2005 2006

<-50% 0% >50%
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prior to 1953. Recently, Meier et al. (2007) reprocessed the Had1SST data to 
correct for a significant inconsistency found between 1996 and 1997 when the 
Had1SST data set switched to a different source/algorithm for sea ice concentra-
tion. Using this “adjusted” Had1SST data set, September sea ice has declined at a 
rate of −7.8% per decade from 1953 through 2006 (see Fig. 5), while the March ice 
extent has retreated at a rate of −1.8% per decade. Relative to 1953–2000, ice extent 
during the last 5 years represents a 24% decrease in the area of the ocean covered 
by sea ice during September.

3 Modeling of Ice Thickness

Rothrock et al. (1999) suggest Arctic sea ice thickness declined by more than 40% 
between the 1990s and the 1950/1970s. However, these ice thickness measurements 
are sparse in space and time and do not cover the time period of recent large losses 
in ice extent. Therefore, we turn to analysis of model output from a high-resolution 
coupled ice-ocean model of the pan-Arctic region (Maslowski et al. 2004; 
Maslowski and Lipscomb 2003) forced with realistic atmospheric data for 1979–
2004 to address questions related to recent changes in Arctic ice thickness. The sea 
ice model includes a parallel version of Zhang and Hibler (1997) dynamic model 
with viscous-plastic rheology and the thermodynamic model based on Parkinson 
and Washington (1979) with the zero-layer approximation for heat conduction
through the ice (Semtner 1976). It is coupled to a regional adaptation of the Los 
Alamos National Laboratory Parallel Ocean Program (POP) with the free-surface 
approach (Dukowicz and Smith 1994) and unsmoothed realistic bathymetry. The 
model domain is pan-Arctic, including all northern hemisphere sea ice-covered 
oceans and marginal seas. It is configured on a 1/12° (or ∼9 km) and 45 vertical 
level grid in a rotated spherical coordinate system to eliminate the singularity at the 
North Pole. The interannual integration started at the end of a 48-year spin up run 
including climatological forcing from the European Centre for Medium Range 
Weather Forecasts (ECMWF) for the first 26 years and followed with repeated 
1979–1981 ECMWF forcing for 12 more years. Additional details about the cou-
pled model, including its set up and forcing are discussed in Maslowski et al. 
(2004) and Clement et al. (2005). Model output includes monthly mean results 
from the sea ice model for 1979–2004, which are analyzed below.

Model results suggest (Fig. 3) that between 1979 and 1996 the ice thickness 
mode (as defined by the highest percentage of the total model grid cells per ice 
thickness bin) was in thickness range of 2.5–3.5 m. Beginning in 1997 through 
2003 the thickness mode has shifted toward significantly thinner ice in the range of 
1.0–2.5 m. The reduction of the modal ice thickness in the late 1990s represents the 
thinning of the multiyear pack ice toward the ice thickness range representative of 
the first-year ice. The modeled temporal change of ice thickness coincides with the 
observed September ice extent decrease during the last decade (e.g., Fig. 1). This implies
that changes in sea ice extent are of the same sign as those of ice thickness, hence 
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also volume. However, according to Fig. 3 the rate of ice thickness reduction might 
be greater than that of the ice extent, given that the thickness of maximum PDF 
decreased by over 30% between 1979 and 2004.

4 Possible Causes of the Sea Ice Reduction

4.1 Impact of Atmospheric Temperatures on Sea Ice

Sea ice reduction can be attributed to warming and changes in atmospheric and 
oceanic circulation. Globally air temperatures have warmed by 0.8°C in the last 
century, but the warming has been especially pronounced in the Arctic, with a 
warming of 1.2°C since 1875 (Polyakov et al. 2003). In 2005, the Arctic was par-
ticularly warm, causing 2005 to surpass 1998 as the warmest year on record since 
1880. Although each of the last 5 years had different atmospheric patterns that 
contributed to the large ice losses, anomalously high temperatures have been con-
sistent throughout the Arctic since 2002 (Stroeve et al. 2004). Figure 4 shows 
annual NCEP/NCAR air temperature anomalies (Kalnay et al. 1996) as a function 
of height and latitude for 2000–2005 relative to 1979–1999. Air temperatures near 

Fig. 3 Probability Distribution Function (PDF) of modeled annual mean binned ice thickness. 
The z-axis shows percentage of the total model grid cells per thickness bin defined along the x-axis. 
The y-axis is time in years from 1979 to 2004 with a different color histogram for each year.
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the surface were more than 1°C warmer over the Arctic, consistent with the large 
ice losses observed during these years.

The connection between rising air temperatures and decreasing summer ice 
extent holds for earlier years as well, and may help explain why ice extent was less 
in the 1950s than it was in the late 1960s and early 1970s. Figure 5 shows September 
ice extent is inversely correlated (r = −0.6) with the annual NCEP/NCAR 925 mbar 
air temperatures averaged from 60°N to 90°N. Using 12-month running mean tem-
perature and sea ice anomalies increases the correlation to −0.74 (Meier et al. 
2007). Since a warmer Arctic should manifest itself as changes in the melt season 
that favor less total ice cover, it is reasonable to suspect that the length of the melt 
season has increased in recent years, leading to earlier disappearance of the sea ice 
and later freeze-up. Stroeve et al. (2006) reported on changes in the Arctic melt season
using estimates of melt onset dates and sea ice freeze-up dates derived from satellite
passive microwave data. Results from this analysis show the Arctic is experiencing 
an overall lengthening of the melt season at a rate of about 2 weeks per decade. 
Melt is beginning on average 8 days/decade earlier than normal in the eastern Arctic
(e.g., Kara and Barents Seas) and 4 days/decade earlier than normal in the western 
Arctic (e.g., Beaufort and Chukchi Seas) based on the satellite record (1979–2005). 
Freeze-up occurs about a week per decade later throughout most of the Arctic.

These observations are consistent with the hypothesis that warmer temperatures 
are a dominant factor in the continued decline of the Arctic ice cover. However, while 

Fig. 4 NCEP/NCAR annual air temperature anomalies from 2000 to 2005 relative to 1979–1999 
as a function of height and latitude. The scale goes from red for temperatures strongly above aver-
age to blue for temperatures strongly below average.
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unusually warm air temperatures may help explain the decrease of the ice cover by 
causing the ice to melt earlier and form later, the higher air temperatures of recent 
years may also be a reflection of the loss of sea ice exposing the warmer ocean that 
transfers the energy back to the atmosphere (as sensible and latent heat).

4.2 Impact of the Arctic Oscillation on Sea Ice

In many studies, the positive mode of the Arctic Oscillation (AO) has been associated 
with decreasing Arctic sea ice cover in the 1990s (e.g., Rigor et al. 2002; Rigor and 
Wallace 2004; Zhang et al. 2003). Rigor et al. (2002) showed that when the AO is 
positive in winter, altered wind patterns result in more offshore ice motion and ice 
divergence along the Siberian and Alaskan coastal areas, leading to the production of 
more first-year ice in spring that is thinner and therefore requires less energy to melt 
in summer. Zhang et al. (2003) explained the lower summer ice cover during positive 
AO phases as a result of the spread of warmer air temperatures from Eurasia into the 
ocean. However, while this may have been the case through the mid-1990s, the AO 
has since become more neutral in recent winters, and yet the summer sea ice continues 
to decline. It is worth noting that anthropogenic forcing (i.e., warming) and the AO 
are likely not independent from each other. Some studies suggest anthropogenic 
warming may lead to increased amplitude and frequency of the positive AO phase, 
which would in turn cause the AO to strengthen the impact of the warming on the loss 
of sea ice. Rigor and Wallace (2004) suggested the strongly positive phase of the 
winter AO in the early to mid-1990s led to the export of thick, multiyear ice out of 
the Arctic basin, leaving behind thinner ice that is more easily melted. However, they 

Fig. 5 Annual Arctic (60–90°N) 925 mbar NCEP/NCAR air temperatures and September sea ice 
extent from 1953–2005.
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estimate that the combined winter and summer AO-indices can explain less than 20% 
of the variance in summer sea ice extent in the western Arctic, where most of the 
recent reduction in sea ice cover occurred. A separate analysis of the combined effect 
of winds, radiative fluxes and advected heat, suggests that atmospheric forcing can 
account for about one half of the total variance in summer sea ice extent in the west-
ern Arctic (Francis et al. 2005). This implies that other factors must be involved in 
forcing variability of the Arctic sea ice cover.

4.3 Impact of Ocean Temperatures on Sea Ice

The role of oceanic forcing on the sea ice cover is explored using coupled ice-ocean 
pan-Arctic model results in the Greenland Sea (Maslowski et al. 2004), where sea 
ice has disappeared from the Greenland shelf for the first time in the summer of 
2002 over the entire satellite record. Figure 6a shows the modeled anomalies of 
area-averaged monthly mean net ice melt/growth and total oceanic heat flux into 
the area indicated in Fig. 6b.

Oceanic heat fluxes associated with Atlantic Water recirculating at and to the 
south of Fram Strait can explain over 60% of the total variance in sea ice cover over 
the Greenland shelf on the annual basis (based on correlation of the 13-month running
means – smoothed data). Recent observations across the West Spitsbergen Current 
(Walczowski and Piechura 2006) show significant warming and widening of 
Atlantic Water flowing to the north, which according to the model should be 
accompanied by an increased heat flux of Atlantic Water recirculating into the east 

Fig. 6 (a) Total monthly mean heat flux onto the Greenland shelf (blue) and area-averaged 
monthly mean anomalies of ice melt/growth (red) after removing 24-year mean annual cycle. The 
blue curve also represents the flux per unit area (W/m2; leftmost axis), in addition to the total heat 
flux into that area (TW; second left axis). The smoothed lines represent a 13-month running mean. 
(b) The area for ice melt/growth calculation (yellow rectangle) and two oceanic sections for the 
total on-shelf heat flux (black dotted lines).
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Greenland current and onto the shelf. The decreasing ice cover, through positive 
ice-albedo feedback, may lead to further warming of the upper ocean and subsequent
reductions of sea ice. Similar impacts of warm summer Pacific Water on sea ice 
cover in the western Arctic Ocean are discussed by Shimada et al. (2006) and are 
seen in model results.

5 Summary

The Arctic is currently experiencing a dramatic reduction in its sea ice cover. Taken 
together, the decline in ice thickness and extent imply a precipitous decline in total 
ice volume over the past 50 years. The decline in sea ice has been attributed to several 
factors such as rising air temperatures and variations in the Arctic Oscillation. 
However, the oceanic thermodynamic control of sea ice through under-ice ablation 
and lateral melt along marginal ice zones appears to be largely overlooked. 
Similarly, the effects of ice-free and warmer oceanic surface on the atmosphere 
need to be properly accounted for in the Arctic Ocean, especially in regional and 
global atmospheric model simulations, which commonly prescribe climatological 
sea ice and surface ocean conditions instead (Rinke et al. 2006). Those ocean-ice 
and ocean-atmosphere interactions may act to melt sea ice, as well as to de-correlate
AO forcing, which helps explain the timing issues between AO/atmospheric forcing
and sea ice variability in the 2000s.

References

ACIA (2005) Arctic Climate Impact Assessment. Cambridge University Press, 1042 p.
Bjørgo, E., O. M. Johannessen, and M. W. Miles, 1997: Analysis of merged SSMR-SSMI time series 

of Arctic and Antarctic sea ice parameters 1978–1995. Geophys. Res. Lett., 24(4), 413–416.
Cavalieri, D. J., J. Crawford, M. Drinkwater, W. J. Emery, D. T. Eppler, L. D. Farmer, M. 

Goodberlet, R. Jentz, A. Milman, C. Morris, R. Onstott, A. Schweiger, R. Shuchman, K. 
Steffen, C. T. Swift, C. Wackerman, and R. L. Weaver, 1992: NASA Sea Ice Validation 
Program for the DMSP SSM/I: Final Report. NASA Technical Memorandum 104559. 
National Aeronautics and Space Administration, Washington, DC, 126 p.

Cavalieri, D., C. Parkinson, P. Gloersen, H. J. Zwally, 1996, updated 2006: Sea ice Concentrations 
from Nimbus-7 SMMR and DMSP SSMI Passive Microwave Data (list dates used). National 
Snow and Ice Data Center, Digital Media, Boulder, CO.

Cavalieri, D. J., P. Gloersen, C. L. Parkinson, J. C. Comiso, and H. J. Zwally, 1997: Observed 
hemispheric asymmetry in global sea ice changes. Science, 272, 1104–1106.

Clement, J. C., W. Maslowski, L. W. Cooper, J. M. Grebmeier, and W. Walczowski, 2005: Ocean 
circulation and exchanges through the northern Bering Sea – 1979–2001 model results. Deep
Sea Res. II, 52(24–26), 3509–3540.

Clement, J. L., W. Maslowski, L. Cooper, J. Grebmeier, and W. Walczowski, 2005: Ocean circu-
lation and exchanges through the northern Bering Sea – 1979–2001 model results. Deep Sea 
Res. II, 52, 3509–3540, doi:10.1016/j.dsr2.2005.09.010.

Comiso, J. C., 2002: A rapidly declining perennial sea ice cover in the arctic. Geophys. Res. Lett.,
29(20), 1956, doi:10.1029/2002GL015650.



Arctic Sea Ice Variability During the Last Half Century 153

Dukowicz, J. K. and R. D. Smith, 1994: Implicit free-surface method for the Bryan-Cox-Semtner 
ocean model. J. Geophys. Res., 99(C4), 7991–8014.

Foley, J. A., 2005: Tipping points in the Tundra. Science, 310, 627–28, doi:10.1126/
science.1120104.

Francis, J. A., E. Hunter, J. R. Key, and X. Wang, 2005: Clues to variability in Arctic minimum 
sea ice extent. Geophys. Res. Lett., 32, 21501, doi:10.1029/2005GL024376.

Haas, C., 2004: Late-summer sea ice thickness variability in the Arctic transpolar drift 1991–2001 
derived from ground-based electromagnetic sounding. Geophys. Res. Lett., 31, L09402, 
doi:10.1029/2003GL019394.

Holland, M. M., C. M. Bitz, and B. Tremblay, 2006: Future abrupt reductions in the summer 
Arctic sea ice. Geophys. Res. Lett., 33, L23503, doi:10.1029/2006GL028024.

Johannessen, O., E. V. Shalina, and M. W. Miles, 1999: Satellite evidence for an arctic sea ice 
cover in transformation. Science, 286, 1937–1939.

Kalnay, E. et al., 1996: The NCEP/NCAR reanalysis 40-year project. Bull. Am. Meteorol. Soc.,
77, 437–471.

Lindsay, R. W. and J. Zhang, 2005: The thinning of Arctic Sea ice, 1988–2003: have we passed a 
tipping point? J. Climate, 18, 4879–94, doi:10.1175/JCLI3587.1.

Maslowski, W. and W. H. Lipscomb, 2003: High-resolution simulations of Arctic Sea ice during 
1979–1993. Polar Res., 22, 67–74.

Maslowski, W., D. Marble, W. Walczowski, U. Schauer, J. L. Clement, and A. J. Semtner, 2004: 
On climatological mass, heat, and salt transports through the Barents Sea and Fram Strait from 
a pan-Arctic coupled ice-ocean model simulation. J. Geophys. Res., 109, C03032, 
doi:10.1029/2001JC001039.

Meier, W. N., J. Stroeve, F. Fetterer, and K. Knowles 2005: Reductions in Arctic Sea ice cover 
no longer limited to summer. Eos, Trans. Amer. Geophys. Union, 86(36), 326.

Meier W. N., J. Stroeve, and F. Fetterer, 2007: The declining Arctic Sea ice: how much of an indi-
cator of change is it? Ann. Glaciol., 46.

Melling, H. D., Riedel, and Z. Gedalof, 2005: Trends in the droft and extent of seasonal pack ice, 
Canadian Beaufort Sea. Geophys. Res. Lett., 32, doi:10.1029/2005GLO24483.

Overpeck, J. T. et al., 2005: Arctic system on trajectory to new, seasonally ice-free state. Eos, 
Trans. Amer. Geophys. Union, 86, 309, 312–313.

Parkinson, C. L. and W. M. Washington, 1979: A large-scale numerical model of sea ice. J. 
Geophys. Res., 84, 311–337.

Parkinson, C. L., D. J. Cavalieri, P. Gloersen, H. J. Zwally, and J. C. Comiso, 1999: Arctic Sea 
ice extents, areas, and trends, 1978–1996. J. Geophys. Res., 104(C9), 20837–20856.

Polyakov, I. V., R. V. Bekryaev, G. V. Alekseev, U. Bhatt, R. L. Colony, M. A. Jonson, A. P. 
Makshtas, and D. Walsh, 2003: Variability and trends of air temperature and pressure in the 
maritime Arctic, 1875–2000. J. Climate., 16(12), 2067–2077.

Rayner, N. A., D. E. Parker, E. B. Horton, C. K. Folland, L. V. Alexander, D. P. Rowell, E. C. 
Kent, and A. Kaplan, 2003: Global analyses of sea surface temperature, sea ice, and night 
marine air temperature since the late nineteenth century. J. Geophys. Res., 108(D14), 4407, 
doi:10.1029/2002JD002670.

Rigor, I. G. and J. M. Wallace, 2004: Variations in the age of sea ice and summer sea ice extent. 
Geophys. Res. Lett., 31, doi:10.1029 /2004GL019492.

Rigor, I. G., J. M. Wallace, and R. L.Colony, 2002: Response of sea ice to the Arctic oscillation. 
J. Climate, 15(18), 2648–2668.

Rinke, A., W. Maslowski, K. Dethloff, and J. Clement, 2006: Influence of sea ice on the atmos-
phere: a study with an Arctic atmospheric regional climate model. J. Geophys. Res., 111,
D16103, doi:10.1029/2005JD006957.

Rothrock, D. A., Y. Yu, and G. A. Maykut, 1999: Thinning of the Arctic Sea ice cover. Geophys.
Res. Lett., 26, 3469–3472.

Rothrock, D. A., J. Zhang, and Y. Yu, 2003: The Arctic ice thickness anomaly of the 1990s: a 
consistent view from observations and models. J. Geophys. Res., 108, C3, doi:10.1029/2001 
JC001208.



154 J. Stroeve and W. Maslowski

Semtner, A. J., 1976: A model for the thermodynamic growth of sea ice in numerical investiga-
tions of climate. J. Phys. Oceanogr., 6, 379–389.

Serreze, M. C., J. A. Maslanik, T. A. Scambos, F. Fetterer, J. Stroeve, K. Knowles, C. Fowler, S. 
Drobot, R. G. Barry, and T. M. Haran, 2003: A record minimum Arctic Sea ice extent and area 
in 2002. Geophys. Res. Lett., 30(3), 1110, doi:10.1029/2002GL016406.

Shimada, K., T. Kamoshida, , M. Itoh, S. Nishino, E. Carmack, F. McLaughlin, S. Zimmermann, 
and A. Proshutinsky, 2006: Pacific ocean inflow: influence on catastrophic reduction of sea 
ice cover in the Arctic Ocean. Geophys. Res. Lett., 33, L08605, doi:10.1029/2005GL025624.

Stroeve, J. C., M. C. Serreze, F. Fetterer, T. Arbetter, W. Meier, J. Maslanik, and K. Knowles, 
2005: Tracking the Arctic’s shrinking ice cover: another extreme September minimum in 
2004. Geophys. Res. Lett., 32, L04501, doi:10.1029/2004GL021810.

Stroeve, J., T. Markus, W. N. Meier, and J. Miller, 2006: Recent changes in the Arctic melt sea-
son, Ann. Glaciol., 44, 367–374.

Walczowski, W. and J. Piechura, 2006: New evidence of warming propagating toward the Arctic 
Ocean. Geophys. Res. Lett., 33, L12601, doi:10.1029/2006GL025872.

Zhang, J. and W. D. Hibler, 1997: On an efficient numerical method for modeling sea ice dynam-
ics. J. Geophys. Res., 102, 8691–8702.

Zhang, J., D. Thomas, D. A. Rothrock, R. Lindsay, Y. Yu, and R. Kwok, 2003: Assimilation of 
ice motion observations and comparisons with submarine ice thickness data. J. Geophys. Res.,
108(C6), 3170, doi:10.1029/2001JC001041.



Decadal Changes in Surface Radiative Fluxes 
and Their Role in Global Climate Change

M. Wild

Abstract The major anthropogenic impact on climate over the 20th century occurred
through a modification of the earth radiation balance by changing the amount of 
greenhouse gases and aerosol in the atmosphere. Radiative energy reaching the 
ground is particularly important for mankind as it is a key determinant of the climate
of our environments and strongly influences the thermal and hydrological conditions at 
the Earth surface. Recent evidence suggests that significant anthropogenic-induced 
variations occurred in both surface solar and thermal radiation over the past decades,
related to anthropogenic air pollution and greenhouse gas emissions, respectively. 
Observed solar radiation incident at the surface showed a continuous decrease 
(“global dimming” or “surface solar dimming”) since the beginning of worldwide 
measurements in the mid-20th century up to the 1980s, when a widespread trend 
reversal towards an increase (“global brightening” or “surface solar brightening”) 
occurred. This trend reversal was favoured by an increasing transparency of the 
cloud-free atmosphere, due to air pollution regulations and the breakdown of the 
economy in former communist countries. In the thermal spectrum of radiation, 
which is directly modified by changes in atmospheric greenhouse gas concentrations,
a gradual increase in surface downwelling thermal radiation over recent years can 
be seen, in line with our expectations from an increasing greenhouse effect. This 
increasing greenhouse effect has become only fully apparent after the decline of 
solar dimming, which effectively masked greenhouse warming prior to the 1980s. 
The present article discusses the variations in surface radiation and their impact on 
various aspects of the climate system over the past decades.

1 Introduction

The climate of the 20th century has undergone significant decadal changes of natural
and anthropogenic origin. Many studies have documented the changes in surface 
temperature and global warming over the past decades. Yet only few studies investigated
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the underlying surface energy balance components, which are the key processes 
governing the long-term evolution of surface temperature and climate. The largest 
components in terms of energy exchanges are thereby the surface radiative fluxes. 
Changes in these fluxes have therefore the potential to significantly alter climate. 
In the present study we summarize the current knowledge on decadal variations in 
the surface radiative fluxes and discuss how these variations relate to global warming
and how they affect other elements of the climate system, such as the water cycle, 
soil moisture or glaciers.

2 Observational Data on Surface Radiation

Widespread measurements of surface radiative fluxes began in the late 1950s. 
Many of these historic radiation measurements have been collected in the Global 
Energy Balance Archive (GEBA, Ohmura et al. 1989) located at ETH Zurich, and 
in the World Radiation Data Centre (WRDC) of the Main Geophysical Observatory in 
St. Petersburg. In addition, more recently, high quality surface radiation measurements 
from the Baseline Surface Radiation Network (BSRN, Ohmura et al. 1998) of the 
World Climate Research Program (WCRP) and the Atmospheric Radiation 
Program (ARM, Ackerman and Stokes 2003) became available. These networks 
measure surface radiative fluxes at the highest possible accuracy with well-defined 
and calibrated state-of-the-art instrumentation at selected worldwide distributed 
sites. A further network of high-accuracy measurements at five remote sites is 
maintained by the Global Monitoring Division of NOAA (Dutton et al. 2006).

3 Observed Changes in Surface Radiation

3.1 The Era of “Global Dimming” from the 1960s to the 1980s

Trends in solar radiation from the beginning of worldwide measurements in the 
early 1960s until 1990 have been determined in numerous studies (e.g., Ohmura 
and Lang 1989; Gilgen et al. 1998; Stanhill and Cohen 2001 and references therein; 
Liepert 2002; Wild et al. 2004). These studies report a general decrease of sunlight 
at widespread locations over land surfaces between 1960 and 1990. This phenome-
non is now popularly known as “global dimming”, an expression coined by Stanhill 
and Cohen (2001). This expression may be misleading since it implies a globally 
unequivocal occurrence of the “dimming” which is difficult to prove due to the lack 
of observations from many parts of the world, particularly from ocean and remote 
land areas. Note that satellite data, which would provide a global coverage, only 
date back to the early 1980s and do not provide stable and reliable time series due 
to calibration problems and difficulties in inferring surface fluxes from their top-of-
atmosphere measurements.
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Increasing air pollution and associated increase in aerosol concentration are 
considered major causes of the measured decline of surface solar radiation, although
changes in cloud amount and optical properties may also contribute. A direct 
assessment of the origins of the decline of surface solar radiation is complicated by 
the lack of adequate long-term observational data sets of major influencing factors 
such as clouds and aerosol. An attempt has been made in Norris and Wild (2007) 
to differentiate between aerosol and cloud impact on radiative changes over Europe.
They show that changes in cloud amount cannot explain the changes in surface 
insolation, pointing to aerosol direct and indirect effects as major cause of these vari-
ations. Alpert et al. (2005) found that the decline in surface solar radiation in the 
1960–1990 period is largest in areas with dense population, which also suggest a 
significant anthropogenic influence through air pollution and aerosol. Their results 
further suggest that dimming, of smaller magnitude, occurred also at sparsely popu-
lated sites. This is in line with other studies showing a dimming over the 1960–1990 
period also at remote sites (e.g., Dutton et al. 2006), suggesting that the dimming 
is not of purely local nature and air pollution may have large-scale climatic effects.

Modelling approaches can give additional insight into the possible origins, dis-
tribution and magnitude of surface solar dimming as will be discussed in Sect. 4. 
In a study by Wild et al. (2004), estimates of changes in the different radiation 
components over land surfaces were brought together for the period 1960–1990. 
These estimates indicate that the reported surface solar dimming over global land 
surfaces, if real and representative, may have exceeded the greenhouse induced 
increase in downward thermal radiation. This would imply a slight reduction rather 
than an increase in radiative heating between 1960 and 1990 (Wild et al. 2004). 
This is in line with an independent analysis of long-term records of 66 surface net 
radiation stations over the same period, which also suggests a slight decrease rather 
than an increase in radiative energy available at the surface between 1960 and 1990 
(Wild et al. 2004). This may have had significant impacts on the thermal and hydro-
logical conditions of the climate system as outlined in Sect. 5.

3.2 The Era of “Global Brightening” From the 1980s to 2000

The studies on global dimming were all limited to data prior to 1990, since no data 
after 1990 were available at the time of the completion of these studies. ETH Zurich 
recently undertook a major effort to update the worldwide measured surface radia-
tion data in GEBA for the period from 1990 to present. Wild et al. (2005) evaluated 
the newly available surface observational records in GEBA and BSRN to investigate
the trends in surface solar radiation in the more recent years. This analysis showed 
that the decline in solar radiation at land surfaces seen in earlier data is no longer 
visible in the 1990s. Instead, the decline leveled off or even turned into a brighten-
ing since the late 1980s at the majority of observation sites (Fig. 1). The brightening 
during the 1990s is not just found under all sky conditions, but also under clear 
skies, pointing to aerosol as major cause of this trend reversal (Wild et al. 2005; 
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Norris and Wild 2007). The trend reversal is reconcilable with recently estimated 
radiation trends from satellites and from the Earthshine method (Pallé et al. 2005), 
as well as with trends in aerosol emission and atmospheric transmission, which also 
show a distinct trend reversal during the 1980s (Streets et al. 2006; Stern 2006; 
Wild et al. 2005). The documented trend reversal in aerosol emission towards a 
reduction and the associated increasing atmospheric transmission since the mid-
1980s may be related to air pollution regulations and the breakdown of the econ-
omy in former communist countries (Wild et al. 2005).

Climate-relevant surface radiative forcing in recent decades has not only been 
caused by surface solar variations, but has also been strongly governed by the 
reduced thermal surface cooling with enhanced greenhouse capacity of the atmos-
phere, manifest in increased downward thermal radiation from the atmosphere to 
the surface. Evidence for increasing downward thermal radiation is obtained from 
the surface measurements of the BSRN. Downward thermal radiation measured at 
12 worldwide distributed sites from BSRN shows on average an increase of 0.26 W 
m−2 per year since the beginning of the measurements in 1992 (Wild and Ohmura 
2004), in line with our expectations from greenhouse theory and models (Wild et al. 
1997, Fig. 1). A significant increase in downward thermal radiation over recent 
years was also found by Philipona et al. (2004) in the Swiss Alps. Therefore, unlike 
in the preceding decades, where a reduction in downwelling surface solar radiation 

Fig. 1 Global distribution of surface radiation sites with data covering the 1990s. Sites measuring 
an increase in surface solar radiation after 1990 are marked in yellow; sites measuring a decrease 
are shown in brown. High-quality observation sites fulfilling the BSRN standards are shown as 
triangles; other sites from the updated GEBA as crosses. Information from 300 sites over Europe 
and 45 sites over Japan are displayed as aggregated regional means. The majority of the sites show 
an increase in surface solar radiation after 1990 (from Wild et al. 2005).
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compensated for the greenhouse-induced increase in downwelling surface thermal 
radiation, both downwelling solar and thermal radiation show signs of increase 
since the mid-1980s. Therefore, also the surface net radiation (the available radia-
tive energy at the surface) likely increased over the 1990s, in contrast to previous 
decades, which rather showed a decrease as noted in Wild et al. (2004). This is 
critical for the global water cycle, since the surface net radiation is the principal 
driver behind the hydrological cycle (see Sect. 5).

4 Modelling of Global Dimming and Brightening

Complementary to the observational data analyses presented so far, General 
Circulation Models (GCMs) can be used to get more insight into the variations in 
surface radiative fluxes and their origins. To interpret the role of aerosol in the 
context of surface solar dimming and brightening, transient GCM simulations with 
an interactive time-dependent representation of aerosol are particularly useful. 
However, so far most transient GCM simulations used either prescribed aerosol 
climatologies, or restricted their prognostic aerosol treatment to sulphate, as for 
example, in the majority of the simulations carried out for the IPCC AR4 report. 
This is a considerable limitation, since not only scattering aerosol such as sulphates, 
but particularly also absorbing aerosols not considered in these experiment have 
shown significant variations over the past decades (Streets et al. 2006) and are 
believed to be crucial for the understanding of the variations in surface solar radia-
tion. We addressed this issue using a version of the Max Planck Institute GCM, 
which includes a microphysical formulation of all major global aerosol compo-
nents, with prognostic treatment of their composition, size-distribution and mixing 
state (ECHAM5-HAM, Stier et al. 2005). We investigated the temporal evolution 
of surface solar clear sky fluxes simulated in a transient experiment with ECHAM5-
HAM which uses time-dependent aerosol emissions (Stier et al. 2006). The model 
successfully simulates a general decrease in clear sky surface solar radiation from 
the 1950s to the 1980s and a more recent recovery over large parts of the globe 
(Fig. 2), in line with observational evidence (cf. Fig. 2b) with Fig.1 (Wild et al., in 
preparation). This suggests that direct aerosol effects may have played a significant 
role in the observed changes in surface solar radiation and in the recent transition 
from dimming to brightening. This supports the observational evidence for the 
importance of aerosol in this context found in Wild et al. (2005) and Norris and 
Wild (2007). A further inspection of Fig. 2 suggests a distinct latitudinal depend-
ence of surface solar dimming and brightening (Wild et al., in preparation). While 
most of the extratropics show a reversal from dimming to brightening during the 
1980s in this model simulation, dimming persists up to the present day in many low 
latitude areas. This is favoured by a transition from increasing to decreasing sulphur 
and black carbon emissions in industrialized countries since the 1980s (Streets et 
al. 2006), which are mostly situated in the extratropics. Some of the developing 
countries in the low latitudes, on the other hand, show a continuing increase in aerosol
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Fig. 2 Simulated trends in surface solar radiation under cloud-free conditions for the “surface 
solar dimming” period 1950–1990 (a) and the “surface solar brightening” period 1990–2002 (b). 
Simulations done with the aerosol-climate modelling system ECHAM5 HAM. Units are W m−2/y.
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emissions, contributing to the continuing dimming in these areas. There are not 
enough direct observations in the tropics to strictly verify this latitudinal depend-
ence of solar dimming and brightening (cf. Fig. 1). However, the available observa-
tions are not in conflict with this hypothesis.

5  Role of Global Dimming and Brightening 
in the Context of Global Climate Change

5.1 Impact on Global Warming

Solar and thermal radiative fluxes reaching the ground are key determinants of surface
temperature. Concerns have been raised that increases in aerosol from air pollution 
and associated dimming of surface solar radiation (see Sect. 3) could have masked 
to a large extent the temperature rise induced by increasing greenhouse gases, so 
that the observed temperature records would not reflect the entire dimension of 
greenhouse warming (Andreae et al. 2005). This would imply that we underestimate
the sensitivity of the climate system to increased levels of greenhouse gases, which 
has potentially major implications for predictions of future climate. On the other hand, 
the above discussed evidence fore a widespread decline of solar dimming during the 
1980s and reversal to a brightening thereafter may give raise to speculations that 
recent global warming could be due to surface solar brightening rather than the 
greenhouse effect. In Wild et al. (2007), we investigated this issue by using, in addition
to the surface radiation data from GEBA and BSRN, a gridded surface temperature 
data set from the Climate Research Unit (CRU), University of East Anglia (Mitchell 
and Jones 2005). We focused on land surfaces and on the period 1958–2002, where 
our knowledge of the common variation in surface radiation and temperature is 
best. Annual mean temperature changes averaged over land surfaces from 1958 to 
2002 as deviations from 1960 are determined from the CRU data set in Fig. 3 
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Fig. 3 Temperature evolution over the global land surfaces from 1958 to 2002 with respect to 1960. 
While the temperature rise during the period of surface solar dimming from the 1960s to the 1980s 
is moderate, temperature rise is more rapid in the last two decades where dimming was no more 
present. Derived from CRU temperature data set (Mitchell and Jones 2005). Units are °C (from Wild 
et al. 2007).
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(Wild et al. 2007). It is evident that the temperature rise was small in the first half 
of the period, but became significant during the second half. In the timeframe 
1958–1985, representing the period of “global dimming”, only a marginal linear 
temperature increase is found (0.0036°C/year or 0.036°C/decade). The linear tem-
perature increase during the period 1985–2002, where “global dimming” was no 
longer effective, is an order of magnitude larger (0.038°C/year or 0.38°C/decade). 
This indicates that changes in surface solar radiation may have effectively influenced
the temperature evolution over the past decades.

To separate the influence of surface solar and thermal radiation on global warming
in Wild et al. (2007) we use the fact that solar and thermal radiations have different 
effects on the daily temperature cycle. Since the solar flux is only in effect during 
daylight, it affects the daily maximum temperature (TMAX) more than daily minimum 
temperature (TMIN). TMIN, on the other hand, is mainly affected by the thermal 
radiative exchanges. An analysis of TMIN and TMAX therefore holds the potential 
to separate the influence of solar and thermal radiation on surface temperature. In 
Wild et al. (2007) we found that during the period with prevailing solar dimming, 
TMAX is in fact is slightly declining, at 0.04°C/decade between 1958 and 1985. 
This decline is consistent with the decreasing availability of solar energy at the sur-
face and supports the assumption that solar dimming had a discernible influence on 
surface temperature in this period. TMIN on the other hand, less affected by solar
dimming, shows an increase over the same period, at 0.11°C/decade, indicative of an 
increasing greenhouse forcing. On the other hand, the period 1985–2002, during which 
surface solar dimming reversed into brightening, exhibits a significant increase in 
both TMAX and TMIN, at 0.37°C/decade and 0.40°C/decade, respectively (Wild 
et al. 2007). This implies that the increase in TMAX has almost caught up to the 
increase in TMIN since 1985, and is in line with the hypothesis that solar dimming 
was not present anymore to prevent TMAX from keeping pace with TMIN. These 
tendencies are also evident in changes in the diurnal temperature range (DTR), 
defined as difference between TMAX and TMIN. DTR variations correlate very 
well with variations in surface solar radiations, as for example, shown by Bristow and 
Campbell (1984) and Liu et al. (2004a). In Fig. 4 we determined the change in 
annual land mean DTR for the same period 1958–2002 from the CRU data set, with 
respect to the 1960–1990 mean. Several studies reported a decrease in this quantity 
over much of the 20th century (Karl et al. 1993; Easterling et al. 1997; Dai et al. 
1999). Figure 4 shows that the decrease of DTR over the global land surfaces only 
lasted into the mid-1980s, but then levelled off. This has also been noted in Vose et al.
(2005), but has not been interpreted further. In Wild et al. (2007) we point to the 
striking similarity between the distinct change in the DTR regime during the 1980s 
in Fig. 4, and the simultaneous change in the surface solar radiation regime from 
dimming to brightening (Sect. 3). Thus, the evolution of DTR provides independent 
evidence for a large-scale change in the surface radiative forcing regime during the 
1980s and its major impact on temperature. An interesting feature is that the levelling 
off in the DTR is more pronounced in higher than in low latitudes, supporting the 
hypothesis of a latitudinal dependence of the strength of the brightening presented 
in Sect. 4. The close correlation between DTR and surface insolation changes may 
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also allow a reconstruction of surface insolation trends back to the first part of the 
20th century, when radiation measurements were lacking, but DTR observations 
were already abundant. An analysis of the global land mean DTR record from the 
CRU data set over the whole 20th century shows that the decline in DTR noted 
above in the 1958–1985 period was not present in the first half of the 20th century. 
This suggests that global dimming may not have been present the first half of the 
20th century, but rather a form of an “early brightening”.

Note that despite the widespread trend reversal from dimming to brightening, 
the amount of solar radiation incident at the Earth surface at the turn of the millen-
nium has not gone back to the 1960 levels. Nevertheless, land surface temperatures 
have increased by 0.8°C over the period 1960–2000 (Fig. 3). This suggests that the 
net effect of surface solar forcing over the past decades cannot be the principal 
driver behind the overall temperature increase, since over the past 40 years, cooling 
from solar dimming still outweighs warming from solar brightening. Rather, the 
overall temperature increase since the 1960s can be attributed to (thermal) green-
house forcing as also evident in the thermal BSRN radiation data outlined above. 
Thus, speculations that solar brightening rather than the greenhouse effect could 
have been the main cause of the overall global warming over the past decades 
appear unfounded (Wild et al. 2007). Rather, it implies a substantial increase in 
thermal (greenhouse) surface radiative forcing since the 1960s, in order to enhance 
land surface temperatures by 0.8°C despite indications for a reduced heating due to 
surface solar changes over the past 40 years.

5.2  Impact on the Global Hydrological Cycle, 
Soil Moisture, and Glaciers

Radiative energy available at the earth’s surface is the principal driver of the 
hydrological cycle (Ramanathan et al. 2001). Variations in the surface radiation 
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Fig. 4 Anomalies in diurnal temperature range averaged over the global land surfaces from 1958 
to 2002, shown as deviations from the 1961–1990 mean. Diurnal temperature range decreases 
until the mid-1980 and levels off afterwards. Derived from CRU temperature data set (Mitchell 
and Jones 2005). Units are °C (from Wild et al. 2007).
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balance induce changes in evaporation and associated precipitation, and thereby 
govern the intensity of the global hydrological cycle. Potential additional energy 
from surface solar brightening noted during the 1990s may not only have gone into 
heating of the surface, but also into additional evaporation. This is supported by 
pan-evaporation measurements in energy-limited environments which partially 
indicate, after decades of decrease (Roderick and Farquhar 2002; Ohmura and Wild 
2002), a recent recovery (e.g., Liu et al. 2004b), in line with the changes in surface 
solar and net radiation discussed in Sect. 3. Also, there is evidence for an acceleration
of the hydrological cycle over land surfaces during the 1990s, with increasing land 
precipitation after decreasing tendencies in the 1970s and 1980s (Beck et al. 2005). 
Here, I want to point out that that this is consistent with the increasing availability 
of surface radiative energy from both increasing downwelling solar and thermal 
radiation during the 1990s which fuelled the hydrological cycle (Wild and Grieser, 
in preparation). On the other hand, radiative energy available at the surface was 
rather decreasing prior to the 1990s, when global dimming outweighed the green-
house-induced increase in downwelling thermal radiation, thereby attenuating the 
hydrological cycle (Wild et al. 2004) (see Sect. 3). This implies that variations in 
surface solar and thermal radiation, related to anthropogenic air pollution and 
greenhouse gas changes, respectively, indeed had a discernible impact on the varia-
tions of the global hydrological cycle over the past decades.

In a modelling study, Rotstayn and Lohmann (2002) present evidence that 
enhanced northern hemispheric anthropogenic aerosol emissions and associated 
radiative forcing may have favoured the severe droughts and starvation in the Sahel 
region in the 1970s and 1980s. It is interesting to note here that in the 1990s, when 
northern hemispheric aerosol forcing showed a tendency to decrease, precipitation in 
the Sahel started to recover. It can be speculated that the transition from global dim-
ming to brightening may have helped to restore vital precipitation in the Sahel.

The imprint of global dimming and brightening can also be seen in long-term 
observations in soil moisture. A 45-year record of soil moisture measurements in 
the Ukraine covering the period 1958–2002 shows an increase in soil moisture in 
the first half of the record, followed by a slight decrease in the latter half (Robock 
et al. 2005). These changes cannot be explained by changes in precipitation alone. 
Rather, they suggest that the decrease in surface solar radiation caused a decrease 
in surface evaporation up to the 1980s, which lead to increasing soil moisture, while 
the more recent surface solar brightening induced a recovery of surface evapora-
tion, and thereby a depletion of soil moisture (Li et al. 2007).

Another consequence of the global dimming/brightening phenomenon can be 
seen in the behaviour of mountain glaciers in Switzerland. Between 1973 and 1985, 
no significant changes in glacier area were found (1%). However, from 1985–2000 
glacier area extent in Switzerland was reduced by 18% (Paul et al. 2004). This is also 
in line with the hypothesis portrayed here, that the greenhouse effect was masked by 
surface solar dimming up to the 1980s, so that no major changes in glacier area extent 
occurred, and only showed its full dimension and impact after dimming has declined 
in the mid-1980s. Since then no dimming was around anymore to counterbalance 
the enhanced greenhouse effect, resulting in a strong reduction of glacierized area.
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6 Summary

Available observational data enable to trace the amount of solar radiation incident 
at the Earth surface back to the mid-20th century at worldwide distributed sites. 
Analyses of these records suggest that surface solar radiation declined in the first 
decades of the second half of the 20th century, a phenomenon known as “global 
dimming” or “solar dimming”. A major contributor to this decline is assumed to be 
the increasing air pollution. Evidence has been presented that the relative cooling 
due to the dimming was able to outweigh greenhouse warming up to the mid-
1980s. Since then recent studies suggest that global dimming faded and reversed 
into a brightening, partially because of reduced aerosol content in the atmosphere 
related to air pollution measures and the breakdown of the communist economy in 
Eurasia. With the fade of the dimming in the 1980s, the greenhouse effect became 
finally visible at its full dimension. We showed that this had major consequences 
for various elements of the climate system. For example, surface temperature rise 
accelerated over recent decades when the damping effect of solar dimming was no 
longer present. The increase in available surface energy from both increasing down-
welling solar and thermal radiation may have been at the origin of the recent accel-
eration of the hydrological cycle. It may also have contributed to the significant 
retreat of Swiss glaciers in the same period. It is therefore evident that the variations 
in surface radiative fluxes have largely influenced the evolution of climate over the 
20th century.
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Observed Interdecadal Changes 
in Cloudiness: Real or Spurious?

J. R. Norris

Abstract This study documents multidecadal variations in low-level, upper-level, 
and total cloud cover over land and ocean independently obtained from surface 
synoptic observations and from satellite data produced by the International Satellite 
Cloud Climatology Project. Substantial agreement exists between global mean time 
series of surface- and satellite-observed upper-level cloud cover, indicating that the 
reported variations in this cloud type are likely to be real. Upper-level cloud cover 
has decreased over almost all land regions since 1971 and has decreased over most 
ocean regions since 1952. Global mean time series of surface- and satellite-
observed low-level and total cloud cover exhibit very large discrepancies, however, 
implying that artifacts exist in one or both data sets. The global mean satellite total 
cloud cover time series appears spurious because the spatial pattern of correlations 
between grid box time series and the global mean time series closely resembles the 
fields of view of geostationary satellites rather than geophysical phenomena. The 
surface-observed low-level cloud cover time series averaged over the global ocean 
appears suspicious because it reports a very large 5%-sky-cover increase between 
1952 and 1997. Unless low-level cloud albedo substantially decreased during this 
time period, the reduced solar absorption caused by the reported enhancement of 
cloud cover would have resulted in cooling of the climate system that is inconsistent 
with the observed temperature record.

1 Introduction

Clouds have a large impact on the Earth’s radiation budget due to their reflection of 
solar or shortwave (SW) radiation back to space and their restriction of the emission of 
thermal or longwave (LW) radiation to space. The difference between actual radia-
tion flux and what it would be were clouds absent is called cloud radiative forcing 
(CRF). Clouds at upper levels in the troposphere make the largest contribution to LW 
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CRF because they are cold and thus emit less radiation than the surface under clear 
skies, and clouds that are optically thick make the largest contribution to SW CRF 
because they have greater albedo than the surface under clear skies. In the global 
annual average, the magnitude of top-of-atmosphere (TOA) SW CRF is greater 
than the magnitude of TOA LW CRF, corresponding to a loss of energy and conse-
quently an overall cloud cooling effect in the present climate state.

Despite the greater sensitivity of the Earth’s radiation budget to variations in 
cloudiness than to equivalent percentage variations in CO

2
 concentration (Slingo 

1990), we currently do not know whether clouds are changing so as to mitigate or 
exacerbate anthropogenic greenhouse warming (Moore et al. 2001). One leading 
reason for this uncertainty is that global climate models (GCMs) do not correctly 
or consistently represent clouds and their radiative effects (e.g., Bony et al. 2006). 
The severe deficiencies in GCM simulations of cloudiness motivate the investiga-
tion of how observed clouds have changed over the past several decades, a period 
of rapidly rising global temperature.

The present study documents changes in low-level, upper-level, and total cloud 
cover since 1971 over land and since 1952 over ocean. Global mean time series 
averaged from gridded surface and satellite observations are compared during their 
period of overlap to assess how well the two independent data sets agree. Substantial 
similarity indicates which cloud type variations are reliable whereas disagreement 
implies the existence of artifacts in one or both data sets. The particular regions of 
the world that contribute most to the global mean time series are discerned by creating
maps of correlation values between grid box time series and global mean time 
series. Maps of linear trends at each grid box are created for upper-level cloud 
cover, and a concluding section describes our current knowledge of the likely 
impact of cloud trends on the Earth’s radiation budget.

2 Data

Individual surface synoptic cloud reports were obtained from the Extended Edited 
Cloud Report Archive (Hahn and Warren 1999) globally over land during 1971–1996
and globally over ocean during 1952–1997. The land cloud reports came from stations
assigned official numbers by the World Meteorological Organization (WMO), and 
the ocean cloud reports, primarily made by Volunteer Observing Ships, came from the 
Comprehensive Ocean-Atmosphere Data Set (Woodruff et al. 1987). A synoptic
cloud report includes the fractions of sky dome covered by all clouds and by the 
lowest cloud layer, as seen by a human observer at the surface (WMO 1987).

Upper-level cloud cover, defined in this study as the coverage by mid-level and 
high-level clouds, was inferred by assuming random overlap with obscuring lower-
level clouds using the method described in Norris (2005a). Surface-observed low-level 
cloud cover values were also adjusted in some cases to represent the “satellite 
view” by assuming random overlap and removing the portion of low-level cloud 
cover overlapped by higher clouds (Norris 2005a).



Observed Interdecadal Changes in Cloudiness: Real or Spurious? 171

Cumulonimbus clouds were included in the low-level category even though they 
have high tops because that is the usual practice for surface observations. This choice
has little impact on the results of this analysis since sky-dome coverage by cumulo-
nimbus (Warren et al. 1988) is usually less than one third of sky-dome coverage by 
upper-level clouds (Norris 2005b). Moreover, horizontal coverage of cumulonimbus 
clouds is actually smaller than that reported by surface observers, who include 
cloud sides as part of cloud cover.

Only daytime observations are used to avoid observer biases resulting from poor 
nighttime illumination (Hahn et al. 1995). Individual synoptic reports were averaged 
to monthly 5° × 5° values using a special procedure that minimized geographical 
and temporal sampling biases (Norris 2005a). Subtraction of long-term monthly 
means from each grid box yielded 5° × 5° monthly anomalies. Although the surface 
cloud data lack complete global sampling due to the scarcity of stations and ships 
in remote land and ocean regions, the occurrence of missing data has little impact 
on global mean values.

Monthly mean cloud fraction as seen by geostationary and polar-orbiting 
weather satellites was obtained from the International Satellite Cloud Climatology 
Project (ISCCP) at 2.5° × 2.5° grid spacing for July 1983 onwards (Rossow et al. 
1996; Rossow and Schiffer 1999). Pixels are classified as cloudy if they are brighter 
in the visible channel (VIS) and/or colder in the infrared window channel (IR) than 
clear-sky pixels beyond a specified threshold. ISCCP high clouds have tops above 
the 440 hPa level; ISCCP mid-level clouds have tops between 680 hPa and 440 hPa; 
and ISCCP low-level clouds have tops below the 680 hPa level. For this study, 
ISCCP high-level and mid-level clouds were combined to provide upper-level 
cloud fraction. Note that ISCCP low-level cloud fraction takes into account only 
those low clouds that are not obscured by higher clouds. Only ISCCP daytime 
(VIS+IR) data were examined since ISCCP may have trouble correctly detecting 
transmissive cirrus or low-level clouds using IR alone (Rossow and Schiffer 1999). 
As done for the surface data, the seasonal cycle was removed by subtracting long-term
monthly means from each grid box.

3 Results

Global mean anomalies of surface- and satellite-observed upper-level, low-level, 
and total cloud cover for land only, ocean only, and land+ocean were created by 
averaging monthly anomalies over all grid boxes with weighting by grid box area 
and land/ocean fraction. A 13-point Lanczos 1-year low-pass filter was applied to 
the resulting time series, displayed in Fig. 1, in order to improve readability and 
emphasize low-frequency variability. The surface and satellite observations exhibit 
agreement only for upper-level cloud cover, and linear correlations between the 
upper-level cloud cover time series are 0.58, 0.65, and 0.68 for land only, ocean 
only, and land+ocean, respectively. Assuming ten degrees of freedom (from 12 years
of overlapping data), the coefficients are significant at the 95% level. The similarity 
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of these two independent data sets strongly suggests that the reported upper-level 
cloud variations are real during their period of overlap and furthermore likely to be 
reliable before and after that interval. One exception to this conclusion, however, 
is the June 1991–1993 time period when the presence of Mt. Pinatubo volcanic 
aerosol caused some upper-level clouds to be misdiagnosed as low-level clouds in 
the satellite data over the ocean but not over land (Luo et al. 2002). Another exception
is the period of October 2001 onwards when there appears to be a large discontinuity
in the satellite time series.

Fig. 1 Monthly anomalies of surface-observed (thin) and satellite-observed (thick) upper-level 
(top), low-level (middle), and total (bottom) cloud cover globally averaged over: (a) land during 
1971–2005, (b) ocean during 1952–2005, (c) land and ocean during 1971–2005, and (d) ocean 
during 1971–2005). Surface-observed low-level cloud cover was adjusted for overlapping higher 
clouds to correspond to the satellite view, and the time series were smoothed with a 13-point 1-
year low-pass filter.
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A very large discrepancy occurs between the low-level cloud cover time series; 
the surface data exhibit a generally increasing trend over ocean whereas the satellite 
data exhibit a generally decreasing trend over land and ocean (Fig. 1). This leads to 
a corresponding disagreement between the total cloud cover time series since total 
cloud cover is the sum of upper-level cloud cover and low-level cloud cover as seen 
from a satellite. Although perfect correspondence should not be expected due to the 
differing measurement methods, the disparity between the time series is so great 
that it is very likely that one or both of the datasets is contaminated by spurious 
variability.

The time series of ocean-only surface-observed low-level cloud cover appears 
suspicious because a least-squares linear fit reveals that marine low-level cloudiness
strongly increased by about 5%-sky-cover between 1952 and 1997. Such a change 
would enhance the amount of SW radiation reflected back to space with little 
change in outgoing LW radiation due to the low altitude of the clouds, thus acting 
to cool the Earth. An examination of Earth Radiation Budget Experiment data 
(Barkstrom et al. 1989) indicates that the ratio of net CRF divided by low-level 
cloud cover is on the order of 1 W m−2 per 1%-sky-cover in regions with few upper-
level clouds (e.g., Klein and Hartmann 1993). Assuming that this value applies to 
low-level clouds over all ocean regions and that all other cloud properties remain 
constant, this implies that the reported increase in low-level cloud cover caused an 
approximate 5 W m−2 decline in energy absorbed by ocean areas between 1952 and 
1997. This estimated change in TOA radiation flux does not match the record 
reported by the Earth Radiation Budget Satellite during 1985–1997 (Wielicki et al. 
2002; Norris 2005a). Moreover, considering that the increase in anthropogenic 
greenhouse radiative forcing since pre-industrial times (1750) is only about 2.5 W m−2

(Ramaswamy et al. 2001) and that global temperature increased between 1952 and 
1997, it seems that the large low-level cloud cover increase reported by ship observers
must either be spurious or accompanied by a compensating substantial decrease in 
cloud albedo. Unfortunately, synoptic cloud reports do not provide quantitative 
information on cloud optical properties that could be used to examine whether 
cloud albedo has experienced a long-term decline.

The nature of global mean cloud variability was explored by calculating correlation
coefficients between the global mean time series and the time series at each grid 
box. High positive correlation values identified those regions that contributed most 
to the global mean cloud changes and thus to the apparent artifacts. The top plot of 
Fig. 2 presents the correlation map for satellite-observed total cloud cover, which 
was analyzed instead of low-level cloud cover to avoid ambiguities related to overlap
by higher cloud layers. As previously noted in Norris (2000a), the spatial correlation
pattern of satellite total cloud cover consists of circular regions filled with positive 
values that closely correspond to the fields of view of the geostationary satellites 
contributing to ISCCP. These obviously artificial features strongly suggest that 
low-frequency variations in global mean satellite total cloud cover are not real. 
Positive correlations are also highest near the east/west boundaries of the fields of 
view, which Campbell (2004) attributes to biases related to systematic decreases in 
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satellite view angle over time. The correlation map for satellite-observed upper-level 
cloud cover does not exhibit the pattern seen in top plot of Fig. 2 (not shown).

The bottom plot of Fig. 2 presents the correlation map for ocean-only surface-
observed low-level cloud cover without any adjustment to “satellite view.” Values 

Fig. 2 Map of correlation values between grid box anomaly time series and 1-year low-pass 
global mean anomaly time series for: (top) satellite-observed total cloud cover and (bottom) surface-
observed low-level cloud cover not adjusted to “satellite view.” Grid boxes with data missing more 
than half the time are not plotted. Dashed circles in the top plot show the approximate fields of 
view of the US, European, and Japanese geostationary satellites.
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are not plotted for the high latitude oceans where sampling is sparse. Almost all of 
the remaining grid boxes are positively correlated with the global ocean mean time 
series, a feature that is consistent with the finding of Norris (1999) that low-level 
cloud cover reported by ships increased from 1952 to 1995 not only in the global 
mean but also in every latitude band. Since individual ships travel on many differ-
ent routes, it is possible that some unidentified artifact would thereby be spread 
around the global ocean. Low-level cloud trends should therefore be deemed relia-
ble only when they are corroborated by physically consistent trends in related 
meteorological parameters, as is the case for the midlatitude North Atlantic and 
North Pacific (e.g., Norris and Leovy 1994; Norris 2000b). The origin of high posi-
tive correlations in the western subtropical Atlantic has not yet been identified. 
Land grid boxes do not exhibit a large number of positive correlations with the 
global mean time series of low-level cloud cover (not shown).

Only 12% of the coefficients in the correlation map for ocean-only surface-
observed upper-level cloud cover are greater than 0.15 (not shown), unlike 47% for 
low-level cloud cover. This suggests the absence of a globally coherent artifact in 
surface-observed upper-level cloud cover over the ocean. It is currently not known 
how a potential artifact could be absent from upper-level clouds yet presumably 
present in low-level clouds that are directly seen by surface observers.

Least-squares linear trends in upper-level cloud cover were calculated between 
1952 and September 2001 over ocean and between 1971 and September 2001 over 
land. Surface and satellite cloud anomaly records were concatenated in order to 
have the longest time period possible with averaging of the two data sets during the 
interval in common (1984–1996). Furthermore, the anomalies were calculated with 
respect to the 1984–1996 period in both data sets so as to avoid discontinuities with 
the pre-1984 surface-only period and post-1996 satellite-only period. Satellite 
observations over ocean during June 1991–1993 were not used to avoid the vol-
canic aerosol problem. Assuming that each year is independent, the median value 
for 95% statistical significance is 0.2%-sky-cover per decade over ocean and 0.4%-
sky-cover per decade over land.

The top plot of Fig. 3 shows that upper-level cloud cover has decreased over 
most of the North Pacific, the western tropical Pacific, the subtropical regions of 
the Atlantic Ocean and the South Pacific, and the equatorial Indian Ocean. The only 
areas that have experienced widespread increases in upper-level cloud cover are the 
equatorial South Pacific, the tropical Atlantic Ocean, and the midlatitude North 
Atlantic. The study of Norris (2005b) demonstrated that the positive and negative 
cloud trends over the tropical Indo-Pacific region were physically consistent with 
shifts in surface wind convergence and precipitation. Moreover, the long-term 
changes in upper-level cloud cover resembled the spatial pattern of the interannual 
cloud response to El Niño, although the cloud trends were larger than would be 
expected from a linear relationship to the trend in El Niño SST anomalies. The dis-
tribution of positive and negative cloud trends over the North Atlantic is similar to 
the interannual upper-level cloud response to the North Atlantic Oscillation (not 
shown), and the directions of the long-term cloud changes are consistent with the 
previously reported trend in the North Atlantic Oscillation between the 1960s and 
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Fig. 3 Map of linear trends in combined surface- and satellite-observed upper-level cloud cover 
at each grid box over: (top) ocean between 1952 and September 2001 and (bottom) land between 
1971 and September 2001. Grid boxes with data missing more than half the time are not plotted, 
and ocean satellite data during June 1991–1993 were not included. Assuming that each year is 
independent, the median value for 95% statistical significance is 0.2%-sky-cover per decade over 
ocean and 0.4%-sky-cover per decade over land.

1990s (e.g., Hurrell and van Loon 1997). The origin of the large increase in upper-level 
cloud cover off the coast of southwest Africa is currently unknown.

The bottom plot of Fig. 3 shows reductions in upper-level cloud cover over 
almost all land regions since 1971. Although the causes of these trends have not yet 
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been identified, the trends appear to be real since surface and satellite cloud variations
exhibit close agreement in several different regions (not shown).

4 Conclusions

Multidecadal cloud cover variability over land and ocean was examined using surface
and satellite observations. Global mean time series of low-level and total cloud 
cover obtained from surface and satellite data substantially disagree, implying that 
low-frequency variability in one or both data sets is spurious. Further evidence of 
an artifact in satellite total cloud cover is the pattern of correlations between grid 
box time series and the global mean time series that closely resembles the fields of 
view of geostationary satellites rather than meteorological features. Contrastingly, 
global mean time series of surface- and satellite-observed upper-level cloud cover 
are similar, providing confidence that the reported cloud variations are real. Based on 
the calculation of least-squares linear trends at each grid box, upper-level cloud 
cover decreased over most ocean regions between 1952 and 2001 and decreased 
over almost all land regions between 1971 and 2001.

The reduction of upper-level cloud cover during the past several decades will 
have allowed more LW radiation to escape to space (all else held constant), thus 
keeping the Earth cooler than it otherwise would have been. Diminished upper-level 
cloud cover will also have reflected less SW radiation back to space, thus acting to 
warm the Earth at the same time, but the entire cloud impact on net radiation unfor-
tunately cannot be determined without reliable knowledge of trends in low-level cloud
cover. Surface observers report that low-level cloud cover has increased by about 
5%-sky-cover between 1952 and 1997 over the ocean, corresponding to an approxi-
mate 5 W m−2 decrease in energy absorbed by the climate system if cloud albedo 
remained constant during that time period. Such a large change in net CRF is physically
implausible and indicates that there has either been a substantial decline in cloud 
albedo or that the surface-observed low-level cloud cover trend is spurious. 
Consequently, it is currently not possible to ascertain whether recent multidecadal 
variations in clouds have mitigated or exacerbated anthropogenic global warming. 
More research needs to be done to identify and remove apparent artifacts from the 
satellite and surface cloud datasets.
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The Role of Land–Atmosphere Interactions 
for Climate Variability in Europe

S. I. Seneviratne1 and R. Stöckli1,2

Abstract We provide here a brief review on the role of land–atmosphere interactions
for climate variability, with a special focus on the European continent. First, an 
overview of the land energy and water balances and of the underlying physical, 
biophysical, and biogeochemical soil–vegetation–atmosphere processes is presented.
Further, we highlight how land–atmosphere feedbacks can impact seasonal to 
interannual climate variability in transitional climate zones and midlatitude regions 
along three main paths: Soil moisture–temperature interactions, soil moisture–
precipitation interactions, and vegetation–climate interactions. In this context, we 
discuss recent results based on findings from terrestrial observational networks, 
satellite observations, and numerical climate models across a number of spatial and 
temporal scales. These results illustrate the extent to which land-surface processes, 
land–atmosphere interactions, and associated memory effects can modulate the 
dynamics of the climate system. Finally, the concluding section addresses current 
areas of uncertainty and open questions for research in this field.

1 Introduction

The importance of land–atmosphere interactions and all processes they involve for 
the climate system is increasingly being recognized. Similar to the oceans, land 
areas provide the lower boundary for the atmosphere, with which they exchange 
energy, water and chemical compounds such as CO

2
 (Fig. 1). Storage of water on 

land (e.g., as soil moisture, groundwater, snow, surface water or ice) constitutes a 
significant memory component within the climate system, similar in many ways to 
heat storage in the oceans. Moreover, anomalies of soil moisture (positive or negative) 
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have strong effects on the land energy and water balances in regions where 
evapotranspiration is limited by soil moisture availability. Consequently, also 
vegetation processes are critical in constraining the uptake of soil moisture for 
evapotranspiration.

While the role of land for climate variability has often been neglected in the past, 
recent studies have highlighted how land–atmosphere interactions can be critical in 
modulating variations in climate on a range of temporal (seasonal to centennial) 
and spatial (local to global) scales. In particular, the role of soil moisture for 
precipitation (e.g., Betts et al. 1996; Beljaars et al. 1996; Eltahir 1998; Schär et al. 
1999; Betts 2004; Koster et al. 2004a) and temperature (e.g., Seneviratne et al. 
2006a) in midlatitude and transitional climate zones has been highlighted in several 
investigations. Soil moisture is also an important memory component of the climate 
system (e.g., Koster and Suarez 2001; Seneviratne et al. 2006b) and thus a useful 
source of persistence for seasonal forecasting (e.g., Koster et al. 2004b; Ferranti 
and Viterbo 2006). Further relevant land–atmosphere interactions in the framework 
of climate change involve interactions with the carbon cycle and in particular links 
between CO

2
 assimilation and water use in plants (e.g., Field et al. 1995; Körner 

2000; Gedney et al. 2006).
In this review, we focus more particularly on the role of land–atmosphere inter-

actions for the seasonal-to-interannual variability of the European summer climate. 
However, land–atmosphere interactions have been shown to be relevant for several 
other regions and time scales. The recent Global Land-Atmosphere Climate 
Experiment (GLACE, Koster et al. 2004a, 2006) pinpointed that land–atmosphere 
interactions tend to be particularly important in transitional zones between dry and 
wet climates. For present climate, this applies, e.g., to the Great Plains of North 
America, the Sahel, equatorial Africa, and Northern India (Koster et al. 2004a), but 
also to the Mediterranean region (Seneviratne et al. 2006a). Moreover, these “hot spots”
of land–atmosphere coupling are also inherently modified with shifts in climate 

Fig. 1 Land–atmosphere and oceans–atmosphere interactions.
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regimes, for instance due to climate change (Seneviratne et al. 2006a). They can 
thus be displaced on longer time scales. Finally, long-term vegetation dynamics and 
human-induced land use changes can also interact with the rest of the climate sys-
tem on decadal-to-centennial time scales (Cramer et al. 2001; Claussen et al. 2004; 
Pielke 2005). These longer-term feedbacks will not be treated in detail as part of 
the present review.

The structure of this chapter is as follows. Section 2 provides a short overview 
of the processes governing land energy and water balances, and of their intercon-
nections; Sect. 3 presents soil moisture–temperature interactions; Sect. 4, soil 
moisture–precipitation interactions; and Sect. 5, vegetation–climate interactions. 
Finally, we present a summary and an outlook in Sect. 6.

2 Land Energy and Water Balances

The land energy balance for a surface soil layer (including possible snow or ice 
cover) can be expressed as:

dH

dt
R E SH Gn= − − −l (1)

where dH/dt is the change of energy within the considered surface layer (e.g., 
temperature change, phase changes), R

n
 is the net radiation, λE is the latent heat 

flux (latent heat of vaporization λ times the evapotranspiration E), SH is the sensible
heat flux and G is the ground heat flux to deeper layers (Fig. 2, left).

Similarly, the land water balance for a surface soil layer (including a possible 
snow or ice cover) is expressed as:

dS

dt
P E R Rs g= − − − (2)

where dS/dt is the change of water content within the considered layer (e.g., changes
in soil moisture, snow content, ice content, surface water, groundwater), P is the 
precipitation, E is the evapotranspiration, R

s
 is the surface runoff, and R

g
 is (depending 

on the soil depth considered) the drainage or groundwater runoff (Fig. 2, right).
Equations (1) and (2) show that the land energy and water balances are coupled 

through the evapotranspiration term. If soil moisture is lacking, then no evapotran-
spiration can take place and most of the incoming energy (net radiation) goes into 
sensible heat flux, thus strongly enhancing air temperature. Reversely, if water is 
available in ample supply (moist surface or water body), then a large amount of 
energy will be used for evapo(transpi)ration thus effecting a net cooling compared 
to dry surfaces. These effects are, however, only important in regions where soil 
moisture is the main controlling factor for evapotranspiration. In high-latitude 
regions, for instance, evapotranspiration is limited by net radiation and the length 
of the growing season.
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Surface energy and water exchanges can for instance be analyzed from flux 
tower measurements provided by CarboEurope (http://www.carboeurope.org/). As 
an example, we display in Fig. 3 surface fluxes from three sites encompassing a 
wide range of climate zones: Vielsalm, Belgium (temperate mixed forest); 
Castelporziano, Italy (summer-dry Mediterranean evergreen forest); and Kaamanen, 
Finland (Arctic tundra). The temperate forest (left) has a well-balanced distribution 
between the monthly λE and SH fluxes. At the Mediterranean site (middle), lack of 
precipitation resulting in low soil moisture severely constrains vegetation activity; 
this limits the λE flux, thus inducing an enhanced SH flux. The arctic Tundra site’s 
(right) seasonal courses of SH and λE are controlled by the short growing season 
and the low magnitude of available energy R

n
.

Finally, the land energy and water balances are themselves linked with the terrestrial
carbon as carbon assimilation and evapotranspiration are tightly coupled. These 
aspects will be discussed in more detail in Sect. 5.
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Fig. 3 Monthly net radiation (R
n
), latent heat flux (λE) and sensible heat flux (SH) during 2004 

at three CarboEurope flux tower sites covering a wide range of climate zones: Vielsalm, Belgium 
(temperate mixed forest, Aubinet et al. 2001); Castelporziano, Italy (summer-dry Mediterranean 
evergreen forest, Reichstein et al. 2002); and Kaamanen, Finland (Arctic tundra, Aurela et al. 
2002). Fluxes were averaged from the original Level 2 CarboEurope data set.

Fig. 2 Land energy (left) and water (right) balances.
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3 Soil Moisture–Temperature Interactions

The main mechanism by which soil moisture can impact air temperature has been 
discussed in the previous section. Namely, soil moisture exerts a strong control on the 
partitioning of incoming surface energy (net radiation) in the latent and sensible heat 
fluxes in any region where it is the limiting factor for evapotranspiration. The fact that 
these regions are often transitional zones between dry and wet climates (e.g., Koster 
et al. 2004a) can be understood in the following way: In constantly wet regions, soil 
moisture is not a limiting factor for evapotranspiration and thus will not have a strong 
impact on the land energy balance; in constantly dry regions (deserts), there is too lit-
tle soil moisture to allow significant evapotranspiration, independent of the season or 
of interannual variations in further climate variables. However, in regions where soil 
moisture can vary seasonally and interannually between dry and wet conditions, it 
will necessarily be an important factor impacting temperature variability.

For Europe, Seneviratne et al. (2006a) recently investigated how land–atmos-
phere coupling impacts summer temperature variability in present- and future-
climate Regional Climate Model (RCM) simulations. For present climate, 
land–atmosphere coupling is found to have a significant impact in the Mediterranean 
region, where ca. 60% of the simulated interannual variability of summer temper-
ature is due to interannual variations in soil moisture content (Fig. 4). Observational 
evidence for a link between spring precipitation deficits and summer temperature 
in the Mediterranean region for present climate (Della-Marta et al. 2007) lends sup-
port to these modeling results. Interestingly, the GLACE study (Koster et al. 2004a, 
2006) did not identify a strong impact of soil moisture for temperature or precipita-
tion in this region. This may be due to the setup of this study, for instance, because 
the impact of interannual variations in sea surface temperatures was not considered 
(see also discussion in Seneviratne et al. 2006a).

In future climate, the same study finds strong soil moisture–temperature coupling
in most of Central and Eastern Europe (Fig. 5). This is due to a gradual shift of climatic
regimes within the continent, whereby the transitional climate zone is shifted north-
ward from the Mediterranean region to Central and Eastern Europe. This shift also 
appears responsible for the very large increase in summer temperature variability 
projected in this region (e.g., Schär et al. 2004). A further analysis of the correlation 
between evapotranspiration and temperature (which can be seen as an indirect 
measure of coupling) in the RCM experiments and in Global Climate Model 
(GCM) simulations from the Intergovernmental Panel on Climate Change (IPCC) 
4th Assessment Report (AR4) confirmed this result (Seneviratne et al. 2006a).

4 Soil Moisture–Precipitation Interactions

The possible existence of strong soil moisture–precipitation feedbacks has been the 
topic of several investigations, based either on observations (e.g., Betts et al. 1996) 
or modeling studies (e.g., Beljaars et al. 1996; Schär et al. 1999; Pal and Eltahir 



Fig. 5 Same as Fig. 4 for the time period 2080–2099 (from Seneviratne et al. 2006a).

Fig. 4 Impact of land–atmosphere coupling for interannual summer (JJA) temperature variability 
in simulations for the time period 1970–1989. (Top) Standard deviation of the JJA 2 m temperature 
in the “coupled” (left) and “uncoupled” (right) experiment (K). (Bottom) Percentage of interannual JJA 
temperature variance due to land–atmosphere coupling (%) (from Seneviratne et al. 2006a).
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2001; Koster et al. 2004a). The processes involved are more complex than a simple 
recycling mechanism by which additional moisture input from evapotranspiration 
to the atmosphere would lead automatically to additional precipitation. Rather, it 
appears that the suite of processes leading to a positive feedback loop between soil 
moisture content and subsequent precipitation involves modifications of the bound-
ary layer structure and of the atmospheric stability profile (e.g., Eltahir 1998; Schär 
et al. 1999; Betts 2004).

As for temperature, soil moisture mostly appears to impact subsequent precipita-
tion in transitional regions between dry and wet climate (Koster et al. 2004a). 
Again, this is due to the fact that soil moisture is not a limiting factor for evapotran-
spiration in wet climate, and that evapotranspiration is too limited in dry climate to 
significantly impact the regional climate system. For Europe, the GLACE study did 
not identify strong soil moisture–precipitation coupling (Koster et al. 2004a) in this 
region. However, as for soil moisture–temperature coupling, this could possibly be 
due to the setup of the numerical experiments (see preceding section). While inves-
tigations of possible soil moisture–precipitation coupling from observations is difficult
in Europe due to the lack of soil moisture observations, modeling studies did find 
some impact of soil moisture for subsequent precipitation (e.g., Schär et al. 1999; 
Fischer et al. 2007). For instance, Schär et al. (1999) investigated the impact of initial 
soil moisture in 2-month-long RCM simulations for the months of July 1990 and 
July 1993. Their findings suggest that soil moisture anomalies can have strong 
impact on subsequent precipitation in Spain, France and Central Europe (Fig. 6). 
Soil moisture–precipitation feedbacks also appear relevant for future increases in 
precipitation variability in Europe, mostly in the Alpine region (Seneviratne et al. 
2006a).

Fig. 6 Impact of initial soil moisture content on subsequent precipitation in various European 
regions (SP: Spain, FR: France, CE: Central Europe, AT: Atlantic, MS: Mediterranean Sea). 
Displayed is the simulated total precipitation in month-long regional climate model experiments 
for July 1990 and 1993, as function of the factor applied to the initial moisture content (from Schär 
et al. 1999. Copyright AMS).
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5 Vegetation–Climate Interactions

In vegetated landscape water flux from the soil to the atmosphere mostly occurs 
through leaf stomates during the growing season (Sellers et al. 1997; Bonan 2002) 
and to a lesser extent through soil evaporation. During photosynthesis plants open 
stomates to take up CO

2
. This chemical process is primarily driven by the light 

energy but its rate depends on various environmental conditions and the plant’s 
biophysical and biochemical state. While stomates are open, water leaks from the 
saturated leaf interior (Farquhar et al. 1980; Ball et al. 1987) and has to be redrawn 
from the soil through the plant’s root system in order to avoid dessication. Thus, 
evapotranspiration from vegetated surfaces occurs mostly as a by-product of pho-
tosynthesis and is constrained by this process. Sunlight, soil moisture, atmospheric 
vapor pressure, temperature and carbon dioxide concentration are the main physical 
environmental regulators for photosynthesis (Dickinson 2001), but it is also modu-
lated by a number of biotic and abiotic factors such as tree age, nutrient availability, 
pests and the phenological state of the plant.

Hence, while vegetation cover, plant growth and photosynthesis are obviously 
strongly constrained by regional climate, they can also have a significant impact on 
climate on seasonal to interannual time scales. Many observational and modeling 
studies document such effects in Europe. For instance, in a study for the summer 
2003 heat wave in France, Zaitchik et al. (2006) show how air temperature can be 
sensitive to vegetation cover in this region: Using satellite data, they identify that 
temperature differences between August 10, 2003 (at the peak of the heat wave) and 
a normal August day in 2000 (August 1, 2000) are much higher over pasture/active 
crops (+20°C) than forest (+11°C) areas. This complex spatial pattern is even more 
evident in Fig. 7 where the highest anomalies of MODIS radiative land surface 
temperatures for summer 2003 are concentrated in the predominantly agricultural 
areas of central France.

A better resilience of the forest areas to the heat wave conditions similarly shows 
up in Normalized Difference Vegetation Index (NDVI) measurements (a measure 
for vegetation activity): For the pasture/active crops areas, NDVI on August 10, 2003
corresponds to 50% of the value in 2000, while forested areas show no differences 
(Zaitchik et al. 2006). Ciais et al. (2005) found that in general drought-tolerant 
ecosystems in the Mediterranean had a lower response to the unusual 2003 conditions 
than more drought-susceptible temperate vegetation in central Europe. A complex 
pattern of impacts was seen for Alpine ecosystems (Jolly et al. 2005): Longer-
growing seasons were observed at high elevations due to a longer snow-free period 
while lower elevations were experiencing a shorter growing due to temperature and 
moisture stress.

These temporal variations in vegetation greenness feed back on the hydrological 
cycle over land through modifications of the surface heat, water (Guillevic et al. 
2002) and carbon balances (Schaefer et al. 2005). Start and length of the growing 
season over Europe derived from 20 years of NDVI data reveal a significant inter-
annual variability in European phenology (Stöckli and Vidale 2004; Studer et al. 
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2007). These patterns of vegetation phenological states act in concert with climatic 
drivers such as temperature and precipitation (Los et al. 2001; Zhang et al. 2004). 
Accounting for interannual variability of phenology in numerical weather predic-
tion (Chapeaux et al. 2000) and climate modeling (Bounoua et al. 2000; Lu and 
Shuttleworth 2002) results in differences of up to 0.9 K in air temperature in 
Mediterranean and Central Europe and can modify precipitation rates up to 9 mm/
month in northern latitudes.

Climate change might further alter these vegetation–climate feedback processes. 
Twentieth-century warming already resulted in earlier springs and generally longer 
growing seasons over Europe (Menzel 2000; Defila and Clot 2001; Studer et al. 
2005; Menzel et al. 2007). These trends are likely linked to increases in temperature 
and decreases in snow duration in temperate and alpine ecosystems during the last 
century. Furthermore, higher atmospheric CO

2
 levels can possibly lead to enhanced 

water-use efficiency in plants (e.g., Field et al. 1995). In a recent modeling study, 

Fig. 7 MODIS (MODerate resolution Imaging Spectroradiometer) radiative land surface 
temperature (LST) anomaly over Europe for 2003: LST difference (all cloud-free pixels during 
July 20–August 20) for the years 2000, 2001, 2002, 2004, 2005 and 2006 subtracted from 2003. 
(Visualization by R. Stöckli as published in Allen and Lord 2004 but with updated data from 2005, 
2006).
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Gedney et al. (2006) suggest for instance that observed positive runoff trends during
the 20th century may be due to this effect. Also ground observations of CO

2
-

enriched trees document such water saving effects, though the absolute response is 
highly species dependent (Leuzinger et al. 2005).

Reversely, potential future modifications of the hydrological cycle, such as more 
frequent drought conditions, could also have an impact on the carbon cycle. In their 
study for the 2003 heat wave, Ciais et al. (2005) performed a thorough analysis of 
15 CarboEurope tower sites, and found that 2003 switched Central Europe from a 
net carbon sink to a net carbon source. Gross Primary Production (GPP, i.e., the 
carbon uptake of plants during photosynthesis) decreased by 30% as a result of 
rainfall deficit and heat. Despite the high soil temperatures, the carbon loss through 
ecosystem respiration also decreased slightly, heterotrophic decomposition being 
inhibited by the prevailing dry soil conditions. A decreased vegetation carbon sink 
would ultimately result in a further enhancement of atmospheric CO

2
 concentra-

tions and consequent impacts on the climate system. Finally, direct CO
2
 effects on 

carbon assimilation may also be possible (enhanced carbon assimilation in 
enhanced CO

2
 conditions), though these may be more limited than previously 

assumed (Körner et al. 2005).

6 Conclusions and Outlook

We have seen in this review that the interactions between land and the atmosphere 
are manifold and can impact climate variability along various paths. We have 
focused here only on Europe and on seasonal-to-interannual climate variability, 
but land-atmosphere interactions can impact climate in many other regions (e.g., 
Koster et al. 2004a) and on a much wider range of temporal scales (Claussen et 
al. 2004).

While the study of land–atmosphere interactions offers promising perspectives 
for future research, there are also some open issues impeding progress in this field. 
The main limitation is the lack of ground observations of key variables such as soil 
moisture or evapotranspiration. The Global Soil Moisture Data Bank (Robock et al. 
2000) provides access to soil moisture observations from several measurement 
networks around the globe, but data is lacking in many regions and in particular in 
Europe. The Fluxnet network (Baldocchi et al. 2001) provides flux measurements 
of energy, water (evapotranspiration) and CO

2
 around the world, and especially in 

Europe (through CarboEurope). Some studies have shown the usefulness of these 
measurements for the process-based assessment of climate models (Stöckli and 
Vidale 2005; Teuling et al. 2006). Nonetheless, for certain applications the data set 
lacks spatial and temporal continuity.

In this light, approaches that allow to obtain indirect estimates of relevant land 
surface quantities such as soil moisture or evapotranspiration are very promising 
and could significantly advance research in this field. For instance, combined 
atmospheric–terrestrial water balance estimates using reanalysis data and runoff 
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observations (Seneviratne et al. 2004; Hirschi et al. 2006a) have been shown to 
provide useful information on basin-scale variations in terrestrial water storage and 
have been employed in several applications (e.g., Andersen et al. 2005; Hirschi et al. 
2006b, 2007; Jacob et al. 2007; Seneviratne et al. 2006b; van den Hurk et al. 2005). 
Moreover, several satellite data products show some promising results such as the 
Gravity Recovery and Climate Experiment Mission (e.g., Tapley et al. 2004; 
Rodell et al. 2004a), microwave remote sensing products (e.g., Reichle and Koster 
2005), and radiometrically derived biophysical vegetation products, e.g., land cover 
maps, NDVI or LAI (Tucker et al. 1985; Champeaux et al. 2000; Justice et al. 2002; 
Stöckli and Vidale 2004; Running et al. 2004). Finally, approaches combining 
observations and model data such as the Global Soil Wetness Project (Dirmeyer et al. 
1999, 2002), the Global Land Data Assimilation System (Rodell et al. 2004b), and 
other land data assimilation products might ultimately help to obtain reliable global 
estimates of the relevant climate variables.

In the area of ecosystem fluxes and vegetation–climate interactions, improving 
our process-based understanding at different scales will require the integration of 
ground and space-based observational networks and numerical modeling initiatives,
combined with the complementary collaboration of different research communities 
(Canadell et al. 2000; Running et al. 1999; Turner et al. 2004). For instance, bottom-up
studies from flux towers allow ecosystem researchers to document the seasonal-to-
interannual biospheric functioning in response to climate variability. They are valuable
both for the development and the validation of empirical and process-based ecosystem
models (Running et al. 1999; Stockli and Vidale 2005). These data sets have none-
theless some limitations, in terms of availability and consistency (Houghton 2003), 
as well as with regard to their applicability to regional-to-global scale processes. 
Inverse modeling through data assimilation can for instance provide effective 
means to generate regional flux estimates of the global hydrological and biogeo-
chemical cycle based on a heterogeneous and incomplete distribution of local 
measurements (Gurney et al. 2002). By linking such top-down measurements with 
local-scale bottom-up ecosystem measurements, the mentioned scale gap can 
possibly be overcome (e.g., Denning et al. 2003).

In conclusion, the investigation of land–atmosphere interactions and their role 
for seasonal to interannual climate variability is a growing interdisciplinary 
research field offering significant promises for climate research. Land–atmosphere 
interactions are relevant for climate predictability on several time and spatial 
scales, and their better understanding could advance many climate applications 
important for society such as seasonal forecasting and climate-change modeling. 
Finally, we have shown that they are relevant in many ways for climate in Europe 
and should therefore be better investigated on this continent, especially in terms of 
improved soil moisture networks and the integrated analysis of the already existing 
models and data.
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Aerosol Effects on Precipitation Locally 
and Globally

U. Lohmann

Abstract The question of whether anthropogenic emissions of aerosols or their 
precursors can contribute to droughts and heavy precipitation events is still an open 
one. While there is a microphysical link between an increase in aerosols and an 
increase in cloud albedo, a direct link to surface precipitation is less straight forward
because it involves interactions between cloud microphysics and dynamics.

Locally it has been suggested that in some instances increases in aerosols can 
increase heavy precipitation because less precipitation is formed in the lower parts 
of convective clouds so that more latent heat is released when the cloud glaciates. 
Globally the dominant effect of aerosols on precipitation is that aerosols cool the 
surface due to the increased aerosol and cloud optical depth, which then reduces 
evaporation and, hence, precipitation.

1 Introduction

The burning of fossil fuels and biofuels due to human activities has greatly 
increased the amount of particulate matter in the atmosphere. The major aerosol 
components are mineral dust, sea salt, sulfates, nitrates, black carbon (also termed 
soot) and particulate organic matter. The natural aerosol species, mineral dust and 
sea salt dominate the mass concentration in the atmosphere. Aerosols also act as 
condensation nuclei and ice nuclei, thereby changing cloud microphysical properties.
If more aerosol particles compete for the uptake of water vapor, the resulting cloud 
droplets do not grow as large. More numerous but smaller cloud droplets have a 
larger surface area than fewer larger cloud droplets for the same amount of cloud 
water. Thus, a polluted cloud reflects more solar radiation back to space, resulting 
in a negative radiative forcing at the top-of-the-atmosphere (cloud albedo effect). 
The cloud albedo effect is purely a radiative forcing and does not cause any change 
in precipitation (Table 1).

Institute of Atmospheric and Climate Science, Universitätstrasse 
16, 8092 Zurich, Switzerland 
ulrike.lohmann@env.ethz.ch

S. Brönnimann et al. (eds.), Climate Variability and Extremes during the Past 100 Years. 195
© Springer 2008



196 U. Lohmann

In addition, these more numerous but smaller cloud droplets collide less effi-
ciently with each other, which reduces the precipitation efficiency of polluted 
clouds (Fig. 1) and presumably prolongs their lifetime (cloud lifetime effect). The 
absence of drizzle size drops decreases the amount of precipitation at the surface in 
all climate model simulations (Table 1 and Sect. 4) but the scientific understanding 
of this process is still very low. The cloud lifetime effect also implies more scatter-
ing of solar radiation back to space, thus reinforcing the cloud albedo effect. 
Whether the cloud lifetime or the cloud albedo effect is more important, is still an 
open question. While some models predict that the cloud albedo effect is four times 
as important as the cloud lifetime effect, other models predict that the cloud lifetime 
effect dominates over the cloud albedo effect (Lohmann and Feichter 2005).

As shown in Fig. 1, a proposed counteracting effect could include the ice phase 
(glaciation effect). Here increases in ice nuclei since preindustrial times can result 
in more frequent freezing of supercooled clouds. As the precipitation formation in 
ice clouds is faster than in water clouds, this would increase the overall amount of 
precipitation at the surface (Table 1). General circulation model (GCM) studies 
suggest that if, in addition to mineral dust, hydrophilic black carbon aerosols are 
assumed to act as ice nuclei at temperatures between 0°C and −35°C, they can 

Table 1 Overview of the different aerosol indirect effects and their sign of the change in surface 
precipitation

Effect
Cloud types 
affected Process

Sign of change 
in surface 
precipitation

Potential
magnitude

Cloud albedo 
effect

All clouds For the same cloud water 
or ice content more but 
smaller cloud particles 
reflect more solar 
radiation

n/a n/a

Cloud lifetime 
effect

All clouds Smaller cloud particles 
decrease the precipitation 
efficiency thereby 
presumably prolonging 
cloud lifetime

Negative Small

Glaciation
indirect effect

Mixed-phase 
clouds

An increase in ice nuclei 
increases the precipitation 
efficiency

Positive Medium

Thermodynamic
effect

Mixed-phase 
clouds

Smaller cloud droplets delay 
freezing causing super-
cooled clouds to extend to 
colder temperatures

Positive or 
negative

Medium

Semidirect effect All clouds Absorption of solar radiation 
by absorbing aerosols 
affects static stability, the 
surface energy budget and 
may lead to an evapora-
tion of cloud particles

Negative Large
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cause a glaciation indirect effect and increase the amount of precipitation via the 
ice phase (Lohmann 2002). Whether the glaciation effect or cloud lifetime effect 
is larger depends on the chemical nature of the dust aerosols (Lohmann and 
Diehl 2006).

Fig. 1 Schematic description of the aerosol effects on the energy and water balance. TOA denotes 
top-of-the-atmosphere.
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2 Aerosols and Heavy Precipitation Locally

Possibilities regarding how aerosols could increase heavy precipitation are related 
to aerosol effects on convective clouds (e.g., Rosenfeld 1999; Rosenfeld and 
Woodley 2000). The thermodynamic effect refers to a delay in freezing by the 
smaller droplets causing supercooled clouds to extend to colder temperatures 
(Table 1). Here modeling studies found both increases or decreases in surface 
precipitation. Precipitation from single cell warm and even mixed-phase (water and 

Fig. 2 Time evolution of radar reflectivity in the microphysically maritime conditions (left pan-
els) and in the microphysically continental conditions (right panels). The formation of a squall line 
in the microphysically continental conditions is seen (reproduced from Khain et al. 2005, with 
permission).
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ice) convective clouds is reduced under continental and maritime conditions due to 
the cloud lifetime effect as discussed above when aerosol concentrations are 
increased (Khain et al. 2004; Seifert and Beheng 2006). In the modeling study by 
Cui et al. (2006) this is caused by drops evaporating more rapidly in the high aerosol 
case, which eventually reduces ice mass and hence precipitation.

On the other hand, Khain et al. (2005) postulated that smaller cloud droplets, 
such as those originating from human activity, would change the thermodynamics 
of deeper convective clouds. More numerous smaller droplets would reduce the 
production of rain in the lower parts of deep convective clouds so that more liquid 
water is available for freezing. When these droplets freeze, the increase in the 
associated latent heat release would then result in more vigorous convection. In a 
clean cloud, on the other hand, rain would have left the cloud so that less latent 
heat is released when the cloud glaciates resulting in less vigorous convection. 
Thus, as shown in Fig. 2, they found that a squall line did not form under clean 
conditions, whereas a squall line developed under continental aerosol conditions 
and produced more precipitation after 2 h (not shown). Similar results were 
obtained by Koren et al. (2005) and Zhang et al. (2005) and for the multicell 
cloud systems studied by Seifert and Beheng (2006). For a thunderstorm in 
Florida in the presence of Saharan dust, the simulated precipitation enhancement 
only lasted 2 h after which precipitation decreased as compared with clean conditions 
(Van den Heever et al. 2006). This highlights the complexity of the system and 
indicates that the sign of the local change in precipitation due to anthropogenic 
aerosols is not yet known.

3  Aerosol Effects on Temperature and Atmospheric 
Circulation Associated with Changes in Precipitation

Absorption of solar radiation by aerosols can change the cloud amount (semi-direct 
effect; Grassl 1975; Hansen et al. 1997; Fig. 1). The semi-direct effect has been 
simulated with GCMs and high-resolution cloud-resolving models, since it is 
implicitly accounted for whenever absorbing aerosols coupled to the radiation 
scheme are included (Hansen et al. 1997; Lohmann and Feichter 2001; Hansen et 
al. 2005). Aerosol heating within cloud layers reduces cloud fractions, whereas 
aerosol-heating above the cloud layer tends to increase cloud fractions. When diag-
nosed within a GCM framework, the semi-direct effect can also include cloud 
changes due to circulation effects and/or surface albedo effects. Moreover, the 
semidirect effect is not exclusive to absorbing aerosol, as potentially any radiative 
heating of the mid-troposphere can produce a similar response in a GCM (Hansen 
et al. 2005). Using a large eddy simulation, Feingold et al. (2005) show that the 
reduction in net surface radiation and in surface latent and sensible heat fluxes 
explains most simply the reduction in cloudiness associated with absorbing aero-
sols. This reduction in the surface latent heat flux will then decrease the global 
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amount of precipitation (Table 1). This could potentially be the largest effect of 
aerosols on precipitation, but the scientific understanding of all these processes is 
still very low. Moreover, also increases in scattering aerosols can cause a reduction 
in net surface radiation and in surface latent and sensible heat fluxes (Liepert et al. 
2004). This mechanism has been suggested as having contributed to the Sahel 
drought as discussed by Paeth (2007) in this book.

Menon et al. (2002), Wang (2004) and Cheng et al. (2005) found that circulation 
changes could be caused by aerosols in Southeast China. Cheng et al. (2005) 
observed a strengthening of the West Pacific Subtropical High, with the high 
pressure system extending farther westward over the continent in southern 
China, over the last 40 years in a drought region in southern China. Because the 
early summer average temperature contrast between the land and ocean 
decreased, the southwesterly monsoon from the ocean onto mainland China 
weakened. This led to a surface horizontal wind divergence anomaly over 
southern China, which stabilized the boundary layer. Thus, less moisture was 
transported to southern China, causing a drying trend. Despite this trend, surface 
observations show that the aerosol optical depth and low level cloud cover have 
increased, while visibility has decreased. Precipitation has decreased in this 
region in the early summer, consistent with both the aerosol lifetime effect and 
dynamically induced changes from convective to more stratiform clouds. The 
GCM results (Cheng et al. 2005) suggest that both effects contribute to the 
changes in low-level cloud cover and precipitation in the drought region in 
Southern China. The flooding trend in eastern China, however, is more likely 
caused by strengthened convective precipitation associated with increases in 
sea surface temperature and greenhouse gases.

In a GCM study Menon et al. (2002) added absorbing aerosols over India 
and China to understand their effect on the circulation. They obtained increased 
rising motions where absorbing aerosols were added as well as increased sub-
sidence to the south and north. Figure 3 shows simulated summer (JJA) precipi-
tation changes. Simulation A with absorbing aerosols (representative for having 
a large amount of black carbon) yields increased precipitation in southern 
China and over India and Myanmar where the increase in anthropogenic aero-
sols was largest. There is a broad band of decreased precipitation to the south 
of the region with increased precipitation, with a lower decrease to the north. 
The magnitude of the precipitation changes, 0.5 mm/day or 5 cm for the season, 
is comparable to changes based on observed trends over several decades (Xu 
2001). In comparison, precipitation changes are small in experiment B with 
only scattering aerosols such as sulfates and, contrary to observations, no 
increase in precipitation is found over south China.

In contrast, Ramanathan et al. (2005) found that convection was suppressed due 
to increased stability resulting from black carbon heating. Drier conditions result-
ing from suppressed rainfall can induce more dust and smoke due to the burning of 
drier vegetation (Ramanathan et al. 2001), thus affecting both regional and global 
hydrological cycles (Wang 2004).
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Fig. 3 Simulated June–August surface precipitation change for experiments with increased black 
carbon aerosols (experiment A) and with increased scattering aerosols (experiment B). Global 
mean changes are in the upper right corner (reproduced from Menon et al. 2002, with permission 
from AAAS).

4 Global Effects of Anthropogenic Aerosols on Precipitation

Global climate model estimates of the change in global mean precipitation between 
pre-industrial times and present day due to the total anthropogenic aerosol effect 
(sum of the direct, semidirect and indirect aerosol effects) are summarized in Fig. 4. 
In these simulations, the greenhouse gas concentrations are held constant and only 
the aerosol emissions change between pre-industrial and present-day times. The 
climate models include different changes in anthropogenic aerosol compounds 
(sulfate, organic and black carbon aerosols). While some change all anthropogenic 
aerosol compounds, others use the increase in sulfate aerosols as surrogates for all 
anthropogenic aerosols. Some simulations include aerosol effects via the ice phase. 
While most simulations stem from pure atmospheric GCMs, the green bars refer to 
estimates from coupled atmosphere-mixed layer ocean GCMs. These coupled 
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Fig. 4 Global mean change in precipitation due to the total anthropogenic aerosol effect (direct, 
semidirect and indirect cloud albedo and lifetime effects) from preindustrial times to present day 
and its contribution over the northern hemisphere (NH), southern hemisphere (SH) and over 
oceans and over land. Red bars refer to anthropogenic sulfate (Easter et al. 2004; Ming et al. 
2005), blue bars to anthropogenic sulphate and organic carbon (Quaas et al. 2004; Rotstayn and 
Liu 2005), turquoise bars to anthropogenic sulphate, black, and organic carbon (Menon and Genio 
2007; Takemura et al. 2005; Johns et al. 2006; Storelvmo et al. 2006), dark purple bars to the mean 
and standard deviations of anthropogenic sulphate, black, and organic carbon effects on water and 
ice clouds (Jacobson 2006; Lohmann and Diehl 2006), teal bars refer to a combination of GCM 
and satellite results (LMDZ/ECHAM+MODIS, Quaas and Boucher 2005), green bars refer to 
results from coupled atmosphere/mixed-layer ocean (MLO) experiments (Feichter et al. (2004) – 
sulphate, black, and organic carbon; Kristjansson et al. (2005) – sulphate and black carbon; 
Rotstayn and Lohmann (2002)+ – sulphate only) and olive bars to the mean plus standard deviation 
from all simulations. Vertical black lines refer to ± one standard deviation; +Refers to estimates 
solely from the indirect effects.

simulations are equilibrium simulations separately for pre-industrial and present-
day times, in which the last decades of the simulations are used in the analysis.

The change in global mean precipitation between the different GCMs varies 
between 0 mm and −0.13 mm day−1. The decrease in precipitation in GCMs is due 
to the cloud lifetime effect because the parameterization of the autoconversion 
process (the precipitation formation process in warm clouds that contain no ice) 
depends inversely on the cloud droplet number concentration. Thus, an increase in 
the cloud droplet number concentration prolongs the autoconversion process, 
increases the amount of cloud liquid water in the atmosphere and decreases the 
amount of precipitation reaching the surface.
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Differences in the change in precipitation are amplified over the southern hemi-
sphere, ranging from –0.06 mm day−1 to 0.12 mm day−1. The decreases in precipitation 
are larger, when the atmospheric GCMs are coupled to mixed-layer ocean models, 
where the sea surface temperature and, hence, evaporation is allowed to vary. Here, 
decreases in the surface temperature cause larger decreases in evaporation and, hence, 
also in precipitation than when the sea surface temperature is held constant. The 
decrease in precipitation is most pronounced over land because the land surface tem-
perature is allowed to decrease and where the increase in the cloud droplet number 
concentration and, hence, the decrease in the autoconversion rate is most pronounced.

When aerosol effects on warm convective clouds are included in addition to their 
effect on warm stratiform clouds, the overall indirect aerosol effect and the change 
in surface precipitation can be larger or smaller than if just the aerosol effect on 
stratiform clouds is considered (Nober et al. 2003; Menon and Rotstayn 2006). 
Besides changes in the distribution of precipitation the frequency of extreme events 
may also be reduced by the presence of aerosols (Paeth and Feichter 2006).

Greenhouse warming, primarily as a result of enhanced CO
2
 concentrations, is 

amplified when the global hydrological cycle is enhanced and greater amounts of 
water vapor are evaporated into the air principally over the oceans but also over 
land. Because water vapor is a much more powerful greenhouse gas than CO

2
, the 

increased amount of water vapor in the air, in turn, results in a strong positive feed-
back to CO

2
 warming. Recent GCM simulations of greenhouse warming and direct 

and indirect aerosol effects (Liepert et al. 2004) show that the indirect and direct 
cooling effects of aerosols reduce surface latent and sensible heat transfer and, as a 
consequence, act to spin-down the hydrological cycle and thereby substantially 
weaken greenhouse gas warming. This is important since most investigators com-
pare top of the atmosphere radiative differences for greenhouse gas warming and 
aerosol direct and indirect effects separately. Since greenhouse warming causes a 
spin-up of the hydrological cycle, and aerosol direct and indirect cooling counter-
acts this spin-up, the potential influence of aerosols on global climate could be far 
more significant than previously thought. The simulated decrease in global mean 
precipitation from pre-industrial times to the present in GCMs is in contrast to the 
observed precipitation evolution in the last century and points to an overestimation 
of aerosol influences on precipitation in these simulations. In a GCM simulation by 
Roeckner et al. (2006), the decrease in precipitation changes sign to an increase of 
about 1% in simulations for 2031–2050 as compared to 1981–2000, because the 
increased warming due to black carbon and greenhouse gases then dominates over 
the sulfate cooling.

5 Summary and Conclusions

In summary, the cloud-scale effect of aerosols on convective precipitation can go in 
both directions. Some studies found an enhancement in precipitation while others 
found a decrease.
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Globally the most important aerosol effect on precipitation results from the 
increase in cloud and aerosol optical depth due to anthropogenic activities. This 
slows down the precipitation formation in warm clouds and reduces the global mean
precipitation in all climate models. However, one problem is that most climate 
models suggest an increase in liquid water when adding anthropogenic aerosols, 
whereas newer ship track studies show that polluted marine water clouds can have 
less liquid water than clean clouds (Platnick et al. 2000; Coakley Jr. and Walsh 2002).
Ackerman et al. (2004) attribute this effect to enhanced entrainment of dry air in 
polluted clouds in these instances with subsequent evaporation of cloud droplets. 
Also, when cloud lifetime is analyzed on the cloud scale, an increase in aerosol 
concentration from very clean to very polluted does not increase cloud lifetime, 
even though precipitation is suppressed (Jiang et al. 2006). This effect is due to the 
competition between precipitation suppression and enhanced evaporation of the 
more numerous smaller cloud droplets in polluted clouds.

In addition, the increase in the cloud and aerosol optical depth decreases the 
amount of solar radiation reaching the surface. In GCMs that are coupled to mixed-
layer ocean models, this negative radiative forcing competes with the greenhouse 
gas warming for determining the change in surface evaporation, atmospheric stabil-
ity, large-scale circulation changes and hence, changes in surface precipitation.

At present GCMs cannot account for all microphysical processes that are 
relevant for aerosol–cloud interactions because the cloud microphysical proc-
esses are highly parameterized. Thus, the net global aerosol effect on clouds and 
precipitation as deduced from GCMs is not yet conclusive.
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Human Activity and Climate Change in Africa

H. Paeth

Abstract The severe drought during the second half of the 20th century has 
demonstrated that livelihood in Africa is highly sensitive to climatic conditions. 
From previous studies the complexity of the key factors in African climate variability
can be inferred. This chapter discusses the various key factors and highlights the 
need of more complex scenarios to assess the human influence on African climate. 
In particular, the effect of ongoing land-use changes in the course of population 
growth, shifting cultivation and overgrazing has to be taken into account. New 
ensemble simulations with a regional climate model are presented, which are sub-
ject to increasing greenhouse gas concentrations and land cover changes. The 
model predicts dryer conditions, near-surface warming and an intensification of 
heat stress. There is some indication that reforestation and regional protection of 
natural vegetation may be more effective for mitigating climate change in Africa 
than reduced greenhouse gas emissions.

1 The Special Case of Africa

Changes in climate may have dramatic implications for livelihood and ecosystems, 
particularly in the low latitudes. This chapter is dedicated to climate change in 
Africa where many regions are characterized by a limited natural potential 
(Achenbach 1994). Among the physical causes the crucial limiting factor is defi-
cient freshwater availability due to intense rainfall variability at various time 
scales (Nicholson et al. 2000; Herbers 1999). The most prominent feature in recent 
African climate variability and probably the most apparent anomaly at the clima-
tological timescale observed during the 20th century was the severe drought in the 
1970s and 1980s (Fig. 1), which caused enormous economic loss, large-scale 
migration processes, and irreversible land degradation (Findley 1994; Benson and 
Clay 1998; Hammer 2000, Richter 2000; Nicholson 2001).
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This disastrous development is tied to a complex interaction between climatic, 
social and economic factors (Achenbach 1994; Braun and Scholz 1997; Sturm 
1999; Hammer 2000). Beside the drought years, severe floods after heavy-rain 
events represent a further problem in tropical and subtropical Africa, causing soil 
erosion, damage and even loss of life (Richter 2000; Balzarek et al. 2003). From a 
demographic point of view livelihood in tropical Africa is supposed to deteriorate 
progressively into the 21st century, given the strongest population growth on earth 
and accelerated urbanization (Gaebe 1994; Schulz 2001). Thus, large importance is 
assigned to the future availability of freshwater in Africa.

2 Key Factors of Climate Variability and Change in Africa

After the prominent drought period during the second half of the 20th century, 
rainfall is partly recovering since the 1990s (Nicholson et al. 2000), leading to the 
question of the future development of African precipitation. Thus, improved knowl-
edge of the natural and anthropogenic key factors in African climate variability and 
change is required in order to provide a scientific basis for political measures, for 
instance in the form of reforestation and emission protection (Azar and Rodhe 
1997). It is obvious that this objective can only be addressed by means of climate 
model simulations.

There are a number of studies dealing with climate and, especially, rainfall 
anomalies in Africa. The northern and north-western parts of Africa are closely tied 
to extratropical ocean dynamics (Rodriguez-Fonseca and de Castro 2002; Rotstayn 
and Lohmann 2002; Knippertz et al. 2003) and atmospheric phenomena like the 

Fig. 1 Time series of observed summer monsoon rainfall anomalies in the Sahel Zone (12°–21°N,
15°W–20°E) with respect to the 1961–1990 reference period. The thick line is smoothed with a 
9-year binomial filter.
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North Atlantic Oscillation (Cullen and de Menocal 2000). Sub-saharan West Africa 
is mainly affected by tropical sea surface temperatures (SSTs) (Chang et al. 2000; 
Camberlin et al. 2001). This region is characterized by a prominent monsoon system 
with a dry north-westerly flow in boreal winter, named Harmattan, and southwesterlies
with advection of humid air masses, atmospheric instability and deep convection in 
summer (Saha and Saha 2001). In general, oceanic heating in the tropical Atlantic 
is associated with more abundant precipitation during the summer rainy season in 
the southernmost part of West Africa (Paeth and Hense 2004). Simultaneously, the 
Sahel Zone is subject to more arid conditions (Mo et al. 2001; Paeth and Stuck 
2004). Ward (1998) described the relationship between West African rainfall 
anomalies and an interhemispheric SST dipole in the Atlantic Ocean: A relative 
cooling (warming) of the North (South) Atlantic usually triggers dryer conditions 
in sub-saharan Africa by favouring a more southward position of the rain-bearing 
Atlantic intertropical convergence zone (ITCZ). Furthermore, there is a teleconnection
to the El Niño-Southern Oscillation phenomenon in the eastern tropical Pacific 
(Nicholson et al. 2000; Janicot et al. 2001). Usually, warm events (El Niño) are 
associated with less monsoonal rainfall over South-West Africa. This remote 
response is governed by the Walker circulation and a time-delayed anomaly in 
the tropical Atlantic (Latif and Grötzner 2000). The Sahel Zone is again reacting in the
opposite way, emphasizing the existence of a dipole feature in African rainfall 
fluctuations (Saravanan and Chang 2000). In addition, large parts of tropical East 
Africa are affected by SSTs in the Indian Ocean (Bader and Latif 2003; Black et al. 
2003). Thus, African rainfall variability is largely embedded in the SST anomalies 
of the tropical ocean basins (Paeth and Friederichs 2004).

There is also some indication from global climate model simulations that 
increasing greenhouse gas (GHG) concentrations may play a role in recent and 
future climate changes in tropical Africa (Houghton et al. 2001; Hulme et al. 2001; 
Paeth and Hense 2004). Radiative heating is supposed to warm up the tropical 
Atlantic, which in turn intensifies the African summer monsoon circulation via 
enhanced latent heat fluxes into the atmosphere, surface wind convergence and 
deep convection over the southern part of West Africa, whereas the subtropical dry 
belt may experience more arid conditions in the context of global warming. In 
North-West Africa, a general strengthening and stronger eastward extent of the 
Azores High (AH) is expected under the greenhouse, inducing negative rainfall 
anomalies over Morocco and large parts of the Mediterranean Basin (Cullen and de 
Menocal 2000; Knippertz et al. 2003).

In addition, human activity leads to enhanced aerosol emissions. In tropical 
Africa, biomass burning in the context of shifting cultivation and domestic fuel is 
responsible for high atmospheric aerosol burden, particularly during the dry season 
in boreal winter and spring (Stier et al. 2005). In summer, the peaks are observed 
over southern Africa. In addition, mineral dust is originating from the Saharan dry 
belt and mostly transported towards the tropical North Atlantic and partly to the 
Carribean (Jones et al. 2003). Aerosols cause a net cooling at the surface, which partly
counterbalances the GHG-induced warming (Feichter et al. 2004). Moreover, the 
indirect aerosol impacts on microphysical cloud properties modify the formation of 
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rainfall. As a consequence, precipitation tends to decrease in African regions with 
high aerosol burden (Paeth and Feichter 2006). This process is further intensified 
by a reduction in sensible and latent heat fluxes from the surface. Rotstayn and 
Lohmann (2002) postulated an indirect mechanism with enhanced aerosol emissions
in the northern hemisphere altering the interhemispheric SST gradient in the 
Atlantic Ocean towards a relatively cool (warm) North (South) Atlantic. According 
to Ward (1998), this leads to a weakening of the West African summer monsoon 
flow and negative preciptiation anomalies in sub-saharan Africa.

Drought conditions during the second half of the 20th century were probably 
related as well to land cover changes in tropical and subtropical Africa (Semazzi 
and Song 2001; Zeng et al. 2002). Indeed, Texier et al. (2000) demonstrated that 
the African monsoon system is much more sensitive to low-frequency changes in 
vegetation cover than for instance the South Asian monsoon. Especially, Sahelian 
rainfall appears to be closely tied to vegetation cover (Wang and Eltahir 2000), 
whereas the Guinean Coast region is less sensitive due to the compensating effect 
of stronger near-surface wind convergence and deep convection (Clark et al. 2001). 
Satellite data reveal a distinct relationship between the occurrence of drought years 
in the Sahel region and vegetation (Eklundh and Olsson 2003). Changes in vegetation
cover affect the energy balance at the land surface, including albedo and radiation 
budget as well as latent and sensible heat fluxes into the atmosphere (Bounoua et al. 
2000). In addition, soil moisture, surface run-off, and the turbulent mixing in the 
atmospheric boundary layer are modified. The relationship between rainfall and 
vegetation cover is fully interactive, a feature, which is so far barely represented in 
state-of-the-art climate models (Schnitzler et al. 2001).

Soil moisture is a further key factor in African climate (GLACE Team 2004). In 
general, increasing soil moisture favours the formation of rainfall at the local to 
regional scale through intensified latent heat fluxes. The African monsoon is much 
more sensitive to soil moisture than for instance the Indian monsoon (Douville et al. 
2001). Fontaine et al. (2002) have revealed a lead-lag relationship between the West 
African rainy season and preceding soil moisture anomalies. An indirect impact via 
the African Easterly Jet (AEJ) has been described by Cook (1999).

Although several studies tend to blame human activity for the severe drought 
period since the 1960s (e.g., Hammer 2000), proxy-data from paleo-studies indicate
that comparable dry conditions also occurred in ancient times, for instance in the 
early 19th century (Nicholson 2001). The strong response of African rainfall to 
solar variability during the Holocene has also been reported by Texier et al. (2000). 
At millennial timescales, orbital forcing (Kutzbach and Liu 1997) and slow shifts 
in the vegetation zones (Texier et al. 1997) represent crucial driving forces for 
African climate. The role of aerosols from volcanic eruptions is less documented 
for African climate.

In summary, the detection of individual influences on African climate variations 
is quite complex. Nevertheless, most authors agree that rainfall fluctuations are pri-
marily imposed by changes in the tropical SSTs and secondarily enhanced by 
numerous feedbacks with the land cover, involving vegetation, soil moisture and 
surface albedo (Long et al. 2000; Giannini et al. 2003; Wang et al. 2004). This 
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results in an intensification of rainfall variability in terms of the amplitude and 
duration of the anomalies (Nicholson 2001). In fact, the Sahel region is characterized
by the most pronounced persistence of climate anomalies in Africa (Long et al. 
2000), as well as compared to other parts of the earth.

Figure 2 summarizes the presumed players in African climate and highlights the 
complexity of the problem when detecting the human influence. An objective analysis
of African climate change must allow for all the impact factors mentioned above. 
Particularly, the relative effects of land degradation and greenhouse warming need 
to be evaluated and compared with each other.

3 Sensitivity Studies with a Regional Climate Model

Most of the studies cited above refer to coarse-grid global climate model experiments
which usually do not meet the needs of decision-makers at the national and regional 
scale (Jenkins et al. 2002). A useful climatological basis for political measures and 
planning has to fulfil several basic requirements: (1) spatial information with high 
resolution over Africa, (2) fairly realistic scenarios of future climate change, (3) a 
long-term simulation period beyond the presumed timescales of natural variability, 
and (4) a proper treatment of uncertainty. For this purpose, the hydrostatic regional 
climate model REMO has been implemented over Africa (Jacob 2001). The model is 
run on a 0.5° grid with 20 atmospheric levels and five soil layers. The model domain

Fig. 2 Presumed natural and anthropogenic factors in African climate.
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extends from 30°W to 60°E and from 15°S to 45°N, including tropical and northern 
Africa, the Mediterranean Basin and the Arabian Peninsula. The model is nested in 
the ECMWF reanalysis data for hindcast and sensitivity studies, and in the coupled 
global climate model ECHAM5/MPI-OM for climate-change simulations.

REMO is able to reproduce all main features of African climate (Paeth et al. 
2005), including the typical patterns and variability of temperature and precipitation,
the seasonality of the monsoon circulation and the middle and upper tropospheric 
jetstreams like the African and Tropical Easterly Jets (Hastenrath 2000). Thus, this 
model represents a useful tool to assess African climate change at the regional 
scale, provided that a realistic scenario is available which accounts for all relevant 
processes related to human activity. In order to prepare such a comprehensive scenario,
a number of sensitivity studies have been carried out with REMO (Paeth 2004). 
Three different anthropogenic forcings are prescribed in an idealized way and the 
resulting climate responses are compared with each other (Fig. 3): (1) vegetation 
loss is set to 50% of the present-day vegetation cover, homogeneously modified 
over all land masses included in the model domain. This reduction may be achieved 
at the end of the 21st century, at least in tropical Africa; (2) the radiative heating 
refers to the heating rate simulated by a global climate model simulation for the 
decade 2085–2095 under the IS92a business-as-usual emission scenario (Paeth 2004);
(3) soil degradation is parameterized by a shift in the ratio between infiltration 
(decreased) and surface run-off (increased). The amplitude of this shift is assumed 
to be associated with a 50% reduction of vegetation cover, although no observa-
tional data are available for a proper quantification throughout Africa. Therefore 
the results in Fig. 3 can only be interpreted in a qualitative way.

Fig. 3 Simulated changes in regional-mean summer monsoon rainfall in response to three forcings 
arising from human activity.
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Figure 3 illustrates the changes in precipitation during the West African summer 
monsoon season (June to September) in three main regions of sub-Saharan Africa. 
Each bar refers to one of the three anthropogenic impacts. Enhanced greenhouse 
conditions lead to more abundant rainfall along the Guinean Coast region, whereas 
a negative anomaly is simulated over the Congo Basin. The Sahel region is barely 
affected by the greenhouse forcing. Soil degradation and, particularly, reduced 
vegetation cover cause dryer conditions all over tropical Africa. In coastal West 
Africa the process of land degradation may compensate the effect of the greenhouse 
forcing. In the other subregions vegetation loss clearly dominates.

It is obvious that a realistic scenario of future African climate change can not only 
rely on increasing GHG concentrations. The effects of reduced vegetation cover and 
soil degradation have to be taken into account as well. Both processes are related to 
land-use changes in Africa which arise from increasing population density, urbanisa-
tion, intensive agriculture including cash crops and excessive pasture (Achenbach 
1994). As a consequence, deforestation due to shifting cultivation and domestic fuel 
as well as desertification due to overgrazing is steadily increasing (Hammer 2000).

4 Realistic Scenarios of Future Climate Change

Estimates of future land-use changes in Africa are provided by the United Nations 
(UNEP 2003). These estimates are derived from the present-day relationship 
between global vegetation and population, extrapolated into the 21st century under 
the assumption of future population growth rates by CIESIN (1996). The land-use 
change data are only given for large regions. Based on these regional-mean estimates
a stochastic model has been developed in order to construct a spatial pattern of land 
degradation at the scale of REMO. The stochastic model accounts for all processes 
of human activity mentioned above and produces a random pattern of reduced forest 
fraction and vegetation cover, enhanced surface albedo, reduced leaf area index and 
decreasing roughness length. Thus, the complexity of land–atmosphere interactions 
is well represented. The resulting pattern of future land-use changes is heterogeneous 
in space, according to the real process of shifting cultivation and agricultural extent, 
and consists of a main belt of desertification in the southern Sahel region as well as 
a deforestation area along the borders of the dense woodlands. Based on these land-use
forcing patterns several ensembles of REMO simulations have been carried out in 
order to predict the future behaviour of African climate. At the same time, increasing
GHG concentrations are prescribed according to the IPCC SRES scenarios A1b and 
B1 (Houghton et al. 2001). Three ensemble members are forced with the observed 
GHG increase between 1960 and 2000, building a validation period for the REMO 
runs. Between 2001 and 2050 the A1b and B1 emission scenarios are combined 
with the process of land-use changes, each ensemble consisting of three members. 
Finally, three runs are realized under the A1b scenario 2001–2050 but without land-use
changes. This experimental setup allows for the treatment of several important 
issues: (1) How is African climate responding to a more realistic anthropogenic 
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scenario of enhanced greenhouse conditions plus land-use changes? (2) What is the 
uncertainty arising from the initial conditions in the climate-change signals? (3) 
What is the reduced effect between the A1b and B1 scenarios? (4) How much of 
the climate-change signals can be assigned to the land-use changes alone? (5) Which
climate protection strategy is most effective for Africa? Some results of these 
experiments are summarized in Fig. 4, referring to the ensemble-mean under the 
combined A1b scenario between 2001 and 2050. The combined scenario has been 
chosen here in order to highlight the total climate changes in Africa arising from 
various human activities. The left panels display the linear changes of seasonal-
mean temperature and total seasonal precipitation during the West African summer 
monsoon season. Grid boxes are only plotted if the linear regression coefficient is 
statistically significant at the 5% level. The regional model simulates a strong near-
surface warming with highest amplitude of more than + 3°C in sub-Saharan West 
Africa. The warming is less pronounced in tropical East Africa and the Arabian 
Peninsula (around + 1°C). Simultaneously, the total amount of summer monsoon 
rainfall is decreasing. The pattern of significant changes is fairly coherent in space 
only in western and central tropical Africa. The rainfall reduction amounts to more 
than 150 mm, being equivalent to 25–40% of the present-day total amount.

Except for the western Mediterranean Basin, all other regions do not exhibit 
significant changes in summer precipitation, although the same radiative forcing is 

Fig. 4 Simulated changes in mean and extreme temperature and rainfall during the summer mon-
soon season under enhanced greenhouse conditions according to IPCC scenario A1b and ongoing 
land-use changes according to U.N. figures. Only values significant at the 5% level are plotted.
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implemented throughout. This finding reflects the importance of land-use changes 
because the major precipitation signal occurs exactly where the land-use changes are
prescribed: in sub-Saharan Africa. More evidence of the crucial relevance of land-
use changes in tropical Africa is given by the direct comparison between the A1 
ensembles with greenhouse forcing alone and greenhouse forcing plus land-use 
changes. The difference patterns between the respective climate change signals 
reveal that land degradation accounts for around half of the near-surface warming 
and most of the drying trend (not shown). In terms of temperature, the same differ-
ence is found between the A1 and B1 scenarios, including both anthropogenic 
forcing (not shown). In contrast, rainfall reduction is hardly mitigated under the 
combined B1 scenario compared with the combined A1 scenario. Thus, omitting land
degradation appears to be more appropriate for climate protection in Africa than 
reducing global greenhouse gas emissions as given by the transition from A1 to B1 
scenario.

The right panels illustrate the corresponding changes in extremes of daily warm 
temperature and heavy rainfall events. The extreme value estimate is based on the 
Generalized Pareto distribution using daily values beyond the 90% quantile. The 
maps show statistically significant changes in the 1-year return values between the last
and first decade of the simulation period 1960–2050. Statistical significance at the 
5% level is inferred from a parametric Monte Carlo approach with 1,000 random 
samples (Paeth and Hense 2005). REMO predicts a prominent intensification of 
extreme heat anomalies in tropical Africa. The increase amounts to up to 5°C and 
is almost twice as much as the warming in the seasonal mean. In terms of precipitation,
the pattern is neither coherent in space nor qualitatively explicit. The estimate of 
rainfall extremes is very uncertain and, hence, the confidence intervals of the Monte 
Carlo samples do overlap. In some regions, there is some indication that a reduction 
of total precipitation amount may come along with an intensification of individual 
rain events (cf. Richter 2000; Balzarek et al. 2003).

In summary, strong near-surface warming, enhanced heat stress, and reduced 
precipitation point to a deterioration of livelihood in tropical Africa. Under the 
weaker B1 emission scenario and slightly weaker land-use changes the same picture
can be drawn qualitatively. When the land-use changes are switched off in the 21st 
century simulations, the warming is reduced by around 50% and the rainfall reduc-
tion can be prevented almost entirely. Thus, the local protection of vegetation and 
reforestation measures may be more effective for the mitigation of African climate 
change than the global reduction in GHG emissions.
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Impacts of Climate Variability, Trends 
and NAO on 20th Century 
European Plant Phenology

A. Menzel, N. Estrella, and C. Schleip

Abstract We provide here a brief overview of the impacts of climate variability 
and recent climate change on the European plant phenology across the 20th cen-
tury. Facing recent climate changes, phenology has two major functions. Firstly, it 
reveals measurable impacts of climate change on nature, which at the same time 
clearly demonstrate global climate change in people’s backyards. Secondly, long-
term phenological data allow the reconstruction of temperature and its variability in 
the last centuries. The most prominent temperature driven changes in plant phenol-
ogy are an earlier start of spring in the last three to five decades of, on average, 2.5 
days/decade, mainly observed in midlatitudes and higher latitudes of the northern 
hemisphere. More heterogeneous changes in autumn are not as pronounced as in 
spring and cannot be linked to climate factors. A marked spatial and temporal vari-
ability of spring and summer onset dates and their changes can be mainly attributed 
to regional and local temperature. In this context, we discuss the temperature 
responses of the growing season and other phenological phases and their relation to 
the North Atlantic Oscillation. These results illustrate main feedbacks in biogeo-
chemical cycles and land–surface interactions of the climate system.

1 Introduction to European Plant Phenology

Europe has a substantial and long history of phenological observation. Today, this 
relatively old science has gained new importance as phenological records are 
valuable climate proxies which allow temperature over the last centuries to be 
reconstructed. In addition, current phenological observations most easily reveal 
impacts of recent climate change on nature.
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Although the term phenology – the timing of seasonal activities in plants and 
animals – was not defined until 1853 by the Belgian botanist Morren, its history 
is considerably longer. In Japan and China the flowering of cherry and peach 
trees is associated with ancient festivals and some of the data can be traced to 
the 8th century (Menzel 2002; Chen 2003). Nowadays, phenology can be 
defined as “the study of the timing of recurring biological phases, the causes of 
their timing with regard to biotic and abiotic forces, and the interrelation among 
phases of the same or different species” (Global Phenological Monitoring www.
dow.wau.nl/msa/gpm/). In phenology, annual recurring events, such as leaf 
unfolding, flowering, fruit ripening, drilling, harvest, leaf colouring and leaf fall, 
are often observed by volunteers interested in nature. Figure 1 shows two of 
these events, start of flowering of snowdrop (Galanthus nivalis L.) and of lilac 
(Syringa vulgaris L.).

In Europe, many phenological networks are run by national weather services 
and a few new Internet-based schemes exist (for a recent survey see www.dow.
wau.nl/msa/epn/). Because network manuals contain detailed descriptions and 
photos of the phases to be observed, phenological data, although based on no 
more than visual observations, provide valuable climate related information, 
equivalent to physical measurements. Statistical analyses, manipulation experi-
ments as well as semi-physiological models demonstrate that the onset of spring 
and summer events in plants is mainly triggered by the temperature of the preced-
ing months (Sparks and Menzel 2002). Thus, long phenological records now 
form an important source for (1) temperature proxies of the past climate and (2) 
observed impacts of recent climate warming, as phenology is perhaps the sim-
plest process in which to track changes in the ecology of species in response to 
climate change.

The most prominent changes in plant phenology during the last 100 years are an 
earlier start of spring in recent decades of, on average, 2.5 days/decade, as observed 
in midlatitudes and higher latitudes of the northern hemisphere (Menzel et al. 
2006a; Parmesan and Yohe 2003). Changes in autumn are not as pronounced as in 
spring and are, in general, more heterogeneous. In total, a lengthening of the grow-
ing season by up to 2 weeks in the last three decades is evident in ground pheno-
logical observations. These changes are confirmed by remotely sensed vegetation 
indices, climatological data and atmospheric CO

2
-concentrations (Keeling et al. 

1996; Myneni et al. 1997; Menzel and Fabian 1999; Lucht et al. 2002).
In this paper we give an overview of European phenological data in the 20th 

century. We start with a brief overview of observed changes derived from pheno-
logical data. Then we give an overview of spatial and temporal variability of these 
changes. Finally, we assess the temperature response of these data for climate 
research and their relation to the North Atlantic Oscillation. For more detailed infor-
mation on observed changes in natural and managed terrestrial ecosystems, the reader 
is referred to reviews by Hughes (2000), Menzel and Estrella (2001), Walther et al. 
(2002), Sparks and Menzel (2002), Linderholm (2006) and Parmesan (2006).
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Fig. 1 Start of flowering of snowdrop (Galanthus nivalis L.) and of lilac (Syringa vulgaris L.).
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2 Observed Growing Season Changes in Recent Decades

2.1 Ground-based Phenological Observations

Analyses of long-term observational series, such as the cherry flowering record at 
Kyoto in Japan (Fig. 2) or the grape harvest dates in Burgundy (France), suggest 
major multi-decadal variability in onset dates linked to climate. From the middle of 
the 20th century (Kyoto) or even from the 1980s (France) onwards, a marked 
advance in these records is clearly evident. This altered timing of spring and summer 
events has been reported for a wide range of species and locations in Europe (see 
reviews). Traditionally, changes in onset dates have been determined by linear 
regression and are then reported in days/year or days/decade. Network studies show 
that leaf unfolding and flowering in spring and summer have, on average, advanced 
by 1–3 days per decade in Europe, North America, and Japan over the last 30–50 years.

For Europe, within the COST725 action “Establishing a European Phenological 
Data Platform for Climatological Applications” (www.cost725.org), all available 
phenological records for Europe have been analysed for the period 1971–2000. In 
total, the linear trend of 103199 series of 15 years and more were analysed, covering 
542 plant species in 21 countries (Menzel et al. 2006a). Spring leaf unfolding and 
flowering of wild plants changed on average by −2.5 days/decade, ranging from 
−8.3 to +4.1 days/decade (5th and 95th percentiles). Seventy-eight per cent of all 

80

90

100

110

120

130

140

150

160

170

180

700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000

Year

F
lo

w
er

in
g

 o
f 

ch
er

ry
 in

 K
yo

to
 [

D
ay

 s
in

ce
 J

an
 1

st
]

200

210

220

230

240

250

260

270

280

290

300
G

ra
p

e 
h

ar
ve

st
 in

 B
u

rg
u

n
d

y 
[D

ay
 s

in
ce

 J
an

 1
st

]

Fig. 2 Examples of long-term phenological records. Onset of flowering of cherry in Kyoto (left 
y-axis, lower plot with diamonds) and of grape harvest in Burgundy, France (right y-axis, upper 
plot with circles) with 30-year moving averages (Menzel and Dose 2005; Chuine et al. 2004). The 
dotted vertical line indicates the beginning of obvious advances in onset dates mid of the 20th 
century.
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records displayed advancing onset dates (see Fig. 3 for further percentages). This 
earlier flowering also implies an earlier start of the pollen season, often related to 
a later end of the pollen season and higher pollen sums, which are monitored by 
pollen counting stations (Beggs 2004, European Aeroallergen Network).

There are also indications that the onset of fruit ripening in early autumn has 
advanced in many cases (Jones and Davis 2000; Pen~uelas et al. 2002; Menzel 
2003). The comprehensive COST725 study revealed that fruit ripening exhibited 
very similar changes with a mean change of −2.4 days/decade, ranging from −9.1 
to +4.3 days/decade (5th and 95th percentiles, 75% advancing, see Fig. 3). Due to 
the enormous variety of plant species observed, detailed differences among species 
and groups of species can be observed. Concerning life forms, it has been found that 
annual plants respond more strongly than congeneric perennials, insect-pollinated 
plants more than wind-pollinated plants, herbaceous plants more than woody plants 
(Fitter and Fitter 2002), but there are no significant differences between Raunkiaer 
life forms or different origins (Peñuelas et al. 2002).There are indications that 
autumn leaf colouring and leaf fall have been delayed in recent decades, however 
the signal is not as clear as in spring and summer (e.g., Menzel and Fabian 1999; 
Matsumoto et al. 2003). The results for Europe (COST725) suggest that autumn is 
delayed by 1.3 days/decade (country averages, see also Fig. 3).
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Fig. 3 Summary of phenological trends in Europe (COST725, Menzel et al. 2006a). All temporal 
trends (1971–2000, time series of 15+ years, linear regression) which have been systematically 
reported to the COST725 meta-analysis for four different groups (leaf unfolding and flowering, 
fruiting, farmers activities, leaf colouring) with the proportions of negative (light grey) and posi-
tive (dark grey) trends and significantly negative and positive trends (hatched, P < 0.05). Negative 
trends over time indicate advancing onset dates, positve trends delayed onset dates.



226 A. Menzel et al.

Phenological ground observations in networks allow a more detailed analysis of 
events observed in agricultural crops. Here, some phases, such as drilling and harvest,
are called “false” phases since their onset is mainly triggered by farmers’ decisions 
(Menzel et al. 2006c; Estrella et al. 2007). In the COST725 study, farmers’ activi-
ties have only slightly changed by −0.41 days/decade (−7.4 to +7.1 days/decade, 5th 
and 95th percentiles, 57% advancing, see Fig. 3), which is considerably less than 
the reaction of wild plants. This is the other major advantage of phenological 
ground observations, that site and especially species-specific information is given.

2.2 Satellite-based and Measurement-derived Changes

Besides ground-based observations, at least three other techniques can be used to 
derive measures of the length and the intensity of the growing season. In general, 
all these methods provide comparable results: A lengthening of the growing season 
in midlatitudes and higher latitudes of the northern hemisphere and higher photo-
synthetic activity in the last two decades (Penuelas and Filella 2001; Lucht et al. 
2002). The methods are (1) analyses of remotely sensed vegetation indices (e.g. Myneni
et al. 1997; Zhou et al. 2001; Tucker et al. 2001; Badeck et al. 2004), (2) analysis 
of the atmospheric CO

2
 signal (Keeling et al. 1996) (both providing spatially and 

species-averaged information), (3) analyses of meteorological and climatological 
data, such as frost days, frost season or the Bowen ratio (e.g., Menzel et al. 2003; 
Schwartz and Chen 2002; Schwartz et al. 2006), and (4) the analyses of phenological 
ground observations described in Sect. 2.1 (reviewed by Menzel and Estrella 2001; 
Sparks and Menzel 2002; Walther et al. 2002; Walther 2004).

Remotely sensed data of the growing season offer a great potential for monitoring 
vegetation dynamics at regional and global scales. The spring “green wave” (Schwartz
1998) can be especially well captured in time series of satellite images. Different 
vegetation indices allow a quantification of the spatial and temporal variation 
in vegetation growth and activity, among them the most prominent Normalized 
Difference Vegetation Index (NDVI). Due to the contrast between red and near-infrared
reflectance of vegetation, NDVI is a measure of the greenness of the vegetation 
comprising information about abundance and energy absorption of leaf pigments, 
such as chlorophyll (Zhou et al. 2001). NDVI data have been obtained mainly from 
NOAA-AVHRR (Advanced Very High Resolution Radiometer) instruments, starting 
in 1981. In comparison, the new MODIS sensor (Moderate Resolution Imaging 
Spectroradiometer) offers higher spatial resolution (250–500 m vs. 1.1–8 km), but over 
a shorter time period.

Major regional and global studies on changes in the start and length of the growing
season have reported a longer growing season, for example, by 19 days for Europe 
(1982–2000, Stöckli and Vidale 2004), by 18 days for Eurasia and by 12 days for 
North America (1981–1999, Zhou et al. 2001), by 12 days for the Globe (1981–1991,
Myneni et al. 1997). At least 50% of this lengthening can be attributed to an earlier 
start of the “green season”.
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3 Temporal and Spatial Variability

Shifts in spring activities, mostly earlier starting of spring events, differ by species 
and by time of season with early-season plant species exhibiting the stronger reactions
(Abu-Asab et al. 2001; Menzel et al. 2001; Fitter and Fitter 2002; Sparks and Menzel
2002; Menzel 2003). These early-season plant species also exhibit a higher year-to-year
variation in onset dates. But even within groups of species reacting at the same time 
of the year, there are species-specific differences (Menzel 2002).

In Fig. 4 various measures of spatial variability of onset dates, temporal variability, 
temporal trends and spatial variability of those trends are described. Network studies,
comprising numerous sites, suggest that there is considerable variation in observed 
trends, although the overall signal is quite obvious (e.g., Defila and Clot 2001). Two 
methods of deriving regional trends, condensing/averaging single site onset dates 
and subsequent trend analysis or averaging single-site trends, lead to comparable 
results (Menzel 2003). A recently recognised trait is that warmer springs with an 
earlier start of leaf unfolding and flowering exhibit a higher spatial intra-annual 
(geographical) variability (Menzel et al. 2006b).

When comparing changes derived from time series of varying length (varying 
starting and ending years) in Europe, a marked differentiation is apparent: Earlier 
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Fig. 4 Scheme of temporal and spatial variability of onset dates and trends. The scheme displays 
hypothetical onset dates at grid points in several years. Measures of inter-annual variability of 
onset dates as well as direction and speed of spring migration are restricted to single years or mean 
dates. The calculation of temporal trends requires longer observational time series at specific sites. 
Regional means of trends can be derived from spatially averaged onset dates.
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spring events and a longer growing season in Europe are most evident for time-series
ending in the mid-1980s or later (Schaber 2002; Scheifinger et al. 2002; Badeck et al. 
2004; Dose and Menzel 2004; Menzel and Dose 2005; Schleip et al. 2006), which 
matches the turning points in the respective spring temperature series (Dose and Menzel
2006). Figure 5 displays the 1900–2000 time series of observed flowering dates of 
redcurrant (Ribes rubrum L.) at Geisenheim, near Frankfurt am Main. Considerable 
varying onset dates over the last century result in a linear trend indicating a slightly 
delayed onset in time (regression coefficient 0.152 days/decade). Employing a 
Bayesian approach of describing the functional behaviour (see Dose and Menzel 
2004 for further details), three different model types were compared, (1) constant, 
(2) linear, and (3) one turning point/change point model, possessing (1) 5%, (2) 2%, 
and (3) 93% probability, respectively. This means that the one-change point model 
is by far the best in explaining the functional behaviour of the century-long record. 
The change point probability distribution exhibits a marked peak in the last two 
decades (1980–2000) with a maximum of ∼11% in 1986. This feature is quite commonly
observed in phenological records (see Schleip et al. 2006).

4 Temperature and NAO Response

Spring and summer phenology is very sensitive to climate and local weather; within 
photoperiodically defined constraints the trigger is nearly exclusively air tempera-
ture (Sparks et al. 2000; Lucht et al. 2002; Menzel 2003). In contrast to autumn 
phenology (Estrella and Menzel 2006), the spring climate signal is fairly well 
understood: nearly all spring and summer changes in plants, including agricultural 
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Fig. 5 Onset dates (day of the year, y-axis) of flowering of redcurrant (Ribes rubrum L.) at 
Geisenheim, near Frankfurt am Main, in the period 1900–2000. The constant model (not shown) has 
a probability of ∼5%, the linear model of only ~2% (dashed line), and the one-change point model 
of ∼93% (solid line). The linear model even indicates a delay of onset dates, whereas the one-change 
point model emphasises the strong advancing onset dates from the mid-1980s onwards.
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crops (Estrella et al. 2007) correlate highly with spring temperatures of the pre-
ceding months. This simplified approach assumes that the winter chilling require-
ment of lower temperatures to break dormancy is met in every case when (warmer) 
forcing temperatures accelerate the plant development in spring. Over a broad band 
of temperature conditions, the relationship between spring onset dates and spring 
temperature is almost linear (see Fig. 6). In this example, mean onset dates of horse 
chestnut (Aesculus hippocastanum L.) and silver birch (Betula pendula Roth) leaf 
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Fig. 6 Onset dates of spring leaf unfolding in Germany: national mean onset of leaf unfolding of 
horse chestnut (Aesculus hippocastanum L.) and silver birch (Betula pendula Roth) and anomalies 
of mean spring air temperature (HadCRUT3v, Brohan et al. 2006, upper panel) and North Atlantic 
Oscillation index NAO (http://www.cru.uea.ac.uk/cru/data/, lower panel) for 1951–2005 period 
(updated after Walther et al. 2002).
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unfolding in Germany are plotted against anomalies of mean spring air temperature 
(HadCRUT3v) for Germany (R2 = 0.777).

At the extreme temperatures, one would expect asymptotic functional behav-
iour, meaning that the onset dates cannot go beyond certain minimum and maxi-
mum onset limits. However, this has not been found in long-term records in Europe 
so far. Even for century-long records, no changes in this temperature response over 
time could be detected (Menzel et al. 2005a).

The advancement is estimated as 1–12 days for every 1°C increase in spring 
temperature, with average values ranging between 2.5 and 6 days/°C (e.g., Sparks 
et al. 2000; Chmielewski and Rötzer 2001; Menzel 2003; Menzel et al. 2006a). 
There are discernible differences in the temperature response among species, which 
might lead to a temporal decoupling of formerly synchronised events in ecosystem 
processes, e.g., food webs.

The North Atlantic Oscillation (NAO) Index in late winter and spring over the last 
three decades has represented a good proxy measure for spring temperatures in 
western and central Europe. Thus, a widespread influence of the NAO on diverse 
ecological processes was found (e.g., Blenckner and Hillebrand 2002). Equally, 
phenological onset dates were also found to correlate well with the NAO (Chmielewski 
and Rötzer 2001; Scheifinger et al. 2002; Walther et al. 2002; Menzel 2003). In the 
example of Fig. 6, the NAO index of February–March is less well correlated with 
spring leaf unfolding (R2 = 0.298) than spring temperature. Even the direction and 
velocity of the spring green wave through Europe varies with NAO (Menzel et al. 
2005b). As NAO only accounts for a small part of the inter-annual phenological 
variability, it is necessary to provide some ideas about other possible triggers. Besides 
this large scale NAO influence on climate, regional climate contributions, such as 
regional temperatures, and local factors, such as microclimate at the site, slope, 
exposition, soil factors, may also be of influence. In addition, there is considerable 
phenological variation with genetics (Menzel 2002). However, the exact contribution 
of local and species specific effects can only be assessed by experiments.

5 Conclusions and Outlook

Phenology probably holds the longest historical records of weather dependent natural 
phenomena. It provides valuable information about long-term changes in the timing of 
life-cycle events, whose recent changes can be linked to recent temperature increases.

Phenological data are an excellent index of spring temperatures with warm periods
closely corresponding to early flowering and vice versa (Bradley 1999). Phenological 
records can often be calibrated and thus constitute an excellent paleoclimatic 
temperature proxy (e.g., Chuine et al. 2004; Menzel 2005).

Phenology has also gained new importance in the last decade as it is a brilliant 
bio-indicator for recent temperature increases, which allow an easy illustration of 
man’s anthropogenic influence on the climate systems. The second major function 
of phenology is related to global change impact research. In the newest, fourth 



Impacts of Climate Variability on Plant Phenology 231

IPCC report, Working Group II found broead observational evidence that recent 
regional climate changes, particularly temperature increases, have already affected 
many physical and biological systems (Rosenzweig et al. 2007). Among the sys-
tems and sectors affected is phenology where the changes are quite obvious, 
strongly temperature related and almost no non-climate driving factors exist. The 
consequences of altered phenology may include a longer growing season with possible
effects on growth and carbon sequestration, disentangled synchrony in ecosystem 
processes, altered competition among species, and an earlier, longer and more 
intense pollen season (for further information see Sparks and Menzel 2002; Walther 
et al. 2002; Parmesan and Yohe 2003; Root et al. 2003; Parmesan 2006). In addi-
tion, many of the land–atmosphere interactions, which can modulate the dynamics 
of the climate system (e.g., Seneviratne and Stöckli 2007), are based on energy and 
water balances, which themselves vary with the leaf stages throughout the year.

The phenological data situation is sound for the period since 1981, when remote 
sensing data allowed a global perspective of those changes, as in general, historical 
phenological observation involve a marked paucity of studies in developing countries.
Currently, the challenges include maintaining the phenological networks, enlarging 
them to new areas and regions, integrating other sources, such as eddy flux network 
data, and incorporating the research on applications and consequences of changes 
in the growing season, including vulnerability and adaptation studies.
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Summer Heat Waves in Western Europe, 
Their Past Change and Future Projections

P. M. Della-Marta1 and M. Beniston2

Abstract Summer heat waves and extremely hot temperatures are a serious threat to 
society, the environment and the economy of Europe. In this chapter we present an 
overview of selected recent literature which looks specifically at European heat 
waves and extreme temperature events, their past change and expected future change 
from 1880 to 2100. Della-Marta et al. (2007b) show that over the period 1880–2005 
the length of summer heat waves over western Europe has doubled and the frequency 
of hot days has almost tripled. These changes are seen in the probability density func-
tion (PDF) of western European daily summer maximum temperature (DSMT) as a 
significant change in the mean (+1.6 ± 0.4°C) and variance (+6 ± 2%). The relatively 
small change in variance over the last 126 years can explain approximately 40% of 
the change in hot days. We see a continuation of the observed trends in the future 
regional projections. Beniston et al. (2007) show that regional surface warming 
causes the frequency, intensity and duration of heat waves to increase over Europe. 
By the end of the 21st century, countries in central Europe will experience the same 
number of hot days as are currently experienced in southern Europe. The intensity of 
extreme temperatures increases more rapidly than the intensity of more moderate tem-
peratures over the continental interior due to increases in temperature variability.

1 Introduction

Extreme weather and climate events have a large impact on our society and 
environment (IPCC 2001). Heat waves are especially devastating for societies 
that are not used to coping with such extremes. The 1995 Chicago heat wave was 
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such an event (Karl and Knight, 1997) where over 500 people died from 
heat-related illnesses. The 2003 heat wave in Europe is unprecedented in terms 
of loss of life, with over 30,000 deaths in Europe (Poumadère et al. 2005) 
attributable to the excessive and persistent heat (Milligan 2004). This extreme 
event also affected other parts of our society and environment, such as the 
destruction of large areas of forest by fire, the drying out of rivers causing dam-
age to water ecosystems and the excessive melting of glaciers (e.g., Gruber et al. 
2004; Koppe et al. 2004; Schär and Jendritzky 2004; Kovats and Koppe 2005). 
The sobering results of Stott et al. (2004) show that humans have contributed to 
at least a doubling of risk of such an extreme event in Europe over the last 150 
years. Reducing the impacts of future heat waves requires addressing fundamental 
questions, such as whether heat waves can be predicted and whether their impacts 
can be mitigated. A fundamental basis for answering these questions is the analysis 
of the observed climate record. Comparing observations and model results allow 
us to test hypotheses on the physical mechanisms that lead to such extreme events 
(IPCC 2001). Of particular interest in the debate on future extreme temperature 
events in western Europe is the change in the probability density function (PDF). 
For example, an increase in both the mean and the variance of a temperature PDF has 
greater consequences for the duration and frequency of temperature extremes 
than if the PDF were to only increase in mean. These questions are also explored 
in two other chapters of this volume, Scherrer et al., who look at changes in the 
seasonal temperature PDF during the last 45 years compared with projections of 
future PDF changes, and Seneviratne et al., who detail the underlying physical 
mechanisms responsible for expected future changes in extreme summer heat 
events in Europe.

In this chapter we consider a longer-term perspective than the other chapters 
mentioned above. We present detailed evidence of the increase in the frequency 
of extremely hot temperatures and an increase in the length of heat wave events 
in western Europe which have been associated with significant changes in the 
PDF of the daily maximum temperature from 1880 up to now (Della-Marta et al. 
2007b). We also present results of the latest extreme temperature and heat wave 
regional climate projections for the end of the 21st century (Beniston et al. 2007). 
Furthermore, this chapter serves as an introduction to the latest literature on the 
topic of heat waves in Europe. We present results from our collaborations and 
place them in the context of recent literature. The chapter is separated into three 
sections. Firstly, we give special emphasis on the data used to assess the changes 
in summer extreme temperatures in western European over the last 126 years. In the 
following chapters we show the results of the latest studies concerning observed 
past and expected future changes in summer hot extreme temperature and heat 
waves over western Europe. Whilst the extreme temperature indices discussed in 
these sections are not directly comparable (due to technical differences), they all 
characterize the extreme hot tail of the daily temperature probability distribution 
and are aimed at determining the change in frequency and/or persistence of extreme 
hot temperatures.
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2  The Quality of Western European Observed Daily 
Temperature Data

In order to obtain an accurate estimate of possible climate change all climate data 
must be rigorously checked for poor quality data and inhomogeneities caused by 
changes in instruments, observation site, or observation practices. The IPCC 
Second Assessment Report (Nicholls et al. 1996) raised the awareness of the impor-
tant consequence of climate change on extreme events and helped to focus greater 
attention of climate research on this field. Extreme events are often short-lived 
(minutes to days) and usually require higher temporal and spatial resolution data to 
quantify their change, compared to quantifying the change in the climatological 
mean. The analysis of extreme events highlighted the problems with existing data 
sets and the need to maintain long-term climate stations as part of a consistent high 
quality network (Karl et al. 1995). In order to detect and attribute changes in the 
frequency of extreme events it is crucial that, (a) reliable and continuous long-term 
observations have to be performed with a regular control of the quality standards of 
the measurements (e.g., by National Weather Services), (b) the quality-controlled 
data has to be stored for long-term use in a data format which will still be easily 
accessible in the future. Frich et al. (2002) provided a comprehensive look at 
changes in extreme temperature events for many parts of the globe for the IPCC 
Third Assessment Report, which has been updated by Alexander et al. (2006) to 
cover many more regions of the world, including Africa, the Asia-Pacific region 
and South America to be included in the IPCC Fourth Assessment Report. A major 
contribution to the global extremes papers of Frich et al. (2002) and Alexander et al. 
(2006) in Europe has been the European Climate Assessment (Klein Tank et al. 
2002) project which is detailed below as it is the basis of more recent studies which 
have been made on the analysis of extreme temperature events in Europe (e.g., 
Della-Marta et al. 2007a, b).

The work of Klein Tank et al. (2002) was the result of extensive collaboration 
between European national meteorological services which involved the exchange 
of daily climate data for use in the assessment of climate extremes. The European 
Climate Assessment data set (Klein Tank et al. 2002) is a collection of many countries’
highest quality and longest daily temperature observations. However, in such a 
large data set, the task of ensuring high data quality and homogeneity has been a 
huge undertaking for which several strategies have been used. Some of the individual
national meteorological services or data providers have performed detailed data 
quality/homogeneity testing and homogeneity correction their monthly or daily 
data (e.g., Böhm et al. 2001; Auer et al. 2001; Brunet et al. 2006; Parker and Horton 
2005; Begert et al. 2005; Demarée et al. 2002; Moberg et al. 2002; Bergström and 
Moberg 2002; Herzog and Müller-Westermeier 1998). Other studies have assessed 
the homogeneity of time series within the data set using the results as a basis for 
including or excluding particular time series from the data set (Wijngaard et al. 
2003; Begert et al. 2007). A further number of studies have improved the quality of 
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the data by screening the data for inconsistencies and outliers (Klein Tank et al. 
2002; Moberg et al. 2006; Begert et al. 2007).

These activities have, amongst others, ensured a reliable assessment of changes 
in extremes over the last 50 years (e.g., Klein Tank and Können 2003). However, 
in order to assess changes in daily climate extremes over longer periods for which 
daily data exist there remain considerable challenges in the homogenisation of 
these data. At the daily timescale there are inhomogeneities in temperature time 
series which are not adequately accounted for by traditional correction methods 
(Della-Marta and Wanner 2006). For example, experiments comparing modern 
instrument shelters with older ones usually show that the earlier shelters allowed 
the thermometers to be exposed to greater extremes of short- and long-wave radia-
tion (e.g., Parker 1994; Nordli et al. 1997) with nonlinear effects on temperature 
records throughout the seasonal cycle. In a statistical context, these non-linearities 
are expressed as a change in the PDF, often with changes in higher-order moments 
of the PDF. Therefore, there is a need to make adjustments to the entire probability 
distribution when homogenising daily data (Della-Marta and Wanner 2006). 
Presently there are only a few methods which have been used to homogenize daily 
temperature. Current methods either consist of interpolating monthly mean adjust-
ment values to the daily timescale using simple statistical interpolation methods 
(e.g., Vincent et al. 2002) or more sophisticated methods which can adjust the entire 
PDF (Trewin and Trevitt 1996; Della-Marta and Wanner 2006). These methods 
adjust the PDF non-parametrically. Della-Marta et al. (2007a) have applied the 
method of Della-Marta and Wanner (2006) to 25 long-term daily maximum tem-
perature records contained in the data set described in Moberg et al. (2006). This 
study is the first to apply a PDF homogenisation method to daily European maxi-
mum temperature. Della-Marta et al. (2007a) find that many of the 25 homogenized 
time series require negative adjustments to the mean and variance of their measured 
values in order to be homogeneous with current observed values from the same 
long-term time series. Figure 1 shows an example of a daily adjustment made to the 
August time series measured at Basel, Switzerland from 1895–1929.

The fitted curve in Fig. 1 shows a negative slope from decile 1 to decile 10. This 
indicates that the variance of daily maximum temperature in August is too high in 
comparison with modern measurements (Della-Marta and Wanner 2006). Also 
notice that the mean adjustment over all deciles is negative. This indicates that the 
mean daily temperature is also too high in comparison with modern measurements. 
An analysis by Begert et al. (2005) suggests that the correction needed to August 
mean temperature in Basel during this period was approximate −0.3°C. The average 
adjustment in Fig. 1 is −1.6°C showing that the sign of the adjustment is in agree-
ment but the magnitude is much greater using the method of Della-Marta and 
Wanner (2006). There are many possible reasons for these types of discrepancies 
which are described in Della-Marta and Wanner (2006), however, the adjustments 
are intuitively correct since from metadata we know that the thermometer shelter 
was changed from a more open wall-mounted screen to a free-standing screen. This 
would result in the need to decrease the variance of daily August maximum tempera-
ture to be homogeneous with today’s temperatures (see Della-Marta et al. 2007a; 
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Begert et al. 2005). Della-Marta et al. (2007a) show that many of the 25 stations 
needed adjustments not only to their mean but also to their variance and skewness 
characteristics.

The task of homogenising the European Climate Assessment and related 
European daily data sets (e.g., Moberg et al. 2006) are far from complete, especially 
for earlier data, however, given a sufficiently dense network of time series (such as 
the ENSEMBLES daily data set, Begert et al. 2007, http://www.ensembles-eu.
org/), automated inhomogeneity detection and correction techniques (e.g., Caussinus 
and Mestre 2004) may be coupled with daily temperature correction methods (e.g., 
Della-Marta and Wanner 2006) to provide daily data sets in which the largest and/or 
most easily detected inhomogenieties known to affect daily temperature data are 
removed.

3  Heat Wave and Extremely Hot Temperature 
Changes over the Past 126 Years

In this section we provide an overview of recent studies which have used long-term 
observational data of daily temperature to document changes in the frequencies of 
extremely hot temperatures and heat waves over western Europe. All studies agree 

Fig. 1 The adjustment in degree Celsius needed to make August Basel (Switzerland) daily 
maximum temperature (1895–1929) to be homogeneous with current measurements as a function 
of the decile of the Basel PDF before the inhomogeneity. The smoothed adjustments (°C) for each 
percentile shown as a solid black curve fitted using a LOESS function (Cleveland and Devlin 
1988). The box plots indicate the mean of the binned differences between modeled and observed 
daily temperature after the inhomogeneity (black line), the interquartile range (shaded area), 1.5 
times the interquartile range (dashed black line), and outliers (dots). The width of the box indicates 
the relative number of observations in each. The dashed black curved lines show the 95% confi-
dence interval of the fitted curve. See Della-Marta and Wanner (2006) and Della-Marta et al. 
(2007a) for details of the method and its application respectively.
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that mean summer European temperature has increased over the last 126 years. 
Some studies show that Europe has experienced an unprecedented rate of summer 
warming in recent decades (Klein Tank and Können 2003; Luterbacher et al. 2004; 
Klein Tank et al. 2005). The selected studies mentioned below usually used daily 
temperature data which have different temporal and spatial extent and different 
levels of data quality. This makes a quantitative intercomparison difficult.

Kyselý (2002) presents a regionally focused paper on the changes in the 
frequency of heat waves in Prague over the 20th century using homogenized data. 
The summer daily time series has been shown to be free of urban influences. 
Using a heat wave index based on fixed thresholds (30°C and 25°C) they conclude 
that the severity of heat waves in Prague has increased, although they did not fit 
a trend. At the time of writing the most severe heat wave year was 1994 (during the 
1901–1997 period).

Hundecha and Bárdossy (2005) present an analysis of changes in extreme tem-
peratures in the Rhine basin. They conclude that the 90th percentile of summer 
daily maximum temperature has increased by 1.4°C from 1958–2001. No homogeneity
tests were performed since the daily data were assumed to be homogeneous.

Domonkos et al. (2003) document 20th-century trends in extreme warm events 
in time series from south-central Europe. They use a relatively low fixed threshold 
of 23°C for all 11 stations and count the number of daily exceedances of this value. 
They conclude that the frequency of extreme warm events contains large inter-decadal 
variability with only a few series exhibiting statistically significant trends. They 
also note that some of the individual trends could be contaminated with inhomoge-
neities caused by station moves.

Yan et al. (2002) study the trends in summer temperature extremes based on 
various percentile extremes from eight long-term daily temperature stations. All of 
the records were homogenized and generally show a decrease in the frequency of 
extreme warm daily summer temperatures in the 19th and early 20th century 
followed by an increase in the latter half of the 20th century. However, a more 
recent study by Moberg et al. (2003) indicates that daily summer temperatures in 
the Stockholm and Uppsala series (the same used in Yan et al. 2002) may be warm 
biased before the 1860s due to the thermometers being exposed to higher amounts 
of short-wave radiation, a finding also supported by Della-Marta et al. (2007a).

Klein Tank and Können (2003) analysed a European climate dataset for changes 
in the frequency of extreme temperature events. They demonstrated that the annual 
change in the frequency of hot daily temperature extremes increased twice as fast 
as corresponding cold daily temperature extremes over the period 1976–1999.

Moberg and Jones (2005) also analysed the same European climate data set but 
concentrated on analysing the seasonal changes of the sparser but longer time series 
(some from 1901) in the data set. They found that extremely high summer daily 
minimum temperature (and to a smaller extent daily maximum temperature) has 
increased significantly during the past century. There is more evidence for summer 
warming in the first half of the century compared with the second half. Importantly 
they note that the European Climate Assessment data set has many daily temperature
series whose homogeneity is questionable. They removed those series which had 
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been identified as being the most inhomogeneous by Wijngaard et al. (2003) and 
they described results which were the most spatially consistent, as they believe they 
are the most trustworthy.

Moberg et al. (2006) presents an update to Moberg and Jones (2005) by includ-
ing a greater number of long-term time series starting as early as 1850. These 
longer time series were collected as part of the EMULATE project (see http://
www.cru.uea.ac.uk/cru/projects/emulate/). The authors conclude that regional 
differences in the magnitude of summer warming can be high and that the strong-
est increases in the extreme warm summer maximum temperature occurred in 
central Europe.

Della-Marta et al. (2007b) use a subset of the longest and most complete daily 
maximum temperature time series from Moberg et al. (2006) (54 time series) to 
look closer at the summer daily maximum temperature changes over the last 126 
years. The time series were homogenized at the daily timescale (Della-Marta et al. 
2007a) using the method of Della-Marta and Wanner (2006). The homogeneity 
analysis shows that many summer daily maximum temperature series in western 
Europe are biased warm in the earlier parts of their time series (Della-Marta et al. 
2007a) believed to be caused mainly by early thermometers being exposed in open 
type, metallic or wall-mounted radiation shields. Compared to modern radiation 
shields (e.g., the Stevenson screen) the older types generally allowed the thermometers
to be exposed to more short- and long-wave radiation.

Della-Marta et al. (2007b) placed the observations of increased daily summer 
maximum temperature (DSMT) variance in recent years (Klein Tank et al. 2005; 
Moberg et al. 2006) into a longer-term perspective. They show that the recently 
observed increase in summer daily and summer seasonal (∼45 years, see Scherrer 
et al., this volume) temperature variability in western Europe is indeed unique over 
the last 126 years. Over western Europe the variance of DSMT across western 
Europe has increased significantly by approximately 6 ± 2% and by 11 ± 2% for 
central-western Europe (see Table 1 and Della-Marta et al. 2007b).

These changes can be seen in the PDF of western European DSMT which has 
become flatter and wider (see Fig. 4a in Della-Marta et al. 2007b). In order to accurately

Table 1 Daily Summer Maximum Temperature mean, variance and skewness trends from 1880 to 
2005, for each of four regions in western Europe (reproduced from Della-Marta et al. 2007b).

Region (Number of stations) Mean (°C) Variance (%) Skewness (%)

Western Europe (54) 1.6 ± 0.4  +6 ± 2 +0 ± 7
Central Western Europe (36) 1.3 ± 0.5 +11 ± 2 +0 ± 6
Iberian Peninsula (12) 2.6 ± 0.6  −7 ± 3 −1 ± 12
Scandinavia (6) 1.7 ± 0.7  +4 ± 6 +9 ± 6

Trends have been calculated over nine independent periods. The mean, variance and skewness 
trends are expressed in the units of °C, % and % with respect to 1906–1990 period respectively. 
The error estimates are 95% confidence intervals based on the standard error of the robust linear 
fit. Figures quoted in bold face are significantly (5% significance) different from zero (see Della-
Marta et al. (2007b) for more details).
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assess the change in DSMT variance, data are split into independent periods of 
14 years and have had the linear trend removed using a technique called piece-wise 
detrending (Scherrer et al., this volume; Scherrer et al. 2005; Della-Marta et al. 
2007b). Della-Marta et al. (2007b) show that western European DSMT has 
increased by 1.6 ± 0.4°C from 1880 to 2005 consistent with all previous studies, 
however, they find that as a result of the homogenisation applied to the daily data 
(Della-Marta et al. 2007a) the estimate of climate change in western Europe is more 
extreme than any published before. Figure 2 is reproduced from Della-Marta et al. 
(2007b) and shows the temporal and spatial distribution of changes in hot days 
(HD) and maximum length heat wave (HW) over the last 126 years. A HD is 
defined as a day where the daily maximum temperature exceeds the long-term daily 
95th percentile of daily maximum temperature. The hot day index (HD) is the 
number of such days within a June–August season expressed as a percentage of 
time. A heat wave (HW) is defined as the maximum number of consecutive days 
where the DSMT exceeds the long-term daily 95th percentile of DSMT within a 
June–August season. The daily 95th percentile is calculated using a centred 15-day 
average using the daily data from the normal period of 1906–1990. They find that 

Fig. 2 Reproduced from Della-Marta et al. (2007b): June–August average number of western 
European hot days (HD) (a) and maximum length heat wave (HW) (c) from 1880 to 2005. The 
long-term decadal variability (thick red line) and the overall robust linear trend (thick blue line) 
are shown. The units of HDs are percent of June–August days and the units of HWs are days. The 
spatial distribution of decadal HD (b) and HW d) trends at each station. The size of the “+” and 
“o” symbols is proportional to the magnitude of the positive and negative trends respectively 
according to the legend left of the figure. Red (black) coloured crosses indicate significant (not 
significant) positive trends at the 5% significance level (similarly for negative trends) (see Della-
Marta et al. (2007b) for more details).
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almost all station records used in their analysis have a positive trend in the occur-
rence of summer HDs and HWs from 1880 to 2005 (Fig. 2b, d). Around 80% of the 
trends are significant (Della-Marta et al. 2007b). The largest trends have been 
found over the Iberian Peninsula and in central-western Europe. The time evolution 
of European average HDs (Fig. 2a) shows an overall positive trend of 0.38 ± 0.05% 
of summer days per decade. This trend is equivalent to approximately 188 ± 54% 
increase, with an average of 7.3% of summer days classified as HDs at the end of 
the period, compared with 2.5% in 1880. The 6 ± 2% and the 11 ± 2% increase in 
DSMT variance over the whole of western Europe and central-western Europe is 
responsible for approximately 25% and 40% of the increase in HDs in these regions 
respectively. This confirms that small changes in the intrinsic variance of DSMT 
have lead to greatly amplified changes in the frequency of extremes. Similarly, the 
length of HWs has increased by approximately 111 ± 36%, from an average of 
1.4–3.0 days per HW (Fig. 2c). As a result, HWs have doubled in length over the 
period 1880–2005. The changes in the HW index are especially important since this 
index combines a measure of the extreme temperature magnitude as well as a measure
of their persistence (Della-Marta et al. 2007b).

4 Projections of Heat Wave and Extremely Hot Temperatures

In this section we outline some of the recent literature concerning future changes in 
the frequency of extremely hot temperatures and heat waves in Europe. Some studies
are based on the output of general circulation models (GCM) forced by expected 
changes in greenhouse gases, aerosols and other known forcings. Other studies nest 
regional climate models (RCM) within GCMs to try and get more realistic estimates
of temperature change at higher resolutions. Projections of temperature in Europe 
all agree that mean temperature and the frequency of extremes will increase during 
the next 100 years (Wagner 1996; Huth et al. 2000; Beniston 2004; Meehl and 
Tebaldi 2004; Schär et al. 2004; Weisheimer and Palmer 2005; Clark et al. 2006; 
Beniston et al. 2007); however, the precise magnitude of this change is uncertain 
due to uncertainties in the estimates of global greenhouse gas emissions and biases 
in GCMs/RCMs due to inadequate parameterisations of unresolved physical proc-
esses. Many of the simulations performed by RCMs are based either on the IPCC 
SRES A2 high greenhouse gas emissions scenarios or the lower B2 scenario 
(Nakicenovic et al. 2000), that both have a large number of underlying assumptions 
on the future course of global population, economics, technological adjustments 
and political decision-making. In the following, the A2 scenario results are high-
lighted as they represent the upper range of greenhouse gas forcing and thus poten-
tially lead to some of the strongest impacts.

RCM projections of summer extreme temperature change in Europe suggest that 
there will be substantial regional variation linked with complex feedback mechanisms
between soil moisture, precipitation and circulation (Schär et al. 2004; Brabson et al. 
2005; Ferranti and Viterbo 2006; Seneviratne et al., this volume; Seneviratne et al. 
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2006; Beniston et al. 2007). Decreased levels of soil moisture in central and eastern 
future European climate have been shown to be responsible for the projected 
increases in summer temperature variability (Schär et al. 2004; Seneviratne et al., this
volume; Seneviratne et al. 2006), a trend which is seen in many other projections 
of European climate change (Scherrer et al., this volume; Scherrer et al. 2005; 
Weisheimer and Palmer 2005; Beniston et al. 2007) and in some cases is expected to 
be as large as 100% in 2071 compared to the climate of 1961–1990 (Schär et al. 2004).

Beniston et al. (2007) present a summary of future projections of European 
extreme events (including heat waves) which have been shown to have a high 
impact on European society and the environment. They summarize the findings of 
55, 30-year integrations from a variety of RCMs created as part of the PRUDENCE 
project (http://prudence.dmi.dk/index.html). The experiments compare present control
climate simulations over the period 1961–1990 with 2071–2100 simulations. 
Beniston et al. (2007) use a number of indices to investigate changes in extreme 
temperatures and heat waves: the frequency with which daily maximum temperature
exceeds 30°C, high temperature percentiles, and four heat wave indices. A heat 
wave is defined to be a spell of at least six consecutive days with maximum tem-
perature exceeding the 1961–90 calendar day 90th percentile, calculated for each 
day over a centred 5-day window at each grid point. The four indices, calculated 
for each year are: Heat Wave Number (HWN); the number of heat waves, Heat 
Wave Frequency (HWF); the total length (days) of all heat waves, Heat Wave 
Duration (HWD); the maximum length (days) of all heat waves (very similar to the 
definition of HW), and, Heat Wave Intensity (HWI); the maximum threshold excess 
(degree days) of all heat waves.

High percentiles of daily maximum temperature across Europe generally 
increase more than lower percentiles, implying that changes in the PDFs are more 
than shifts in location. Changes in the variance (as well as the mean) of daily maximum 
temperatures have a substantial impact on future extreme daily temperatures. 
Largest changes in variance were found over the continental interior (a latitude 
band encompassing France and Hungary; see also Schär et al. 2004) and are most 
likely caused by a drying out of the land surface in warmer and drier future summer 
conditions.

Figure 3 shows the changes in the four heat wave indices simulated by 
HIRHAM-H, expressed as ratios. The mean duration (HWD, Fig. 3a) increases by 
a factor of between one and eight over most of Europe. Much higher increases of 
at least a factor of seven are predicted for the mean intensity (HWI, Fig. 3b), the 
mean number of heat waves (HWN, Fig. 3c) and the frequency of heat wave days 
(HWF, Fig. 3d), with greatest changes (more than tenfold increases) in the south of 
France and Spain.

Figure 4 shows the shift in JJA maximum temperature between the 1961–1990 
reference period and 2071–2100 for the RCM grid-point closest to Basel (north-
western Switzerland), for the IPCC A2 and B2 scenarios, for both the mean and the 
90% quantile. In the reference climate, mean temperatures in Basel are close to 
23°C and heat waves can be considered to occur when temperatures exceed 30°C 
(which is the average level of the 90% quantile for this period). For the scenario 
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climates, whatever the scenario chosen, temperatures are seen to rise on average 
between 5°C and 7°C over current values; the difference in temperature between 
the A2 and B2 emissions scenarios is less than between the low emissions scenario 
and current climate. This implies that even with rather stringent policies to abate 
greenhouse gas emissions, the increase in temperatures as seen for the B2 scenario 
may ultimately result in summer heat waves that are as intense, or even stronger, 

Fig. 3 Changes (expressed as a ratio) in the heat wave indices (a) HWN (b) HWF (c) HWD 
d) HWI indices between the 1961–1990 and 2071–2100 periods, based on HIRHAM4 simulations.
A heat-wave is defined to be a spell of at least six consecutive days with maximum temperature 
exceeding the 1961–1990 calendar day 90th percentile, calculated for each day over a centred 
5-day window at each grid point. The four indices, calculated for each year, are Heat Wave 
Number (HWN) – the number of heat waves, Heat Wave Frequency (HWF) – the total length 
(days) of all heat waves, Heat Wave Duration (HWD) – the maximum length (days) of all heat 
waves, Heat Wave Intensity (HWI) – the maximum threshold excess (degree days) of all heat 
waves (see Beniston et al. 2007 for more details) (reproduced from Beniston et al. 2007).
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than the 2003 European heat wave; the potential for strong heat waves is even greater
for the A2 scenario, as can be intuitively expected when greenhouse forcing is 
stronger. The mean and 90% quantile statistics of the 2003 heat wave are provided 
in this diagram to highlight the fact that this event was exceptional and could be 
considered to be a “summer of the future”. Indeed, statistically speaking, the 2003 heat
wave could occur one summer out of two in a future climate (Schär et al. 2004).

The 2003 heat wave, by mimicking quite closely the possible course of summers 
in the latter part of the 21st century, can thus be used within certain limits as an 
analogue to what may occur with more regularity in the future. The physical proc-
esses that characterised the event, such as soil moisture depletion and the positive 
feedback on summer temperatures as well as the lack of convective rainfall in many 
parts of the continent that generally occur from June–September, are predicted to 
take place with greater frequency in the future. In view of the severity of the 
impacts related to the heat wave, it should help scientists in assessing the course of 
future climatic impacts, and decision-makers in formulating appropriate response 
strategies. It is of interest to note, however, that according to the baseline used, the 
very definition of a heat wave could change in a future, systematically warmer climate.
The climate of southern Spain, for example, that is currently characterized by tem-
peratures exceeding 30°C for about 60 days per year on average may in the future 
experience over 150 days or more (Beniston and Diaz 2004). Under such circum-
stances, the notion of heat wave loses some of its value when a rare or exceptional 
feature of today’s climate becomes commonplace in tomorrow’s climate. This 
aspect of changing extreme events in a warmer world also needs to be taken into 
account in forward planning to adapt to the impacts of such events.

Fig. 4 Comparisons between summer (JJA) mean maximum temperatures and their 90% quan-
tiles for Basel, for each year of the reference 1961–1990 climate and the A2 and B2 scenario 
climates. The horizontal lines depict the 30-year means for each time series. 2003 refers to the 
mean and 90% quantile values recorded during the summer of 2003 in Europe, in order to high-
light the exceptional nature of that heat wave (reproduced from Beniston and Diaz 2004).
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5 Conclusions

We presented a brief overview of the latest literature concerning observed and 
future estimates of the change in the frequency of extreme temperature events and 
the duration of heat waves in Europe spanning the period between 1880 and 2100. 
We have given special attention to summarising the current efforts to improve the 
quality of observed daily temperature series in Europe. A new method (Della-Marta 
and Wanner 2006) has been used to correct previously uncorrected inhomgeneities 
in some early European daily temperature measurements (Della-Marta et al. 
2007a). We focused the presentation of results from two recent publications on 
observed changes in heat waves from 1880 to 2005 (Della-Marta et al. 2007b) and 
future expected changes of heat waves (Beniston et al. 2007). Below we combine 
and summarize the important findings from the literature.

● New analyses reveal that the increases in western European extreme tempera-
tures from 1880 to 2005 is greater than previously thought (Della-Marta et al. 
2007b).

● Observations of regional changes in mean and variance of daily summer 
maximum temperature (Della-Marta et al. 2007b) fall in line with expected 
future summer temperatures in Central- western Europe (Schär et al. 2004; 
Seneviratne et al. 2006; Beniston et al. 2007). This region, where the largest 
observed increase in daily summer maximum temperature of 11 ± 2% (see Table 1) 
from 1880 onwards occurred, is also the region with the greatest expected change 
in summer temperature variability, with changes up to 100% by 2071–2100 
(Schär et al. 2004).

● The expected large increase in temperature variability in Central- western 
Europe is likely to be driven in part by soil moisture, precipitation and atmos-
pheric circulation feedback processes (Schär et al. 2004; Seneviratne et al. 2006; 
Beniston et al. 2007).

● Approximately 40% of the change in the frequency of hot days over the last 126 
years in central-western Europe is due to increases in the daily summer maximum 
temperature variance. In the future climate up to 60% of change in the frequency 
of hot days could be due to changes in summer daily temperature variability.

● The duration of heat waves (based on the daily 95th percentile) in each summer 
season since 1880 have doubled in length (Della-Marta et al. 2007b). The pro-
jected future increase in the duration of slightly less extreme heat waves (based 
on the daily 90th percentile) is estimated to be between a factor of 1 and 8 by 
2100 (Beniston et al. 2007).
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1 Introduction

In terms of global mean surface temperature, the 1990s has been the warmest dec-
ade, at least since the beginning of instrumental measurements in the early 19th 
century (Houghton et al. 2001). In Central Europe nine of the ten warmest years 
of the 1851–2006 temperature record have been observed since 1989 (updated 
from Scherrer et al. 2006). Reconstructed temperature series show that the late 20th-
century European climate is very likely warmer than that of any time during the 
past 500 years (Luterbacher et al. 2004, 2007; Xoplaki et al. 2005). For the 21st 
century the third Intergovernmental Panel on Climate Change (IPCC) assessment 
report suggests changes in the mean that are several times larger than those 
caused by natural variability in the past millennium (Houghton et al. 2001). Less 
clear is, whether there are additionally changes in interannual near-surface tem-
perature variability, although the latter might be of importance especially for cli-
mate risk assessments, e.g., in the health, agriculture, energy, traffic or 
infrastructure sector.

Many of these climate risk-related questions can often be related to changes in 
temperature extremes on a day-to-day basis. Several studies addressed this issue in 
observations (e.g., Klein Tank and Können 2003; Moberg and Jones 2005; Moberg 
et al. 2006) and climate scenario runs (e.g., Ferro et al. 2005; Meehl et al. 2000; 
Sardeshmukh et al. 2000; Zwiers and Kharin 1998). A subject of particular interest 
is the observed and expected change in heat wave frequency, cf. Della-Marta et al. 
(2006) and Della-Marta and Beniston (this volume).

On the interannual timescale knowledge is still sparse but previous studies found 
indications for decreasing temperature variability in most parts of the world (Karl 
et al. 1995), whereas others report no changes or small increases (Luterbacher et al. 
2006; Parker et al. 1994; Xoplaki et al. 2005). For Central Europe, Scherrer et al. 
(2005) analysed CRUTEM2v (Jones and Moberg 2003) temperature data and 
reported weak variability increases (decreases) in summer (winter), but these 
changes are not statistically significant at the 10% level.

Theoretical studies have shown that in terms of sensitivities, the frequency of 
extreme events depends more on changes in the variability than in changes in the 
mean (Katz and Brown 1992). On the other hand, the same authors mention that it 
is possible that the magnitude of the changes in the mean still are the dominant 
effect for changes in the frequency of extremes. Analyses of the Climate Model 
Intercomparison Project 2 (CMIP2) 2CO

2
 projections show, that at least on the 

monthly to yearly time scale, changes in temperature extremes may be essentially 
determined by the changes in the mean for most parts of the world (Räisänen 2002). 
On a Central European scale on the other hand, European summer surface temperature
variability might increase (by up to 100%) within the current century (Schär et al. 2004).
The effect has qualitatively been confirmed by several other models and studies 
(Brabson et al. 2005; Giorgi and Bi 2005; Kleinn et al. 2005; Meehl and Tebaldi 
2004; Seneviratne et al. 2006). Scherrer et al. (2005) used observational and IPCC 
Third Assessment Report (TAR) near surface temperature data with seasonal resolution
and found that beside large relative increases in mean with maximum amplitude in 
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summer there is a tendency for increasing (decreasing) interannual variability for 
future summers (winters). They also found substantial differences between the dif-
ferent models.

In this chapter, observed and modelled Central European land temperature 
distributions are investigated in a standardized Gaussian framework for each season 
separately. Relative changes in the means and standard deviation are compared 
separately between models and observations including a quantification of the asso-
ciated uncertainties. The work is based upon the methodology presented in Scherrer 
et al. (2005) and extends the previous work to scenario runs produced for the fourth 
Assessment Report (AR4) of the IPCC.

2 Data

2.1 Seasonal Averages of Observed Series

Two-metre temperature averages from the monthly land-surface temperature data 
set CRUTEM2v (Jones and Moberg 2003, http://www.cru.uea.ac.uk/cru/data/
tem2) with a resolution of 5° × 5° are considered. Additionally, 2 m temperature 
from the European Centre for Medium-Range Weather Forecasts (ECMWF) 
 reanalysis (ERA-40) (Simmons et al. 2004; Uppala et al. 2005) with a resolution 
of around 1.125° are used as another “proxy” for observations. The time period con-
sidered in this chapter is 1961–2005. Special focus is given to the comparison between 
the 1961–1990 normal period and the most recent 30-year period 1976–2005. The 
periods overlap by 15 years and therefore not entirely independent, but the latter 
is expected to be more influenced by global climate change. The ERA-40 values 
after August 2002 are operational analyses regridded to the ERA-40 grid resolu-
tion using a simple lapse rate correction to account for ERA-40’s coarse orogra-
phy. Seasonal averages of the meteorological seasons (DJF, MAM, JJA and SON) 
are used.

2.2 AR4 Model Runs

To investigate the near past and future climate, IPCC SRES greenhouse gas scenario
runs prepared in the context of the IPCC AR4 assessment are used, see http://www-
pcmdi.llnl.gov/ipcc/about_ipcc.php for details. For the period 1961–2000, we use 
the climate of the 20th century (20C3M) runs which (depending on the model) 
incorporate various natural and anthropogenic forcings including changes greenhouse
gases, ozone and aerosols distribution. For details refer to the references in Table 1 
and Cordero and de Forster (2006). For the periods 2001–2005, 2010–2039, 2040–
2069 and 2070–2099 the following scenario runs are considered: B1 (a convergent
world with the same global population ⇒ weak changes), A1B (a future world of 
very rapid economic growth, CO

2
 concentrations increase by 1% per year until 
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it has doubled at a level of 720 ppm ⇒ moderate changes) and A2 (a very 
 heterogeneous world with continuously increasing global population ⇒ strong
changes). The differences between the scenarios grow with time (cf., e.g., IPCC 
2001). Seven different models with one to five model runs available for each of the 
three scenarios are used for this chapter (Table 1). The restriction to this relatively 
small number of models is due to the fact that we wanted to use models that were 
either already used in the TAR study by Scherrer et al. (2005) or showing good skill 
over Europe in terms of dynamics (e.g., van Ulden and van Oldenborgh 2006).

2.3 Regions of Interest

The 2003 summer heat wave which caused tenths of thousands of excess deaths (Fouillet 
et al. 2006; Kovats et al. 2004) might be an indicator that Central Europe is especially 
susceptible in terms of changes in temperature extremes (Schär et al. 2004; Seneviratne 
et al. 2006). Therefore it seems straight forward to focus on Central Europe more closely. 
Central Europe, is defined here as the CRUTEM2v, ERA-40 and climate model individu-
al’s land grid points in the area covering 3°W–27°E and 44°N–55°N, see box in Fig. 1 or 
Scherrer et al. (2005). The analysis is repeated for the land grid points of the extratropical 
northern hemisphere (latitude > 20°N). This allows to discuss the differences between 
the regional and hemispheric scale changes. Monthly values are converted to seasonal 
means before taking area weighted average series (details given below).

3 Methodology

Monthly to seasonal 30-year samples of averaged Central European 2 m temperature
observations are in general fairly well normally distributed (cf. Scherrer et al. 
2006). It is thus justifiable to characterize the distribution solely by the mean 

Table 1 Some characteristics of the IPCC AR4 models and scenarios considered in this chapter

 Runs and scenarios considered

  20C3M A1B B1 A2
 Resolution  1961– 2001– 2001– 2001–
Model (horizontal/vertical) 2000 2099 2099 2099 Reference

HadCM 3 3.75° × 2.5°, L19 1 1 1 1 Gordon et al. (2000)
HadGEM 1 1.875° × 1.25°, L38 1 1 − 1 Johns et al. (2006)
CSIRO Mk 3.0 T63, L18 1 1 1 1 Gordon et al. (2002)
CGCM 3.1 T63, L31 5 5 5 5 Flato (2005)
MPI ECHAM 5 T63, L31 3 3 3 3 Jungclaus et al. (2006)
GFDL CM 2.1 2.5° × 2°, L24 1 1 1 1 Delworth et al. (2006)
NCAR PCM 1.1 T42, L18 4 4 − 4 Washington et al. (2000)

Total  16 16 11 16
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(the normal value) T
0
 and standard deviation s

0
. The non-stationarity in the series, 

i.e., trends in time series leads to an inflation of variability as noted, e.g., by 
Räisänen (2002) and Schär et al. (2004). It can be shown (cf. Scherrer et al. 2005) 
that the ratio between the standard deviation s of a white noise series of length N 
with a superimposed linear trend of magnitude a per time step and the standard 
deviation s

0
 of the pure white noise series is
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Figure 1 shows s/s
0
 values applying Eq. 1 for the 1973–2002 period (N = 30) summer 

season (JJA) over Europe. For large parts of south-eastern Europe the inflation 
accounts for up to 40–70% in increase of s and is therefore of concern already in 
the recent observational period (Scherrer et al. 2005, supplementary material). 
Further, we are interested in changes in internal interannual variability and not in 
trend induced variability changes. Therefore estimates of standard deviation are 
always computed using linearly detrended series.

3.1 Displaying Distribution Changes: The MSC Diagram

For Gaussian distributions, distribution changes are described by a combination of 
a shift in mean (location) and/or a change in standard deviation (scale), cf. Fig. 2a. 
In order to properly compare observations against model results and the models 
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Fig. 1 Map of inflation factor s/s
0
 as given by Eq. 1 for ERA-40 JJA 2 m temperature data over 

Europe for the 30-year period 1973–2002. The black dashed box shows the region defined as 
Central Europe (adapted from Scherrer et al. 2005, supplementary material).
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among each other in one graph, standardized changes in mean (T−T
0
)/s

0
 and variability

s/s
0
 are used henceforth. Here, the subscript 0 indicates the estimates based on the 

1961–1990 standard normal reference period. The changes in the mean and standard 
deviation are computed after computing an area weighted mean time series using 
all grid points in the domain. This procedure is repeated for all 30-year running 
windows (N = 30) in the period considered.

Plots with standardized Mean versus Standard deviation Change (referred to as 
MSC plots hereafter) are used to illustrate the changes in both parameters simulta-
neously, see Fig. 2b and Sardeshmukh et al. (2000) or Scherrer et al. (2005).

The 5–95% confidence range of the mean and standard deviation change is deter-
mined with a bootstrap resampling technique for both estimates together. 5,000 
samples in combination with a 2D kernel density estimator (e.g., Venables and 
Ripley 2002) are used. The confidence range for the 30-year mean and standard 
deviation value pair estimate is generally an ellipse-like area (grey shading in the 
figures below) spanning ∼±0.2–0.4 s

0
 for both the mean and standard deviation.

4 Results

4.1 Distribution Changes in the Observational Period

4.1.1 Central European Land Region (Period 1961–2005)

Figure 3 shows the standardized running 30-year estimates of mean and standard 
deviation changes for the observed and modelled Central European mean tempera-
ture from 1961–1990 onwards (i.e., the 30-year windows 1962–1991, 1963–1992, …, 
1976–2005). The observed changes are in general similar for CRUTEM2v (thick 

Fig. 2 Illustration of a simultaneous increase in the mean and increase in standard deviation on a 
Gaussian climate distribution A with mean T

0
 and standard deviation s

0
 resulting in distribution B 

with mean T and standard deviation s. (a) Probability density functions, (b) distributions A and B 
in a standardized MSC plot showing standardized changes in the mean (T−T

0
)/s

0
 against standard-

ized standard deviation s/s
0
.
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black line) and ERA-40 (thick grey line) in all seasons. The trends are somewhat lower 
in the ERA-40 data set. The underestimation of the trend, which is probably at least 
partially caused by inhomogeneous input station data, is in good agreement with 
results from other studies (Kunz et al. 2007; Scherrer et al. 2006). Significant rela-
tive increases in the mean are found for spring (Fig. 3b) and especially for summer (Fig. 
3c) where the values are outside the 1961–1990 confidence range. There are only 
very weak mean changes in autumn (Fig. 3d) confirming results from previous 
studies (Klein Tank and Können 2003; Scherrer et al. 2006; Scherrer et al. 2005). 
Increases in variability are particularly found for the JJA season. This increase is 
still present when excluding the hot summer of 2003. The 10–15% decrease in DJF 
variability (Fig. 3a) is primarily caused by the extraordinarily cold winter 1962/63 
dropping out of the running 30-year period in 1992 (Scherrer et al. 2005).

Most of the 20C3M climate runs of the current climate for the years 1961–2005 
show increases in relative mean (T−T

0
)/s

0
. The most consistent increases (up to 0.8 s

0
)

are found for JJA and SON (Fig. 3c, d). The observed JJA increases are somewhat 
underestimated by the models, those for SON clearly overestimated. The increases in 
DJF (Fig. 3a) are mostly comparable with the observed changes, although there are 
also some runs that show no or even negative trends. The trends in MAM (Fig. 3b) 
are mostly underestimated. The changes in relative variability (s/s

0
) are rather small and 

stay mostly within the range of uncertainty of the reference data (0.8 < s/s
0
 < 1.2).

Fig. 3 Evolution of Central European temperature distributions in (a) DJF, (b) MAM, (c) JJA, and 
(d) SON using standardized MSC plots for the period 1961–2005 for observational temperature 
data sets (CRUTEM2v: thick black line, extended ERA40: grey line) and AR4 scenario run results 
for the same period (thin lines). The grey area shows the 5–95% confidence ranges of the 1961–
1990 period determined using a bootstrap approach (see text). The circles represent the period 
1976–2005. 1961–1990 period is at (0, 1) per definition.
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4.1.2 Extratropical Northern Hemisphere Land Regions

Figure 4 shows the changes for the extratropical northern hemisphere land time 
series. Note that the changes in relative mean are approximately three times larger 
than those of Central Europe (different abscissa scaling). Largest changes in the 
relative mean are again found for summer (Fig. 4c).

The general agreement between the CRUTEM2v and ERA-40 data is again 
good. The changes in the mean are larger for CRUTEM2v than for ERA-40 in JJA 
(Fig. 4c), similar for both in MAM (Fig. 4b) and smaller for CRUTEM2v than those
of ERA-40 in SON (Fig. 4d) and DJF (Fig. 4a). The relative changes in variability 
are similar with exception of JJA where for ERA-40 an increase is found. The main 
reason for this discrepancy is one particular year. In 1992, ERA-40 shows much 
lower temperatures than CRUTEM2v. As a consequence, ERA-40 variability 
changes are increased and ERA-40 mean changes are reduced compared to 
CRUTEM2v. One likely reason for this difference in 1992 is the eruption of 
Pinatubo in summer 1991 which caused strong tropospheric cooling in 1992 
(Hansen et al. 1992; Minnis et al. 1993). Obviously ERA-40 and CRUTEM2v do 
not agree on the amount of this cooling linked with the eruption. ERA-40 values 
may be too low. The 20C3M model run changes for the years 1961–2005 are in 
general consistent with the CRUTEM2v and ERA-40 results with exception of 
autumn, where most of the models overestimate the changes in the mean (especially 
wrt CRUTEM2v, cf. Fig. 4d).

Fig. 4 As Fig. 3, but for the average over the land areas of the extratropical northern hemisphere 
(latitude > 20°N). Note that the scale of the abscissa is different to the one of Fig. 3.
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4.2 21st-century Scenario Distribution Changes

4.2.1 Central European Land Region

The last 30-year period available (2070–2099) from the climate scenario runs prepared
for IPCC AR4 are investigated in the same way as the observational period. Results 
are shown in Fig. 5. The dominant changes in Central European mean temperature 
are increases in the mean. The largest relative changes in mean are found in summer 
(Fig. 5c, B1: 1.5–4.5 s

0
, A1B: 2–7 s

0
, A2: 2–9 s

0
) followed by autumn (Fig. 5d, B1: 

1.25–4 s
0
, A1B: 1.75–5.5 s

0
, A2: 2.5–5.75 s

0
), spring (Fig. 5b, B1: 1.75–2.75 s

0
,

A1B: 1.5–3.25 s
0
, A2: 1.75–4.25 s

0
) and smallest relative changes in winter (Fig. 5a, 

B1: 1.25–2.25 s
0
, A1B: 1.5–3 s

0
, A2: 2–3.25 s

0
). As expected by construction of the 

scenarios the changes are in general smallest for the B1 runs, followed by the A1B 
and A2 scenario runs. However, the distinction between the different scenarios is 
not always obvious, especially in summer (Fig. 5c). Also the model-to-model 
spread in the mean change is by far largest in summer, followed by autumn, spring 
and smallest in the winter season.

Changes in variability are less obvious than the changes in the mean. Roughly 
half of the values are within the bootstrap range of the reference period variability 
uncertainties. The most pronounced tendencies are found in summer; with consid-
erable ensemble mean (EM) increases of variability of 22% for B1, 23% for A1B 

Fig. 5 Standardized MSC plots for Central European AR4 scenario results for the 2070–2099 period 
(filled symbols). Also shown is the curve for the observational period (1961–2005) in Central Europe 
(thick black line). The most recent 30-year window value (1976–2005) is shown as white point. The 
rectangular box shows the boundaries of the area shown in Fig. 3. Grey area: 5–95% confidence 
ranges of the 1961–1990 period determined using a bootstrap approach. B1 scenario circles are light 
grey, A1B diamonds are grey and A2 triangles black. (a) DJF, (b) MAM, (c) JJA, and (d) SON.
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and 47% for A2. Variability is increasing in most scenarios and models, which is 
consistent with studies analysing regional climate models (Giorgi et al. 2004; 
Kleinn et al. 2005; Schär et al. 2004; Seneviratne et al. 2006) and global climate 
models (Brabson et al. 2005; Meehl and Tebaldi 2004). The results for the other 
seasons are rather inconclusive. The model-to-model spread for variability changes 
is large and there are no clear tendencies visible for any of the scenarios.

To get a more clear picture of the expected relative changes in terms of the tem-
perature probability density functions (PDFs) we construct Gaussian PDFs for the 
B1 (11 runs), A1B (16 runs) and A2 (16 runs) scenarios using EM changes in both 
relative mean and relative standard deviation. Note that PDFs constructed in this 
way (PDF

EM
 subsequently) are not a physical solution but rather a simple statistical 

view of the IPCC ensemble in terms of EM changes. Additionally, PDFs are con-
structed using the average (PDF

AVG
 subsequently) of the individual model run 

PDFs, assuming that each model run is equally probable to represent the predicted 
future climate,
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R

PDFAVG

m
m

m r
r
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=

==∑
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,
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where m is the index for the seven different models considered, and r the index for 
the individual model runs. R

m
 is the number of model runs for model m. No addi-

tional smoothing is applied in the PDF
AVG

 construction. In contrast to the Gaussian 
PDF

EM
 the PDF

AVG
 is in general not Gaussian, but skewed, bumpy or could even be 

multimodal. It includes a large amount of uncertainties (i.e., model differences, 
internal variability, model errors). Figure 6 shows examples for JJA A1B and A2 
scenario PDF

EM
 (solid line) and PDF

AVG
 (dashed line) for the period 2070–2099. 

The PDF
AVG

 is unimodal without additional smoothing. The reason for this difference
compared with other studies (e.g. Tebaldi et al. 2005) is that we show relative 
instead of absolute changes in temperature, which makes PDFs smoother by 
correcting biases and errors in variability. As expected the PDF

AVG
 is broader and 

flatter than the PDF
EM

 and thus the likelihood for very small or very large changes 
is considerably increased. Both PDFs show a clear increase in the JJA variability 
confirming the above results.

Figure 7 shows PDF
EM

s for all seasons and two different 30-year periods in the 
observational period (1961–2005, 1976–2005) as well as three future periods 
(2010–2039, 2040–2069 and 2070–2099). The PDF changes for the most recent 
30-year observational period (1976–2005, grey curve) with respect to the 1961–1990
reference period show increases in the mean as well as an increase (small decrease) 
in variability in summer (winter) as discussed above (cf. Figs. 3a, c and 7a, g).

For the nearer future period 2010–2039 (Fig. 7a, d, g, j), the changes are almost 
exclusively changes in the mean. These are very similar for all scenarios. There is 
a weak tendency for smaller relative changes in the mean in winter and spring than 
in summer and autumn.
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For the period in the mid-21st century (2040–2069, Fig. 7b, e, h, k) the changes 
in the mean have increased (still with smaller changes in winter and spring than in 
summer and autumn). In addition, there is a widening of the distribution in summer 
and autumn. The B1 changes are now clearly smaller than those of the A1B and A2 
scenarios which are still very similar.

For the end of the 21st-century period (2070–2099, Fig. 7c, f, i, l) the changes 
in the mean have further increased for all scenarios and the differences between the 
scenarios are now clearly visible also for the A1B and A2 scenario. The increase in 
the mean is smallest for the B1, followed by the A1B and largest for the A2 sce-
nario. This agrees well with the response on a global scale and the underlying glo-
bal carbon emissions used to construct these scenarios (IPCC 2001). All scenarios 
show increased 2070–2099 summer variability, but the largest changes are clearly 
found for A2 (Fig. 7i). The PDFs in the other seasons are more or less purely 
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Fig. 6 Central European mean JJA temperature PDFs based on IPCC SRES A1B (panel a) and 
A2 (panel b) scenarios using (1) a PDF

EM
, i.e., the ensemble mean of the individual models’ 

relative mean and relative standard deviation changes (solid) and (2) a PDF
AVG

, i.e., the standard-
ized sum of the individual model PDFs (dashed). No smoothing is applied in the PDF

AVG
 construc-

tion. The reference PDF (standard deviation is 1 per definition and representing the 1961–1990 
period) is shown in grey.
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shifted (i.e., pure increase in the mean for MAM and SON as well as no change in 
variability for DJF). This is consistent with the results in terms of variability 
changes discussed above (cf. Fig. 5). Note that the variability changes discussed are 
caused by internal variability changes and not by a statistical artefact, since the 
trend induced changes have been eliminated by the detrending procedure.

4.2.2 Extratropical Northern Hemisphere Land Regions

The relative changes for the extratropical northern hemisphere 2070–2099 period 
are much larger than those for the Central European region. The scatter of the runs 
is largest in summer (as for Central Europe, cf. Figs. 5 and 8). The different sce-
narios (B1, A1B and A2) are still not clearly separated. This is a good indication 
that interexperiment differences for near-surface temperature are large compared to 
the differences given by the different scenarios. A similar result is found by 
Räisänen (2001) for the CMIP2 data set, where most of the interexperiment differ-
ences come from model differences and are not caused by internal variability.
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Fig. 7 Central European relative temperature PDF
EM

s for two observed periods (1961–1990: 
thick black and 1976–2005: thick grey), three future periods (2010–2039: thin lines in panels a, d, 
g, j, 2040–2069: thin lines in panels b, e, h, k, 2070–2099: thin lines in panels c, f, i, l, three 
different scenarios (B1: solid line, A1B: dashed line, A2: dash-dotted line) and all meteorological 
seasons (DJF: panels a, b, c, MAM: panels d, e, f, JJA: panels g, h, i, SON: panels j, k, l). Abscissa-
unit is 1. Refer to text for details on the PDF construction.
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4.3  Differences Between TAR and AR4 Results 
for Central Europe

Since the publication of the TAR in 2001 the model formulations of coupled 
 climate processes determining local and large-scale variability have been 
changed in one or other way. Therefore the AR4 results for Central Europe 
above are compared with those of the TAR presented in Scherrer et al. (2005). 
The comparison is somewhat difficult and not fully objective since the AR4 
results are based on more models, some of them run in ensemble mode. Although 
numbers might somewhat differ, most TAR results are confirmed by AR4. The 
general characteristics have been discussed above already. There are three obvi-
ous differences:

● The future JJA increase in Central European temperature variability is supported 
by many more models and model runs in AR4 compared with TAR, cf. Fig. 5c 
in this chapter with Fig. 4c in Scherrer et al. (2005). The increases are larger and 
more consistent than in TAR, especially for the A2 scenario.

● The slight future decreases in variability found in the DJF TAR runs on the other 
hand are not that pronounced in the AR4 results, where both, increases and 
decreases (no change for the EM, Fig. 7 a, b, c) are found.

● The (insignificant) increase in the 1961–2005 period Central European JJA tem-
perature variability, which was supported by most of the TAR models, is only 
weakly present in the AR4 runs.

Fig. 8 As Fig. 5, but for land areas of the extratropical northern hemisphere (latitude > 20°N). 
Note that the scale of the abscissa is different to the one of Fig. 5.
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5 Summary and Outlook

In this chapter we examined the relative temporal changes in Central European and 
extratropical northern hemisphere seasonal land temperature in terms of mean 
and interannual variability. Observations and state of the art IPCC scenario runs 
 prepared for AR4 are used to investigate (1) the recent past (1961–2005) and (2) 
21st-century projections. All data sets and model runs have been scaled by their 
corresponding interannual variability to facilitate the comparison between the data 
sets. Time series were detrended to investigate changes in internal variability.

For the 1961–2005 period, the analysis shows that the dominant changes in seasonal
temperature distributions are an increase in the mean values in both observations 
and scenario runs for Central Europe and the extratropical northern hemisphere 
land regions. This is consistent with earlier studies that investigated changes in 
mean and variability. The largest observed and modelled relative changes in the 
mean are found for summer. However, also the largest model-to-model differences 
are occurring in the summer scenarios. These model-to-model differences are not 
smaller in the AR4 runs compared with those in the TAR runs. Changes in the mean 
are captured reasonably well by the models on the regional as well as hemispheric 
scale although models tend to overestimate changes in the mean in autumn for both 
spatial scales. The insignificant small decrease in recent observed winter temperature
variability is not found in the AR4 climate runs. Similar the insignificant small 
increase in recent observed summer temperature variability is only weakly present 
in the AR4 models. As noted above the decrease in winter variability is linked to 
the extraordinary winter 1962/63, whereas the increase in summer variability lasts 
even without the extraordinary summer 2003. But it remains unclear whether the 
observed variability changes are natural decadal variability only or the beginning of 
a continuing trend.

The projected PDF changes for the 2010–2039 period are changes in the mean. 
The differences between the different scenarios are negligible. For the mid-century 
2040–2069 period, the mean increases further in all seasons, but also a widening of 
the summer PDF becomes visible. Towards the end of the century (2070–2099), 
significant increases in Central European summer variability (EM values for B1: 
+22%, A1B: +23%, and A2: +47%) are found. The largest changes in the mean, but 
also the largest model-to-model differences are found for the summer season. No 
clear changes in variability are found on the hemispheric scale and for the other 
seasons using the AR4 model results available.

Overall the results show that present-day global models are able to reproduce 
recent Central European and extratropical relative 2 m temperature trends relatively 
accurately. However, model-to-model differences on a regional to continental scale are 
in the same order or even larger than the uncertainty introduced by the different 
scenarios (B1, A1B, A2). This is especially the case for the distant future (2070–2099)
summer seasons. The differences could be mainly caused by model errors, but 
closer investigations are needed to make more general statements. The above point 
as well as the very small number of ensemble members probably not representing 
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the full uncertainty of the system, makes it very difficult to construct a meaningful 
probabilistic projection of climate change.

We show that the differences between simple methods to construct estimates of 
PDFs using the ensembles from different models are large even for a key climate 
parameter such as mean temperature. More advanced techniques have been applied 
to produce probabilistic projections of climate change recently. They all determine 
some sort of weights for the different model runs using among other things the 
model’s capability to model present day or past conditions. Examples for statistical 
verification approaches can be found, e.g., in Min and Hense (2006) and Tebaldi et al.
(2005). Other authors determine the credibility of the models using their thermo-
dynamical or dynamical capabilities (Knutti et al. 2006; Kunkel et al. 2006; van 
Ulden and van Oldenborgh 2006) or constrain predictions using past climate 
change (Allen et al. 2000; Lopez et al. 2006).

Besides improving the statistical techniques to construct PDFs which are useful 
for all kinds of climate risk assessments, impact studies and policy making, we think
that it is also crucial to improve the single models participating in the IPCC process 
with a high priority. A major task should be the identification of the processes 
which are badly represented in the models and are causing large model errors. In a 
second step these insights could be used to substantially reduce model errors by 
implementing better parameterizations and/or more appropriate physics.
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Long-term Tropospheric Ozone Trends: 
A Critical Review

J. Staehelin and C. Schnadt Poberaj

Abstract In this review we attempt to critically evaluate the availability of reliable 
tropospheric ozone measurements suitable for long-term trend analysis. The focus 
is on large-scale changes deduced from measurements, which are used for comparison
with numerical simulations of the tropospheric ozone cycle. These are required to 
quantify the influence of anthropogenic ozone precursor emission changes on 
climate. Long-term tropospheric ozone measurements show that ozone over Europe 
has increased by more than a factor of two between World War II and the early 
1990s which is consistent with the large increase in anthropogenic ozone precursor 
emissions in the industrialized world. However, the further increase in background 
ozone over Europe and North America since the early 1990s cannot be solely 
explained by regional ozone precursor changes because anthropogenic ozone pre-
cursor emissions decreased in the industrialized countries as consequence of air 
pollution legislation. Measurements also indicate large increases in ozone in the 
planetary boundary layer over the tropical Atlantic since the late 1970s, which have 
been attributed to large increases in fossil fuel related emissions. Measurements at 
southern midlatitudes, which are limited in number, show a moderate increase in 
tropospheric ozone since the middle of the 1990s.

1 Introduction

Ozone was discovered by C. F. Schönbein in 1842, and he was able to document 
that ozone is present in ambient air already two years after its discovery (Schönbein 
1844). Around the end of World War II it was found that ozone can be produced in 
the troposphere by photochemical air pollution (Haagen-Smith, 1952). Today it is 
well known that elevated ozone concentrations occur downwind of most large cities 
all over the world (e.g., Staehelin 2002). Ozone is an important precursor of the 
OH-radical which limits the tropospheric lifetimes of many gaseous species including
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important greenhouse gases such as methane. Ozone is also an important greenhouse
gas: its increase due to anthropogenic precursor emissions has significantly contributed
to changes in radiative forcing since preindustrial times. It has therefore signifi-
cantly added to the driving force of anthropogenic changes in climate (e.g., IPCC 
2001). The effect of ozone as greenhouse gas maximizes at tropopause altitude. 
However, determining anthropogenic radiative forcing by tropospheric ozone is a 
difficult task, since ozone is formed in a series of complex reactions from its precursors,
which need to be described by complex numerical simulations of the tropospheric 
ozone cycle. In order to test the reliability of these models, they need to be validated 
by comparison with measurements, which can be obtained by different approaches 
(e.g., Stevenson et al. 2006).

It is beyond the scope of the paper to present any exhaustive discussion of 
tropospheric ozone trend analysis and its different causes, and we refer to Logan 
et al. (1999) and Oltmans et al. (1998, 2006) for a more complete discussion of the 
subject. Here we focus on the discussion of long-term global tropospheric ozone 
trends excluding local and regional scales. We will shortly describe the most important
processes determining long-term tropospheric ozone trends (Sect. 2), followed by 
a short overview of available measurements (Sect. 3). Thereafter we will discuss 
ozone trends derived from measurements for different regions of the world (Sects. 
4–6), and Sect. 7 contains conclusions.

2 Relevant Processes

Tropospheric ozone is produced in the troposphere by a complex series of photo-
chemical reactions (Fig. 1). The ozone precursors include nitrogen oxides (NO

x
:

NO + NO
2
), volatile organic compounds (VOC) and carbon monoxide (CO). At larger

temporal and spatial scales, nitrogen oxides are the species that restrict ozone 
formation. The photochemical reactions shown in Fig. 1 lead to a gradual decrease 
in NO

x
 concentrations (by formation of HNO

3
). If NO

x
 concentrations are very low, 

ozone is destroyed by photochemistry (not shown in Fig. 1). In addition to photochemical 
ozone production and destruction, the global tropospheric ozone cycle also includes
the transport from the stratosphere and the destruction of ozone at the Earth’s surface. 
In a recent study, Stevenson et al. (2006) used 26 numerical simulations (most of them 
set up as chemical transport models) to deduce the present day tropospheric ozone 
budget (the numbers of the results of the numerical simulations are given in tera-
grams ozone per year, those in brackets describe the standard deviation):

Global photochemical ozone production from anthropogenic and natural precursors:
5056 (±571)
Global photochemical ozone destruction: 4561 (±722)
Surface destruction: 1014 (±219)
Import from stratosphere: 519 (±195)

The results of this study illustrate that the uncertainties in the individual budget terms
are still considerable, particularly with regard to ozone import from the stratosphere.
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Fig. 1 Overview of photochemical tropospheric ozone production (from Staehelin et al. 2000). 
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Fig. 2 Fossil-fuel related NO
x
 emissions from continents (TEAM (TNO emission assessment 

model), RETRO, Pulles et al. 2007). Note that emissions from ships and aircraft are not covered 
in this emissions inventory.

To understand tropospheric ozone trends, they need to be compared with 
changes in anthropogenic ozone precursor emissions. Emission changes are 
described by emission models. They rely on the description of anthropogenic 
activities leading to respective emissions and emission factors, that describe the 
type of technology (e.g., temporal changes in technology for road traffic vehicles 
by the introduction of catalytic converters in gasoline driven vehicles depending on 
national legislation). Emissions of society such as road traffic and industry also 
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depend on economy, and all emission models show large increases in the period 
following World War II due to the large economic growth (cf. Fig. 2). In the indus-
trialized countries anthropogenic emissions stabilized and decreased after the 
1980s because of the introduction of air pollution abatement legislation while the 
emissions still increased in developing countries during the 1990s, for example, in 
Southeast Asia such as China. However, different emission models show considerable
differences particularly with respect to European emission changes in the 1990s 
demonstrating uncertainties which data should be used, for example, in numerical 
simulations.

3 Overview of Available Ozone Measurements

Various methods to measure ozone in tropospheric air have been developed over 
time. The most common in situ methods used in the past and today include:

● Schönbein used impregnated papers which change color when exposed to ozone. 
This method was widely used in the 19th century. However, it now appears that 
this method is not reliable and should therefore not be used in a quantitative way 
(neither for trend analysis nor for comparison with numerical simulations) (cf. 
Staehelin et al. 1994).

● In the observatory of Montsouris close to Paris ozone was measured from 1876 
to 1911 by a chemical method using arsenite (Volz and Kley 1988). However, this 
method is susceptible to interference with sulfur dioxide, and it is not clear whether
this interference could be entirely removed in the measurements presented by 
Volz and Kley (1988). In addition, the representativeness of the measurements 
with respect to local influences is questionable. Therefore, the average ozone 
concentration derived from these measurements (approximately 10 ppb) has to be 
considered with great caution and should not be used in model validation studies 
of tropospheric ozone of the preindustrial troposphere (Staehelin et al. 1994).

● Chemical measurements (KI) have been widely used in the 20th century until the 
1970s. Ozone measured by this method is also affected by interference with SO

2
,

and therefore only measurements from rural and remote sites should be used for 
trend analysis (Staehelin et al. 1994). The same method using electrochemical detec-
tion is also applied for ozone profile measurements from light balloons (ozone 
sondes). A network of ozone sonde stations has been operating since the late 
1960s providing a unique data set to document long-term tropospheric ozone 
changes (e.g., Logan et al. 1999). However, note that different sensors have been 
developed over time (e.g., Brewer Mast and Electro Chemical sondes (ECC) ) 
which show systematic differences. Furthermore, the evaluation of the data quality 
of old ozone sonde measurements (such as in the 1970s) is a difficult task.

● Reliable ozone measurements can be obtained by UV absorption using the Hg 
emission line at 253.7 nm, which is presently commonly applied in ground-based
ozone monitoring (e.g., Klausen et al. 2003). Continuous ozone measurements 
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from air pollution monitoring are available from an increasing number of stations.
However, reliable ozone measurements useful for long-term trend analysis from 
remote sites are still restricted. The method is also used to measure ozone from 
air planes, as well as from ships. Measurements from regular aircraft are particularly
valuable for trend analysis if they provide extended data sets such as in the MOZAIC
program (Measurement of Ozone and Water Vapour by Airbus In-Service 
Aircraft, since 1994, Marenco et al. 1998) and the earlier GASP program (Global
Atmospheric Sampling Program, 1975–1979) (Nastrom 1979; Schnadt Poberaj 
et al. 2007).

It is important to note that surface measurements at high mountain sites as discussed
in the following text, are mostly indicative of free tropospheric air masses (e.g., 
Zellweger et al. 2003). Hence, ozone trends derived from these stations are largely 
representative for changes in the free troposphere. Similarly, surface ozone measure-
ments at remote sites such as, for example, available in the extratropical southern 
hemisphere (Sect. 6) also largely reflect free tropospheric conditions.

4 Ozone Trends in the Northern Extratropics

While surface ozone measurements of the 19th century, particularly those measured 
by Schönbein papers, have to be regarded with caution, the comparison of available 
ozone measurements performed before the end of the 1950s and those measured at 
the same sites or sites at similar altitudes show an increase by more than a factor 
two for August and September (Fig. 3) which is most probably attributable to the 
large increase in anthropogenic ozone precursors in this period (cf. Fig. 2). Note 
that a similar increase was documented from measurements of the High Alpine 
Observatory Jungfraujoch (3,560 m a.s.l.). These trends mainly reflect changes in 
the free troposphere, since the high alpine station samples free tropospheric air during 
more than half of the time (Zellweger et al. 2003). Most of the measurements shown 
in Fig. 3 were only performed during campaigns. However, the long series of surface
ozone measurements of Arosa, a resort area in the Swiss Alps (Staehelin et al. 1994),
confirms that the ozone increases reported in Fig. 3 took place during all seasons.

Measurements of the European ozone sonde stations show large increases in free 
tropospheric ozone from the early 1970s to the 1990s (5–25% per decade during 
1970–1996; Logan et al. 1999). However, it is difficult to assess the data quality of the
Brewer Mast sondes in the 1970s, and the temporal evolutions of ozone at 500 hPa 
are markedly different at the two nearby stations of Hohenpeissenberg, situated 
close to Munich in Northern Germany, and Payerne, located in the Swiss plateau 
(see, e.g., Logan et al. 1999), which seems be difficult to explain.

Since 1992 ozone, measured at high mountain sites, has increased further 
(Brönnimann et al. 2002; Ordóñez et al. 2007, see Fig. 4). These increases are more 
difficult to explain as anthropogenic ozone precursor emissions have decreased in 
Europe and North America since the early 1990s due to air pollution legislation 
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(cf. Fig. 2). Since 1994 ozone has been continuously measured from regular aircraft 
within the MOZAIC project. The analysis of these measurements shows a considerable
increase in upper tropospheric and lower stratospheric ozone (Thouret et al. 2006). 
Another study of the same data set shows that the tropospheric ozone column 
amount measured over airports has increased as well (Zbinden et al. 2006). Both 
investigations indicate that the increase extends over much of the northern extratropics.
An ozone increase of similar magnitude has been found in the surface ozone meas-
urements at Mace Head, a station at the west coast of Ireland (Simmonds et al. 
2005). All measurements including background surface stations and measurements 
in the free troposphere show that ozone trends are most pronounced in winter. Note that
European ozone sonde measurements do not support this increase, possibly because 
of lower sampling frequencies, lower precision of the sensors and possibly limita-
tion in data quality (Ordóñez 2006). Different causes for this remarkable increase 
have been discussed in the literature: (i) effects of more frequent biomass burning, 

Fig. 3 Historical (circles) and recent (triangles) surface ozone concentrations of August/September 
from different locations in Europe as a function of altitude. The data of 1988–1991 are based on 
continuous monitoring measurements, whereas the historical measurements from the different sites 
mostly include measurements collected over short periods (from Staehelin et al. 1994). Copyright
1993 Pergamon Press Ltd.
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(ii) changes in transport of air masses over the Atlantic in association with changes 
of the North Atlantic Oscillation (note that correlations between the North Atlantic 
Oscillation (NAO) and column ozone amount over Europe, as well as between the 
Arctic Oscillation (AO) and springtime ozone amount over the northeastern 
Atlantic for the period 1979–2000 were found using satellite data (Creilson et al. 
2003, 2005 and references therein), (iii) influence of the strongly increasing emissions
from South East Asia, and (iv) changes in the transport of ozone from the strato-
sphere, a parameter difficult to describe in numerical simulations of the global 
ozone cycle using state-of-the-art chemical transport models (cf. Sect. 2). Indeed, 
during the 1990s, ozone substantially increased in the lowermost stratosphere at 
northern midlatitudes. A recent study (Ordóñez et al. 2007) showed strong correlations
between the ozone anomalies in the lowermost stratosphere and ozone concentrations
measured at three European high mountain stations in the 1990s. This suggests a major
contribution of an increased flux of ozone from the stratosphere to the troposphere 
to the well-documented ozone background increase in Europe which occurred during 
the 1990s.

Ozone balloon measurements from Japan, as well as surface and free tropo-
spheric ozone measurements on Japanese islands in the Pacific show increasing 
values since the 1970s. Such increases have been attributed to the increasing ozone 
precursor emissions in continental Asia such as China (Naja and Akimoto 2004). 
However, it was noted that the ozone increases from the ozone balloon series have 
not longer been statistically significant since the early 1990 (Oltmans et al. 2006).

The longest ozone sonde record from USA was measured at Wallops Island 
(38°N): it shows a hardly significant increase in free tropospheric ozone for the period 
1970–2003. The record from Boulder, Colorado (40°N) shows an insignificant decrease 

Fig. 4 Time series of seasonal mean ozone values of three European high mountains sites 
(Jungfraujoch, Zugspitze, and Sonnblick) and seasonal trends (from Ordóñez 2006).
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in free tropospheric ozone concentrations for 1985–2003 (Oltmans et al. 2004). The 
more northern Canadian stations Resolute (75°N) and Churchill (59°N) show signifi-
cant decreases in tropospheric ozone in the period 1980–1990 extending from the 
planetary boundary layer up to the tropopause, while during 1991–2001 increasing 
ozone concentrations were found, which are significant at most tropospheric altitudes 
(Tarasick et al. 2005). This temporal evolution is difficult to explain by changes in 
anthropogenic ozone precursor emissions. However, the temporal change in upper 
tropospheric ozone was similar to the changes observed in the lowermost stratosphere 
suggesting that long-term tropospheric ozone trends are considerably influenced by 
changes in ozone in the lowermost stratosphere. At polar sites, ozone in the planetary 
boundary layer sometimes suddenly decreases in spring (Oltmans et al. 2006). This 
phenomenon has been attributed to biogenic emissions of halogen containing com-
pounds, but it does not seem to influence long-term trends.

5 Ozone Trends in the Tropics

Available ozone measurements from the tropics suggest variable trends depending on 
regions. Upward trends were reported from long-term measurements from ship 
cruises over the Atlantic for 1978–2004 showing largest increases in the latitude 
bands of 20°–40°N (Fig. 5) (Lelieveld et al. 2004). Twice as large increases have been 

Fig. 5 Ozone trends derived from measurements from ships (Lelieveld et al. 2004). Ship tracks 
are shown in blue, derived trends for 20° latitude bands in ppb ozone per year. The increases in 
anthropogenic NO

x
 emissions in different regions are shown at the right side. Reprinted with 

permission from AAAS.
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found for the free tropical troposphere over the Atlantic from the MOZAIC measurements 
starting in 1994 (Bortz et al. 2006). In both papers these large increases were attributed 
to increasing fossil-fuel emissions in the regions surrounding the Atlantic.

Surface-ozone measurements from the Mauna Loa Observatory at Hawaii available
since 1974, and ozone sonde measurements from Hilo, available since 1982, show 
moderate increases. Long-term backward trajectory analysis have provided evidence 
that changes in the origin of air are the most likely primary factor for the observed 
increase (Oltmans et al. 2006).

6 Ozone Trends in the Southern Extratropics

The knowledge on long-term tropospheric ozone trends in the Southern extratropics 
is strongly limited because of the restriction of measurements. The ship cruise 
measurements of Fig. 5 also show upward near-surface trends in the Southern mid-
latitude Atlantic region, although less pronounced than in the tropics. The only 
available sonde station operated at the remote site of Lauder in New Zealand shows 
a continued increase in the middle troposphere since 1986, which is qualitatively 
similar to the surface ozone increase reported from the long-term stations Cape 
Grim (Australia) and Cape Point (South Africa) (Fig. 6). Particularly interesting is 
also the temporal evolution of surface ozone at the South Pole showing a continuous
decrease from the middle of the 1970s until the middle of the 1990s followed by an 
increase. However, recent studies have indicated that particular processes are 
important in Antarctica possibly influencing ozone trends (see Oltmans et al. 2006 
including references).

Fig. 6 Long-term ozone changes including southern extratropics measured at several surface sites 
(from Oltmans et al. 2006). The ozone deviations are derived from a statistical model described 
in Harris et al. (2001). Copyright 2006 Elsevier Ltd.
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7 Conclusions

Ozone in the troposphere is an important greenhouse gas, and numerical simula-
tions show that its changes due to the emissions of anthropogenic precursors have 
significantly contributed to radiative forcing. While the concentrations of long-
lived greenhouse gases such as carbon dioxide, methane, and others can be deter-
mined from ice cores, no reliable measurements of pre-industrial tropospheric 
ozone exist. According to our knowledge the oldest reliable measurements are 
available from European sites, which show a large increase on the order of a factor 
two from the late 1950s until the early 1990s, which can most probably be attrib-
uted to the large increase in anthropogenic emissions. Measurements from northern 
midlatitudes show a further increase in free tropospheric ozone since the early 
1990s extending from North America to Europe (Zbinden et al. 2006) including 
North Canada, where increases can hardly be attributed to regional changes of 
anthropogenic ozone precursors. The scientific reasons of these upward trends are 
still discussed controversially. The simultaneous large increase in lowermost strat-
ospheric ozone is consistent with the speculation that increased amounts of ozone 
imported from the stratosphere could be an important cause of the observed 
increase. This interpretation seems to be supported by recent data analyses (Tarasick 
et al. 2005; Ordóñez et al. 2007), but present chemical transport models have prob-
lems to adequately describe the influence of stratosphere–troposphere exchange. 
Over the tropical region of the Atlantic strong increases in ozone have been docu-
mented since the early 1980s, which have been attributed to the increase of anthro-
pogenic fossil-fuel emissions. However, in many other tropical regions reliable 
long-term measurements are not available. Thus, it seems premature to draw overall 
conclusions for the tropical regions. The same is true for the southern midlatitudes, 
where also only very few long-term measurements are available. This shows the 
strong demand for reliable long-term observations, particularly for many remote 
sites. In addition, the very valuable monitoring from regular aircraft needs to be 
extended into other parts in the world.
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Simulation of Long-term Evolution 
of Stratospheric Dynamics and Chemistry: 
Role of Natural and Anthropogenic Forcings

M. Dameris and R. Deckert

Abstract In recent years numerical models describing dynamical, physical and 
chemical processes of the Earth’s atmosphere have been significantly improved. 
Simulations with so-called Climate–Chemistry Models (CCMs) do not only allow 
investigations of single processes but also enable analyses of feedback mecha-
nisms. Detailed inspections of model results with observations can help to identify 
gaps in our understanding and to improve our knowledge of atmospheric processes. 
This is the basis for model systems which are needed for estimates of the future 
evolution of atmospheric behaviour. In the following some examples are discussed 
which clearly indicate the need for such models. The role of natural as well as man-
made forcings of the atmospheric system is examined. Moreover, the interaction of 
climate change effects and atmospheric chemistry, especially ozone, is demon-
strated with results derived from multi-year CCM simulations.

1 Introduction

The importance of the coupling between dynamical, physical and chemical processes in 
the stratosphere has been recognised for many years. For example, investigations of the 
relations and feedbacks between ozone (O

3
) depletion and climate-change processes 

that control them have demonstrated that it is not possible to achieve a complete under-
standing of recent ozone changes without the consideration of dynamical and physical 
processes and their interaction with chemical processes. An increase of well-mixed 
greenhouse gas concentrations (e.g., carbon dioxide: CO

2
; methane: CH

4
; nitrous oxide: 

N
2
O) in the atmosphere leads to higher tropospheric temperatures (greenhouse effect) 

and lower stratospheric temperatures. The rates of many chemical reactions are tem-
perature dependent, and these reaction rates affect the chemical composition of the 
atmosphere. Reduced stratospheric temperatures lead to a slowing of some gas-phase 
reactions that destroy ozone, but also lead to intensified depletion of ozone in the lower 
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polar stratosphere due to increased activation of halogens (e.g., chlorine: Cl, bromine: Br) 
on polar stratospheric clouds (PSCs). Since climate change also influences the dynam-
ics of the troposphere and the stratosphere, dynamically induced temperature changes 
could locally reinforce or oppose the temperature changes caused by radiative processes. 
The net effect of radiative, chemical and dynamical feedbacks is poorly understood and 
quantified at present because many of the interactions are non-linear. Assessments of 
future stratospheric composition and climate change are thus uncertain.

Numerical models are useful for investigations of chemical composition, and 
thermal and dynamical structure of Earth’s atmosphere. They allow evaluations of 
various processes and mechanisms as well as feedbacks. Scientific progress can be 
achieved by understanding the discrepancies between observations and results 
derived from model simulations. Assessments of the future development of atmo-
spheric dynamics and chemistry are typically based on scenario simulations and 
sensitivity studies. During recent years a number of Climate–Chemistry Models 
(CCMs) have been employed to address the questions how dynamical, physical and 
chemical processes interact, and how natural and anthropogenic forcings affect cli-
mate and atmospheric composition, especially the evolution of the ozone layer and 
ozone recovery (e.g., Eyring et al. 2006, 2007).

2 Climate–Chemistry Models (CCMs)

CCMs are adequate numerical tools to investigate the impact of climate change on 
atmospheric composition and vice versa, since these models do consider interactions
of radiative, dynamical and chemical processes. They have been used for long-
term simulations to study recent and future changes. In a CCM the simulated concen-
trations of radiatively active gases are used in the calculations of net heating rates. 
Changing abundances of these gases due to chemistry and advection, influence heat-
ing rates and, consequently, variables describing atmospheric dynamics such as 
temperature and wind. This gives rise to a dynamical-chemical coupling in which 
chemistry influences dynamics (via radiative heating) and vice versa (via tempera-
ture and advection). Not all CCMs consider the full coupling for all chemical con-
stituents – some radiatively active gases are specified in either the climate or the 
chemistry modules. Ozone is always fully coupled as it represents the dominant radia-
tive-chemical feedback in the stratosphere. In particular, transient CCM simula-
tions consider observed or predicted gradual changes in concentrations of 
radiatively active gases and other boundary conditions (e.g., emissions). The tem-
poral development of sea surface temperatures (SSTs) are prescribed for a specific 
episode (years to decades), since CCMs are not coupled to ocean models so far. For 
example, the CCM E39/C has been employed for an ensemble simulation covering 
the time period between 1960 and 2020. Three transient simulations have been per-
formed for the years 1960–1999, four for 2000–2020 (Dameris et al. 2005, 2006). 
As boundary conditions serve observed and predicted changes with respect to SST 
and ice cover, concentrations of radiative active gases (e.g., CO

2
, CH

4
, N

2
O) and 

chlorine compounds. Natural and anthropogenic nitrogen oxide (NO
X
) emissions at 
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Earth’s surface, and NO
X
 emission from lightning and air traffic are considered. 

Additionally, the effects of large volcanic eruptions (Agung in year 1963; El 
Chichón in year 1982; Pinatubo in year 1991) are considered in both, chemistry 
module and radiation scheme of E39/C. The solar cycle is taken into account and 
the quasi-biennial oscillation (QBO) is nudged (only between 10°S and 10°N) 
according to observations of the equatorial wind field.

3 Results

Figure 1 displays zonal mean temperature changes in the northern and southern 
polar stratosphere during the 60 model years. The lines represent means of the 
E39/C ensemble simulation separately for each decade during the period covered 

Fig. 1 Climatological mean curves of the annual cycle of zonal mean temperature (in K) as 
simulated with the CCM E39/C in 80°N (top) and 80°S (bottom) at 30 hPa. Different lines indicate 
decadal mean values for the six decades, i.e., the 1960s, 1970s, 1980s, 1990s, 2000s, and 2010s. 
The shaded areas indicate the range of minimum and maximum temperatures within the 1960s.
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by transient simulations. The shaded area denotes the minimum and maximum values 
calculated for the 1960s. A comparison with respective long-term observations 
(e.g., analyses of the National Centre for Environmental Prediction: NCEP, see web 
page: http://code916.gsfc.nasa.gov/Data_services/met/nmc_stats.html) shows that 
the model is able to reproduce hemispheric differences in dynamical variability 
changes. While the annual cycle is well captured in both hemispheres, and the mean 
values in the northern hemisphere agree well with respective analyses derived from 
observations, the model shows deficiencies in the southern hemisphere (i.e., too cold
lower stratosphere, understated inter-annual variability) which are due to a cold bias
(Dameris et al. 2005). With regards to the high dynamical variability of the northern 
hemisphere during winter and spring, E39/C shows reduced inter-annual variability 
in early winter (December and January). Nevertheless, E39/C is able to reproduce 
stratospheric warmings in mid and late winter, but the number of major events is 
smaller than observed. In the northern hemisphere the climatological mean values 
for the six decades neither show systematic changes nor statistically significant 
differences, whereas in the southern hemisphere the lower stratosphere changes 
steadily towards colder conditions in late winter and early spring (i.e., more stable 
polar vortices). The lifetime (persistence) of the south polar vortex has been 
prolonged by about two to three weeks from the 1960s to the 1990s which is in 
agreement with analyses derived from observations (e.g., Zhou et al. 2000).

Short- and long-term changes of total ozone have been investigated by means of 
the ensemble simulation. Past total ozone changes are well simulated on both long 
(decadal) and short (monthly) timescales. There are many apparent features of episodic
similarities between simulation and observation (for details see Dameris et al. 2005, 
2006). For example, the impact of the 11-year solar cycle on stratospheric ozone 
has been investigated. Analyses of total ozone anomalies in the tropics (25°N–25°S),
which are based on combined observations of the years from 1964 to 2005, suggest 
that decadal variations of tropical total ozone correspond with the solar activity. 
The maxima and minima are nearly in phase with the 11-year solar cycle (e.g., 
WMO 2003, 2007). Calculated ozone anomalies in the tropical belt derived from 
E39/C develop similarly to observations, with positive anomalies around solar 
maxima (1981 and 1991) and negative anomalies around solar minima (1986 and 
1996). The E39/C simulations consider the effects of changing photolysis rates 
with solar activity. Since E39/C has an upper boundary which is centred at 10 hPa, 
solar induced chemical ozone changes are additionally forced by prescribing the 
time evolution of NO

Y
 at the model top. (Monthly mean concentrations are taken 

from results of the 2D model by Brühl and Crutzen (1993) which also considers 
solar cycle effects; see Dameris et al. 2005.) Interestingly, after the eruption of volcano
Agung in 1963, the total amount of ozone was obviously reduced, particularly in 
the tropics. Although the chemical “forcing” is expected to be weak since the chlorine
loading of the atmosphere was low at that time, the direct radiative effects of 
enhanced stratospheric aerosol abundance has an influence. Additionally, the solar 
cycle influences were of particular importance. E39/C reproduces the observed 
decrease of tropical ozone in the mid-1960s, when solar activity was minimal.
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Global mean total ozone anomalies derived from observations and E39/C 
 simulations for 1960–2020 are shown in Fig. 2. In the years between 1964 and 
2003, the range of model results (red shading) is mostly congruent with observa-
tions. Not only simulated long-term changes match the observations, but also short-
term variability is well reproduced. A notable example is the rapid change towards 
lower ozone values after the eruption of Pinatubo in June 1991 and the year-to-year 
fluctuations in the following years. It is obvious that volcanic eruptions strongly 
influence dynamics and chemistry, though only for a few years. Again, the impact 
of the 11-year solar cycle is clearly visible. Following a period of increasing total 
ozone between the mid-1990s and 2003, E39/C simulates an episode of about six 
more years with quite low global mean ozone. Minimum total ozone values are 
reached between 2004 and 2009, which is around the upcoming solar minimum. In 
the model the observed increase of ozone in the second half of the 1990s can be 
explained as a combined post-Pinatubo and solar cycle effect rather than the begin-
ning of a sustainable recovery of the ozone layer caused by less stratospheric chlo-
rine. The model results indicate that solar activity may delay the beginning of a 
sustained ozone recovery (Dameris et al. 2006).

It is not possible to achieve a complete understanding of stratospheric composi-
tion changes without the consideration of climate change and its  feedback. The 
long-term evolution of stratospheric ozone concentrations depends not only on 
changes of many stratospheric constituents (including ozone depleting substances 
(ODSs), greenhouse gases, water vapour, and aerosols), but also on changes in the 
climate of the troposphere and stratosphere caused by natural variability and 
anthropogenic forcings. While it is expected that the reduction of ODSs in the next 
years to decades will lead to an increase in ozone, this increase could be affected 
by changes in temperature and in chemical composition and transport.

Fig. 2 The black curves show deseasonalised, area-weighted seasonal (3-month average) total 
ozone deviations, derived from different observations. The red shaded area indicates the minimum/
maximum values derived from E39/C simulations. All data sets are deseasonalised with respect to 
the period 1979–1987, and deviations are expressed as percentages of the time average for 
1964–1980. Results are shown for the entire globe (90°S–90°N) (from Dameris et al. 2006).
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To identify and quantify the impact of climate change on the future evolution of the 
ozone layer the three CCMs E39/C, ULAQ (e.g., Pitari et al. 2002) and WACCM (e.
g., Beres et al. 2005) have been used in a common way: In addition to so-called refer-
ence (REF) simulations which assume continuous changes in greenhouse gas concen-
trations (see Eyring et al. 2006), sensitivity simulations have been especially performed 
for WMO (2007) wherein concentrations of well-mixed greenhouse gases (CO

2
, CH

4
,

and N
2
O) are held constant after a given date (NCC). The evolution of halocarbon is 

based on the “Ab” scenario from WMO (2003) in both the reference and the sensitivity 
simulation. In the reference simulations the SSTs follow observations and predicted 
values from a coupled atmosphere ocean model, whereas in the sensitivity simulations 
with E39/C and ULAQ the SSTs are fixed according to observations of the years 
1970–1979 and this SST data set is used again for every succeeding decade in the 
model simulation. A different approach was chosen in the WACCM sensitivity simula-
tion, where SSTs from a coupled ocean-atmosphere model are used that was run in sup-
port of the IPCC assessment (2001). In all three CCMs ozone and water vapour are 
prognostic variables, that is, the radiative feedback of ozone and water vapour changes 
is considered. A direct comparison of results from the sensitivity simulations with 
results from reference simulations allows a qualitative estimation of the future impact 
of climate change on ozone (for details see Sect. 5.3.7 in WMO 2007).

The CCM results derived from the reference simulations all show an obvious 
cooling of the stratosphere because of increasing greenhouse gas concentrations 
whereas a nearly zero trend is calculated by all three CCMs when fixed greenhouse 
gas concentrations are assumed. The results with regard to long-term ozone changes 
demonstrate that the recovery of global mean column ozone is clearly accelerated in 
a changing climate (Fig. 3): Since the global stratosphere is under photochemical 
control (constrained by gas-phase reaction cycles), the ozone loss cycles in the strato-
sphere (primarily O

X
) slow down with decreasing temperature. When climate change 

is considered, CCM reference simulations show a return to the 1980 global ozone 
amount several years earlier than without climate change (Chapter 5 in WMO 2007). 
The results derived from the CCM E39/C are not as clear in this sense, but here it 
must be considered that in contrast to ULAQ and WACCM, E39/C has a low upper-
most layer which is centered at 10 hPa, and therefore neglects the impact of dynami-
cal and photochemical effects on ozone in the upper part of the stratosphere. In any 
case, the E39/C simulations were not long enough for the difference between REF 
and NCC simulations to become apparent. CCM results show that around the year 
2050 the middle to upper stratosphere is about 5–10 K colder in the reference runs 
than in corresponding sensitivity simulations (not shown). As a result of this cooling, 
middle and upper stratospheric ozone mixing ratios in the reference simulations 
exceeded those calculated in the sensitivity simulations (e.g., up to 15% below the 
stratopause). The most important impact is via the effect of temperature on the ozone 
loss rate. Below 10 hPa the model results indicate a slight delay of ozone recovery 
in the Antarctic lower stratosphere (not shown) due to intensified heterogeneous 
chemistry caused by reduced temperatures in the lower polar stratosphere. So, lower 
temperatures in the ozone loss regions of high latitudes have the opposite effect to 
lower temperatures in the ozone production region in the tropics.
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Interestingly, the analysis of all CCM simulations indicates that the Brewer-
Dobson circulation will be intensified in a future climate with enhanced greenhouse
gas concentrations. The results show an increased upwelling in the tropical upper 
troposphere and stratosphere which is in agreement with several other simulations
of the climate response to increasing greenhouse gas concentrations (e.g., 
Butchart and Scaife 2001; Gillett et al. 2003; Langematz et al. 2003; Sigmond 
et al. 2004; Austin and Li 2006; Fomichev et al. 2007). Moreover, the increasing 
upwelling decreases lower tropical stratospheric ozone via the enhanced transport 
of ozone-poor air from the tropical tropopause region which is also apparent in 
the model results. In the winter extra-tropical stratosphere the poleward meridional 
circulation is increased as well as the downwelling at high latitudes. The transport 
of air with enhanced ozone mixing ratios to higher latitudes by an intensified 
Brewer–Dobson circulation seems to partly compensate the effect of enhanced 
Br/Cl catalysis of ozone in the polar region. A more detailed analysis including a 
quantification of the effects of single processes is needed before more reliable 
statements can be given.

Fig. 3 Time series of zonally averaged near-global (60°N–60°S) total ozone deviations between 
1960 and 2050 with regard to the year 1980 (in %). For each model, i.e., E39/C (red lines), ULAQ 
(black lines), and WACCM (blue lines), the solid curves show results derived from the reference 
simulations (REF). Since WACCM and E39/C have performed ensemble simulations, the enve-
lope of results is shown for each model. The dotted curves indicate the results derived from the 
“no climate change runs” (NCC). All data are smoothed with a 13-month running mean; Fig. 5–25 
in WMO (2007).
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4 Summary

An ensemble simulation with the CCM E39/C shows that the overall temporal and 
spatial development of observed atmospheric parameters can be reproduced. E39/C 
results confirm that it is necessary to consider major forcings (i.e., due to changes 
in greenhouse gas and halogen concentrations, SST and ice cover, the QBO, the 
solar cycle, major volcanic eruptions) to obtain a realistic short- and long-term vari-
ability of dynamical and chemical values and parameters. The model obviously 
shows a deterministic behaviour with regard to the prescribed forcing. Future esti-
mates with regard to the onset of ozone recovery indicate that the solar cycle effect 
delays the beginning of a sustainable ozone increase for some years. Minimum 
ozone values are expected around the upcoming minimum of solar activity which 
is expected for 2007/08.

Sensitivity studies with different models including CCMs have shown that future 
increases of greenhouse gas concentrations will enhance the average cooling in the 
stratosphere. This involves a slow down of the ozone destruction rates via the major 
chemical loss cycles (HO

X
, NO

X
, ClO

X
). CCM simulations consistently indicate 

that the slowing of ozone loss rates with decreasing temperatures will be offset by 
ozone losses in the polar lower stratosphere due to elevated concentrations of active 
halogen species. There are clear indications of an intensified Brewer–Dobson cir-
culation in an atmosphere with enhanced greenhouse gas concentrations which lead 
to an increased transport of ozone rich air into the polar winter lower stratosphere. 
Altogether, the global amount of total ozone will recover more quickly by several 
years if stratospheric temperatures further decrease.
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Dynamical Changes in the Arctic and Antarctic 
Stratosphere During Spring

U. Langematz and M. Kunze

Abstract Short- and long-term changes in the intensity and persistence of the 
Arctic and Antarctic stratospheric polar vortices during spring have been analyzed, 
using NCEP/NCAR (National Centers for Environmental Prediction/National 
Center for Atmospheric Research) reanalyses. For the Arctic the results confirm the 
existence of low frequency variability in the winter stratosphere. During the 1980s 
and early to mid-1990s the northern hemisphere (NH) polar vortex was intensified in 
spring and broke up late. Since the late 1990s however, major stratospheric warmings 
occurred more frequently, so that the polar vortex in spring still intensified in March 
but with a smaller magnitude. As some of the major warmings occurred early in 
winter, the polar vortex was able to recover leading to late breakup dates in spite of 
the dynamical disturbances. In the long-term, there is no statistically significant
change in Arctic vortex intensity or lifetime. In the Antarctic, the significant intensifica-
tion of the polar vortex found in the 1980s and 1990s has been considerably reduced
due to an unexpected enhancement of dynamical activity in southern hemisphere 
(SH) winter since 2000, masking the significant increase in polar vortex persistence 
found for the period 1979–1999. Still on the long-term, the Antarctic vortex shows 
a significant deepening and shift towards later spring transitions.

1 Introduction

Since the 1980s temperature measurements revealed a tendency of the Arctic and 
Antarctic stratosphere to cool during spring (e.g., Pawson and Naujokat 1997; 
Randel and Wu 1999; Ramaswamy et al. 2001). Rex et al. (2004) report that the 
minimum temperatures in cold, dynamically undisturbed Arctic winters have 
become lower over the past decades. These thermal changes have been accompa-
nied by changes in stratospheric dynamics, like an enhancement of the Arctic polar 
night jet in the middle stratosphere during late winter and spring associated with an 
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intensification of the Arctic polar vortex (Kodera and Koide 1997; Langematz et al. 
2003). In spring, both the Antarctic and the Arctic polar vortex broke down later 
than in earlier decades which was explained by a stabilizing effect of enhanced 
cooling associated with chemical ozone depletion in the Antarctic (Zhou et al. 
2000; Shine 1986). In the Arctic, an additional decrease of tropospheric wave forcing 
was found (Coy et al. 1997; Waugh et al. 1999) leading to an unusual clustering of 
nine consecutive winters without major stratospheric warmings (Labitzke et al. 
2002; Manney et al. 2005).

In recent years however, the winter stratosphere was dynamically more 
disturbed than during the 1980s and 1990s. Since 1998/99, major stratospheric sudden
warmings took place in most Arctic winters, with a very strong one occurring in 
January 2006. Moreover, the Antarctic polar vortex featured unusual dynamic 
activity culminating in 2002 with the first Antarctic major warming ever observed 
(Naujokat and Roscoe 2005). Langematz and Kunze (2006) showed that the trends 
in the polar vortices and circulation, calculated for the 1980s to mid-1990s, were 
considerably reduced when adding the most recent years to the time series. The 
deepening of the Arctic polar vortex since 1979 still exists however with smaller 
magnitude. Surprisingly, the trend towards a later breakdown of the Arctic vortex 
was enhanced in spite of the increased frequency of major stratospheric warmings. 
This could be explained by the early timing of the major warmings in December 
and January, thus allowing the vortex to build up again in late winter and persist 
into spring. In the Antarctic, the trend towards an enhanced polar vortex in spring 
and later breakdown dates was severely reduced due to the accumulation of three 
dynamically active winters in the Antarctic since 2000.

The above developments are of scientific interest for two reasons:

● They occur at a time when measurements indicate for the first time a stagnation 
of stratospheric halogen concentrations thus suggesting a possible reduction of 
chemical ozone depletion in the near future. This leads directly to the question 
if the observed weak “ozone holes” in the years 2000, 2002 and 2004 are a first 
sign of polar ozone recovery or rather due to the enhanced dynamical activity 
leading to higher stratospheric temperatures in the Antarctic polar vortex and 
mixing of vortex with midlatitude air thus causing weaker ozone depletion.

● What is the reason for the unexpectedly high dynamical variability in the southern
winter? The intensity of the polar vortex is determined by different factors, with 
planetary wave forcing from the troposphere being the major agent. Labitzke et al. 
(2006) showed that the state of the polar vortex also depends on the phase of the 
Quasi-Biennial Oscillation of the zonal wind in the tropical stratosphere and the 
level of solar activity. While for the northern hemisphere long-term oscillations 
of the occurrence frequency for stratospheric warmings are well known (Labitzke 
et al. 2002), a dynamically active period like the current one seems to be unusual 
for the Antarctic.

To address the above issues it is of particular importance to continuously monitor 
the dynamical development during stratospheric winter and spring. We focus here 
on changes of the polar vortex characteristics during spring, including the Arctic 
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and Antarctic spring seasons 2006. In Sect. 2, we describe the data used for the 
analysis; results are presented in Sect. 3 for the Arctic spring and in Sect. 4 for the 
Antarctic spring. A summary follows in Sect. 5.

2 Data

In this study we use NCEP/NCAR reanalyses for the lower and middle stratosphere 
between 100 and 10 hPa (∼16 and 30 km) from 1965 to 2006 (Kalnay et al. 1996). 
Trends are calculated by linear regression for three periods of interest: 1979–1999 
(21 years, a frequently studied period due to the availability of satellite measurements
and the increasing stratospheric ozone depletion), 1979–2006 (28 years, like the 
previous period but updated to 2006), and 1965–2006 (42 years, the longest period 
available with useful global stratospheric analyses). To exclude an impact on the 
derived trends of the three major volcanic eruptions of Mount Agung in 1963, El 
Chichòn in 1982 and Mount Pinatubo in 1991 we removed data for 2 years 
 following the eruptions from the time series. The statistical significance of the 
 linear trends was tested using a Student’s t-test (Brownlee 1965).

Langematz and Kunze (2006) discussed in detail the reliability of reanalyses for 
the period before the assimilation of satellite measurements in 1979, in particular 
for long-term trend calculations. They found by comparison with the radiosonde-based
FUB analyses (Labitzke et al. 2002) that in spring trends at middle and high latitudes
are in reasonable agreement also for the extended period. Note however that measure-
ments in the Antarctic during the early years have been sparse thus limiting the 
credibility of the derived trends for the Antarctic in the extended period.

3 Arctic Spring

Figure 1 shows the decadal change of the polar vortex intensity in terms of geo-
potential height at 30 hPa (∼25 km) in March. Three periods are compared: 1979–1999,
1979–2006 and 1965–2006. Since 1979 the Arctic polar vortex has intensified. The 
magnitude of the intensification strongly depends on the considered period. During 
the 1980s and 1990s, when only few major stratospheric warmings took place, the 
polar vortex was up to 28 dam/decade stronger in the middle atmosphere in March. 
This polar vortex enhancement was accompanied by a cooling of the polar cap in the 
lower stratosphere due to a decrease in total eddy heat flux entering from the tropo-
sphere in January and February, as shown in Langematz and Kunze (2006, their 
Fig. 7). The connection between tropospheric forcing in midwinter and strat-
ospheric temperature and polar vortex evolution in spring was discussed in detail 
by Newman et al. (2001).

The intensification of the polar vortex is still evident but weaker for the extended 
period until 2006 due to the enhanced dynamical variability in the recent years. 
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However, as some of the recent major warmings occurred rather early in winter, as 
for example, in 2006, the polar vortex was able to recover again leading to well 
developed polar vortices in March. Thus the extended period 1979–2006 still displays
an intensification of the polar vortex in spring. In the full time period (1965–2006) 
the magnitude of these changes is further reduced, and the changes are statistically 
not significant as long-term decadal oscillations exist in the stratosphere which lead 
to periods with opposite trends and thus partly offset the strongly negative trends of 
the 1980s–1990s.

Strong interannual variations combined with long-term oscillations in Arctic 
spring are also evident in Fig. 2 that shows the time series of the geopotential height 
in March from 1965 to 2006 averaged over the polar cap (60°–90°N) in the middle 
stratosphere (30 hPa, ∼25 km). Superimposed are linear trends for the periods 
1979–2006 and 1965–2006. Neither the decrease in geopotential height since 1979 
nor the zero change since 1965 is statistically significant due to the large variations 
in single years.

The date of the Arctic polar vortex spring breakup is displayed in Fig. 3. The 
breakup date is defined as the day of the year when the zonal mean westerlies at 
65°N or S at 50 hPa decrease below a threshold value of 10 m/s. This definition is 
based on the observed change of zonal winds from westerlies to easterlies when the 
polar vortex breaks up. The specific threshold value, pressure level and latitude 
were chosen to approximate best the more sophisticated methods applied in Waugh 
et al. (1999). More details can be found in Langematz and Kunze (2006).

The interannual variability of the breakup date is high in the Arctic. The transition
date varies over more than 2 months between day 56 (February 25) in 1999 and 121 
(May 1) in 1968. The early years until 1970 showed more late transitions, while the 
1970s to mid-1980s showed more early transitions. Since the mid-1990s the inter-
annual variability in the Arctic is enhanced including the second latest transition in 
1997 and the record early transition in 1999. In spring 2006, the Arctic vortex broke 
up late, on day 111 (April 21).

Fig. 1 Decadal trends in geopotential height (dam/decade) at 30 hPa in Arctic spring (March) 
between 20°N and 90°N calculated from NCEP/NCAR reanalyses for the periods 1979–1999, 
1979–2006, and 1965–2006. Contour interval: 2 dam/decade. Shadings denote the 95% and 99% 
significance levels (Student’s t-test).
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A comparison of the calculated breakup dates with updated values from Waugh 
et al. (provided by Paul Newman) shows a very good agreement for Antarctic 
spring while for the Arctic, larger discrepancies occur in single years. This is an 
indication for the sensitivity of both methods to the dynamical variability of the 
polar vortex which is larger in the Arctic than in the Antarctic. For example, according
to the Waugh et al. method, the polar vortex broke up very early in February 2006, 
when a strong major warming occurred in the stratosphere, while in this study the 
vortex breakup was calculated for mid-April 2006, due to the temporal recovery of 
the vortex after the warming.

The trend in polar vortex breakup date calculated for the period 1979–2006 
reveals an increase of 6.5 ± 1.9 days/decade, which is however only significant at 

Fig. 2 Geopotential height (dam) in the Arctic (60°–90°N) at 30 hPa in March, calculated from 
NCEP/NCAR reanalyses from 1965 to 2006. Superimposed are linear trends for the periods 
1979–2006 and 1965–2006.

Fig. 3 Date of spring breakup (day of year) of the Arctic polar vortex at 50 hPa calculated from 
NCEP/NCAR reanalyses for the period 1965–2006 according to the criterion explained in the text. 
The straight lines indicate the trends in the breakup dates for the springs 1980–2006 and 1966–
2006.
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the 87% level due to the interannual variations (Fig. 3). There seems to be a contradiction
between the enhanced dynamical variability since 1999 resulting in more major 
stratospheric warmings on the one side and a more persistent Arctic polar vortex in 
spring on the other side. However, the intensity of the polar vortex in spring strongly
depends on the timing of major warmings: early major midwinter warmings, such 
as in 2006, may lead to an even stronger polar vortex in spring, while late major 
warmings may weaken the polar vortex in a way that in conjunction with the 
increasing radiative heating in spring, the polar vortex is no more able to recover. Such
late major warmings are usually connected with early vortex breakup dates.

4 Antarctic Spring

In the Antarctic the polar vortex significantly intensified during the period 1979–1999.
Figure 4 shows the change of the geopotential height in December at the 50 hPa 
pressure level, where the deepening of the Antarctic polar vortex is most pronounced.
In contrast to the deepening of the polar vortex in Arctic spring (Fig. 1), the 
Antarctic changes of the polar vortex are statistically highly significant. Note that 
the polar vortex is stronger during winter in the Antarctic than in the Arctic leading 
to a longer lifetime of the Antarctic vortex and later transitions from spring to summer 
circulation. Thus the month of December is still representative for spring conditions.
In the updated period 1979–2006 the Antarctic polar vortex still shows an intensifi-
cation however with reduced magnitude. In contrast to the northern hemisphere, the 
negative trend remains negative in the long period 1965–2006. The sign of the trend 
is thus a robust feature and not an artefact of a limited time series, while its magnitude
varies depending on the length of the considered period. This decrease of geopotential
height is directly related to the cooling of the lower stratosphere (e.g., Randel and Wu 
1999) that is driven by the Antarctic ozone losses during the August–October period.

Fig. 4 Decadal trends in geopotential height (dam/decade) at 50 hPa in December in the SH 
between 20°S and 90°S calculated from NCEP/NCAR reanalyses for the periods 1979–1999, 
1979–2006, and 1965–2006. Contour interval: 2 dam/decade. Shadings denote the 95% and 99% 
significance levels (Student’s t-test).
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The breakup date for the Antarctic polar vortex reveals considerable interannual 
variability since the mid-1980s with alternating early and late transition dates (Fig. 5). 
However both, early and late transition dates showed a tendency towards later days 
of the year, so that for the period 1979–1999 a highly significant increase of the polar
vortex lifetime of 9.3 ± 1.8 days/decade could be found. Since the turn of the century, 
however, three winters with early vortex breakups occurred, including the unex-
pected major stratospheric warming in 2002 reducing the increase in polar vortex 
lifetime for the period 1979–2006. In 2006, the Antarctic polar vortex was again 
very well developed until beginning of December when it started to be eroded by 
increasing planetary wave activity. The vortex breakup occurred on December 6, 
and was late compared to the long-term mean of day 329 (November 25). Despite 
of the two recent dynamically active winters, the long-term trend in breakup date 
shows an increase of 3.0 ± 0.7 days/decade with a probability of 94%.

In the period 1979–2006 the southern hemisphere total meridional heat flux at 
100 hPa, averaged for September and October and between 40°S and 80°S, was 
well correlated with the polar vortex breakup date (correlation coefficient r = 0.44, 
not shown). This allows estimating the impact of tropospheric dynamical variability 
on the breakup date of the Antarctic polar vortex. We determined the delay in vortex 
breakup date per heat flux unit and “corrected” the breakup dates as a function of 
the heat flux for each individual winter. The result is a delay of the breakup date, 
with the new date indicating the theoretical vortex breakup occurring without any 
tropospheric forcing. In the year 2000, for example, when the heat flux was strong 
in September and October, the Antarctic vortex broke up on day 322. Without heat 
flux correction the breakup would have occurred on day 360. Thus tropospheric 
variability caused the vortex to break up about one month earlier. In contrast, the 
impact of tropospheric variability on the breakup date was low in 1987: the vortex 

Fig. 5 Date of spring breakup (day of year, doy) of the Antarctic polar vortex at 50 hPa calculated 
from NCEP/NCAR reanalyses for the period 1965–2006 according to the criterion explained in 
the text. The straight lines indicate the trends in the breakup dates for the springs 1979–2006 and 
1965–2006.
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broke down only 14 days earlier due to tropospheric forcing. The corrected time 
series of breakup dates shows a slightly increased tendency towards later breakup 
dates indicating the influence of stratospheric ozone depletion on vortex intensity. 
The corrected time series displays however still considerable interannual variability 
possibly influenced by the tropical QBO or decadal variability. A quantitative assess-
ment requires a more detailed analysis which is beyond the scope of this paper.

5 Summary

We analyzed changes in the intensity and persistence of the Arctic and Antarctic 
stratospheric polar vortices in spring, based on NCEP/NCAR reanalyses for the 
period 1965–2006. Our results for three different periods (1979–1999, 1979–2006, 
and 1965–2006) emphasize the uncertainties associated with deriving trends from 
short data records. Different trends for the different periods arise due to the existence
of low-frequency dynamical variability in the winter stratosphere. In the Arctic, 
stratospheric winters were dynamically rather undisturbed during the 1980s and 
early to mid-1990s; the polar vortex intensified in spring during that period with a 
delay in the breakup date. This was related to a concurrent decrease in dynamical 
forcing from the troposphere in midwinter (Langematz and Kunze 2006). Since the 
late 1990s however, major stratospheric warmings occurred in almost every winter, so 
that the polar vortex in spring still intensified in March but with a smaller magnitude.
Nevertheless, as some of the major warmings took place rather early in winter (e.g., 
in 2006), the polar vortex was able to recover leading to a comparatively late 
breakup in spite of the dynamical disturbance. In the long-term, there is no statistically
significant change in Arctic vortex intensity or lifetime.

The Antarctic had been characterized by a significant deepening of the polar 
vortex during the 1980s and 1990s. This had been explained as a response to the 
radiative cooling caused by stratospheric ozone depletion since the 1980s (Shine 
1986; Jones and Shanklin 1995; Langematz et al. 2003). Zhou et al. (2000) argued 
that the delay in Antarctic polar vortex breakup during that time was mainly due to 
ozone depletion as it was strongest in the lower stratosphere where ozone is chemically
destroyed by active chlorine. However in the years since 2000, the deepening of the 
polar vortex has been considerably reduced due to an unexpected enhancement of 
dynamical activity in southern hemisphere (SH) winter. The first major stratospheric
warming ever observed in the SH (Naujokat and Roscoe 2005) in 2002 and two 
early vortex breakups in 2000 and 2004 weakened the robust trend towards a later 
vortex breakup date of the period 1979–1999. They thus obscure a direct detection 
of an effect on polar ozone depletion of a decrease in ozone depleting substances. 
Whether the most recent dynamical winters in the Antarctic are an indication of a 
long-term climate change can not yet be determined. During the winter 2006, the 
Antarctic polar vortex was very strong and persisted into December, confirming 
that longer time series of observations are required for deriving significant trend 
estimates in the stratosphere in winter and spring.
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Creating Knowledge from the Confrontation 
of Observations and Models: The Case 
of Stratospheric Ozone

G. P. Brasseur

Among the many interesting bodies which the researches of 
modern chemistry have brought to light, few are more 
 remarkable than the substance to which the name of ozone has 
been given.

T. Andrews, Professor of Chemistry,
Queens College, Belfast, UK, 1855

Abstract Through three examples taken from the history of ozone research, this 
paper illustrates that knowledge has been created by using simultaneously different 
approaches and methodologies, and by confronting the information resulting from 
laboratory studies, observational programs and modeling activities. New knowledge
on chemical and dynamical processes in the atmosphere has been produced from 
detailed studies of the vertical and meridional ozone distributions in the stratosphere,
and from investigations on the cause of the formation of the Antarctic ozone hole.

1 Introduction

In April 1840, Christian Fredrich Schönbein, a German chemist working at the 
University of Basle in Switzerland, published a paper (Schönbein 1840) in which 
he reported the presence of a peculiar odor produced during the electrolysis of 
acidulated water. He did not identify the cause of this odor, but suggested to name 
this “smelling principle” (riechende Princip) ozone, after the Greek word ózein
(ozein, to smell). This discovery led to much speculation about the nature of this 
odor (de la Rive 1845; Marignac 1845; Andrews 1856), and it was only in 1868 that 
Jean-Louis Soret, also in Basle, provided an experimental proof that ozone is an 
allotropic form of oxygen [OOO or O

3
] (Soret 1868), and so confirmed the  suggestion 

made by W. Olding in England (Olding 1861) a few years earlier.
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The presence of ozone in the air was detected in 1858 by André Houzeau in 
Rouen, France (Houzeau 1858). The French agronomist and chemist developed a 
quantitative method involving a mixture of iodine and arsenic to measure the abun-
dance of ozone in air. During the last decades of the 19th century, the atmospheric 
concentration of this molecule became measured routinely at the surface in Europe 
and elsewhere, using in most cases a measurement technique developed by 
Schönbein himself. This method was based on a paper soaked in potassium iodide 
and a starch solution whose color changes with the level of the ozone concentration. 
A French chemist working at the Municipal Observatory of Parc Montsouris in 
Paris, Albert Levy, performed systematic observations of surface ozone between 
1877 and 1907, and therefore established the first long-term ozone record. His 
measurements, which have been recently reanalyzed by Volz and Kley (1988), 
show that the surface ozone mixing ratio around 1900 was of the order of 5–15 ppbv, 
that is, a factor two or three lower than what is currently observed in the urban and 
industrial regions of the northern hemisphere (Fig. 1).

The history of ozone research is interesting because it illustrates how scientific 
knowledge can be acquired from the systematic confrontation of experimental 
evidence with theoretical approaches. Critical review of observations and their 
analyses with the aid of models are a powerful way of generating new information, 
and of improving our understanding of complex processes. Laboratory measure-
ments of chemical kinetic parameters and molecular absorption cross sections have 
been key for calculating reaction and photolysis rates, and hence for estimating the 
atmospheric concentration of ozone and of related chemical species. In this paper, 
we provide three examples that illustrate how the simultaneous use of theoretical 
and experimental approaches, and specifically the use of observational and modeling
techniques has led to breakthroughs on questions related to stratospheric chemistry, 
stratospheric dynamics, and the impact of human activities on the chemical 
 composition of the stratosphere.

Fig. 1 Annual mean ozone concentration mixing ratio (ppbv) observed at Parc Montsouris (Paris, 
France) between 1876 and 1910, and in Arkona (Island of Rügen, Baltic Sea, northern Germany) 
between 1956 and 1983 (from Volz and Kley 1988, reprinted by permission from Macmillan 
Publishers Ltd: Nature, copyright 1988).
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2  Understanding Stratospheric Chemistry: 
The Vertical Ozone Profile

Establishing the vertical distribution of the ozone concentration in the atmosphere at 
a time when experimental techniques were in their infancy was a real challenge for 
the scientists at the end of the 19th and the beginning of the 20th centuries. As early 
as 1879, Marie Alfred Cornu, Professor at Ecole Polytechnique in Paris (Cornu 
1879), had observed a sharp cutoff (300 nm) in the solar ultraviolet radiation reach-
ing the Earth’s surface, a phenomena, which two years later was attributed by Sir 
Walter Noel Hartley to the absorption by atmospheric ozone (Hartley 1881a, b). The 
knowledge of the ozone absorption properties led Charles Fabry and Henri Buisson 
who had measured the optical properties of this gas in their laboratory in Marseilles, 
France, to derive in 1912, a thickness of about 5 mm STP for the total atmospheric 
ozone column (Fabry and Buisson 1913). They suggested that ozone is formed from 
oxygen in the upper atmosphere. Using a special spectrograph to observe the intensity 
of solar ultraviolet, they revised their number in 1920, and derived an ozone column 
abundance of 3 mm STP (Fabry and Buisson 1921). In 1928, Jean Cabannes and 
Jean Dufay, who were working also in Marseilles, highlighted that the measure-
ments of ozone at the surface and the observations of the vertically integrated ozone 
concentration (ozone column abundance) made by Fabry and Buisson, as well as by 
Gordon Dobson at the University of Oxford (UK), could only be explained if the 
ozone density at high altitudes was considerably higher than near the surface 
(Cabannes and Dufay 1925, 1927). Cabannes and Dufay located an ozone layer near 
50 km altitude. With a spectrophotometer built following the approach adopted by 
Fabry and Buisson, Dobson (1929) made systematic observations of the ozone column 
in different parts of the world. His spectrophotometer remained for many years the 
only instrument able to provide very accurate measurements of the ozone column 
abundance in the atmosphere. Using this instrument in Arosa, Switzerland, and measur-
ing the incoming solar radiation at different wavelengths and for different zenith 
angles of the Sun, Paul Götz, a Swiss scientist working at the Lichtklimatisches 
Observatorium in Arosa together with Dobson concluded that the ozone layer should 

Fig. 2 Height of the ozone layer (km) over Arosa at different times of the year determined by 
Götz and Dobson (1929) between September 1927 to October 1928. Subsequent papers (e.g., 
Götz, 1931) suggest that the layer be located at much lower altitude (i.e., 20 km in Arosa).
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be located between 40 and 50 km altitude (Fig. 2), in reasonable agreement with the 
earlier suggestion of Cabannes and Dufay. In their paper, Götz and Dobson (1928) 
noted, however, “that it is remarkable that the ozone situated at so great a height 
should be so closely connected with variations in pressure much lower down.”

The first international ozone conference organized by Fabry in Paris in 1929 (at 
the suggestion of Dobson) gave geophysicist Sydney Chapman the opportunity to 
propose a photochemical theory (Chapman 1930) to explain the presence of an 
ozone layer at high altitude in the stratosphere. In his paper, Chapman reviewed 
different possible ozone production mechanisms. One of them was the dissociation 
of molecular oxygen by corpuscular radiation, a process that could be particularly 
intense in the polar regions. This idea had been proposed earlier to explain the 
greater ozone content observed by Dobson at high latitudes (see Sect. 3). Chapman 
rejected, however, this idea corpuscular radiation does not penetrate in the atmos-
phere below 90 km altitude (the heights where aurora are observed), and it would 
take a considerable amount of time for the ozone to descend to 45 km altitude, the 
height at which, according to Chapman, the ozone layer was located. Rather, he 
suggested that the formation mechanism is due to the photolysis of molecular oxy-
gen by solar ultraviolet radiation (in the spectral region of 130–185 nm). According 
to Fabry, this part of the solar ultraviolet spectrum was penetrating precisely to 
about 45 km altitude. And Chapman stated in his paper that “the height of ozone is 
slightly favorable to the ultraviolet theory.” He highlighted the role of atomic oxy-
gen, produced by the O

2
 photodissociation, which recombines with an oxygen 

molecule to produce the ozone molecule. The photolysis of ozone also had to be 
considered, but the net loss mechanism was believed to be due to the reaction 
between O and O

3
. Using a simple photochemical model with reaction coefficients 

and absorption cross sections measured in the laboratory, Chapman could explain 
the most recent observations. He calculated the equilibrium ozone concentrations 
and determined that the maximum ozone concentration should indeed be located 
near 50 km altitude.

By the end of the 1920s, the problem of the vertical ozone profile seemed thus 
to be solved. However, a surprise came from Paul Götz in the early 1930s. During 
an expedition in Spitzbergen in 1929, Götz (1931) observed spectra of the zenith 
skylight, and noted an anomaly in the values of the relative radiances of scattered 
sunlight at certain wavelengths in the ultraviolet as the Sun approaches the horizon. 
He established that this anomaly was due to the presence of the ozone layer, and 
used this effect, that he called the Umkehr Effect, to estimate the vertical distribu-
tion of the ozone concentration. He deduced from his measurements that the ozone 
maximum should be located near 20–25 km altitude (Götz et al. 1933, 1934a, b) 
rather than 50 km (Fig. 3). These new results were confirmed in Germany by Erich 
Regener and his son Victor, who measured, in 1934, the solar ultraviolet absorption 
at different altitudes from an unmanned stratospheric balloon (Regener and Regener 
1934). Additional evidence was provided a year later (1935) during the Explorer II 
balloon flight, which took place from Rapid City, South Dakota, and reached the 
record height of 72,000 ft with Captain Albert W. Stevens and Captain Orvil A. 
Anderson on board of an instrumented gondola.
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The theoretical estimate by Chapman of an ozone concentration peak near 45 or 
50 km altitude was corrected after 1953 when P. Brix and G. Herzberg at the 
National Research Council in Canada derived in the laboratory the absorption prop-
erties of molecular oxygen at wavelengths larger than 200 nm (Brix and Herzberg 
1953). They established that the photolysis of molecular oxygen and therefore the 
photochemical production of ozone are occurring as a result of solar absorption 
between 200 and 242 nm, that is, at wavelengths that penetrate down to the lower 
stratosphere. This mechanism explains therefore the existence of an ozone maximum 
near 25 km altitude. This finding highlights the importance of laboratory 
 measurements of fundamental properties of molecules. Without the accurate estimate 
of such parameters, both models of atmospheric ozone and inversion algorithms 
cannot provide quantitative information on the chemical composition of the 
atmosphere.

New surprises came with new observations. In 1960, S.V. Venkateswaran and his 
colleagues at the University of California in Los Angeles measured the solar light 

Fig. 3 Determination by Götz et al. (1934a) of the vertical distribution of atmospheric ozone in 
Arosa by the Umkehr method. Let panel: ozone column per km altitude; right panel: ozone volume 
mixing ratio.
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reflected by the Iota-1 communication satellite near sunset and sunrise, and were 
able to deduce the vertical profile of ozone (Venkateswaran et al. 1961). This first 
measurement of ozone using a spacecraft showed that, in addition to the well-docu-
mented ozone maximum at 20–25 km, another maximum was probably located at 
55 km. This result reopened a debate in the scientific community since these last 
findings supported the early suggestions of a high-altitude ozone maximum. 
However, measurements made two years later by R. D. Rawcliffe and his coworkers 
at the Aerospace Corporation using a radiometer installed on a US Air Force satel-
lite, showed unambiguously that no secondary ozone maximum was present near 
the stratopause (Rawcliffe et al. 1963). In fact, the presence of a secondary maxi-
mum was identified in 1973 by Paul Hays at the University of Michigan and by Ray 
Roble at the National Center for Atmospheric Research (NCAR) in Boulder, 
Colorado, but it is located at higher altitudes near the mesopause (Hays and Roble 
1973).

Until the middle of the 20th century, the only theoretical estimate of the concen-
tration of ozone in the stratosphere and mesosphere was provided by the Chapman 
model. In 1950, Sir David Bates, an applied mathematician at the University of 
Belfast, and Baron Marcel Nicolet, an atmospheric scientist from Belgium, who 
were working together at the California Institute for Technology in Pasadena, 
California and were studying the mechanisms responsible for the radiative emissions
in the Meinel bands in the upper atmosphere, noted that reactions involving hydrogen
atoms (H), hydroxyl (OH) and hydroperoxy radicals (HO

2
) provide important catalytic

destruction mechanisms for ozone in the mesosphere (Bates and Nicolet 1950). 
As a result, the ozone concentration predicted by the Chapman theory had to be 
reduced considerably above 50 km altitude. In spite of this new finding, it appeared 
during the 1960s that a discrepancy of nearly a factor of two existed between the 
concentrations derived from the photochemical theory accepted at that time and the 
ozone observations. John Hampson, a scientist working at the Canadian Armaments 
Research and Development Establishment in Quebec, was the first to show how 
HOx could catalytically destroy ozone in the stratosphere, and so linked the 
destruction of stratospheric ozone to the presence of water vapor in this layer of the 
atmosphere (Hampson 1964, 1966). These effects needed to be added in numerical 
models. But, it was the Dutch scientist Paul Crutzen working at that time at Oxford 
University, who identified in 1970 that a catalytic cycle involving nitric oxide (NO) 
is the most efficient ozone destruction mechanism in the stratosphere (Crutzen 
1970). Harold Johnston from the University of Berkeley indicated that the release 
of considerable amounts of nitrogen oxides by the projected fleet of high-altitude 
commercial aircraft would destroy considerable amounts of ozone in the strato-
sphere (Johnston 1971). The Climatic Impact Assessment Program (CIAP) initiated 
by the US Department of Transportation to address this question and similar programs
in the UK and in France became a catalyst for stratospheric research. It led to con-
siderable progress in our understanding of dynamical and chemical processes based 
on advances in theory, observations and laboratory measurements. A few years 
later, Richard Stolarski and Ralph Cicerone, then at the University of Michigan, 
invoked a similar ozone destruction cycle, but with the chlorine atom replacing 



Knowledge from Observations and Models 309

nitric oxide (Stolarski and Cicerone 1974). It was shown in 1974 by Mario Molina 
and Sherry Rowland from the University of California at Irvine that the major source
of chlorine atoms in the stratosphere was the photolysis of industrially manufactured
chlorofluorocarbons (Molina and Rowland 1974). Steven Wofsy from Harvard 
University suggested that bromine compounds could contribute to additional catalytic
ozone destruction (Wofsy et al. 1975). Halons and a fraction of the metyl bromide 
present in the atmosphere are of human origin. These findings highlighted that 
human activity could become a serious threat to the ozone layer, and that ozone 
depletion could become a global environmental problem.

In spite of these major steps toward our understanding of atmospheric chemistry, 
the stratospheric models of the 1980s and 1990s that accounted for the key ozone-
destroying catalytic cycles were systematically underestimating by 20–50% the 
ozone concentration in the upper stratosphere between 35 and 50 km altitude. 
At these heights, ozone is controlled almost exclusively by chemical reactions, and 
the effect of transport is therefore of secondary importance. In the 1980s, very few 
observations were available in this atmospheric layer until space observations of 
chemical compounds became available. Observations by the Halogen Occultation 
Experiment (HALOE) and the Microwave Limb Sounder (MLS) on board the Upper 
Atmosphere Research Satellite (UARS) launched by NASA in 1991, showed that by 
constraining the concentration of chlorine compounds to their observed values, no 
significant ozone deficit remained in the upper stratosphere (Crutzen et al. 1995; 
Khosravi et al. 1998). This led to new laboratory investigations that revealed that the 
rate of conversion of ozone-destroying chlorine monoxide (ClO) by reaction with 
the OH radical to form the less-reactive hydrogen chloride (HCl) was overestimated, 
since in 6% of the cases, this reaction was producing a chlorine atom (Cl), which 
contributes to the destruction of ozone. Today some uncertainties remain about the 
role of hydrogenated radicals and their effects on ozone in the mesosphere.

The progress towards a full understanding of the mechanisms that govern the 
vertical distribution of stratospheric ozone has been key for elucidating the role of 
different chemical processes. It has required a constant synthesis between different 
research methodologies including in situ observations, remote sensing, laboratory 
investigations, data analysis and modeling. The development of new observing 
technologies, the access to increasingly powerful computers and the continuous 
efforts of the international scientific community have been important conditions for 
making decisive progress.

3  Understanding Stratospheric Dynamics: The Meridional 
Ozone Distribution

The photochemical theory presented by Chapman in 1929, which recognized that 
the ozone production is driven by the intensity of solar ultraviolet radiation led to 
the conclusion that the ozone concentration should be larger in the tropics than at 
midlatitudes and high latitudes. Furthermore, in the extratropical regions, the ozone 
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abundance should be largest during summertime, and very little ozone should be 
present in the atmosphere during winter. The observations conducted by Dobson 
suggested, however, the opposite.

Dobson had installed spectrophotometers in many regions of the world (Fig. 4), 
so that he could derive the latitudinal distribution and seasonal evolution of the 
ozone column (Dobson et al. 1930). He reported that the ozone column abundance 
is smallest in the tropics at all seasons and largest at high latitudes at the end of the 
winter and in early spring. He also noted an asymmetry between northern hemi-
sphere and southern hemisphere ozone: The spring maximum was located very near 
the pole in the northern hemisphere (March–April), while it was observed near 60° 
latitude in the southern hemisphere (September–October) with a slight local minimum 

Fig. 4 Seasonal evolution of the ozone column abundance measured by the Dobson ozone 
spectrophotometer in several locations of the world, covering latitudes from 44°S to 68°N 
(Dobson et al. 1930).
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at the South Pole. Dobson also noticed a strong day-to-day variability in the 
observed ozone column, which is related to the meteorological situation.

The discrepancy between the photochemical theory and the observational evidence
needed to be resolved. Although incomplete, the Chapman theory showed that the 
photochemical lifetime of ozone is increasing with decreasing altitude, and is becoming 
long enough in the lower stratosphere for transport to govern the meridional distribu-
tion of this gas. Both the ozone observations by Dobson and the measurements of 
water vapor by Alan Brewer could only be explained by a circulation directed from 
the equator to the poles with upward motions in the tropics and slow descent at high 
latitudes (Brewer 1949; Dobson 1956). This deduction was, however, inconsistent 
with the Eulerian zonal mean circulation derived from meteorological observations 
and general circulation models. Measurements of winds suggested indeed the existence
of upward motions in the tropics, but showed also the existence of downward 
motions at midlatitudes rather than near the poles. The solution to this apparent discrep-
ancy was found later. It required a better understanding of the zonal mean averaging 
procedures that were used. The existence of planetary waves in the stratosphere 
(which introduce longitudinal departures from the zonal mean circulation), and their 
upward propagation during wintertime, noted by Charney and Drazin (1961) and 
Matsuno (1970), suggests that the mean meridional transport of heat and mass (e.g., 
ozone), should be expressed as the sum of two contributions: one from the Eulerian 
mean air flow and one from an eddy component produced by these waves. A large 
degree of cancellation exists between these two components, and it is the net meridional
transport (also called the residual transport) that is derived from the observation of 
tracers like ozone and water vapor. The theoretical concept of the transformed 
Eulerian mean circulation, a mathematical formulation of the residual circulation 
that is more appropriate to represent the net mean meridional transport of atmospheric 
compounds, was shown to be consistent with the mean meridional circulation 
derived from the observations of Brewer and Dobson. The transformed Eulerian 
mean circulation is driven primarily by the dissipation of planetary waves in the 
stratosphere and of gravity waves in the mesosphere.

Observations of ozone and other chemical compounds from spaceborne instru-
mentation, and particularly from the LIMS instrument (Nimbus 7 satellite in the 
late 1970s), provided a clear picture of the role of planetary waves for the transport 
of ozone and other long-lived chemical compounds. The occurrence of wave-breaking
events in the middle atmosphere, and the cascade of energy towards smaller spatial 
scales associated with irreversible mixing processes in a region named the “surf zone”
by Cambridge dynamicist Michael McIntyre was highlighted by these systematic 
space observations of atmospheric tracers at the global scale (McIntyre 1993).

Satellite observations conducted in the following decades led to important 
progress in our understanding mechanisms that govern the dynamics of the middle 
atmosphere. For example, they provided information on the occasional occurrence 
of sudden warming in the polar middle atmosphere during winter, on the effects of 
tropical and gravity waves, and on the role of the quasi-biennial oscillation. They 
highlighted the importance of dynamical barriers such as the tropopause, the polar 
vortex, and the boundaries between tropical and extratropical air. In these areas, key 
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contributions were made by James Holton, Michael McIntyre, and Alan Plumb, and 
many others.

Here again, progress has resulted from the continuous interactions between 
groups developing space experiments, those analyzing the observational data, and 
the atmospheric modeling community.

4  Understanding the Impact of Human Activities: 
The Ozone Hole

The report in 1985 by Joseph Farman, Brian Gardiner and Jonathan Shanklin from 
the British Antarctic Survey that showed (Fig. 5) a substantial decrease since the 
late 1970s in the ozone-column abundance at the Antarctic Station of Halley Bay, 
came as a surprise to the scientific community (Farman et al. 1985). This observed 
trend seemed to confirm the ozone decrease detected at the Japanese station of 
Syowa by Chubachi, and reported a few months earlier at the Quadriennal Ozone 
Symposium held during the summer of 1984 in Greece (Chubachi 1985). Modelers, 
who had been calculating the expected evolution of ozone in response to future 
emissions of chlorofluorocarbons, had not predicted this large reduction of polar 
ozone. No existing theory could explain the observations of the British and Japanese 
experimenters.

Different hypotheses were presented to explain this surprising finding. K. K 
Tung from the University of Washington (Tung et al. 1986), suggested that the 
atmospheric circulation could have changed in the previous decade, producing 
uplifting of ozone-poor air masses from the troposphere to the lower stratosphere 
at high latitudes (change in the Transformed Eulerian Mean circulation). Linwood 
Callis and M. Natarajan from NASA/Langley invoked a possible enhancement in 
the production of nitrogen oxides in the upper atmosphere in relation with high 
solar activity, and rapid descent of these compounds to the lower stratosphere 
(Callis and Natarajan 1986). Susan Solomon from the NOAA Aeronomy Laboratory 
in Boulder Colorado, together with several colleagues, proposed a mechanism by 
which slowly reactive inorganic chlorine reservoirs such as ClONO

2
 and HCl are 

activated on the surface of tiny particles present in the coldest layers of the lower 
stratosphere, and produce ClO radicals that can rapidly destroy ozone (Solomon 
et al. 1986). The presence of polar stratospheric clouds, which could provide sites 
for these heterogeneous reactions to occur, had been observed earlier by Patrick 
McCormick at NASA/Langley using the SAGE satellite (McCormick et al. 1982).

In situ chemical measurements made from the NASA high-latitude ER-2 aircraft 
and space observations revealed that, as suggested by Solomon et al. (1986), chlorine
activation on polar stratospheric clouds was taking place in the coldest regions of 
the Antarctic stratosphere, and that ozone was considerably depleted in precisely 
the same regions. Thus, it became clear that the ozone hole was produced as a result 
of the emissions of industrially manufactured chlorofluorocarbons. New investiga-
tions were urgently needed to identify more specifically the physical and chemical 
processes that were missing even in the most advanced models. Luisa Molina and 
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Mario Molina at MIT derived from laboratory studies the most efficient catalytic 
cycle that destroys ozone in the lower stratosphere in the presence of elevated 
concentrations of ClO, and highlighted the role of the Cl

2
O

2
 dimer (Molina and 

Molina 1987). It also soon became apparent that reactions involving bromine con-
tribute to the formation of the Antarctic ozone hole. A large number of laboratory 
studies and in situ observations were also performed to characterize the nature and 
properties of atmospheric liquid and solid particles, which are responsible for chlorine 
activation. These studies showed that heterogeneous reactions could also occur on 
the surface of sulfate aerosol particles outside the Polar Regions, so that significant 
amounts of ozone should be destroyed by anthropogenic chlorine following large 
volcanic eruptions. Significant ozone depletion was indeed observed after the 

Fig. 5 October mean Ozone column abundance measured at the British Halley Base in Antarctica 
between 1958 and 1984. A large decrease is noticed, starting in the 1970s. The corresponding 
atmospheric mixing ratios of chlorofluorocarbons CFC-11 and −12 (pptv) are indicated by the full 
and open dots, respectively. The amounts of CFC-11 and −12 increase down the figure (from 
Farman et al. 1985, reprinted by permission from Macmillan Publishers Ltd: Nature, copyright 1985).
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eruption of Mt Pinatubo in 1991 (see, e.g., Hofmann et al. 1994), which injected 
about 20 Tg of sulfur in the lower stratosphere.

All these experimental studies provided the information needed to improve 
chemical transport models of the middle atmosphere. When the newly discovered 
processes were included in the model formulation, the formation and the fate of the 
Antarctic ozone hole could be simulated numerically in good agreement with 
observations. These provided the necessary support to help in the interpretation of 
the observations conducted during extensive field campaigns in the Antarctic and 
in the Arctic.

The story of the discovery of the ozone hole provides another example that 
illustrates the need for using in a coherent manner, different approaches to solve a 
complex environmental problem. Here again, knowledge was incomplete when the fast
reduction in Antarctic ozone was noticed, but it increased rapidly and dramatically 
as a result of the integration of experimental, observational and modeling results. 
The large perturbation produced as a consequence of human activities has triggered 
active research that has led to a spectacular improvement in our understanding of 
fundamental chemical, microphysical and dynamical processes that characterize 
the polar stratosphere.

5 Conclusions

The three examples presented here illustrate major milestones in the history of 
ozone research. They clearly show that substantial progress in our understanding 
of atmospheric processes has resulted from the interplay between observations, 
laboratory experiments and modeling. Ozone studies have been key in learning more
about the chemistry, physics and dynamics of the atmosphere. It is therefore important
that research programs include these different components and emphasize the need 
for critically confronting experimental results with theoretical work and the results 
of model simulations.
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Response of the Earth’s Atmosphere 
to the Solar Irradiance Variability

E. Rozanov 1,2, T. Egorova1, and W. Schmutz1

Abstract Recent satellite observations show that the solar ultraviolet irradiance is 
much more variable than the total solar irradiance. Atmospheric effects of the solar 
irradiance variations during 11-year solar activity cycle are investigated using dif-
ferent numerical models and observation data sets. It is shown that the direct and 
indirect (via ozone production) heating in the upper and middle stratosphere due to 
enhancement of the solar spectral irradiance leads to an acceleration of the polar 
night jets and suppression of the Brewer–Dobson circulation resulting in the ozone 
increase and warming of the lower tropical stratosphere. These stratospheric 
changes alter the tropospheric circulation leading to a statistically significant warm-
ing of the surface air over Russia, Europe and North America. The importance of 
the solar spectral irradiance variability for the attribution of the temperature 
changes in the upper stratosphere is also shown by the comparison of the simulated 
and observed temperature evolution during the last 25 years of the 20th century.

1 Introduction

Various aspects of Sun–Earth connections have been under consideration for many 
decades. Statistical evidences of such relation are given in extensive review by Hoyt 
and Schatten (1997), together with discussions of its robustness. It has been claimed 
(e.g., Reid 2000) that the response of the terrestrial climate to changes in solar 
activity in the course of the 20th century can be of the order of up to 0.5 K. Recently, 
the investigations of the solar variability contribution to the climate change gained 
a new impulse, because it is of great societal importance to know what part of the 
warming observed during the last century might be attributed to the solar activity 
variations (e.g., IPCC 2001). The physical mechanisms behind the above-mentioned
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correlations have not been clearly identified and the uncertainty of the solar forcing
is still estimated by the experts as rather high (IPCC 2001). The first process to be 
considered is the variation of the total solar irradiance (TSI), which depends on 
the activity of the Sun. With precise measurements of the total solar irradiance over the 
last 20 years it has been shown that the total irradiance of the Sun varies by about 
0.1% (∼1.5 W/m2) during one 11-year solar activity cycle (Fröhlich 2004). However, 
climate models showed that this forcing appears to be too small (North et al. 2004) 
to explain the response of the climate established from the statistical analysis of the 
observation records. From energy balance considerations the solar forcing of ∼2 W/m2

can change the surface temperature by about 0.2 K, if one assumes a mean value of 
climate sensitivity (IPCC 2001). This conclusion was recently confirmed by Stott 
et al. (2003). They applied sophisticated fingerprint analyses to the simulated and 
observed temperature long-term time series and showed that the model driven 
solely by TSI variability substantially underestimates the magnitude of the solar 
signal derived from the observations.

Thus, in order to amplify the simulated climate response to the solar variability 
some other mechanisms should be considered. Reid (2000) formulated a short list 
of the most promising candidates comprising of the variability of (i) spectral solar 
irradiance, (ii) energetic particles input to the terrestrial atmosphere, and, (iii) galactic
cosmic rays. From the energy consideration these mechanisms cannot substantially 
change the global mean temperature, but they can redistribute the energy and modify 
the climate patterns, possibly causing significant local climate changes. The first 
mechanism, that is, the influence of the spectral solar irradiation variability on the glo-
bal ozone and climate will be discussed in this paper. In Sect. 2 we consider the 
 variability of the solar spectral irradiance and its direct effects on the temperature 
and ozone in the middle atmosphere. In Sect. 3 we discuss how the solar signal in 
the stratosphere and mesosphere can propagate toward the troposphere and affect 
the surface climate. In Sect. 4 we illustrate how this mechanism works in the chemistry-
climate model SOCOL and compare the solar signal in the stratospheric ozone and 
temperature extracted from the simulation and available observations. In Sect. 5 we 
will show the influence of the solar activity on the temperature trends in the upper 
stratosphere.

2  Spectral Solar Irradiance Variability and its Direct Influence 
on the Temperature and Ozone in the Middle Atmosphere

Potential importance of the solar spectral irradiance (SSI) variability is based on the 
fact that it is much more variable than the TSI. Satellite monitoring revealed that 
the SSI variability, defined mostly by the bright features of the Sun (faculae and 
plagues), increases toward short-wave part of the spectrum (e.g., Rottman et al. 
2004; Fox 2004). Figure 1 illustrates the relative variability of the SSI obtained 
from the SUSIM and SOLSTICE instruments onboard UARS satellite (data are 
available from http://lasp.colorado.edu/ and www.solar.nrl.navy.mil/) as well as 
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from the reconstructions provided by J. Lean and D. Marsh (Lean 2000; Woods and 
Rottman 2002). The reconstruction data have been acquired from the SOLARIS 
homepage (http://strat-www.met.fu-berlin.de/∼matthes/sparc/solaris.html). All data 
sets show small variability of about 0.3% in the spectral interval 400–290 nm, a 
steady increase of the variability up to 8% in the spectral interval 290–160 nm, 
almost constant variability of about 10–20% from 160 to 125 nm and a sharp 
increase of variability up to 40% near the Lyman-α line (∼121.6 nm). The discussion
of the satellite data quality can be found elsewhere (e.g., Floyd et al. 1998; Rottman 
et al. 2004; Fox 2004). It is worth noting that the most pronounced disagreement 
between the different data sets occurs in the spectral interval 170–210 nm. 
Substantial deviation of the SOLTICE data over 240–270 nm is interesting, but it is 
probably caused by the instrumental uncertainty.

While the visible radiation carries substantial energy (∼43% of the TSI), its relative 
contribution to the TSI variability from the solar maximum to the solar minimum 
is only about 0.14%. Because the atmosphere is almost transparent for the visible 
radiation, this energy will be partly deposited at the surface or in the lower tropo-
sphere and partly reflected back to the space (e.g., by clouds). The total energy carried
by the UV radiation is much smaller (∼8% of TSI), but the relative contribution of 
the UV variability is as high as 67% (see also Krivova et al. 2006). In contrast to 
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Fig. 1 Relative difference (%) between annual mean 1992 and 1996 SSI obtained from the satel-
lite instruments SUSIM (dotted line) and SOLTICE (diamonds), and compiled by J. Lean (2000, 
solid line) and D. Marsh (Woods and Rottman 2002, dashed line).
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the visible radiation a substantial part of this energy is deposited in the middle 
atmosphere due to intensive absorption by the atmospheric ozone, oxygen and 
some other species (Brasseur and Solomon 1986).

The direct effects of the long-term SSI variability on the ozone and temperature 
of the middle atmosphere have been studied with 1D and 2D models (e.g., Brasseur 
et al. 1983; Garcia et al. 1984; Kiselev and Rozanov 1985; Huang and Brasseur 1993;
Haigh 1994; Fleming et al. 1995). It was shown that an enhancement of the UV 
irradiance results in an enhanced oxygen photolysis, which, in turn, results in an 
intensification of the ozone production, and subsequent increase of the ozone 
mixing ratios in the middle stratosphere. The direct heating of the middle atmosphere
due to the absorption of enhanced solar UV radiation and heating via elevated 
ozone concentration provides an additional source of energy for the solar maximum 
case and heats the stratosphere up mostly in the tropics and in the summer hemisphere,
leading to the enhancement of the temperature gradient between winter hemisphere 
high-latitudes and tropical area.

In Fig. 2 we illustrate direct effects of the increased SSI using a simple 1D radiative-
convective-photochemical model described by Rozanov et al. (2002). With the 
model we have carried out two simulations using the reconstruction of the SSI 
provided by J. Lean (2000) for 1992 (maximum of the solar activity) and 1996 
(minimum of the solar activity). The applied solar forcing is illustrated in Fig. 1 
(solid line). Figure 2a represents the temperature changes due to the SSI enhancement
for different cases. The first case (dashed line) represents the temperature response 
when we assumed that relative changes of the solar irradiance are the same for all 
considered wavelengths. The obtained temperature signal is very small (∼0.2 K) in 
the entire atmosphere. In the second case (dotted line) we imposed the reconstructed
SSI changes, but did not allow ozone to respond. As can be seen from Fig. 2a, the 
difference in the temperature response between these two cases is considerable. 
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Fig. 2 The changes of the temperature (K), ozone (%) and hydroxyl (%) due to the enhancement 
of SSI from 1996 to1992. Panel (a): dashed line represents the case with homogeneous increase 
of SSI at all wavelength; dotted and solid lines represent the cases when the SSI from Lean (2000) 
reconstruction is used. Dotted line represent the case when the ozone was not allowed to respond. 
Panel (b): ozone changes (solid line), hydroxyl (dashed line).
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In the second case the temperature signal is significantly higher in the stratosphere 
(∼0.5 K at 50 km) and mesosphere (1.3 K at 80 km). It confirms the crucial role of 
the correct representation of the SSI variability in the model. The third case (solid 
line) is similar to the second case, but we applied the model with interactive photo-
chemistry. Obtained ozone changes are responsible for an additional warming 
(∼0.3 K) in the stratosphere and significant (∼0.5 K) increase of the temperature 
response in the mesosphere. Near 70 km, however, this additional warming is 
smaller in comparison with other altitudes. The ozone changes presented in Fig. 2b 
can explain the difference in the temperature responses between the third and second
case. The ozone mixing ratio increases up to 2% at 20–60 km and up to 7% above 
75 km mainly as a result of the enhanced ozone production due to the intensification 
of the oxygen photolysis. The obtained increase of the ozone concentration magnifies
the temperature response at these levels. The ozone decrease near 70 km layer 
occurs mainly due to elevated hydroxyl mixing ratio (illustrated with dashed line) 
caused by the enhanced H

2
O photolysis. This ozone destruction results in smaller 

additional heating of this layer compared to the upper mesosphere and stratosphere.

3 Downward Propagation of the Solar Signal

Discussed in Sect. 2 direct heating enhances the temperature gradient between 
winter hemisphere high-latitudes and the tropical area. Enhanced equator-to-pole 
temperature gradient leads to an intensification of the Polar Night Jets (PNJ), which 
increases poleward and downward wave reflection suppressing the dynamical wave 
forcing in the stratosphere and the Brewer–Dobson circulation. The deceleration of 
the Brewer–Dobson circulation leads, in turn, to subsequent ozone enhancement 
and warming in the tropical lower stratosphere. Thus, the lower stratosphere warming
can be considered as a key element of this mechanism. The change of the planetary 
wave pattern in the troposphere leads to an alteration of the Hadley cell position and 
strength and redistribution of the surface air temperature similar to the positive 
phase of the Arctic oscillation (Thompson and Wallace 1998). This mechanism has 
been suggested by several authors (Hines 1974; Haigh 1996; Kodera 1996; Hood et al.
1993; Shindell et al. 1999; Kodera and Kuroda 2002) on the basis of theoretical 
investigations and model simulations. Thus, the primary effects of the solar irradiance
changes from solar minimum to solar maximum should be clearly seen in the com-
position, temperature and dynamics of the middle atmosphere. Moreover, the above-
mentioned mechanism of dynamical coupling can facilitate downward propagation 
of this perturbation from the middle atmosphere to the troposphere. The tropospheric
effects are expected to be the most pronounced during the cold season, when the 
PNJ exists in the stratosphere. Some evidences of the reliability of this mechanism 
can be obtained from the analysis of the solar signal extracted from the observation 
data. For example, Crooks and Gray (2005) have found statistically significant 
warming in the lower tropical stratosphere for the solar maximum case in the ERA-40 
data. However, the solar signal is rather small and it is extremely difficult to extract 
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it from noisy stratospheric zonal wind and surface temperature fields in the northern 
hemisphere. The reliability of the relationship between PNJ strength, lower strat-
ospheric tropical temperature and surface climate can be demonstrated using the 
composite analysis by comparing the atmospheric quantities for different strength 
of the northern polar vortex. This analysis is not directly relevant to the solar signal, 
but provides a good illustration how this mechanism could work. The response of 
the observed temperature and ozone to the strength of the PNJ in the northern hemi-
sphere has been analysed by Egorova et al. (2005). Using CPC data they confirmed 
that the above-mentioned theoretical mechanism works providing slower Brewer–
Dobson circulation and warmer tropical stratosphere during the years when the PNJ 
is strong. Here we illustrate this mechanism using the zonal wind and temperature 
fields averaged over the northern cold season (November–March) from the 
ECMWF ERA-40 reanalysis data set. It is known that the years with strong PNJ are 
characterised by the deepening of the polar stratospheric depression, formation of 
the ridges over mid-latitudes and acceleration of the zonal wind. In the ERA-40 
data the zonal wind difference between the composites depicted in Fig. 3 (left panel)
reaches 10 m/s. Figure 3 (right panel) also shows the pattern of the temperature 
response, which consists of pronounced dipole-like structure with the cooling of up 
to 2 K in the middle-to-lower stratosphere and warming of up to 5 K in the upper 
stratosphere over the northern high latitudes. In the tropical lower stratosphere the 
expected warming is statistically significant and reaches 1.5 K. The temperature changes
in other parts of the stratosphere are not statistically significant, while there are several
significant spots of warming and cooling in the troposphere and near the surface.

The changes of the surface air temperature (SAT) and sea level pressure (SLP) 
are depicted in Fig. 4. The atmospheric state for the strong PNJ composite is char-
acterised by the enhanced depression of up to 9 hPa over the polar area and formation
of the positive pressure anomalies over the North Atlantic. As expected this pattern 
coincides with the behaviour of the troposphere during the positive phase of the 
Arctic and North Atlantic oscillations (e.g., Hurrell 1995; Thompson and Wallace 
1998). The subsequent changes of the tropospheric circulation and storm tracks 
lead to the redistribution of the energy and warming of up to 3 K over Russia, 
Scandinavia and US (albeit the latter is not statistically significant) and cooling in 

Fig. 3 The differences in the zonal mean zonal wind (m/s, left panel) and zonal mean temperature 
(K, right panel) between the composites with strong and weak PNJ. The data has been obtained 
from ECMWF ERA-40 archive. Shading marks the area where the difference is statistically 
 significant at 95% confidence level.
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the North Atlantic, Canada, Greenland and Central Asia (the latter is not shown). 
The explanation of the interannual variability of the northern PNJ is out of the 
scope of this paper. Here, we just mention that the alternation of the northern vortex 
can occur as a result of many natural phenomena at the surface (e.g., El-Nino) and 
in the stratosphere (e.g., volcanic eruptions). We just present this illustration to 
show that perturbations of the stratospheric PNJ really affect the temperature in the 
tropical lower stratosphere and in the lower troposphere over in the northern 
hemisphere. Therefore, if the zonal wind is sensitive to the variability of the solar 
irradiance these changes will be most likely detectable in these areas. Now, the 
question is how successfully can we simulate the changes in the atmosphere due to 
SSI variability?

4  Simulations of the Solar Signal in the Atmosphere 
and Comparison with Observations

There were many attempts to simulate the above-explained chain of physical and 
chemical processes involved in the Sun–Earth climate relationship with state-of-the-
art general circulation and chemistry-climate models (e.g., Tourpali et al. 2003; 
Egorova et al. 2004; Matthes et al. 2004). However, virtually all attempts were 
performed in the time slice mode, that is, comparing perpetual solar maximum/
minimum conditions, which is not the case for the real world where the solar signal 
is transient. The comparison of the simulation results with the solar signal extracted 
from the observations is difficult in this case due to inconsistent experiment set-up 

Fig. 4 The differences in the surface air temperature (K, left panel) and sea level pressure (hPa, 
right panel) between the composites with strong and weak PNJ. The data has been obtained from 
ECMWF ERA-40 archive. Shading marks the area where the difference is statistically significant 
at 95% confidence level.
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and also due to different methods applied to extract the solar signal. To address this 
issue we have performed transient experiments with the chemistry-climate model 
(CCM) SOCOL (Rozanov et al. 2005a) covering 1975–2000 period of time and 
driven by realistic set of time evolving forcing, which includes sea-surface tempera-
ture and sea ice (SST/SI), greenhouse gases (GHG), ozone depleting substances 
(ODS), stratospheric aerosol (STA), and solar irradiance (SOL). The spectral solar 
irradiance in the CCM SOCOL affects solar fluxes, photolysis and heating rates. 
The set up of the experiment and the applied forcing have been described by 
Rozanov et al. (2005b) and Eyring et al. (2006). For the extraction of the solar signal 
from the simulated time series we have applied standard linear multiple-regression 
analysis. This approach is based on the representation of the simulated time series 
as a linear combination of the considered forcing mechanisms. For GHG and ODS 
forcing we have used time series of the applied CO

2
 mixing ratio and total chlorine 

loading. As a proxy for volcanic forcing we used time series of the vertically 
integrated aerosol extinction at 550 nm in the tropical area. The solar irradiance 
variability is represented by the time series of the solar irradiance at 205 nm.

Figures 5 and 6 illustrate the solar signal in the zonal mean zonal wind, tempera-
ture and ozone averaged over the cold season in the northern hemisphere. Significant 
and rather homogeneous warming related mostly to the direct effects of SSI (see 
Fig. 2) is clearly visible in the upper stratosphere (above 40 km) and mesosphere in 
the tropics and the southern (summer) hemisphere. This warming is followed by the 
increase of the zonal wind in the both hemispheres. Not expected PNJ acceleration 
in the southern hemisphere appears due to strong acceleration and late breaking of 
the polar vortex in early November (not shown). In the northern hemisphere the 

Fig. 5 Zonal mean solar signal in zonal wind (in m/s) averaged over the northern cold season. 
The shading marks regions with statistically significant solar signal at the 95% confidence level.



Response of the Earth’s Atmosphere to the Solar Variability 325

increase of the zonal wind occurs in the entire atmosphere, albeit is only significant 
above 40 km and below 20 km. Dipole-like temperature response in the southern 
lower atmosphere and in the northern middle atmosphere is connected to the zonal 
wind acceleration. The ozone response consists of the significant ozone increase 
almost in the entire stratosphere due to enhanced chemical production and changes 
of the Brewer–Dobson circulation caused by the zonal wind alteration. More or less 
homogeneous ozone increase of up to 4% occurs in the middle extra-polar strato-
sphere in agreement with the results of 1D model (see Fig. 2). The most extreme 
ozone change appears in the lower stratosphere around 30°S. This ozone increase 
most likely reflects the deceleration of the Brewer–Dobson circulation resulting in 
smaller influx of the ozone-poor air from the upper troposphere. This is supported 
by the appearance of the warming spot in the same area due to less intensive 
upward motions there and smaller decompression cooling. The obtained results 
confirm that our model is able to simulate theoretically anticipated chemical and 
dynamical changes in the atmosphere due to enhancement of the SSI presented in 
Sects. 2 and 3.

In Fig. 7 we compare the simulated annual mean solar signal in the tropical 
(averaged over 25°S–25°N) temperature and ozone with the solar signal extracted 
from the different observation data sets using similar linear multiple regression 
technique as well as with the results obtained from the time-slice experiments with 
CCM SOCOL (Egorova et al. 2004). The simulated solar signal in the tropical 
temperature is similar to the signal from the time-slice experiment (Egorova et al. 
2004) in the entire atmosphere. However, the solar signal extracted from the transient
experiment is more pronounced in the lower stratosphere and mesosphere. The 
difference in the mesosphere can be partially explained by the difference in the 
applied SSI perturbations. In Fig. 1 the SSI variability from SUSIM data (used by 
Egorova et al. 2004) is systematically higher than the SSI variability from the 
compilation of Lean (2000) used for the transient runs especially in the spectral 

Fig. 6 Zonal mean solar signal in temperature (in K, left) and ozone mixing ratio (in %, right) 
averaged over the northern cold season. The shading marks regions with statistically significant 
solar signal at the 95% confidence level.
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range 170–210 nm, which is mostly responsible for the heating in the mesosphere. 
Higher temperature response in the lower stratosphere can be caused by the different
experimental set-up or by the different method for the solar signal definition. The 
comparison with the observations is not straightforward, because the analysis of 
different data sets gives rather different results. The simulated temperature signal is 
close in the middle stratosphere to the analysis of SSU data by Hood and Soukharev 
(2000) and in the lower and upper stratosphere to the analysis of ERA-40 data by 
Crooks and Gray (2005). The simulated solar signal in ozone is rather similar to the 
Egorova et al. (2004) results only in the middle stratosphere. The difference in the 
upper stratosphere and mesosphere can be again explained by smaller SSI perturba-
tions, which led to less intensive production of HO

x
 from water vapor photolysis. 

Possible contamination of the upper atmosphere during the long-term run under 
permanent solar maximum/minimum conditions or application of the linear multiple 
regression analysis for the extraction of the solar signal from the transient runs 
could also play some role. Taking into account the uncertainty of the observed solar 
signal we can conclude that the shape and magnitude of the solar signal in ozone 
from the transient run is in reasonable agreement with observations, however sub-
stantial disagreement around 30 km remains unexplained.

The simulated solar signal in the surface air temperature and sea-level pressure 
is illustrated in Fig. 8. In general agreement with the downward propagation mech-
anism considered in Sect. 3, the acceleration of the zonal wind in the stratosphere, 
shown in Fig. 5, affects the tropospheric circulation and surface temperature. The 
surface pressure changes have a dipole structure with a deepening of the polar 
depression of up to 3 hPa and formation of the positive pressure anomalies with the 
same magnitude in the Atlantic and Pacific sectors. Corresponding redistribution of 
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Fig. 7 Annual mean solar signal in the tropical (25°S–25°N averaged) temperature (K, left) and 
ozone (%, right) calculated with CCM SOCOL. Left panel: CCM SOCOL in transient mode (solid 
line); Egorova et al. (2004) (dotted line); SSU/MSU from Hood and Soukharev (2000) (dash-dot-
ted line), CPC reanalysis from Hood, 2004 (dot-dot-dashed line); NCEP reanalysis from Labitzke 
et al. (2002) (dashed line), ERA-40 reanalysis from Crooks and Gray, 2005 (diamonds). Right 
panel: CCM SOCOL in transient mode (solid line); Egorova et al., 2004 (dotted line); SBUV from 
Soukharev and Hood (2006) (triangles); SAGE from Soukharev and Hood (2006) (diamonds). 
Shaded areas in the right panel illustrate the uncertainty of the solar signal extracted from the 
observation data.
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the energy transport leads to the warming over Eastern Russia, Europe, USA and 
Pacific Ocean of up to 0.8 K. The simulated warming resembles the warming pat-
tern in Fig. 4; however, there is some difference in the location of the warming spot, 
its magnitude and statistical significance. The most substantial differences appear 
over USA and Pacific Ocean, where the solar signal in the surface air temperature 
is much higher and statistically significant. It should be noted, that the surface air 
temperature changes in Fig. 4 are not the result of the solar influence, but rather 
reflect the reaction of the surface climate to the increase of the PNJ strength, 
Therefore, the causes of this disagreement may result not only from the differences 
in the applied statistical techniques (composite analysis versus multiple linear 
regression analysis) but also from the different nature of the forcing. Nevertheless, 
the obtained results confirm that the SSI variability influences not only the middle 
atmosphere, but also the tropospheric climate.

5  Solar Variability and Temperature Trends 
in the Upper Stratosphere

The attribution of the climate changes requires a correct understanding of the tem-
perature evolution in the upper stratosphere (IPCC 2001; Ramaswamy et al. 2001). 
It is commonly accepted that the main driving mechanisms of the observed cooling 
in the stratosphere during the satellite era have been the rising concentration of 
GHG and ozone depletion by man-made ODS production (Ramaswamy et al. 
2001). However, it was pointed out by Randel (2004) that the evolution of the tem-
perature in the upper stratosphere does not look like a straight line and cannot be 

Fig. 8 The solar signal in the surface air temperature (K, left) and sea-level pressure (hPa, right) 
over the northern hemisphere during cold season. The shading marks regions with statistically 
significant solar signal at the 95% confidence level.
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explained only by the rather linear changes of GHG and ozone. Therefore, it is of 
great interest to estimate the influence of the solar irradiance variability on the 
temperature in the upper stratosphere in comparison with the GHG and ozone 
effects. To address this problem we have performed two additional 26-year-long 
runs with the CCM SOCOL. The first run was driven by the time evolving SST/SI 
and GHG, and the second run by SST/SI, GHG, and ODS. These runs do not 
include the variability of solar irradiance, therefore the comparison of the temperature
in the upper stratosphere from the three CCM SOCOL runs with the observation 
data allows us to elucidate the influence of the solar irradiance. The anomalies of 
the temperature in the upper stratosphere relative to the mean temperature are 
presented in Fig. 9 for three model runs together with the observed anomalies pre-
sented by Randel (2004). The upper stratosphere in the model runs without solar 
irradiance variability steadily cools down with the time. The magnitude of the 
cooling depends on the applied forcing, it is about 50% higher for the case when 
the ozone depletion due to chlorine loading is included in the model. The temperature
evolution in the case when the solar irradiance variability included is more complicated.
The general cooling trend in this case is modulated by the localized warming during 
the solar activity maximum (1980, 1991, 2000) causing the no cooling or even 
small warming periods. This behaviour is also clearly visible in the observation 
data especially for the last solar maximum. Thus, the solar irradiance variability is 
very important for the correct detection and attribution of the stratospheric 
 temperature trends.

6 Conclusions

Recent satellite observations show that the solar ultraviolet irradiance is much more 
variable than the total solar irradiance, therefore it has a potential to amplify the solar 
signal produced with models driven only by the TSI variability. The magnitude of the 
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Fig. 9 Anomalies of the global mean temperature near the stratopause for the last 25 years of the 
20th century from the CCM SOCOL runs driven by the time evolving SST/SI and GHG (dotted 
line); GHG+ODS (dashed line) and GHG+ODS+STA+SOL (solid line) and from the MSU data 
(triangles, Randel 2004).
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SSI variability still has a large uncertainty in particular for the wavelength longer 
than 220 nm, but there is a hope that the future and ongoing measurements will help 
to establish SSI variability with higher accuracy. Presented here are simulations of 
the atmospheric effects of the solar irradiance variations during the 11-year solar 
activity cycle, which reveal that the direct and indirect (via ozone production) heat-
ing in the upper and middle stratosphere due to enhancement of the solar spectral 
irradiance leads to an acceleration of the polar night jets and suppression of the Brewer–
Dobson circulation resulting in the ozone increase and warming of the lower tropical
stratosphere. These stratospheric changes alter the tropospheric circulation leading 
to a statistically significant warming of the surface air over Russia, Europe and 
North America. The connection of the tropospheric climate with the intensity of the 
polar night jets was illustrated using the composite analysis of the ERA-40 data, 
which shows that an increase in the stratospheric zonal wind is linked to the surface 
air temperature and sea-level pressure changes, which resemble the simulated solar 
signal and confirm the reality of the downward propagation mechanism. Solar UV 
irradiance does not substantially amplify the solar signal in the global mean tempera-
ture, however in some areas (Russia, Europe and North America) SSI induced 
warming can reach 0.8 K. It means that additional warming due to SSI variability 
in these particular areas from 1900 to 1960, when the solar activity had undergone 
large changes can be as high as 1.5–2 K.

Despite some progress, the comparison of the simulated solar signal with the 
satellite observations is not very successful for the tropical temperature and ozone. 
One reason for this disagreement could be in the substantial uncertainty of the 
observational estimations. The absence of such processes as QBO and energetic 
particles in the model could also play a role and detailed studies of these processes 
are in progress.

The importance of the solar spectral irradiance variability for the attribution of 
the temperature changes in the upper stratosphere has been demonstrated by the 
comparison of the simulated and observed temperature evolution during the last 25 
years of the 20th century. The comparison shows that spectrally resolved solar forcing
is absolutely necessary to simulate the observed temperature evolution in the upper 
stratosphere.
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Stratospheric Ozone Variations Caused 
by Solar Proton Events Between 1963 and 2005

C. H. Jackman1 and E. L. Fleming2

Abstract Some solar eruptions lead to solar proton events (SPEs) at the Earth, 
which typically last a few days. High energy solar protons associated with SPEs 
precipitate on the Earth’s atmosphere and cause increases in odd hydrogen (HO

x
)

and odd nitrogen (NO
y
) in the polar cap regions (> 60° geomagnetic). The enhanced 

HO
x
 leads to short-lived ozone depletion (∼days) due to the short lifetime of HO

x

constituents. The enhanced NO
y
 leads to long-lived ozone changes because of the 

long lifetime of the NO
y
 family in the stratosphere and lower mesosphere. Very 

large SPEs occurred in 1972, 1989, 2000, 2001, and 2003 and were predicted to 
cause maximum total ozone depletions of 1–3%, which lasted for several months 
to years past the events. A long-term data set of solar proton fluxes used in these 
computations has been compiled for the time period 1963–2005. Several satellites, 
including the NASA Interplanetary Monitoring Platforms (1963–1993) and the 
NOAA Geostationary Operational Environmental Satellites (1994–2005), have 
been used to compile this data set.

1 Introduction

Explosions on the Sun sometimes result in large fluxes of high-energy solar protons 
at the Earth, especially near the maximum period of activity of a solar cycle. This 
disturbed time, wherein the solar proton flux is generally elevated for a few days, 
is known as a solar proton event (SPE). Solar protons are guided by the Earth’s 
magnetic field and impact both the northern and southern polar cap regions (> 60° 
geomagnetic latitude) (e.g., see Jackman and McPeters 2004). These protons can 
impact the neutral middle atmosphere (stratosphere and mesosphere) and produce 
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both HO
x
 (H, OH, HO

2
) and NO

y
 (N, NO, NO
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, NO
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, HNO
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ClONO
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, BrONO

2
) constituents either directly or through a photochemical 

sequence (e.g., Swider and Keneshea 1973; Crutzen et al. 1975; Jackman et al. 
1980; Solomon et al. 1981; McPeters 1986; Zadorozhny et al. 1992). Ozone is also 
impacted by the solar protons through direct photochemical destruction forced by 
the HO

x
 and NO

y
 enhancements (e.g., Weeks et al. 1972; Heath et al. 1977; 

Solomon et al. 1983; Jackman et al. 1990).
Although all sizes of SPEs can have an impact on the atmosphere, the extremely 

large SPEs cause the most pronounced changes. Several of these extremely large 
SPEs have occurred in the past 40 years. Huge fluxes of high-energy protons have 
impacted the Earth’s atmosphere in 1972, 1989, 2000, 2001, and 2003. In this 
paper, the impact of SPEs over the 1963–2005 period will be discussed, concentrating 
particularly on the atmospheric effects during and after the huge SPEs.

The paper is divided into six primary sections, including the Introduction. We 
discuss the very important solar proton measurements and their production of odd 
hydrogen (HO

x
) and odd nitrogen (NO

y
) in Sect. 2. A comparison of the largest 15 

SPEs in the past four solar cycles is also undertaken in Sect. 2. The GSFC two-
dimensional model used to simulate the impact of the SPEs on the atmosphere is 
discussed in Sect. 3. The short-term impact of these SPEs on ozone during and for 
several days after particular events is given in Sect. 4. Longer term influences of the 
SPEs on the middle atmosphere are discussed in Sect. 5. Finally, the conclusions 
are given in Sect. 6.

2  Proton Fluxes: Odd Hydrogen (HOx)
and Odd Nitrogen (NOy) Production

2.1 Proton Fluxes

Solar proton fluxes have been measured by a number of satellites in interplanetary 
space or in orbit around the Earth. The National Aeronautics and Space 
Administration (NASA) Interplanetary Monitoring Platform (IMP) series of satel-
lites provided measurements of proton fluxes from 1963–1993. IMPs 1–7 were 
used for the fluxes from 1963–1973 (Jackman et al. 1990) and IMP 8 was used for 
the fluxes from 1974–1993 (Vitt and Jackman 1996). The National Oceanic and 
Atmospheric Administration (NOAA) Geostationary Operational Environmental 
Satellites (GOES) were used for proton fluxes from 1994–2005 (Jackman et al. 
2005a). There are uncertainties associated with these proton flux data, especially 
given the large number of satellite instruments used to compile such a measurement 
record. We estimate the proton flux uncertainties to be up to 50%, given some 
straightforward comparisons of particular proton flux measuring instruments. It is 
beyond the scope of the present study to undertake a more detailed comparison, 
however, we do recommend that such a study be accomplished by experts in the 
field of solar particle observations.
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Other precipitating particles are associated with SPEs, besides protons. Alpha 
particles comprise about 10% of the positively charged solar particles with other 
ions accounting for less than 1% of the remainder (e.g., Mewaldt et al. 2005). 
Measurements exist for other ions besides protons, but not enough for a continuous 
observation record from 1963–2005. Electrons also accompany SPEs (e.g., 
Mewaldt et al. 2005), however, their precipitation is not uniform over the polar 
caps. The energy deposition of electrons will primarily be in the auroral oval 
regions, which is more difficult to characterize, and will be confined mostly to the 
thermosphere and upper mesosphere. We only include solar protons in our compu-
tations and note that other charged particles could add modestly to the energy depo-
sition in the middle atmosphere during SPEs.

Protons in their energy deposition process cause ionizations, dissociations, pre-
dissociations, and dissociative ionizations in collisions with atmospheric constituents. 
The protons thus produce secondary electrons, ions, excited molecules and atoms. The 
proton fluxes were used to compute daily average ion pair production profiles using 
an energy deposition scheme first discussed in Jackman et al. (1980). The scheme 
includes the deposition of energy by the protons and assumes 35 eV are required to 
produce one ion pair (Porter et al. 1976). Thereby, a data set of daily average ion pair 
production rates for the period 1963–2005 were created for use in model studies and 
is available at http://strat-www.met.fu-berlin.de/∼matthes/sparc/inputdata.html.

2.2 Odd Hydrogen (HO
x
) Production

Along with the ion pairs, the protons and their associated secondary electrons also 
produce odd hydrogen (HO

x
). The production of HO

x
 relies on complicated ion 

chemistry that takes place after the initial formation of ion pairs (Swider and 
Keneshea 1973; Frederick 1976; Solomon et al. 1981). Solomon et al. (1981) computed
HO

x
 production rates as a function of altitude and ion pair production. Each ion pair 

typically results in the production of around two HO
x
 constituents in the upper 

stratosphere and lower mesosphere. In the middle and upper mesosphere, an ion pair 
is computed to produce less than two HO

x
 constituents per ion pair. We include the HO

x

production by SPEs in our model using a look-up table (see Jackman et al. 2005b) 
invoking the computations of Solomon et al. (1981). The HO

x
 constituents have 

lifetimes of only hours in the middle atmosphere, therefore, any further effects on other
constituents from the HO

x
 group are apparent only during and shortly after an SPE.

2.3 Odd Nitrogen (NO
y
) Production

Odd nitrogen is produced when the energetic charged particles (protons and 
 associated secondary electrons) collide with and dissociate N

2
. Following Porter et al. 

(1976) it is assumed that ∼1.25 N atoms are produced per ion pair. The Porter 
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et al. (1976) study also further divided the proton impact of N atom production 
between ground state (∼45% or ∼0.55 per ion pair) and excited state (∼55% or ∼0.7
per ion pair) nitrogen atoms. Ground state [N(4S)] nitrogen atoms can create other 
NO

y
 constituents, such as NO, through

N(4S) + O
2
 → NO + O (1)

or can lead to NO
y
 destruction through

N(4S) + NO → N
2
 + O. (2)

Generally, excited states of atomic nitrogen, such as N(2D), result in the production 
of NO through

N(2D) + O
2
 → NO + O (3)

(e.g., Rusch et al. 1981; Rees 1989) and do not cause significant destruction of NO
y
.

Rusch et al. (1981) showed that there are huge differences in the final results of 
model computations of NO

y
 enhancements from SPEs that depend strongly on the 

branching ratios of the N atoms produced. We currently do not include any of the 
excited states of atomic nitrogen (e.g., N(2D), N(2P), and N+) as computed constitu-
ents in our model. We use the following fairly accurate way to best represent the 
production of NO

y
 constituents by the SPEs: Assume that 45% of the N atoms pro-

duced per ion pair result in the production of N(4S) (∼0.55 per ion pair) and that 
55% of the N atoms produced per ion pair result in the production of NO (∼0.7 per 
ion pair). There are uncertainties in these proton-caused NO

y
 production computa-

tions of about 20% (Jackman et al. 1979), which does not include the uncertainty 
in the measured precipitating proton flux.

The lifetime of odd nitrogen can vary dramatically depending on season and 
altitude. Odd nitrogen has a relatively short lifetime (∼days) in the sunlit middle 
and upper mesosphere, however, lower mesospheric and stratospheric NO

y
 can last 

for weeks past an SPE. A large portion of the SPE-produced NO
y
 is conserved in a 

mostly dark polar middle atmosphere in the late fall and winter. This NO
y
 can then 

be transported to lower altitudes via the general downward flowing winds during 
this time of year and its lifetime can range from months to years, if transported all 
the way to the middle and lower stratosphere.

We have quantified middle atmospheric NO
y
 production previously (Jackman 

et  al. 1990; Vitt and Jackman 1996; Jackman et al. 2005a) for years 1963 through 
2003. We add NO

y
 computations in this study to these earlier calculations for years 

2004 and 2005 and present the annual production from SPEs for the 43-year period 
1963 through 2005 in Fig. 1. The annual-averaged sunspot number is also shown in 
Fig. 1 to illustrate the rough correlation between solar maximum periods and 
frequency of SPEs.

Substantial amounts of NO
y
 were produced near solar maximum in several 

years. The annual global NO
y
 production from solar protons is computed to be 3.7, 

8.4, 6.7, 7.9, and 4.1 × 1033 molecules for the very active years 1972, 1989, 2000, 
2001, and 2003, respectively. These annual production rates from SPEs are ∼10–25% 
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of the largest global NO
y
 source (nitrous oxide oxidation, N

2
O + O(1D)) of about 

3.3 × 1034 molecules/year (Vitt and Jackman 1996). The SPE sources of NO
y
 were 

very significant during these particular years for the middle atmosphere. Since the 
SPEs typically last only a few days, these impulses of NO

y
 from SPEs can impact 

the polar odd nitrogen amounts substantially during brief periods.
The 15 largest SPEs based on NO

y
 production in the past 40 years are given in 

Table 1. Surprisingly, eight of them occurred in the most recent solar maximum period.

Fig. 1 Total global production of NO
y
 molecules per year in the polar stratosphere and meso-

sphere by SPEs (solid histogram – left ordinate) and the oxidation of nitrous oxide [N
2
O + O(1D)]

(dash-dot line – left ordinate) for years 1963–2005. The annually averaged sunspot number 
(dashed line – right ordinate) is also given.

Table 1 Largest 15 solar proton events in the past 40 years

  NO
y
 production in the middle atmosphere 

Date of SPEs Rank in size (# of 1033 molecules)

October 19–27, 1989 1 6.7
August 2–10, 1972 2 3.6
July 14–16, 2000 3 3.5
October 28–31, 2003 4 3.4
November 5–7, 2001 5 3.2
November 9–11, 2000 6 2.3
September 24–30, 2001 7 2.0
August 13–26, 1989 8 1.8
November 23–25, 2001 9 1.7
September 2–7, 1966 10 1.2
January 15–23, 2005 11 1.1
September 29–October 3, 1989 12 1.0
January 28–February 1, 1967 13 0.99
March 23–29, 1991 14 0.89
September 7–17, 2005 15 0.88
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3 GSFC Two-Dimensional Model Description and Simulations

The latest version of the Goddard Space Flight Center (GSFC) two-dimensional 
(2D) atmospheric model was used to predict atmospheric changes caused by the 
solar protons. The model has been in use since the late 1980s and has undergone 
extensive improvements over the years (Douglass et al. 1989; Jackman et al. 1990). 
The vertical range of the model, equally spaced in log pressure, is from the ground 
to approximately 90 km (0.0024 hPa) with approximately a 2 km grid spacing. 
Latitudes range from 85°S to 85°N with a 10°-grid spacing.

Fleming et al. (2002) described the methodology to compute the transport for the 
GSFC 2D model using the global winds and temperatures from meteorological data 
for particular years. This technique has now been applied using the National Centers 
for Environmental Prediction – National Center for Atmospheric Research (NCEP-
NCAR) reanalysis-2 project (e.g., Kanamitsu et al. 2002). These data cover the time 
period 1958–present, and extend from the surface to 10 hPa. We have used the original 
NCEP analyses data (Gelman et al. 1986) for 10–1 hPa for 1979–present (climatological 
fields are used above 10 hPa prior to 1979). For the mesosphere for 1–0.002 hPa, we 
employ the temperature measurements made by the Microwave Limb Sounder (MLS) 
onboard UARS for September 1991 through June 1997 (Wu et al. 2003). The 2D 
model residual circulation and horizontal and vertical eddy diffusion quantities are 
then derived following the methodology described in Fleming et al. (2002, 2007).

The photochemical scheme includes all reactions that are thought to be important
for ozone in the middle atmosphere. The reaction rates, including heterogeneous 
rates, are taken from Sander et al. (2003). A lookup table is employed in computing 
the photolytic source term, which is then used in computation of photodissociation 
rates for atmospheric constituents (Jackman et al. 1996). The GSFC 2D chemistry 
solver uses the Atmospheric Environmental Research (AER) 2D model scheme 
(Weisenstein et al. 2004), which computes a diurnal cycle every day. The ground 
boundary conditions for the source gases are taken from WMO (2003) for the 
particular simulated year. The model uses chemical families and computes 62 
constituents (Jackman et al. 2005b).

We used the GSFC 2D model to compute two primary simulations, “base” and 
“perturbed,” for the years 1960–2010. The transport for years 1960–2004 is driven 
by NCEP products for those particular years, whereas the transport for the individual
years 2005–2010 is an average climatology of the 1958–2004 period. The “base” 
simulation includes no SPEs, whereas the “perturbed” simulation includes all SPEs 
from January 1, 1963 through December 31, 2005. The perturbation to the atmosphere
was caused by the SPE-produced HO

x
 and NO

y
 enhancement.

4 Short-term Impact on Ozone

The ozone response due to very large SPEs is not subtle and has been observed due 
to numerous events to date (e.g., Jackman and McPeters 2004; López-Puertas et al. 
2005; Seppälä et al. 2006). Ozone within the polar caps (60–90°S or 60–90°N 
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geomagnetic) is generally depleted to some extent in the mesosphere and upper 
stratosphere (e.g., Jackman et al. 2005b) within hours of the start of the SPE. 
Decreases in mesospheric and upper stratospheric ozone are mostly caused by 
SPE-induced HO

x
 increases (see Solomon et al. 1981, 1983; Jackman and McPeters 

1985; Jackman et al. 2005b; Verronen et al. 2006) and last only during and for a 
few hours after the SPEs. The Verronen et al. (2006) study implies that the solar 
proton-caused HO

x
 production could be up to 50% uncertain, which does include 

the uncertainty in the measured precipitating proton flux. SPE-caused NO
y
 enhance-

ments can also drive upper stratospheric ozone depletion, but do not cause signifi-
cant mesospheric ozone depletion (Jackman et al. 2001). Although these short-term 
SPE impacts on ozone merit study and have helped test atmospheric models (e.g., 
Jackman and McPeters 1987; Verronen et al. 2006), the longer-term SPE impacts 
on ozone are the more important component in polar stratospheric ozone variation 
and will be discussed in the next section.

5 Long-term Impact on Ozone

The longer-term impact of SPE-induced NO
y
 enhancements on ozone has been 

known for about 30 years. Heath et al. (1977) showed large stratospheric ozone 
reductions in Nimbus-4 BUV instrument data up to 19 days past the August 1972 
events, which were probably caused by the NO

y
 enhancements. Several other 

papers (e.g., Reagan et al. 1981; Solomon and Crutzen 1981; Rusch et al. 1981; 
Jackman et al. 1990, 1995, 2000, 2005a; Randall et al. 2001) studied various 
aspects of NO

y
 influence on stratospheric ozone. The primary catalytic cycle for 

NO
y
 destruction of ozone is

 NO + O
3
→ NO

2
+ O

2
 (4)

 NO
2
 + O→ NO+ O

2
 (5)

 Net: O
3
 + O → Ο2 + Ο2 (6)

The long lifetime of the NO
y
 constituents allows the influence on ozone to last for 

a number of months to years past the event. Long-term effects due to solar protons 
with durations of (a) about 2 months have been shown in measured NO

x
 (NO + 

NO
2
) and ozone after the July 2000 SPE (Randall et al. 2001); and (b) about 5 

months have been shown in measured NO
2
 and ozone after the October 1989 SPEs 

(Jackman et al. 1995). Figure 2 shows the model predicted temporal behavior of profile 
ozone (lower plot) and NO

y
 (upper plot) for the polarmost northern hemisphere

(NH) area (70°–90°N) for the time period 1963–2010. NO
y
 shows enhancements 

between 1% and about 10% in the lower stratosphere (below 10 hPa) for particular 
years. These very large SPEs in (a) August 1972; (b) August–September–October 1989;
and (c) July and November 2000, September and November 2001, October 
2003, and January and September 2005 cause the NO

y
 increases in years (a) 1972–1973;

(b) 1989–1993; and (c) 2000–2006, respectively.
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The increased NO
y
 led to a northern polar stratospheric ozone depletion for 

extended periods. SPE-caused depletions greater than 3% are highlighted in “dark 
gray” in Fig. 2 (lower plot). The polar southern hemisphere (SH) shows similar 
behavior (Fig. 3), however, there are differences caused by the seasonal differences 
for the occurrence of the SPEs (e.g., see discussion in Jackman et al. 2005b). SPEs 
that occur in the late fall/winter time period experience a lower amount of sunlight 
thus the loss process for NO

y
 via

 NO + hν (<191nm) → N + O (7)

followed by

N + NO → N
2
 + O (8)

is minimal. The vertical winds are generally downward at this time of year and NO
y

is transported to lower altitudes, where photochemical loss is even less. SPEs in 
October 1989, November 2000, November 2001, October 2003, and January 2005 
were thus most important in the NH. Likewise, the SPEs in August 1972, August 

Fig. 2 Model computed percentage changes in NO
y
 and O

3
 for the polar northern hemisphere area 

(70–90°N) for 1963–2010 resulting from SPEs in 1963–2005. Contour levels for NO
y
 (top plot) 

are +1%, +3%, and +10%. The “light gray” and “dark gray” highlighted areas for NO
y
 indicate 

increases from 3% to 10% and >10%, respectively. Contour levels for O
3
 (bottom plot) are −3%, 

−1%, −0.3%, 0%, and +0.3%. The “light gray” and “dark gray” highlighted areas for O
3
 indicate 

decreases from 1% to 3% and >3%, respectively. These changes were computed by comparing 
the “perturbed” to the “base” simulation. Horizontal lines at 160 hPa (solid) and 100 hPa (dashed) 
are given in the O

3
 plot for assessing the temporal change of the 0% contour.
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1989, and July 2000 were most important in the SH. Large SPEs, whether or not 
they occurred in late fall/winter, do cause perturbations in both hemispheres. For 
example, the October 1989 SPE was the largest in the past 40 years (see Table 1) 
and also caused a substantial impact in the SH (e.g., Jackman et al. 1995).

Enhanced levels of NO
y
 can also lead to ozone increases (Jackman et al. 2000). 

This is especially true in years of enhanced halogen loading. The ozone loss rate 
due to chlorine and bromine can be reduced through reactions such as

CIO + NO
2
 + M → CIONO

2
 + M (9)

and

BrO + NO
2
 + M → BrONO

2
 + M (10)

where chlorine and bromine reservoir constituents (ClONO
2
 and BrONO

2
) are pro-

duced at the expense of the ozone-reducing radicals (ClO and BrO).
Although such interference is relatively small in the NH and SH with computed 

ozone increases of just over +0.3% at most, the average altitude of the 0.0% contour 
line gradually rises upwards from about 160 hPa (∼13 km) in 1980 to near 100 hPa 

Fig. 3 Model computed percentage changes in NO
y
 (top) and O

3
 (bottom) for the polar southern 

hemisphere area (70–90°S) for 1963–2010 resulting from SPEs in 1963–2005. Contour levels are 
the same as in Fig. 2. These changes were computed by comparing the “perturbed” to the “base” 
simulation. Horizontal lines at 160 hPa (solid) and 100 hPa (dashed) are given in the O

3
 plot for 

assessing the temporal change of the 0% contour.
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(∼16 km) in 2000 as the effective equivalent stratospheric chlorine increases from 
1.8 to 3.2 ppbv over the same time period (see Fig. 1–23 of WMO 2003). There is 
significant seasonal variability (primarily driven by the annual solar change) and 
interannual variability (primarily associated with very large SPEs) in the 0.0% 
ozone contour line. Horizontal lines at 160 hPa (solid) and 100 hPa (dashed) are 
given in the bottom panels of Figs. 2 and 3 to aid in assessing the temporal change 
in the 0.0% contour line for ozone.

The impact on total ozone is shown in Fig. 4. Both hemispheres had extended 
periods of depleted ozone from 1–3% in 1972, 1989–1990, and 2000–2003. These 
changes are modest compared to the downward trends caused by halogen loading 
in the polar regions over the 1980–2000 time period [∼3%/decade in the NH and 
∼4–9%/decade in the SH, WMO 2003], however, they need to be considered in 
understanding polar changes during particular years.

6 Conclusions

Several very large SPEs have occurred over the 43-year time period 1963–2005. 
These events, which occurred in 1972, 1989, 2000, 2001, and 2003, have led to 
significant polar enhancements in HO

x
 and NO

y
. The HO

x
 enhancements led to 

short-term mesospheric and upper stratospheric ozone decreases, whereas the NO
y

enhancements led to polar total ozone depletions of 1–3% lasting several months to 

Fig. 4 Model computed percentage total ozone changes for 1963–2010 resulting from SPEs in 
1963–2005. Contour intervals are −1%, −0.3%, and −0.1%. The “light gray” and “dark gray” 
highlighted areas indicate decreases from 0.3% to 1% and >1%, respectively. These changes were 
computed by comparing the “perturbed” to the “base” simulation.
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years past the events. In more recent years, the NO
y
 enhancements were also found 

to lead to small ozone enhancements in the lowermost stratosphere because of 
interference with the ozone loss cycles for the chlorine and bromine constituents.
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Sunspots, the QBO, and the Stratosphere 
in the North Polar Region: An Update*

K. Labitzke1, M. Kunze1, and S. Brönnimann2

Abstract The 11-year sunspot cycle (SSC) strongly affects the lower stratosphere. 
However, in order to detect the solar signal it is necessary to group the data according 
to the phase of the Quasi-Biennial Oscillation (QBO). Although this is valid 
throughout the year the effect of the SSC and the QBO on the stratosphere was 
largest during the northern winters (January/February). As the stratosphere can 
affect weather at the ground, the SSC effect on the lower stratosphere might provide 
a mechanism for solar-climate links. Here we analyse an extended, 65-year long 
data set of solar variability, QBO, and lower stratospheric dynamics. The results 
fully confirm earlier findings and suggest a significant effect of the SSC on the 
strength of the stratospheric polar vortex and on the mean meridional circulation.

1 Introduction

Even after 200 years of research, the relation between solar variability and Earth’s 
climate remains a matter of debate in the scientific literature and a topic of foremost 
interest to the Earth science community. Effects of solar variability related to the 
11-year sunspot cycle are most obvious in the stratosphere, though still not fully 
understood (van Loon and Labitzke 2000; Crooks and Gray 2005; Matthes et al. 
2006). Hence, the effect of solar variability on climate at the ground might well 
proceed via the stratosphere.

Labitzke suggested in 1982 that the Sun influences the intensity of the north 
polar vortex in the stratosphere in winter, and that the Quasi-Biennial Oscillation 
(QBO) is needed to identify the solar signal. Based on these results, Labitzke found 
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in 1987 that a signal of the 11-year sunspot cycle (SSC) emerged when the arctic 
stratospheric temperatures and geopotential heights were grouped into two categories
determined by the direction of the equatorial wind in the stratosphere (QBO). The 
signal involves a change in strength of the northern polar vortex in the stratosphere. 
Through the mechanism of downward propagation (Baldwin and Dunkerton 2001) 
it might affect the sea-level pressure (SLP) field and lead to changes in the so-called 
Arctic Oscillation (AO) (Thompson and Wallace 1998).

This first study was based on 30 years of data (1957–1986), which is barely 
three solar cycles. Several publications criticized the short data record.

In the mean time, 20 more years of data became available, and the records have 
been extended into the past. Altogether, 65 years of data are now available, that is, 6.5 
solar cycles, (see Fig. 3). In this paper we analyse the 65-year data set with respect to 
trends and to solar effects in the lower stratosphere (based on Labitzke et al. 2006).

2 Data and Methods

The work presented in this paper is mainly based on NCEP/NCAR reanalysis data 
(e.g., Kalnay et al. 1996) since 1948. In order to address the polar vortex in the 
stratosphere we use 30 hPa geopotential height at the North Pole. These data were 
extended back to 1942 using statistical reconstructions based on historical upper-level 
data as described in Labitzke et al. (2006). Reconstruction and validations methods 
as well as the historical data are identical to those used in Brönnimann et al. 
(2007a). The statistical approach is based on the assumption of a stationary rela-
tionship between predictors (mostly radiosonde data from the midlatitudes, but also 
from the Arctic) and the predictand. Hence, we are measuring the strength of the 
polar vortex via its imprint in the mid- to high-latitude upper troposphere. It is 
important to note, however, that the reconstructions are independent of both the 
QBO (no data south of 30°N were used) and solar variability and can therefore be 
used for the following statistical analyses. The skill of the reconstructions is shown 
to be sufficient for the analyses presented here (Labitzke et al. 2006). Data for the 
AO index were taken from Thompson and Wallace (1998).

The significance of our results depends on the number of solar cycles available. 
With these new data we have reached 6.5 solar cycles and we can now safely say 
that the results for the northern winters, especially in the west phase of the QBO, 
with a coefficient of correlation r reaching 0.7, are highly significant (r = 0.5 and 
0.66 correspond to the 95% and 99% confidence levels, respectively).

The QBO is an oscillation in the atmosphere which is best observed in the 
stratospheric winds above the equator, where the zonal winds change between 
east and west with time. The period of the QBO varies in space and time, with an 
average value near 28 months at all levels, see reviews by Naujokat (1986) and 
Baldwin et al. (2001).

Information on the phase of the QBO was taken from the FU Berlin data back 
to 1953 (Labitzke et al. 2002). The series was extended back to 1942 based on pilot 
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balloon wind observations from the tropical stratosphere. All zonal wind observations
above 16 km were analysed in three latitude bins (20° S–5°S, 5°S–5°N, 5°N–20°N) 
and altitude bins of 2 km. According to lead-lag relationships determined from 
NCEP/NCAR data after 1957, the data in each bin were shifted to be in phase with the
equatorial QBO at 40 hPa. The same data were used in Labitzke et al. (2006) to fit 
a periodic curve visually to the data and determine the phase of the QBO during winter.

Table 1 gives some more detailed information. For seven out of the 12 winters, 
the observations indicate a plausible QBO phase. In the other cases, the direct 
observations are less clear and the phase was constrained by the visual fit (see 
Labitzke et al. 2006), by other (non-winter) observations, or by information from 
the literature. The winter 1941/1942 was probably close to a phase change and 
hence must be considered uncertain, 1952/1953 also is close to a phase change, but 
here the westerly phase is relatively well documented. The other winters were probably
not close to phase changes, though some uncertainty remains. The QBO phase 
attributed to these 12 winters is in excellent agreement with the QBO phase extracted 
from historical total ozone data for the same period (Brönnimann et al., 2007b).

The monthly mean values of the 10.7 cm solar flux are used as a proxy for vari-
ations through the SSC. The flux values are expressed in solar flux units: 1 
s.f.u. = 10−22 W m−2 Hz−1. This is an objectively measured radio wave intensity, highly 
and positively correlated with the 11-year SSC and particularly with the UV part of 
the solar spectrum (Hood 2003). For the earliest years, before regular measurements of 
the 10.7 cm solar flux became available in 1947, we derived the solar flux from a 
regression between the sunspot numbers and the flux (see Labitzke et  al. 2006).

Table 1 Observed winds in the tropical stratosphere from November to February. Year refers to 
the year of the February, u

med
 is the median value of the zonal wind (m/s), n gives the number of 

observations, phase indicates the attributed phase

Year umed n Phase Comment

1942 0.00 1 E Possibly end of E phase; Schove (1969) indicates E in 1941. 2,
    see also visual fit to data in Labitzke et al. (2006)
1943 1.03 67 W
1944 0.00 66 E E in 1943 (Schove 1969), see also visual fit to data in 
    Labitzke et al. (2006)
1945 0.00 1011 W W in fall 1944 and spring 1945 (Labitzke et al. 2006)
1946 −5.52 159 E E in 1946.2 (Schove 1969)
1947 7.07 131 W
1948 3.54 785 E Though the observed winds are W, this would mean that 
    the W phase was extremely long, which is hardly 
    plausible (see also visual fit to data in Labitzke et al. 
    2006); Schove (1969) indicates E in 1948.2
1949 0.00 712 W W in fall 1948 and spring 1949; see also visual fit 
    to data in Labitzke et al. (2006)
1950 −6.00 498 E E in 1950.1 (Schove 1969)
1951 2.00 3483 W
1952 −6.00 2099 E E in 1952.4 (Schove 1969)
1953 1.16 3726 W
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3 Trends at 30 hPa Over the Arctic

The time series of monthly mean 30 hPa temperatures and heights over the North 
Pole for selected winter months, Fig. 1, gives a clear visualization of the large vari-
ability of the arctic stratosphere. In early winter, that is, December (Fig. 1a), the 

Fig. 1 (a) Time series of the monthly mean 30 hPa North Pole temperatures (°C) in December, 
1948–2005. Trend lines are given for the whole period as well as for two sub-periods (1948–1979) 
and (1979–2005). The data are from NCEP/NCAR reanalysis. (b) Time series of the monthly 
mean 30 hPa North Pole heights (gpdm) in February, 1942–2006 – The data are from NCEP/NCAR
and statistical reconstructions; (c) as (a), but for March, 1948–2006 (NCEP/NCAR reanalysis).
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linear temperature trend for all 58 years is slightly negative, but slightly positive 
since 1979. The standard deviation is about 6 K.

For February (Fig. 1b), 65 years of 30 hPa height data are available – and the 
trend for all years is practically zero. Warm winters with a high 30 hPa level over 
the North Pole (like in February 1958, 1987 or 2001) alternate with very cold winters
with a low 30 hPa level over the North Pole, (like in February 1976, 1997, or 1974, to 
name the three highest and lowest Februaries, respectively). There is no difference 
of the state of the arctic stratosphere between the early and the later Februaries.

In March (Fig. 1c), the temperature trend for all 59 years is slightly positive. 
Cutting the time series yields a strong positive trend in the early part of the period 
and a strong negative trend in the later period (starting in 1979). But this is not 
advisable. One cannot say that March has become colder (nor January or February, 
not shown) during the available period. Excluding the influence of the extreme in 
March 1997, which can be explained through atmospheric dynamics, the time 
series as a whole has no trend; and this realization is important in a discussion of 
the future development of the arctic ozone (Labitzke and van Loon 1999).

4  Influence of the 11-Year Sunspot Cycle on the Stratosphere 
in Late Winter

4.1 The Arctic Stratosphere Since 1942

Figure 2 shows in two scatter diagrams the 30 hPa heights over the North Pole in 
February when the modulation of the solar signal by the QBO is at its maximum. 
The correlations between the 30 hPa heights and the solar cycle are shown, with the 
winters in the east phase of the QBO in the left part of the figure, and the winters 
in the west phase of the QBO in the right part. The abscissas indicate the SSC. The 
correlations are clearly very different in the two groups, with negative correlations 
over the Arctic in the east phase of the QBO and large positive correlations there in 
the west phase. (The correlation for all years is 0.2, not shown.) The numbers in the 
scatter diagrams are the years of the individual Februaries. The total number of 
Februaries available is now 65, more than twice the number available in the begin-
ning (Labitzke 1987; Labitzke and van Loon 1988) and comprises seven minima 
and six maxima, Fig. 3. As mentioned above, the 20 years after the first publication 
in 1987 fit very well into the scatter diagrams (Fig. 2) and confirm the earlier 
results. But also the NCEP/NCAR reanalysis from 1948 till 1957 (10 years) fit very 
well and the size of the correlations (particularly in the west phase of the QBO) did 
not change much. Most remarkable are the six Februaries from 1942 till 1947 
(reconstructions).

The average height difference (∆H Fig.2) between solar maxima and minima is 
very large in the west-phase winters, reaching 704 m which is more than one stand-
ard deviation of the interannual variability. Figure 3 presents the SSC based on the 
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Fig. 2 Scatter diagrams of the monthly mean 30 hPa geopotential heights (geopot. km) in February at 
the North Pole (1942–2006), plotted against the 10.7 cm solar flux. Left: Circles: years in the east phase 
of the QBO (n = 29). Right: Squares: years in the west phase (n = 36). The numbers indicate the respec-
tive years; r = correlation coefficient; ∆H gives the mean difference of the heights (geopot. m) between 
solar maxima and minima. Filled squares and filled circles denote MMWs, that is, a winter with a 
reversal of the zonal wind over the Arctic at the 10 hPa level (data are from reconstructions 1942–1947 
and NCEP/NCAR thereafter) (Labitzke and van Loon 1990, updated; Labitzke et al. 2006).

Fig. 3 Time series of the 10.7 cm solar flux, 1942–2006 ((January + February)/2). Squares denote 
winters in the west phase of the QBO, circles winters in the east phase. Large filled symbols 
characterize the occurrence of Major Midwinter Warmings (MMWs) in January or February. 
(Labitzke and van Loon 1990, updated); Labitzke et al. (2006).
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10.7 cm solar flux for the period 1942–2006. It is indicated whether a winter 
(January/February) belonged to the west or east phase of the QBO. Further, filled 
symbols indicate if a MMW was observed. This can be well decided since 1950. 
The definition of a MMW is based on a reversal of the zonal wind over the Arctic 
at the 10 hPa level. As the very early data do not reach that high we must rely on 
comparisons with more recent events. The 30 hPa height values derived for 1947 
and 1949 (west phase of the QBO) and 1942 (east phase) must be compared in Fig. 2 
with neighbouring values, e.g., 1958, 1991, 1970, 1960 in the west group, or 1985, 
1963 in the east phase group, which all represent well known MMWs. Therefore, 
we speculate that also during the winters 1942 (Brönnimann et al. 2004), 1947 and 
1949 MMWs took place.

There is a very clear tendency for the MMWs in the west phase of the QBO to 
occur during solar maxima (solar flux above 150 units), Fig. 3: out of 11 cases 10 
took place in solar max and none in solar min and this leads to the large positive 
correlations with the SSC over the Arctic, as discussed above.

For the MMWs in the east phase of the QBO the situation is less clear, but more 
MMWs took place during solar minima (solar flux below 110 units): 10 out of 
15 MMWs cases, against four in solar maxima. This leads to the negative correlations
in the east phase, see Figs. 2–5.

4.2 The Northern Hemisphere Stratosphere Since 1948

Figure 4 (left) shows for the northern hemisphere the correlations between the 
10.7 cm solar flux and the detrended 30 hPa heights in February for the period 
1948–2006, that is, 59 years and six solar cycles. On the right-hand side the height 
differences (geopotential meters) between solar maxima and minima are given. 
Upper panels: east phase of the QBO, lower panels: west phase of the QBO. The 
patterns of the correlations and the respective height differences are very different 
in the two phases of the QBO: the correlations are strongly positive (up to 0.68) 
over the Arctic in the west-phase winters, reflecting an intensification of the 
Brewer–Dobson Circulation (BDC) connected with MMWs and downwelling/
warming over the Arctic in solar maxima (e.g., Kodera and Kuroda 2002; Salby and 
Callaghan 2004; 2006; Labitzke 2005; van Loon et al. 2007; Matthes et al. 2006). 
The correlations are negligible outside the Arctic because of dynamically forced 
upwelling/cooling.

In the east phase of the QBO the correlations are weakly negative over the Arctic 
(−0.35) but positive over the tropics and subtropics (larger than 0.6), connected here 
with an enhanced downwelling/warming, that is, a weakening of the BDC in solar 
maxima. This is consistent with our earlier results. It is of interest to compare these 
results based on 59 years of data (six solar maxima and six solar minima) with the 
results published earlier for the period 1968–2003 (Labitzke 2005), that is 36 years 
(four solar maxima and three solar minima): the patterns are very similar and the size
of the height differences is practically the same. So, one can safely say that the ear-
lier years since 1948 fit very well into the results obtained before with fewer data.
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Restricting the time period to the NCEP/NCAR reanalysis period (1948–2006), 
the vertical structure of the solar signal can be analysed. Figure 5 shows for February
and for the period from 1948 till 2006 correlations and temperature differences 
based on zonal mean data, in vertical meridional sections ranging from 200 to 10 hPa 
and from 90°N to 90°S. The correlations for all Februaries and for the years in the 
respective phases of the QBO are given on the left-hand side, and the resulting 
temperature differences on the right-hand side. There is practically no signal of the SSC 

Fig. 4 Left: Correlations between the 10.7 cm solar flux (the 11-year solar cycle) and 30 hPa heights 
in February, shaded for emphasis where the correlations are above 0.4; upper panel: years in the east 
phase of the QBO; lower panel: years in the west phase of the QBO. Right: Respectively, height 
differences (geopot. m) between solar maxima and minima, shaded where the height differences
are larger than 80 m. (NCEP/NCAR reanalysis, period: 1948–2006); (Labitzke 2002, updated).
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using all years. As discussed above the patterns of the correlations and of the differ-
ences are very different between the two phases of the QBO and the structure 
described above for the 30 hPa level is found to be consistent throughout the height 
range investigated here. The whole lower stratosphere is influenced by the SSC, 
with the different positive or negative correlations reaching down to the 200 hPa 
level over the Arctic, and with the opposite correlations reaching as far as 30°S. The 
size of the correlations and of the differences are almost the same as published, for 
example, by Labitzke (2005) for the period 1958–2003, with n = 46 years.

5 Summary

Clear effects of solar variability related to the SSC are seen in the stratosphere, 
most prominently in the northern polar region, but only if the QBO is taken into 
account. New results based on an extended, 65-year long data set fully confirm 

Fig. 5 Vertical meridional sections between 200 and 10 hPa (11 and 32 km) of (left): the correla-
tions between the detrended zonally averaged, monthly mean temperatures for February and the 
10.7 cm solar flux (shaded for emphasis where the correlations are larger than 0.4). Right: The 
respective temperature differences (K) between solar maxima and minima, shaded where the cor-
responding correlations on the left hand side are above 0.4. Upper panels: all years; middle panels: 
only years in the east phase of the QBO; lower panels: only years in the west phase of the QBO. 
(NCEP/NCAR reanalysis, 1948–2006). (Labitzke 2002, updated).
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earlier findings and suggest a significant effect of the SSC on the strength of the 
stratospheric polar vortex and on the mean meridional circulation.

The strong signal in the stratosphere provokes the question whether any solar 
effect on climate at the Earth’s surface might result from a downward propagation 
of an initial stratospheric response. This is under investigation.
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