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For those who lost their lives on September 11, 2001, and the
men and women fighting the war on terror



Preface

In the months after September 11, 2001, in the aftermath of the attacks on the
World Trade Center in New York, counterterrorism became a research interest
for a broad range of Western scholars, statisticians among them. At the same
time, the U.S. government, still in shock, repeated the same question during
multiple hearings in Washington, D.C.: “All the data was out there to warn
us of this impending attack, why didn’t we see it?” Data became a large part
of the response to 9/11 as Americans tried to regain a rational grip on their
world. Data from flight recorders was collected and analyzed, timelines were
assembled to parse out explanations of what happened, sensitive data was
removed from government websites, and the White House debated what data
to release to investigators and the American public. “Data” was a frequently
heard term in the popular media, one of the many things that we had to
protect from the terrorists, and one of the most important things that we
could use to defeat them.

In the statistical community, professionals wondered how they could help
the government prevent terror attacks in the future by developing and ap-
plying advanced statistical methods. The federal government is a sizable con-
sumer and producer of statistical data, as the 9/11 commission report noted.

The U.S. government has access to a vast amount of information.
When databases not usually thought of as “intelligence,” such as cus-
toms or immigration information, are included, the storehouse is im-
mense. But the U.S. government has a weak system for processing and
using what it has. [KHO04, pp. 416-417)

Additionally, government decision-makers are often skeptical about statis-
tics. Understanding that the Washington audience wasn’t always receptive,
the statistical community pondered how to put what they knew to work for
the country. They felt specially qualified to help decision-makers see the im-
portant patterns in the oceans of data and detect the important anomalies
in the seemingly homogeneous populations. At a round-table luncheon at the
Joint Statistical Meetings in San Francisco in 2003, almost two years after
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9/11, a dozen statisticians ate and pondered the same questions. “How do we
get in the door?” “How do we get someone to let us help?”

It was hard to get in the door, because Washington was still trying to
figure out what a response to terrorism in the homeland would begin to look
like. The threat paradigm had shifted enough that no one quite knew what
the appropriate questions were, let alone the appropriate responses. Poten-
tial bioterrorism is a case in point. Dread diseases like smallpox had been
conceptualized and studied as diseases, as public health problems, and as po-
tential battlefield weapons, but had not been extensively studied as agents
terrorists might set loose in a major population center. When a set of anthrax
mailings followed close on the heels of the World Trade Center bombings, it
was as if our world-view had been fractured. Many old questions of interest
faded away, many new ones appeared, others were yet to be discovered. Biolo-
gists, epidemiologists, biostatisticians, public health experts, and government
decision-makers woke up the next day wondering where to begin. The same
was true across many fronts and many lines of inquiry in those months. The
U.S. government wound up organizing an entirely new Department of Home-
land Security to address the raft of new problems that emerged after 9/11.
In the decision-maker’s estimation, the new problems were different enough
that existing structures like the Federal Bureau of Investigation, Centers for
Disease Control and Prevention, and Immigration and Naturalization Services
were not sufficient or appropriately specialized to address this new threat.

At the time of this writing, the science of counterterrorism is also still un-
folding. The government has begun to engage the country’s research commu-
nity through grants and collaborative opportunities, but across the sciences,
and in statistics, the interesting problems and viable methodologies are still in
a very speculative stage. Speculative is also exciting, though. Researchers feel
lucky to be able to help define the landscape of a new research enterprise. This
book encompasses a range of approaches to new problems and new problem
spaces. The book is divided into four sections pertinent to counterterrorism:
game theory, biometric authentication, syndromic surveillance, and modeling.
Some of the chapters take a broad approach to defining issues in the specific
research area, providing a more general overview. Other chapters provide de-
tailed case studies and applications. Together they represent the current state
of statistical sciences in the area of counterterrorism.

Game theory has long been seen as a valuable tool for understanding
possible outcomes between adversaries. It played an important role in cold
war decision and policymaking, but the opening section of this book rethinks
game theory for the age of terrorism. In a world of asymmetric warfare, where
your adversary is not a country with national assets and citizens at risk in
the event of retaliation, the stakes are different. The section on game theory
presented in this text provides an overview of statistical research issues in
game theory and two articles that look specifically at game theory and risk
analysis.
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Biometric authentication has become a more prominent research area since
9/11 because of increased interest in security measures at border entry sta-
tions and other locations. Authentication of fingerprints, faces, retinal scans,
etc., is usually an issue in the context of identity verification, i.e., does this
passport match the person in front of me who is trying to use it? Beyond the
logistics of collecting the information on everyone who applies for a passport
or visa, storing it on the identity documents in a retrievable form, upgrading
the computer equipment at all border crossings, and training border police
to use the new technology, the issues of accurate identification are still to be
worked out. Security agencies would also like to be able to use face recognition
to pick known terrorists or criminals out of crowds using video cameras and
real-time analysis software. The stakes for false positives are high — a man
suspected as a potential terrorist bomber was held down by police and shot in
the head in the London subway in 2005, and many individuals have wound up
in long-term detention under the mere suspicion that they were members of
terrorist organizations. Current technological shortcomings also have strong
cultural implications: fingerprint authentication works less well with laborers
who have worn skin and calluses on their hands; retinal scans work better
with blue eyes than with brown. The section on biometric authentication in
this book provides an overview of the history of its use with law enforcement
and the courts and outlines some of the challenges faced by statisticians de-
veloping methods in this area. The two papers both address reducing error
rates, specifically for authentication, although there are a myriad of other
applications.

Syndromic surveillance has long been an issue of interest for biostatisti-
cians, epidemiologists, and public health experts. After 9/11, however, more
government funding became available to study issues related to sudden out-
breaks of infectious diseases that might be the result of bioterrorism. Tradi-
tionally, research in this area would have looked at things like normal seasonal
influenza cases, perhaps with an eye to preparing for possible flu pandemics
caused by more virulent strains. But in the case of a bioterrorist incident, the
concerns are a little different. For example, you want to be able to detect an
outbreak of smallpox or cluster of anthrax infections as soon as possible so
you can begin to respond. This may involve collecting and monitoring new
data sources in near real-time: hospital admissions of patients with unusual
symptoms, spikes in over-the-counter sales of cold medicines, etc. Collecting,
integrating, and analyzing such new types of data involves the creation of
new infrastructure and new methodologies. The section in this book on syn-
dromic surveillance provides an overview of challenges and research issues in
this growing area and includes articles on monitoring multiple data streams,
evaluating statistical surveillance methods, and the spatiotemporal syndromic
analysis.

Modeling is the bread and butter for many working statisticians and nat-
urally is being applied to address issues in counterterrorism. Many of the
speculative questions researchers and decision-makers have about terrorism
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can be more practically and efficiently tested in computer models as opposed
to actual physical experiments. As the section overview points out, “we cannot
expose a population to a disease or chemical attack and see what happens.”
This overview highlights the main issues addressed in the section and sug-
gests future research directions. The section includes articles on developing
large disease simulations, analyzing distributed databases, modeling of the
concentration field in a building following release of a contaminant, and mod-
eling the sensitivity of radiation detectors that might be deployed to screen
cargo.

We would like to thank David Banks for suggesting this monograph, Sallie
Keller-McNulty and Nancy Spruill for their ongoing support, and Hazel Kutac
for her tireless editorial and production work.
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Game Theory



Game Theory in an Age of Terrorism:
How Can Statisticians Contribute?

Ronald D. Fricker, Jr.

Department of Operations Research, Naval Postgraduate School,
rdfricker@nps.edu

In The Law of Loopholes in Action [Gel05], David Gelernter argues that “ev-
ery loophole will eventually be exploited; every loophole will eventually be
closed.” His thesis applied to terrorism means that terrorists will find secu-
rity loopholes via continual exploration and that, once discovered, specific
defensive measures have to be put in place to close each loophole.

The net effect of the Law of Loopholes, as anyone who flies regularly
today knows, is an ever-expanding set of security rules and requirements.
Such rules and requirements are useful for helping prevent the reoccurrence of
a particular type of incident. But, when a determined adversary’s focus is on
causing general destruction and mayhem, then as one loophole is plugged, the
adversary simply shifts its attention and energies to looking for and trying to
exploit a different loophole.

The problem, of course, is that it is impossible to defend all potential tar-
gets (and their associated loopholes) against all threats all of the time. While
it is important to implement certain new and improved defensive tactics, pre-
cisely because it is impossible to protect everything at all times, it is equally
as important (and arguably more important) to implement offensive strategies
to deter and disrupt these adversaries.

The question is, how to identify effective offensive and defensive strategies
and tactics?

One approach is through the use of game theory, the mathematically based
study and analysis of adversarial conflicts. The classic text The Compleat
Strategyst [Wil66] characterizes games of strategy as having the following char-
acteristics:

e A conflict: the participants (e.g., individuals, organizations, countries;
known as “players” in game theory parlance) are at cross-purposes or
have opposing interests.

e Adversarial reaction and interaction: each player has some control over the
course of the conflict or its outcome via one or more decisions.
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o Outside forces: some aspects of the conflict are outside of the players’
control and may be governed by chance or are unknown.

These characteristics clearly apply to the problem of thwarting terrorists and
defeating terrorism.

The first extensive treatment of game theory was Theory of Games and
Economic Behavior by John von Neumann and Oskar Morgenstern [VM44] in
1944. The seminal work on the subject, “Zur Theorie der Gesellschaftsspiele”
by von Neumann [von28], was written in 1928. John von Neumann charac-
terized the difference between games such as chess and games of strategy by
saying “Chess is not a game. Chess is a well-defined form of computation.
You may not be able to work out the answers, but in theory there must be a
solution, a right procedure in any position. Now real games are not like that
at all. Real life is not like that. Real life consists of bluffing, of little tactics of
deception, of asking yourself what is the other man going to think I meant to
do. And that is what games are about in my theory” [Pou92].

Game theoretic methods provide a structured way to examine how two
adversaries will interact under various conflict scenarios. The results often
provide insight into why real-world adversaries behave the way they do. In
the middle and late 20th century, a great deal of game theoretic research
focused on analyzing the arms race, nuclear brinkmanship, and Cold War
strategies [Pou92]. While in the pre-9/11 era, game theory was also applied
to terrorism, post-9/11 this work has expanded [SA03].

1 Game Theory Applied to Terrorism

In what is surely a gross oversimplification of the field (apologies to game the-
orists in advance), there are three broad categories of game theoretic methods
applicable to the analysis of terrorism:

1. Classic games can generally be illustrated in a tabular form in which
the players, their strategies, and their “payoffs” are completely specified.
These types of games are often studied to determine whether there are
a pair of strategies that result in an equilibrium between the two players
(a “saddle point”) and how the players will behave given the existence or
absence of a saddle point.

2. Repetitive (or repeated) games, which are games that occur over time and
the opponents repeatedly interact in a series of conflicts. These games
are studied to gain insight into how players behave and react to their
opponent’s behavior and which behavioral strategies result in favorable or
unfavorable final outcomes.

3. Tabletop games consisting of the simulation of an adversarial interaction
with two or more actual (human) players using rules, data, and procedures
designed to depict a conflict. “Tabletop” refers to the manner of older
war games in which a battle was played out using miniature markers and
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maps on a table, much like the board game Risk. These types of games are
generally less structured than the previous types, meaning the players have
a much larger set of strategies available than can be easily tabularized.

Recent applications of game theoretic methods to the study of terrorism in-
clude: assessing strategies for how nations allocate expenditures for terrorism
deterrence and the resulting implications for being attacked [AST87, SL68|;
measures evaluating how various military employment policies/strategies en-
courage or discourage states from sponsoring terrorism [Art04]; assessing in-
surance risks via models that explicitly account for malicious terrorist in-
tent [Maj02]; determining whether or not a stated policy of nonnegotiation
with terrorist hostage-takers deters such behavior and under what conditions
[LS88]; and evaluating the effects of focusing national antiterrorism policy on
deterrence or prevention [SA03].

2 Statistics and Game Theory

In the parlance of game theory, much of classical statistics is a “one-person
game” because there is no adversary. Classic statistical problems, particu-
larly inferential problems, concern the estimation of an unobserved parameter
or parameters. In these problems, the “adversary” is nature, manifested as
randomness in some form or another, not as a willful opponent.

A frequent assumption in statistical methods, analyses, and models is that
the parameter or population under study is fixed and the most important un-
certainty to quantify is that which comes from sampling variability. Even in
those problems where the parameter may change over time, the usual assump-
tion is that the underlying mechanism that generates an outcome is unaffected
by that outcome. (For example, in a regression model we assume the depen-
dent variable does not or cannot affect the independent variable.) Neither of
these assumptions is likely to be true in a game theory problem, where the
population of interest is an intelligent adversary capable of changing its form,
tactics, and responses.

The upshot is that most statisticians are not used to thinking about prob-
lems such as those addressed by game theory. However, statisticians are used
to addressing problems in which uncertainty is either a natural component or
must be quantified, and there is a lot of uncertainty in game theoretic models
about deterring, detecting, and thwarting terrorists.

3 How Can Statisticians Contribute?

Game theoretic models tend to be fairly abstract models of reality. This has
not prevented the models from providing useful insights into strategies for
addressing certain types of conflicts, but it does lead to two specific questions:
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1. How well do the models fit observed data?
2. How can model uncertainty be quantified?

Both are questions that statisticians are well-suited to help address.

Possible ways statisticians could contribute to the further development of
game theoretic methods, both in general and for terrorist problems in partic-
ular, include the following.

e Game theory models, including the strategies and their payoffs, are often
defined in an ad hoc manner using expert judgment. A relevant statistical
question is, how might data from past incidents and other knowledge be
used to infer either the terrorist’s “game” or the strategies they perceive
or prefer? That is, how might a game be “fit” to observed data?

e The payoffs in game theory are utilities representing the desirability of the
various outcomes to the players. In the absence of information, the utilities
are often simply rankings of the various outcomes. A better methodology
would be to elicit utilities from policymakers or subject-matter experts,
much like one might elicit prior probabilities for a Bayesian analysis. Rel-
evant questions include, what is (are) the best way(s) to elicit the utilities
and how should utilities from multiple experts be combined?

e Once the payoffs are specified, the analysis of a game often treats them as
fixed and known. How might the games be created, analyzed, and evaluated
so that the uncertainty in payoffs is accounted for in the results, including
the specification of the optimal strategy?

e Tabletop games are often useful for developing new insights and/or out-of-
the-box potential strategies, but they also often can only explore a small
portion of the “game space.” Relevant questions include how to charac-
terize and account for the uncertainty in game design (e.g., a terrorist op-
ponent’s capabilities) and how statistical methods might be used to help
design a series of games to best explore the “capabilities/strategy space.”

e Finally, for new types of games that incorporate uncertainty, as well as for
a set or series of more traditional games, how can graphical methods be
employed to best display important game results, including appropriate
depictions of uncertainty and variability?

The two chapters that follow this one discuss and examine how risk anal-
ysis can be combined with game theory. In “Combining Game Theory and
Risk Analysis in Counterterrorism: A Smallpox Example,” Banks and An-
derson describe how to use risk analysis to generate random payoff matrices,
which are then used to estimate the probability that a given strategy is op-
timal. In “Game-Theoretic and Reliability Methods in Counterterrorism and
Security,” Bier discusses the literature on reliability and risk analytic methods
for rare events, game theory, and approaches for combining the two methods
for defending complex systems against terrorist attack.

These two efforts represent a promising start towards addressing some of
the problems described above. Yet more remains to be done.
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Combining Game Theory and Risk Analysis in
Counterterrorism: A Smallpox Example

David L. Banks! and Steven Anderson?

! Institute of Statistics and Decision Sciences, Duke University,
banks@stat.duke.edu

2 Center for Biologics Evaluation and Research, U. S. Food and Drug
Administration, AndersonSt@cber.fda.gov

1 Introduction

The U.S. government wishes to invest its resources as wisely as possible in
defense. Each wasted dollar diverts money that could be used to harden crucial
vulnerabilities, prevents investment in future economic growth, and increases
taxpayer burden. This is a classic conflict situation; a good strategy for the
player with fewer resources is to leverage disproportionate resource investment
by its wealthy opponent. That strategy rarely wins, but it makes the conflict
sufficiently debilitating that the wealthy opponent may be forced to consider
significant compromises.

Game theory is a traditional method for choosing resource investments in
conflict situations. The standard approach requires strong assumptions about
the availability of mutual information and the rationality of both opponents.
Empirical research by many people [KT72] shows that these assumptions fail
in practice, leading to the development of modified theories with weaker as-
sumptions or the use of prior probabilities in the spirit of Bayesian decision
theory. This paper considers both traditional game theory (minimax solu-
tion for a two-person, zero-sum game in normal form) and also a minimum
expected loss criterion appropriate for extensive-form games with prior prob-
abilities. However, we emphasize that for terrorism, the zero-sum model is at
best an approximation; the valuation of the wins and the losses is likely to
differ between the opponents.

Game theory requires numerical measures of payoffs (or losses) that cor-
respond to particular sets of decisions. In practice, those payoffs are rarely
known. Statistical risk analysis allows experts to determine reasonable proba-
bility distributions for the random payoffs. This paper shows how risk analysis
can support game theory solutions and how Monte Carlo methods provide in-
sight into the optimal game theory solutions in the presence of uncertainty
about payoffs.
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Our methodology is demonstrated in the context of risk management for
a potential terrorist attack using the smallpox virus. The analysis we present
here is a simplified version that aims at methodological explanation rather
than analysis or justification of specific healthcare policies. As a tabletop
exercise, the primary aim is only to provide a blueprint for a more rigorous
statistical risk analysis. The underlying assumptions, modeling methods used
here, and any results or discussion of the modeling are based on preliminary
and unvalidated data and do not represent the opinion of the Food and Drug
Administration (FDA), the Department of Health and Human Services, or
any branch of the U.S. government.

2 Game Theory for Smallpox

The smallpox debate in the United States has focused upon three kinds of
attack and four kinds of defense. The three attack scenarios suppose that
there might be:

e No smallpox attack,

e A lone terrorist attack on a small area (similar to the likely scenario for
the anthrax letters), or

e A coordinated terrorist attack upon multiple population centers.

The four defense scenarios that have been publicly considered by U.S. agency
officials are:

Stockpile smallpox vaccine,
Stockpile vaccine and develop biosurveillance capabilities,
Stockpile vaccine, develop biosurveillance, and inoculate key personnel,
and
e Provide mass vaccination to nonimmunocompromised citizens in advance.

Although there are many refinements that can be considered for both the
attack and the defense scenarios, these represent the possibilities discussed in
the public meetings held in May and June 2002 [McK02].

Suppose that analysts used game theory as one tool to evaluate potential
defense strategies. Then the three kinds of attack and four kinds of defense
determine a classic normal-form payoff matrix for the game (Table 1).

Table 1. Attack—defense cost matrix
No Attack Single Attack Multiple Attack

Stockpile Vaccine Ci1 Ci2 Ci3
Biosurveillance Co1 Cas Cas
Key Personnel Cs1 Cso Css

Everyone Cn Ci2 Ca3z
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The C;; entries are the costs (or payoffs) associated with each combination
of attack and defense, and we have used abbreviated row and column labels
to identify the defenses and attacks, respectively, as described before.

For each of the 12 attack—defense combinations, there is an associated
cost. These costs may include dollars, human lives, time, and other resources.
For our calculation, all of these costs are monetized, according to principles
detailed in Sect. 3. The monetized value of a human life is set to $2.86 million,
following the Department of Transportation’s figures for cost—benefit analyses
of safety equipment.

Note that there is very large uncertainty in the C;; values. Portions of the
cost (e.g., those associated with expenses already entailed) may be known, but
the total cost in each cell is a random variable. These random variables are not
independent, since components of the total cost are common to multiple cells.
Thus it is appropriate to regard the entire game theory table as a multivariate
random variable whose joint distribution is required for a satisfactory analysis
that propagates uncertainty in the costs through to uncertainty about best
play.

Classical game theory [Mye91, Chap. 3] determines the optimal strategies
for the antagonists via the minimax theorem. This theorem asserts that for
any two-person cost matrix in a strictly competitive game (which is the sit-
uation for our example), there is an equilibrium strategy such that neither
player can improve their expected payoff by adopting a different attack or
defense. This equilibrium strategy may be a pure strategy, in which case opti-
mal play is a specific attack—defense pair. This happens when the attack that
maximizes the minimum damage and the defense that minimizes the maxi-
mum damage coincide in the same cell. Otherwise, the solution is a mixed
strategy, in which case the antagonists pick attacks and defenses according
to a probability distribution that must be calculated from the cost matrix.
There may be multiple equilibria that achieve the same expected payoff, and
for large matrices it can be difficult to solve the game.

Alternatively, one can use Bayesian decision theory to solve the game.
Here a player puts a probability distribution over the actions of the oppo-
nent, and then chooses their own action so as to minimize the expected cost
[Mye91, Chap. 2]. Essentially, one just multiplies the cost in each row by the
corresponding probability, sums these by row, and picks the defense with the
smallest sum. This formulation is easier to solve, but it requires one to know
or approximate the opponent’s probability distribution, and it does not take
full account of the mutual strategic aspects of adversarial games (i.e., the
assigned probabilities need not correspond to any kind of “if I do this, then
he’ll do that” reasoning). Bayesian methods are often used in extensive-form
games, where players make their choices over time, conditional on the actions
of their opponent.

In developing our analysis of the smallpox example we make two assump-
tions about time. First, we use only the information available by June 1, 2002;
subsequent information on the emerging program costs is not included. This
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keeps the analysis faithful in spirit to the decision problem actually faced
by U.S. government policymakers in the spring of 2002 (their initial plan was
universal vaccination, but ultimately they chose the third scenario with stock-
piling, biosurveillance, and very limited vaccination of some first responders).
Second, all of the estimated cost forecasts run to October 1, 2007. The like-
lihood of changing geopolitical circumstances makes it unrealistic to attempt
cost estimates beyond that fiscal year.

3 Risk Analysis for Smallpox

Statistical risk analysis is used to estimate the probability of undesirable situ-
ations and their associated costs. In the same way that it is used in engineering
(e.g., for assessing nuclear reactor safety [Spe85]) or the insurance industry
(e.g., for estimating the financial costs associated with earthquakes in a spe-
cific area [Bri93]), this paper uses risk analysis to estimate the costs associated
with different kinds of smallpox attack/defense combinations.

Risk analysis involves careful discussions with domain experts and struc-
tured elicitation of their judgments about probabilities and costs. For smallpox
planning, this requires input from physicians, public health experts, mathe-
matical epidemiologists, economists, emergency response administrators, gov-
ernment accountants, and other kinds of experts. We have not conducted the
in-depth elicitation from multiple experts in each area that is needed for a fully
rigorous risk analysis; however, we have discussed the cost issues with repre-
sentatives from each area, and we believe that the estimates in this section are
sufficiently reasonable to illustrate, qualitatively, the case for combining sta-
tistical risk analysis with game theory for threat management in the context
of terrorism.

Expert opinion was typically elicited in the following way. Each expert
was given a written document with background on smallpox epidemiology
and a short description of the attacks and defenses considered in this paper.
The expert often had questions; these were discussed orally with one of the
authors and, to the extent possible, resolved on the basis of the best available
information. Then the expert was asked to provide a point estimate of the
relevant cost or outcome and the range in which that value would be expected
to fall in 95% of similar realizations of the future. If these values disagreed
with those from other experts, then the expert was told of the discrepancy
and invited to alter their opinion. Based on point estimate and the range, the
authors and the expert chose a distribution function with those parameters,
which also respected real-world requirements for positivity, integer values,
known skew, or other properties. As the last step in the interview, the expert
was given access to all the other expert opinions obtained to that point and
asked if there were any that seemed questionable; this led, in one case, to an
expert being recontacted and a subsequent revision of the elicitation. But it
should be emphasized that these interviews were intended to be short and did
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not use the full range of probes, challenges, and checks that are part of serious
elicitation work.

The next three subsections describe the risk analysis assumptions used to
develop the random costs for the first three cells (C11, Ca1, Cs1) in the game
theory payoff matrix. Details for developing the costs in the other cells are
available from the authors. These assumptions are intended to be represen-
tative, realistic, and plausible, but additional input by experts could surely
improve upon them. Many of the same costs arise in multiple cells, intro-
ducing statistical dependency among the entries. (That is, if a given random
payoff matrix assumes an unusually large cost for stockpiling in one cell of
the random table, then the same high value should appear in all other cells
in which stockpiling occurs.)

3.1 Cell (1,1): Stockpile Vaccine/No Attack Scenario

Consider the problem of trying to estimate the costs associated with the (1,1)
cell of the payoff matrix, which corresponds to no smallpox attack and the
stockpiling of vaccine. This estimate involves combining costs with very dif-
ferent levels of uncertainty.

At the conceptual level, the cost C;y is the sum of four terms:

C11 = ETqpy + BT vent + BT camy, + VIG + PHIS,

where ETdry and ET pyepnt are the costs of efficacy and safety testing for
the Dryvax and Aventis vaccines, respectively; ET A .t 18 the cost of new
vaccine production and testing from Acambis; VIG is the cost of producing
sufficient doses of vaccinia immune globulin to treat adverse reactions and
possible exposures; and PHIS is the cost of establishing the public healthcare
infrastructure needed to manage this stockpiling effort.

There is no uncertainty about ET j.,.1; the contract fixes this cost at
$512 million. But there is substantial uncertainty about ETdry and ET A yont
since these entail clinical trials and may require follow-on studies; based on
discussions with experts, we believe these costs may be realistically mod-
eled as independent uniform random variables, each ranging between $2 and
$5 million. There is also large uncertainty about the cost for producing and
testing sufficient doses of VIG to be prepared for a smallpox attack; our dis-
cussions suggest this is qualitatively described by a normal random variable
with mean $100 million and a standard deviation of $20 million. There is
great uncertainty about PHIS (which includes production of bifurcated inoc-
ulation needles, training, storage costs, shipment readiness costs, etc.). Based
on the five-year operating budget of other government offices with analogous
missions, we assume this cost is normally distributed with mean $940 million
and standard deviation $100 million.
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3.2 Cell (2,1): Biosurveillance/No Attack Scenario

Biosurveillance programs are being piloted in several major metropolitan ar-
eas. These programs track data, on a daily basis, from emergency room ad-
mission records to quickly discover clusters of disease symptoms that suggest
bioterrorist attack. Our cost estimates are based upon discussions with the
scientists working in the Boston area [RKDO02] and with the Pittsburgh team
that developed monitoring procedures for the Salt Lake City Olympic games.

The cost Co; includes the cost Cq; since this defense strategy uses both
stockpiling of vaccine and increased biosurveillance. Thus

C91 = C11 + PHIB 4+ PHM + NFA x FA|

where PHIB is the cost of the public health infrastructure needed for bio-
surveillance, including the data input requirements and software; PHM is the
cost of a public health monitoring center, presumably at the Centers for Dis-
ease Control and Prevention, that reviews the biosurveillance information on a
daily basis; NFA is the number of false alarms from the biosurveillance system
over five years of operation; and FA is the cost of a false alarm.

For this exercise, we assume that PHIB is normally distributed with mean
$900 million and standard deviation $100 million (for a five-year funding hori-
zon); this is exclusive of the storage, training, and other infrastructure costs
in PHIS, and it includes the cost of hospital nursing-staff time to enter daily
reports on emergency room patients with a range of disease symptoms (not
just those related to smallpox). PHM is modeled as a normal random variable
with mean $20 million and standard deviation $4 million (this standard de-
viation was proposed by a federal administrator and may understate the real
uncertainty). False alarms are a major problem for monitoring systems; it is
difficult to distinguish natural contagious processes from terrorist attacks. We
expect about one false alarm per month over five years in a national system
of adequate sensitivity, and thus FA is taken to be a Poisson random variable
with mean 60. The cost for a single false alarm is modeled as a normal random
variable with mean $500,000 and standard deviation $100,000.

3.3 Cell (3,1): Key Personnel/No Attack Scenario

One option, among several possible policies that have been discussed, is for
the United States to inoculate about 500,000 key personnel, most of whom
would be first-responders in major cities (i.e., emergency room staff, police,
and public health investigators who would be used to trace people who have
come in contact with carriers). If chosen, this number is sufficiently large that
severe adverse reactions become a statistical certainty.

The cost of this scenario subsumes the cost Cy; of the previous scenario,

and thus NKP x IM
X
C31 = Co1 + 95,000 + PAE x NKP x AEC,
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where NKP is the number of key personnel; IM is the cost of the time and
resources needed to inoculate 25,000 key personnel and monitor them for
adverse events; PAE is the probability of an adverse event; and AEC is the
average cost of one adverse event.

We assume that NKP is uniformly distributed between 400,000 and
600,000 (this reflects uncertainty about how many personnel would be des-
ignated as “key”). The IM is tied to units of 25,000 people, since this is a
one-time cost and represents the number of people that a single nurse might
reasonably inoculate and maintain records upon in a year. Using salary tables,
we approximate this cost as a normal random variable with mean $60,000 and
standard deviation $10,000.

The probability of an adverse event is taken from Anderson [And02], which
is based upon Lane et al. [LRN70]; the point estimate for all adverse events
is 0.293, but since there is considerable variation and new vaccines are com-
ing into production, we have been conservative about our uncertainty and
assumed that the probability of an adverse event is uniformly distributed be-
tween 0.15 and 0.45. Of course, most of these events will be quite minor (such
as local soreness) and would not entail any real economic costs.

The AEC is extremely difficult to estimate. For purposes of calculation,
we have taken the value of a human life to be $2.86 million (the amount
used by the National Highway Transportation Safety Administration in cost—
benefit analyses of safety equipment). But most of the events involve no cost,
or perhaps a missed day of work that has little measurable impact on produc-
tivity. After several calculations and consultations, this analysis assumes that
AEC can be approximated as a gamma random variable with mean $40 and
standard deviation $100 (this distribution has a long right tail).

4 Analysis

The statistical risk analysis used in Sect. 3, albeit crude, shows how expert
judgment can generate the random payoff matrices. The values in the cells of
such tables are not independent, since many of the cost components are shared
between cells. In fact, it is appropriate to view the table as a matrix-valued
random variable with a complex joint distribution.

Random tables from this joint distribution can be generated by simulation.
For each table, one can apply either the minimax criterion to determine an
optimal strategy in the sense of von Neumann and Morgenstern [VM44], or
a minimum expected loss criterion to determine an optimal solution in the
sense of Bayesian decision theory [Mye91, Chap. 2]. By doing this repeatedly,
for many different random tables, one can estimate the proportion of time
that each defense strategy is superior.

Additionally, it seems appropriate to track not just the number of times
a defense strategy is optimal, but also weight this count by some measure of
the difference between the costs of the game under competing defenses. For
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example, if two defenses yield game payoffs that differ only by an insignificant
amount, it seems unrealistic to give no credit to the second-best strategy.
For this reason we also use a scoring algorithm in which the score a strategy
receives depends upon how well separated it is from the optimal strategy.
Specifically, suppose that defense strategy i has value V; on a given table.
Then the score S; that strategy i receives is

Vi

max V;’

S;=1-

and this ensures that strategies are weighted to reflect the magnitude of the
monetized savings that accrue from using them. The final rating of the strate-
gies is obtained by averaging their scores from many random tables.

4.1 Minimax Criterion

We performed the simulation experiment described above 100 times and com-
pared the four defense strategies in terms of the minimax criterion. Although
one could certainly do more runs, we believe that the approximations in the
cost modeling are so uncertain that additional simulation would only generate
spurious accuracy.

Among the 100 runs, we found that the Stockpile strategy won 9 times,
the Biosurveillance strategy won 24 times, the Key Personnel strategy won 26
times, and the Vaccinate Everyone strategy won 41 times. This lack of a clear
winner may be, at some intuitive level, the cause of the widely different views
that have been expressed in the public debate on preparing for a smallpox
attack.

If one uses scores, the results are even more ambiguous. The average score
for the four defense strategies ranged between 0.191 and 0.326, indicating that
the expected performances were, on average, quite similar.

From public policy standpoint, this may be a fortunate result. It indicates
that in terms of the minimax criterion, any decision is about equally defensi-
ble. This gives managers flexibility to incorporate their own judgment and to
respond to extra scientific considerations.

4.2 Minimum Expected Loss Criterion

The minimax criterion may not be realistic for the game theory situation
presented by the threat of smallpox. In particular, the normal-form game
assumes that both players are ignorant of the decision made by their opponent
until committed to a course of action. For the smallpox threat, there has
been a vigorous public discussion on what preparations the United States
should make. Terrorists know what the United States has decided to do, and
presumably this will affect their choice of attack. Therefore the extensive-form
version of game theory seems preferable. This form can be thought of as a
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decision tree, in which players alternate their moves. At each stage, the player
can use probabilistic assessments about the likely future play of the opponent.

The minimum expected loss criterion requires more information than does
the minimax criterion. The analyst needs to know the probabilities of a suc-
cessful smallpox attack conditional on the United States selecting each of the
four possible defenses. This is difficult to determine, but we illustrate how one
can do a small sensitivity analysis that explores a range of probabilities for
smallpox attack.

Table 2 shows a set of probabilities that we treat as the baseline case.
We believe it accords with a prudently cautious estimate of the threat of a
smallpox attack.

Table 2. Baseline probabilities of attack for different defenses
No Attack Single Attack Multiple Attack

Stockpile Vaccine 0.95 0.040 0.010
Biosurveillance 0.96 0.035 0.005
Key Personnel 0.96 0.039 0.001
Everyone 0.99 0.005 0.005

To interpret Table 2, it says that if the United States were to only stockpile
vaccine, then the probability of no smallpox attack is 0.95, the probability of a
single attack is 0.04, and the probability of multiple attacks is 0.01. Similarly,
one reads the attack probabilities for other defenses across the row. All rows
must sum to one.

The minimum expected loss criterion multiplies the probabilities in each
row of Table 2 by the corresponding costs in the same row of Table 1, and
then sums across the columns. The criterion selects the defense that has the
smallest sum.

As with the minimax criterion, one can simulate many payoff tables and
then apply the minimum expected loss criterion to each. In 100 repetitions,
Stockpile won 96 times, Biosurveillance won 2 times, and Vaccinate Everyone
won twice. The scores showed roughly the same pattern, strongly favoring the
Stockpile defense.

We now consider two alternative sets of probabilities shown in Tables 3
and 4. Table 3 is more pessimistic and has larger attack probabilities. Table 4
is more optimistic and has smaller attack probabilities. A serious sensitivity
analysis would investigate many more tables, but our purpose is illustration
and we doubt that the quality of the assessments that underlie the cost matrix
can warrant further detail.

For Table 3, 100 simulation runs found that Stockpile won 15 times, Bio-
surveillance won 29 times, Key Personnel won 40 times, and Vaccinate Ev-
eryone won 16 times. In contrast, for Table 4, the Stockpile strategy won 100
times in 100 runs. The scores for Table 3 ranged from 18.2 to 38.8, which are
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Table 3. Pessimistic probabilities of attack for different defenses

No Attack Single Attack Multiple Attack
Stockpile Vaccine 0.70 0.20 0.10
Biosurveillance 0.80 0.15 0.05
Key Personnel 0.85 0.10 0.05
Everyone 0.90 0.05 0.05

Table 4. Optimistic probabilities of attack for different defenses

No Attack  Single Attack  Multiple Attack

Stockpile Vaccine 0.980 0.0100 0.0100
Biosurveillance 0.990 0.0050 0.0050
Key Personnel 0.990 0.0050 0.0050
Everyone 0.999 0.0005 0.0005

quite similar. In contrast, for Table 4 nearly all the weight of the score was
on the Stockpile defense.

These results show that the optimal strategy is sensitive to the choice of
probabilities used in the analysis. Determining those probabilities requires in-
put from the intelligence community and the judgment of senior policymakers.

5 Conclusions

This paper has outlined an approach combining statistical risk analysis with

game theory to evaluate defense strategies that have been considered for the

threat of smallpox. We believe that this approach may offer a useful way of

structuring generic problems in resource investment for counterterrorism.
The analysis in this paper is incomplete.

1. We have focused upon smallpox, because the problem has been framed
rather narrowly and quite definitively by public discussion. But a proper
game theory analysis would not artificially restrict the options of the ter-
rorists, and should consider other attacks, such as truck bombs, chemical
weapons, other diseases, and so forth (which would get difficult, but there
may be ways to approximate). It can be completely misleading to seek a
local solution, as we have done.

2. Similarly, we have not fully treated the options of the defenders. For ex-
ample, heavy investment in intelligence sources is a strategy that protects
against many different kinds of attacks and might well be the superior
solution in a less local formulation of the problem.

3. We have not considered constraints on the resources of the terrorists. The
terrorists have limited resources and can invest in a portfolio of different
kinds of attacks. Symmetrically, the United States can invest in a portfolio
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of defenses. This aspect of the problem is not addressed — we assume that
both parties can fund any of the choices without sacrificing other goals.

4. The risk analysis presented here, as discussed previously, is not adequate
to support public policy formulation.

Nonetheless, despite these limitations, the methodology has attractive fea-
tures. First, it is easy to improve the quality of the result through better risk
analysis. Second, it automatically raises issues that have regularly emerged
in policy discussions. Third, it captures facets of the problem that are not
amenable to either game theory or risk analysis on their own, because clas-
sical risk analysis is not used in adversarial situations and because classical
game theory does not use random costs.

Appendix: Background on Smallpox

Although the probability that the smallpox virus (Variola major) might be
used against the United States is thought to be small, the public health and
economic impact of even a limited release would be tremendous. Any serious
attack would probably force mass vaccination programs, causing additional
loss of life due to adverse reactions. Other economic consequences could easily
be comparable to those of the attacks of September 11, 2001.

A smallpox attack could potentially be initiated through infected humans
or through an aerosol [HIB99]. In 12 to 14 days after natural exposure patients
experience fever, malaise, body aches, and a body rash [FHAS88|. During the
symptomatic stages of the disease the patient can have vesicles in the mouth,
throat, and nose that rupture to spread the virus during a cough or sneeze.
Person-to-person spread usually occurs through inhalation of virus-containing
droplets or from close contact with an infected person. As the disease pro-
gresses, the rash spreads to the head and extremities and evolves into painful,
scarring vesicles and pustules. Smallpox has a mortality rate of approximately
30%, based on data from the 1960s and 1970s [Hen99].

Various mathematical models of smallpox spread exist and have been used
to forecast the number of people infected under different exposure conditions
and different public health responses [KCW02, MDLO01]. There is considerable
variation in the predictions from these models, partly because of differing as-
sumptions about the success of the “ring vaccination” strategy that has been
planned by the Centers for Disease Control and Prevention (CDC) [CDCO02],
and this is reflected in the public debate on the value of preemptive inocu-
lation versus wait-and-see preparation. However, the models are in essential
agreement that a major determinant of the size of the epidemic is the number
of people who are exposed in the first attack or attacks.

The current vaccine consists of live vaccinia or cowpox virus and is effective
at preventing the disease. Also, vaccination can be performed within the first
2 to 4 days postexposure to reduce the severity or prevent the occurrence of
the disease [Hen99).
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Vaccination is not without risk; the major complications are serious in-
fections and skin disease such as progressive vaccinia, eczema vaccinatum,
generalized vaccinia, and encephalitis. Approximately 12 people per million
have severe adverse reactions that require extensive hospitalization, and about
one-third of these die — vaccinia immune globulin (VIG) is the recommended
therapy for all of these reactions except encephalitis. Using data from Lane et
al. [LRN70], we estimate that 1 in 71,429 people suffer postvaccinial encephali-
tis, 1 in 588,235 suffer progressive vaccinia, 1 in 22,727 suffer eczema vaccina-
tum, and 1 in 3,623 suffer generalized vaccinia. Additionally, 1 in 1,656 people
suffer accidental infection (usually to the eye) and 1 in 3,289 suffer some other
kind of mild adverse event, typically requiring a person to miss a few days
of work. Other studies give somewhat different numbers [NLP67a, NLL67D].
People who have previously been successfully vaccinated for smallpox are less
likely to have adverse reactions, and people who are immunocompromised
(e.g., transplant patients, those with AIDS) are at greater risk for adverse
reactions [CDCO02, Guide B, parts 3, 5, and 6].

Because the risk of smallpox waned in the 1960s, vaccination of the U.S.
population was discontinued in 1972. It is believed that the effectiveness of a
smallpox vaccination diminishes after about 7 years, but residual resistance
persists even decades later. It has been suggested that people who were vacci-
nated before 1972 may be substantially protected against death, if not strongly
protected against contracting the disease [CohO01].

The United States currently has about 15 million doses of the Wyeth
Dryvax smallpox vaccine available. The vaccine was made by scarification of
calves with the New York City Board of Health strain and fluid containing
the vaccinia virus was harvested by scraping [RMKO1]. Recent clinical trials
on the efficacy of diluted vaccine indicate that both the five- and ten-fold
dilutions of Dryvax achieve a take rate (i.e., a blister forms at the inoculation
site, which is believed to be a reliable indicator of immunization) of at least
95%, so the available vaccine could be administered to as many as 150 million
people should the need arise [FCT02, NTAQ2].

The disclosure by the pharmaceutical company Aventis [Ens02] of the
existence in storage of 80 to 90 million doses of smallpox vaccine that were
produced more than 30 years ago has added to the current stockpile. Testing
is being done on the efficacy of the Aventis vaccine stock, including whether
it, too, could be diluted if needed.

Contracts to make new batches of smallpox vaccine using cell culture tech-
niques have been awarded to Acambis. The CDC amended a previous contract
with Acambis in September 2001 to ensure production of 54 million doses by
late 2002. Another contract for the production of an additional 155 million
doses was awarded to Acambis in late November 2001, and the total cost
of these contracts is $512 million. After production, additional time may be
needed to further test the safety and efficacy of the new vaccine [RMKO01].
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Game-Theoretic and Reliability Methods in
Counterterrorism and Security*

Vicki Bier

Center for Human Performance and Risk Analysis, University of
Wisconsin-Madison, bier@engr.wisc.edu

1 Introduction

After the September 11, 2001, terrorist attacks on the World Trade Center and
the Pentagon, and the subsequent anthrax attacks in the United States, there
has been an increased interest in methods for use in security and counter-
terrorism. However, the development of such methods poses two challenges to
the application of conventional statistical methods. One is the relative scarcity
(fortunately) of empirical data on severe terrorist attacks. The second is the
intentional nature of such attacks [BS98].

In dealing with extreme events (i.e., “events that are both rare and severe”
[BHL99], such as disasters or failures of highly redundant engineered systems),
for which empirical data are likely to be sparse, classical statistical methods
have been of relatively little use. Instead, methods such as reliability analysis
were developed, using decomposition [Rai68, Arm85] to break complex sys-
tems down into their individual components (such as pumps and valves) for
which larger amounts of empirical failure-rate data may be available. Reliabil-
ity analysis has become an important tool for analyzing and protecting against
threats to the operability of complex engineered systems. Beginning with the
Reactor Safety Study [NRC75|, modern risk-analysis methods [Bie97, BCO01]
built on the techniques of reliability analysis, adding consequence-analysis
models to allow for estimation of health and safety impacts as well as loss of
functionality. Quantification of risk-analysis models generally relies on some
combination of expert judgment [Coo91] and Bayesian rather than classical
statistics to estimate the parameters of interest in the face of sparse data
[BHL99, BFHO04]. Zimmerman and Bier [ZB02] argue that “Risk assessment
in its current form (as a systems-oriented method that is flexible enough to

* This article is a revision of an article originally published in Modern Statistical and
Mathematical Methods in Reliability (2005), World Scientific Publishing Company
[Bie05].
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handle a variety of alternative conditions) is a vital tool for dealing with
extreme events.”

However, the routine application of reliability and risk analysis by itself is
not adequate in the security domain. Protecting against intentional attacks
is fundamentally different from protecting against accidents or acts of na-
ture (which have been the more usual focus of engineering risk analysis). In
particular, an intelligent and adaptable adversary may adopt a different offen-
sive strategy to circumvent or disable our protective security measures. Game
theory [Dre61, FT91] provides a way of taking this into account analytically.

Thus, security and counterterrorism can benefit from a combination of
techniques that have not usually been used in tandem. This paper discusses
approaches for applying risk and reliability analysis and game theory to the
problem of defending complex systems against attacks by knowledgeable and
adaptable adversaries.

2 Applications of Risk and Reliability Analysis to
Security

Early applications of engineering risk analysis to counterterrorism and security
include Martz and Johnson [MJ87] and Cox [Cox90]. More recently (following
September 11), numerous risk analysts have proposed its use for homeland
security [PG02, Gar03, Zeb03, ZHN04]. Because security threats can span
such a wide range, the emphasis has been mainly on risk-based decision-
making (i.e., using the results of risk analyses to target security investments
at the most likely and most severe threats) rather than on detailed models of
particular types of threats.

Much of this work [HML98, EFW00a, EFW00b, EHL01] has been di-
rected specifically towards threats against critical infrastructure, beginning
even before September 11, due to concerns raised by the President’s Com-
mission on Critical Infrastructure Protection [Pre97], among others. In par-
ticular, Haimes et al. [HML98] provide a useful taxonomy of methods for
protecting infrastructure systems from terrorism, grouping countermeasures
into four categories: (1) security — restricting access to key sites or facilities;
(2) redundancy — providing alternate means for performing key functions;
(3) robustness — making systems stronger or less sensitive to upset; and
(4) resilience — ensuring that key systems and/or functions can be restored
quickly. For more recent applications of risk analysis to critical infrastructure,
see Haimes [Hai02a, Hai02b], Haimes and Longstaff [HL02], and Lemon and
Apostolakis [LA04]. There has also been some effort to adapt earthquake risk
modeling techniques to security problems [Ise04, Wer04].

In the reliability area, Levitin and colleagues have by now amassed a
large body of work applying reliability analysis to problems of security
[Lev02, Lev03a, Lev03b, LL00, LLO1, LL03, LDX03]. Much of this work com-
bines reliability analysis with optimization, to identify the most cost-effective
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risk reduction strategies. Examples include determining the optimal physical
separation of components that are functionally in parallel with each other and
the optimal allocation of physical protection to various hierarchies of a sys-
tem (e.g., hardening the system as a whole, or its subsystems, or individual
components).

Risk and reliability analyses (and the concomitant approach of risk-based
decision-making) have a great deal to contribute to ensuring the safety
(risk analysis) and functionality (reliability analysis) of complex engineered
systems. In particular, they provide “a systematic approach to organizing
and analyzing scientific knowledge and information for potentially hazardous
activities or for substances that might pose risks under specified circum-
stances” [NRC94], by integrating information on a wide variety of possible
threats within a single framework and quantifying the frequency and severity
of those threats. Furthermore, basic reliability analysis results can be use-
ful in security analysis even if they were not initially developed with that
in mind. For example, results on least-cost diagnosis of coherent systems
[Ben81, CQKS89, CCS96] can be readily adapted to yield results on optimal
attack strategies. Moreover, the recognition that risk may often be unknown
to within an order of magnitude or more (almost certainly more than that,
in the case of security threats) imposes some discipline on the analysis pro-
cess, suggesting that the majority of the modeling effort should probably be
devoted to analyzing the dominant contributors to risk. This means that com-
plex models of phenomena that are unlikely to contribute much to the overall
level of risk can often be replaced by much simpler approximations.

However, unlike in applications of risk analysis to problems such as the risk
of nuclear power accidents, the relationship of recommended risk-reduction ac-
tions to the dominant risks emerging from the analysis is not straightforward.
In most applications of risk analysis, risk reduction actions follow the usual
“80/20 rule” (originally due to Pareto) — the decision-maker can review a list
of possible actions, ranked based on the magnitude of risk reduction per unit
cost, and choose the most cost-effective, typically getting something on the
order of 80% of the benefit for perhaps 20% of the cost. This does not work
so well in the security context (especially if the potential attacker can readily
observe system defenses), since the effectiveness of investments in defending
one component can depend critically on whether other components have also
been hardened (or, conversely, if the attacker can easily identify alternative
targets that have not yet been hardened).

Risk and reliability analyses are clearly important in identifying the most
significant security threats, particularly in complex engineered systems (whose
vulnerabilities may depend on networks of interdependencies that cannot be
readily identified without detailed analysis). However, in the security con-
text, the results of such analyses do not lead in a straightforward manner
to an application of the Pareto principle. In particular, risk and reliability
analyses generally assume that the threat or hazard is static, whereas in the
case of security, the threat is adaptive and can change in response to the de-
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fenses that have been implemented. Therefore, simply rerunning an analysis
with the same postulated threat but assuming that some candidate security
improvements have been implemented will in general significantly overesti-
mate the effectiveness of the candidate improvements — in many cases, by an
extremely large margin. For example, in an analysis of asymmetric warfare
against civilian targets, Ravid [Rav02] argues that since the adversary can
change targets in response to defensive investments, “investment in defensive
measures, unlike investment in safety measures, saves a lower number of lives
(or other sort of damages) than the apparent direct contribution of those mea-
sures.” Game theory provides one natural way of addressing this limitation in
the applicability of risk and reliability analyses to security.

3 Applications of Game Theory to Security

Due to its value in understanding and modeling conflict, game theory has a
long history of being applied to security-related problems, beginning with
military applications [Dre61]; for specific examples see Haywood [Hay54],
Berkovitz and Dresher [BD59, BD60], and Leibowitz and Lieberman [LL60].
It has also been extensively used in political science [Bra75, Bra85, BKS8§];

e.g., in the context of arms control. Recently, there have also been exploratory
applications of game theory and related ideas to computer security, Anderson
[And01], Burke [Bur99], Chaturvedi et al. [CGMO00], Cohen [Coh99], Schneier
[Sch00, Scho1].

With respect to applications of game theory and related methods to secu-
rity in general, there is a large body of work already, much of it by economists
[BROO, FL02, FL03, AS01, SA03, ES04, SE04, KZ03, LZ05]. Much of the work
in this area until now has been designed to provide “policy insights” [SA03];
i.e., to inform policy-level decisions such as public versus private funding of
defensive investments [LZ05], or the relative merits of deterrence and other
protective measures [FL02, FL03, KZ03, SE04].

Of course, the events of September 11 have resulted in greater interest in
this type of work. Perhaps more significantly with respect to the topic of this
paper, there has also recently been interest in using game theory not only to
explore the effects of different policies, but also to generate detailed guidance
in support of operational-level decisions; e.g., determining which assets to
protect or how much to charge for terrorism insurance.

For example, Enders and Sandler [ES04] study substitution effects in ter-
rorism, observing that “installation of screening devices in U.S. airports in
January 1973 made skyjackings more difficult, thus encouraging terrorists to
substitute into other kinds of hostage missions.” Similarly, they note that:
“If the government were to secure its embassies or military bases, then at-
tacks against such facilities would become more costly on a per-unit basis. If,
moreover, the government were not at the same time to increase the security
for embassy and military personnel when outside their facilities, then attacks
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directed at these individuals (e.g., assassinations) would become relatively
cheaper” (and hence presumably more frequent).

Clearly, security improvements that appear to be cost-justified without
taking into account the fact that attacks may be deflected to other targets
may turn out to be wasteful (at least from a public perspective) if they merely
deflect attacks to other targets of comparable value. For example, anthrax
sterilization equipment installed in every post office in the country (which
was considered, but fortunately never implemented), if publicly known, might
never sterilize a single anthrax spore, since terrorists could deliver anthrax
just as effectively by Federal Express, United Parcel Service, or even bicycle
courier. In fact, such deflection of risk to other targets was not considered
by the U.S. Postal Service in evaluating the cost-effectiveness of proposed
security-improvement measures [CKS03].

In an application of what Shubik [Shu87] (see also Smith and von Win-
terfeldt [SV04]) calls “conversational” game theory, the Brookings Institu-
tion [OODO02] has recommended that “policymakers should focus primarily
on those targets at which an attack would involve a large number of casual-
ties, would entail significant economic costs, or would critically damage sites
of high national significance.” While game theory is not explicitly mentioned
in the Brookings report, game-theoretic thinking clearly underlies this recom-
mendation.

The Brookings recommendation constitutes a reasonable “zero-order” sug-
gestion about how to prioritize targets for investment. Under this type of
“weakest-link” model, defensive investment is allocated only to the target(s)
that would cause the most damage if attacked. Importantly, though, such
weakest-link models tend to be unrealistic in practice. For example, Arce M.
and Sandler [AS01] note that the extreme solutions associated with weakest-
link models “are not commonly observed among the global and transnational
collective action problems confronting humankind.” In particular, real-world
decision-makers will generally want to “hedge” by investing in defense of ad-
ditional targets to cover contingencies such as whether they have failed to
correctly estimate which targets will be the most attractive to the attackers.

Moreover, it is important to go beyond the zero-order heuristic of protect-
ing only the most valuable assets (or those that would do the most damage
if successfully attacked), to also take into account the success probabilities of
attacks against various possible targets. This can be important, since terror-
ists appear to take the probability of success into account in their choice of
targets; for example, Woo [Wo003] has observed that “al-Qaeda is sensitive to
target hardening,” and that “Osama bin Laden has expected very high levels
of reliability for martyrdom operations.” Thus, even if one choice of target is
potentially more damaging than another, it may not merit as much defensive
investment as a target that is less valuable but more vulnerable (and hence
may have a greater likelihood of being attacked).

Models that take the success probabilities of potential attacks into ac-
count include Bier and Abhichandani [BA03], Bier et al. [BNAO05], Major
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[Maj02], and Woo [Wo002, Woo03]. The results by Bier and colleagues repre-
sent weakest-link models, in which at equilibrium the defender invests in only
those components that are most vulnerable (i.e., have the highest probability
of being successfully attacked), or would cause the highest expected damage
given an attack (taking into account both the success probability of an attack
and the value of the component). In particular, in a series system, we assume
that the attacker chooses which target to attack to maximize either the suc-
cess probability of the attack [BA03], or more generally the expected damage
of the attack [BNAO5]. Therefore, it is never worthwhile for the defender to
invest in any components other than those perceived as most attractive by
the attacker.

By contrast, the models proposed by Major [Maj02] and Woo [Woo02,
Woo003] achieve the more realistic result of hedging at optimality. In partic-
ular, Major [Maj02] assumes that the defender allocates defensive resources
optimally, but that the attacker does not know this and randomizes the choice
of targets to protect against the possibility that the allocation of defensive re-
sources was suboptimal. The result is that the attacker’s probability of choos-
ing any particular target is “inversely proportional to the marginal effective-
ness of defense ...at that target.” Moreover, since the attacker randomizes
in choosing which asset to target, the optimal defensive investment involves
hedging (i.e., positive defensive investment even in assets that are not “weak-
est links”).

Woo [Wo002, Woo03] extends the model introduced by Major and pro-
vides one possible strategy for estimating the values of the parameters in the
resulting model. In particular, Major [Maj02] treats the values of the various
potential targets as being exogenous. While O’Hanlon et al. [OOD02] were
able to estimate the values of various potential targets to roughly an order of
magnitude quite soon after September 11, obtaining more accurate estimates
of asset values can itself be a difficult and time-consuming task. Therefore,
Woo [Wo002, Woo003] assumes simply that the various types of targets have
been rank-ordered in value by terrorism experts. He then converts these ordi-
nal rankings into cardinal estimates of the targets’ attractiveness to terrorists
using Fechner’s law [WE92, Fec1860]. This is a concept from the early days of
psychophysics according to which “an arithmetic progression in perceptions
requires a geometrical progression in their stimuli” [Wo002]. Fechner’s log-
arithmic relationship of perception to stimulus is certainly plausible in this
application, but is a somewhat ad hoc assumption; moreover, it may be more
plausible to assume that perceived attractiveness is a logarithmic function
of one or more cardinal measures of damage (such as lives lost or economic
impact) than of ordinal rankings.

The basic game analyzed by Major and Woo involves simultaneous play by
attackers and defenders, so the assumption that the attacker cannot readily
observe the defender’s investment makes sense in that context. (Note that it
is still somewhat heroic to assume that the attacker can observe the marginal
effectiveness of possible defensive investments. In practice, even the defender
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may not know the effectiveness of investments that have not been seriously
considered for implementation!) However, many types of defenses (such as se-
curity guards) are either public knowledge or readily observable by attackers;
moreover, some defenses (such as hardening of large buildings or installation
of anthrax sterilization equipment in post offices) are not only observable, but
also involve large capital outlays, and hence are difficult to change in response
to evolving defender perceptions about likely attacker strategies. In such sit-
uations, it seems counterintuitive to assume that the attacker can observe
the marginal effectiveness of defensive investments in each possible target,
but cannot observe which defenses the defender has actually implemented.
Presumably, in cases of sequential play (in which the defender commits to
a particular choice of defensive investments, and the attacker observes these
before selecting an attack strategy), those defenses that have already been
implemented should be easier to observe than the hypothetical effectiveness
of defenses that have not been implemented.

Since the basic premise underlying the models of Major and Woo is of
questionable applicability in cases of sequential play (which are likely to be
commonly encountered in practice), recent work [BOS05] achieves the same
goal (i.e., an optimal defensive strategy that allows for hedging in equilibrium)
in a different manner. In particular, in this model, attackers and defenders are
assumed to have different valuations for the various potential targets. This is
reasonable given the observation by Woo [Woo003] that “If a strike against
America is to be inspirational [to al-Qaeda], the target should be recognizable
in the Middle East”; thus, for example, attacks against iconic targets such
as the Statue of Liberty or the Sleeping Beauty Castle at Disneyland may
be disproportionately attractive to attackers relative to the economic damage
and loss of life that they would cause. Moreover, while defenders may well
prefer that attackers choose targets that are difficult and costly to attack,
the attackers most likely care more about such factors than the defenders
do. In addition to allowing attacker and defender valuations to differ, the
proposed model assumes that attackers can observe defensive investments
perfectly (which is conservative, but perhaps not overly so), but that defenders
are uncertain about the attractiveness of each possible target to the attackers.
This last assumption is reasonable in light of the fact that lack of knowledge
about attacker values, goals, and motivations is precisely one of the reasons
for gathering intelligence about potential attackers.

The model of Bier et al. [BOS05] has several interesting features in addition
to the possibility of defensive hedging at equilibrium. First, it is interesting to
note that such hedging does not always occur. In particular, it will often be
optimal for the defender to put no investment at all into some targets even
if they have a nonzero probability of being attacked — especially when the
defender is highly budget constrained, and the various potential targets differ
greatly in their values (both of which seem likely to be the case in practice).
Moreover, in this model, if the allocation of defensive resources is suboptimal,
defending one set of targets could in principle deflect attacks to alternative
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targets that are simultaneously less attractive a priori to the attackers, but
also more damaging to the defenders. For example, making particular targets
less vulnerable to attack could lead terrorists to adopt attack strategies that
are more costly or difficult for them to implement, or would yield less publicity
benefit to the attackers, but are also more lethal. This could be an important
consideration, in light of the past substitution effects documented by Enders
and Sandler [ES04].

3.1 Security as a Game between Defenders

The work discussed above has primarily viewed security as a game between
an attacker and a defender, focusing on anticipating the effects of defensive
actions on possible attackers — although Anderson [And01] views informa-
tion security in part as a game between the providers of information security
products. However, it also makes sense to consider the effects of defensive
strategies adopted by one agent on the incentives faced by other defenders.
Some types of defensive actions (such as installation of visible burglar alarms
or car alarms) may actually increase risk to other potential victims. This type
of situation can lead to overinvestment in security when viewed from the per-
spective of society as a whole, because the payoff to any one individual or
organization from investing in security is greater than the net payoff to the
entire society. Conversely, other types of defensive actions — such as vacci-
nation [HAT94, Phi00], fire protection [0S02], installation of vehicle tracking
systems (if their installation in a particular vehicle is not readily observable by
potential car thieves) [AL9S8], or use of antivirus protection software [And01]
— decrease the risk to other potential victims. This type of situation can
be expected to result in underinvestment in security, since defenders may
attempt to “free ride” on the investments of others, and in any case are un-
likely to take positive externalities affecting other agents into account in their
decision-making.

To better account for situations in which security investment confers pos-
itive externalities, Kunreuther and Heal [KH03, HK03] proposed a model of
interdependent security where agents are vulnerable to “infection” from other
agents. For example, consider the supply chain for food and agricultural prod-
ucts, in which companies could be vulnerable to contamination introduced
upstream in the supply chain, and hence are vulnerable to the security weak-
nesses of other companies; Kunreuther and Heal have applied similar models
to airlines that are vulnerable to threats in checked baggage transferred from
partner airlines. In this context, not only will defensive investment on the
part of one agent benefit other agents, it may also be extremely costly or
difficult for agents to defend their own systems against infection spread (how-
ever unintentionally) by their partners, and they may therefore need to rely
on their partners to protect them against such threats. Kunreuther and Heal
consider in particular the case where even a single successful attack can be
catastrophic — in other words, where the consequences of a successful attack
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(e.g., business failure) are “so serious that it is difficult to imagine an alter-
native event with greater consequences.” In the context of this model, they
show that failure of one agent to invest in security can make it unprofitable
for other agents to invest in security, even when they would normally find it
profitable to do so. Moreover, they show that this game can in some cases
have multiple equilibrium solutions (e.g., an equilibrium in which all players
invest and another in which no players invest). Kunreuther and Heal [KHO3]
discuss numerous possible coordinating mechanisms that can help to ensure
that all players arrive at the socially optimal level of defensive investment,
such as voluntary standards [And01], like those put forth by the International
Organization for Standardization, or contracts.

Recent work [BG05, ZB05] has extended these results to the case of attacks
occurring over time (according to a Poisson process), rather than the static
model assumed in the original analysis. In this model, differences in discount
rates among agents can lead some agents with low discount rates not to invest
in security when it would otherwise be in their interests to do so, if other
agents (e.g., with higher discount rates) choose not to invest in security. In
particular, when an agent has a high discount rate, future losses due to attacks
will have a low present value, so the agent will not find it worthwhile to invest
in security. When the agent has a moderately small discount rate, the losses
due to future attacks will tend to loom relatively large, so the agent will find
investing in security to be worthwhile. When the discount rate of the agent
is in the intermediate range, the agent will effectively be ambivalent about
whether to invest, and will prefer to invest only when other agents also invest.
Finally, when an agent’s discount rate is extremely small, then investing will
again be worthwhile only when other agents also invest. The reason for this
last (somewhat counterintuitive) result is that investing in security is assumed
to eliminate only the risk from direct attack, not the risk of “infection” from
other agents, and hence merely postpones rather than eliminates the loss from
an attack; at extremely low discount rates, merely postponing the loss is of
little value.

Differences in discount rates can arise for a variety of reasons, ranging
from participation in different industries with different typical rates of re-
turn, to risk of impending bankruptcy causing some agents to have extremely
short-time horizons, to myopia (adopting a higher discount rate than is in
the agent’s enlightened self-interest). As in the simpler model, coordinating
mechanisms (as well as efforts to counteract myopia) can be important here in
ensuring that the socially optimal level of investment is achieved when mul-
tiple equilibrium solutions are possible. Thus, heterogeneous time preferences
can complicate the task of achieving security in an interdependent world,
but an understanding of this phenomenon can help in identifying promising
solutions.
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4 Combining Reliability Analysis and Game Theory

We have seen that many of the recent applications of risk and reliability
analysis to security do not explicitly model the adaptive response of potential
attackers to defensive investments, and hence may vastly overstate both the
effectiveness and the cost-effectiveness of those investments. Similarly, much of
the existing game-theoretic security work focuses on nonprobabilistic games.
Moreover, even those models that explicitly consider the success probabilities
of potential attacks (e.g., [Maj02, Woo02, Woo03, KH03, HK03]) generally
consider individual assets or components in isolation, and fail to consider the
effect that disabling one or several components can have on the functionality
of the larger system of which they may be a part. Combining the techniques
of risk and reliability analysis with game theory could therefore be a fruitful
way of studying and protecting against intentional threats to complex systems
such as critical infrastructure.

Hausken [Hau02], an economist, has integrated probabilistic risk analy-
sis and game theory (although not in the security context), by interpreting
system reliability as a public good and elucidating the incentives of different
players responsible for maintaining particular components of a larger system.
In particular, he views security as a game between defenders responsible for
different portions of an overall system, and elucidates the relationships be-
tween the series or parallel structure of the system and classic games such
as the coordination game, the battle of the sexes, chicken, and the prisoner’s
dilemma [Hir83, Hir85].

Rowe [Row02], a risk analyst, argues that the implications of “the human
variable” in terrorism risk (in particular, the fact that terrorists can adapt in
response to our defenses) have yet to be adequately appreciated. He presents
a simple game-theory framework for addressing the need to evaluate possible
protective actions in light of terrorists’ ability to “learn from experience and
alter their tactics.” This approach has been used in practice to provide input
to prioritizing defensive investments among multiple potential targets and
multiple types of threats.

Banks and Anderson [BA03a] apply similar ideas to the evaluation of op-
tions for responding to the threat of bioterrorism (in particular, intentionally
introduced smallpox). The approach adopted by Banks and Anderson embeds
risk analysis (quantified using expert opinion) in a game-theoretic formulation
of the defender’s decision problem. This enables them to account for both the
adaptive nature of the threat and also the uncertainty about the costs and
benefits of particular defensive actions. They conclude that this approach
“captures facets of the problem that are not amenable to either game theory
or risk analysis on their own.”

Recent results by the author and colleagues [BA03, BNAO5] use game
theory to explore the nature of optimal investments in the security of sim-
ple series and parallel systems as a building block to the analysis of more
complex systems. The results suggest that defending series systems against
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informed and determined attackers is an extremely difficult challenge. In a
series system, if the attacker knows about (or can observe) the system’s de-
fenses, the defender’s options for protecting a series system are extremely
limited. In particular, the attacker’s ability to respond strategically to the de-
fender’s investments deprives the defender of the ability to allocate defensive
investments according to their cost-effectiveness; rather, if potential attackers
know (or can readily learn) about the effectiveness of any defensive measures,
defensive investments in series systems must essentially equalize the strength
of all defended components to be economically efficient. This is consistent with
the observation by Dresher [Dre61] in the military context that, for optimal
allocation of defensive resources, “It is necessary that each of the defended
targets yield the same payoff to the attacker.”

This emphasizes the importance of redundancy as a defensive strategy. Es-
sentially, redundancy reduces the flexibility available to the attacker in choice
of targets (since the attacker must now disable multiple redundant compo-
nents to disable a system) and increases the flexibility available to the defender
(since the defender can now choose which of several redundant components
to defend, based on the cost-effectiveness of doing so). Traditional reliability
design considerations such as spatial separation and functional diversity are
also important components of defensive strategy to help ensure that attacks
against redundant components are likely to succeed or fail more or less inde-
pendently of each other (i.e., to ensure that redundant components cannot all
be disabled by the same type of attack).

It is clearly important in practice to extend the types of security models
described above to more complicated system structures (including both par-
allel and series subsystems), such as that shown below, rather than simple
parallel or series systems. Recent work [AB04] begins to address this chal-
lenge, at least under particular assumptions. However, achieving fully general
results (e.g., for arbitrary system structures and more general assumptions
about the effects of security investments on the costs and/or success proba-
bilities of potential attacks) is likely to be difficult and may require heuristic
approaches.

In addition, for reasons of mathematical convenience, the models developed
until now have generally assumed that the success probability of an attack on
a particular component is a convex function of the resources invested to de-
fend that component. While in many contexts this is a reasonable assumption
(e.g., due to declining marginal returns to defensive investments), it is clearly
not fully general. For example, certain types of security improvements (such
as relocating a critical facility to a more secure location) are “inherently dis-
crete” [KZ03], in the sense that they require some minimal level of investment
to be feasible. This will tend to result in step changes in the success probabil-
ity of an attack as a function of the level of defensive investment. Similarly,
if security investment beyond some threshold deters potential attackers from
even attempting an attack, then the likelihood of a successful attack could
decrease rapidly beyond that threshold. Such effects can result in the success
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probability of an attack being a nonconvex function of the defensive invest-
ment (at least in certain regions, e.g., when the level of investment is not too
large). This makes the problem of identifying the optimal level of defensive
investment more complicated and can change the nature of the optimal solu-
tions (e.g., increasing the likelihood that there will be multiple local optima,
and that not investing in security may be the optimal strategy).

Finally, it would, of course, be worthwhile to extend our models to include
the dimension of time, rather than the current static or “snapshot” view of
system security. This would allow us to model imperfect attacker information
(including, for example, Bayesian updating of the probability that an attack
will succeed based on a past history of successful and failed attacks) as well
as the possibility of multiple attacks over time.

5 Conclusions

As noted above, protecting engineered systems against intentional attacks is
likely to require a combination of game theory and reliability analysis. Risk
and reliability analysis by itself will likely not be sufficient to address many
critical security challenges, since it does not take into account the attacker’s
response to the implementation of reliability or security improvements. How-
ever, most current applications of game theory to security deal with individual
components or assets in isolation, and hence could benefit from the use of re-
liability analysis tools and methods to more fully model the risks to complex
networked systems such as computer systems, electricity transmission systems,
or transportation systems. In the long run, approaches that embed systems
reliability models in a game-theoretic framework may make it possible to take
advantage of the strengths of both approaches.
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Biometric identification is an old technology. Face recognition is a long-
standing tool in law enforcement; the Wild West wanted posters are just one
example. Signatures and handwriting have been accepted in United States law
courts to establish authorship since 1831 [US1831]. Fingerprints also have a
long history: Joao de Barros reports their use in China in the 14th century, and
Sir William Hershel used them in 1856 on contracts in India to prevent subse-
quent repudiation. And all statisticians should know that Sir Francis Galton
[Gal1892] wrote an influential book on fingerprints in 1892, which contains the
taxonomy of minutia that is still in use today. Work still continues on this:
Dass [Das04] applies Markov random field methods for fingerprint matching.

In the post 9/11 era, governments around the world are investigating bio-
metric identification as a means to discourage terrorism. (There are also direct
applications in preventing identity theft.) Countries are planning to provide
biometric authentication on passports, and secure facilities want biometric ac-
cess control. New techniques are based upon DNA samples, capillary patterns
in the iris of the eye, voice prints, acceleration patterns on pressure-sensitive
signature plates, and keystroke rhythms when typing passwords. But all of
these ideas require statistical justification and a legal framework.

The statistical justification concerns the probability of a false match and
the probability of a missed match. If the type I and type II error rates are
too large, then the method has little value. Often there are not single answers
for these estimates. For example, before DNA testing, blood type used to
be helpful in excluding suspects, but in general was not legally useful for
confirming identity. However, for some very rare blood types, it could be
extremely specific and highly probative. So there are circumstances in which
a method can work very much better than its average behavior. The converse
is also true; biometric distinctions between twins generally show much worse
performance than their average behavior.

The legal questions concern the use of the biometric technology. Biometric
methods that have no standing in law have limited applicability (but are still
being tested for some applications). One issue concerns the fact that suspects
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in the United States cannot be compelled to testify against themselves, and
thus need not provide DNA samples or signature specimens. A related issue is
the evolving body of privacy law — courts may decide that it is too intrusive
to require identification for the routine business of daily life, such as entering
a subway station or buying a car.

A more crucial issue is whether a court can even accept the biometric
match as evidence. It used to be that the legal standard for such evidence was
Frye v. United States [Fry23], a 1923 decision that held that “while courts will
go a long way in admitting expert testimony deduced from a well-recognized
scientific principle or discovery, the thing from which the deduction is made
must be sufficiently established to have gained general acceptance in the par-
ticular field in which it belongs.” This argument was used to exclude prosecu-
torial evidence based upon a precursor of the lie detector, but has subsequently
upheld the use of handwriting, fingerprint, and DNA evidence.

The legal landscape shifted recently when the Supreme Court upheld the
Ninth Circuit Court’s decision in Daubert v. Merrell Dow Pharmaceuticals Inc.
[Dau91]. That 1991 decision ruled that scientific evidence must be “subjected
to verification and scrutiny by others in the field” and established five criteria
that expert testimony must satisfy. In the context of biometric evidence, these
are generally taken to mean that the methods must be transparent, published,
and have validated estimates of type I and type II error.

One consequence of Daubert is a fresh skepticism of latent fingerprint evi-
dence. This is driven by several cases in which Federal Bureau of Investigation
(FBI) experts made a false match — the most conspicuous case was Brandon
Mayfield, the Oregon lawyer who was arrested in connection with the train
bombing in Madrid in 2004. When making a fingerprint identification, the
FBI protocol requires that two experts examine the match and agree on the
finding, where the determination of a match depends upon a complex set of
procedures involving “points of comparison” and other features. However, the
two experts do not work independently, and often have knowledge of infor-
mation that may be prejudicial (in Mayfield’s case, there were three experts,
and they knew he was a convert to Islam).

Another recent case was Stephen Cowans, who was convicted in 1997 of
shooting a police officer, but exonerated in 2004 when DNA evidence proved
that the FBI had incorrectly matched his fingerprint. Both the Mayfield and
the Cowans cases raise the statistical issue of search bias; as fingerprint li-
braries grow, the chance of finding a near match increases, and thus the prob-
ability of a false match must increase. Statisticians can help quantify this.

But these legal issues may not be so important for counterterrorism. Here
the Holy Grail for biometric identification is face recognition, and there are
reasons to believe that many applications would be juridically acceptable.
For example, intelligence agencies and the Department of Homeland Security
really want to have technology that allows people entering the United States
to be quickly checked against a library of terrorist photos; it seems unlikely
that such use would violate any protected rights.
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The following two papers are outstanding examples of how statistical re-
search has begun to address face recognition — but both papers describe
methods that could apply to more general problems. They represent solid
work that aims at understanding, estimating, and reducing the error rates
that have made biometric identification so problematic.

Mitra’s paper uses the MACE filter and builds statistical models in the
spectral domain for faces images. Her approach combines ideas in data mining
with traditional statistics and uses complexity penalties to determine appro-
priate model fits. The models allow for variation in illumination, which is one
of the many hard problems in this area. In contrast, Rukhin’s paper takes
a more synthetic approach. Using copula theory, he studies how algorithms
might be combined to achieve better error rates than any single algorithm act-
ing alone. Some of the methodology behind this relates to work on document
retrieval, which ranks the quality of match in a database. Another thread
relates to the theory of nonparametric measures of correlation. Both papers
demonstrate the kinds of contributions that statistical thinking can make to
hard problems of national importance.

But the problems these methods face are significant. Many people look
alike (Websites have sprung up to discuss the astonishing resemblance be-
tween Saruman the White, as played by Christopher Lee, and Sheik Yassin,
the founder of Hamas). For counterterrorism, algorithms need to work on peo-
ple who have shaved a beard or donned false eyeglasses, and the recognition
software must automatically correct for differences in lighting, expression, and
the angle of the photo. Even with the human eye, which is much more pow-
erful than any existing algorithm, the false-alarm rate might be too large for
border security purposes.
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1 Introduction

In the modern electronic information age, there is an ever-growing need to
authenticate and identify individuals for ensuring the security of a system.
Traditional methods of authentication and identification make use of identi-
fication (ID) cards or personal identification numbers (PINs), but such iden-
tifiers can be lost, stolen, or forgotten. In addition, these methods fail to
differentiate between an authorized person and an impostor who fraudulently
acquires knowledge or “token” of the authorized person. Security breaches
have led to losses amounting to millions of dollars in agencies like banks and
telecommunication systems that depend on token-based security systems.

In traditional statistical literature, the term biometrics or biometry refers
to the field of statistical methods applicable to data analysis problems in
the biological sciences, such as agricultural field experiments to compare the
yields of different varieties of a crop, or human clinical trials to measure the
effectiveness of competing therapies. Recently the term biometrics has also
been used to denote the unique biological traits (physical or behavioral of
individuals that can be used for identification), and biometric authentication
is the newly emerging technology devoted to verification of a person’s identity
based on his/her biometrics. The purpose of biometric authentication is to
provide answers to questions like the following:

e Is this person authorized to enter a facility?
e s this individual entitled to access privileged information?
e Is the given service being administered only to enrolled users?

These questions are vital for ensuring security of many business and gov-
ernmental organizations. Since it relies on “something you are” rather than
“something you know or possess,” a biometric in principle cannot be stolen,
forgotten, or duplicated and is less prone to fraud than PINs and ID cards. For
all these reasons, the field of biometrics has been growing exponentially in re-
cent years (especially after the attacks of September 11, 2001), and the rapidly
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evolving technology is being widely used in forensics for criminal identifica-
tion in law enforcement and immigration, in experimental form in restricting
access to automated teller machines (ATMs) and computer networks, as well
as in various forms of e-commerce and electronic banking. Moreover, the re-
cent practice of recording biometric information (photo and fingerprint) of
foreign passengers at all U.S. airports and also the proposed inclusion of dig-
itized photos in passports show the growing importance of biometrics in U.S.
homeland security.

Typically used biometrics include face images, fingerprints, iris measure-
ments, palm prints, hand geometry, hand veins (physical traits), and voice-
print, gait, and gesture (behavioral traits). Generally, biometric systems are
composed of two parts: (1) the enrollment and (2) the identification part. The
former involves the registration of a user’s characteristic, which is subsequently
to be used as a criterion for classification purposes. This procedure involves
sample capturing with the help of digital cameras or similar devices, feature
extraction for developing a sample template, and storing the template with
the relevant database. The second part provides the user interface to have the
end user’s characteristic captured, compared to the existing templates, and
verified whether he or she is authentic or an impostor.

Face recognition is probably the most popular biometric-based method
because of its potential to be both accurate as well as nonintrusive and user-
friendly. It analyzes facial characteristics to verify whether the image belongs
to a particular person. Faces are rich in information about individual identity,
mood and mental state, and position relationships between face parts, such
as eyes, nose, mouth, and chin, as well as their shapes and sizes, are widely
used as discriminative features for identification. Much research has been done
on face recognition in the past decades in the field of computer science, and
yet face authentication still poses many challenges. Several images of a single
person may be dramatically different because of changes in viewpoint, color,
and illumination, or simply because the person’s face looks different from day
to day due to appearance-related changes like makeup, facial hair, glasses, etc.

Several authentication methods based on face images have been developed
for recognition and classification purposes. In face authentication, as in most
image processing problems, it is necessary to extract relevant discriminative
features that distinguish individuals. But one hardly knows in advance which
possible features will be discriminative. For this reason, most of the face au-
thentication systems today use some kind of efficient automatic feature extrac-
tion technique. Jonsson et al. [JKL99] used support vector machines (SVM)
to extract relevant discriminatory information from the training data and
build an efficient face authentication system, and Li et al. [LKM99] used lin-
ear discriminant analysis (LDA) for efficient face recognition and verification.
Liu et al. [LCV02] applied principal components analysis (PCA) for model-
ing variations arising in face images from expression changes and registration
errors by using the motion field between images in a video clip. Havran et
al. [HHCO02] performed face authentication based on independent component
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analysis (ICA), and Palanivel et al. [PVY03] proposed a method for video-
based, real-time face authentication using neural networks. A recently devel-
oped face authentication system is the minimum average correlation energy
(MACE) filter [VSV02, SVK02]. The MACE filter was originally proposed
by Mahalanobis et al. [MVCS87] as an effective automatic target recognition
tool, and Vijaya Kumar et al. [VSV02] first used it to authenticate a facial
expression database, obtaining impressive results. Savvides and Vijaya Kumar
[SV03] showed that the filter-based methods produce more accurate authenti-
cation results than traditional methods based on LDA and PCA, especially in
the presence of distortions such as illumination changes and partial occlusions.

The present chapter reports some initial work on establishing a firmer
statistical foundation for face authentication systems and in verifying the ac-
curacy of proposed methods in engineering and computer science, which are
mostly empirical in nature. Given the sensitive nature of their applications
today, it is imperative to have rigorous authentication systems where inaccu-
rate results may have a drastic impact. The layout of the chapter is as follows.
Section 2 describes some basic statistical tools that can be employed for eval-
uation of authentication techniques and Sect. 3 provides brief descriptions
of the databases used for our study. Section 4 introduces the MACE filter
authentication system along with its statistical aspects, and Sect. 5 discusses
statistical model-based systems and the associated challenges and comparison
with the MACE system.

2 Performance Evaluation of a Biometric System

In the design of a biometric, a primary consideration is to know how to mea-
sure the accuracy of such a system. This is critical for determining whether
the system meets the requirements of a particular application and how it will
respond in practice. Many statistical tools are available to help in this regard.
According to Shen et al. [SSK97], two important aspects of performance eval-
uation that need to be addressed for any practical authentication system are:

1. To determine the reliability of error rates, and
2. To determine how the nature and quality of data influence system perfor-
mance.

2.1 Decision Landscapes

Biometric identification fits squarely into the classical framework of statistical
decision theory. The result of a decision-making algorithm is a match score T’
and a threshold 7. If T" > 7, the system returns a match, otherwise if T < 7,
the system decides that a match has not been made. These decisions give rise
to four possible outcomes in any pattern recognition problem: either a given
pattern is, or is not, the target; and in either case, the decision made by the
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recognition algorithm may be either correct or incorrect. These are usually
referred to as (1) false accept (FA), (2) correct accept (CA), (3) false reject
(FR), and (4) correct reject (CR). Obviously the first and third outcomes are
errors (analogous to the type I and type II errors, respectively, that occur
commonly in hypothesis testing) and are the focus of the statistical aspects
of any biometric system performance.

To make this discussion more rigorous, let us denote by fa(x) and gr(y)
the density of the distribution of the match scores for the authentics and the
impostors, respectively. Then the false rejection rate (FRR) is defined as the
probability that T is less than 7 given that T comes from the distribution of
the authentic user scores. The false acceptance rate (FAR), on the other hand,
is defined as the probability that T is greater than 7 given that 7" belongs to
the impostor score distribution. Mathematically,

FRR = P(T < 7|T € Authentic) = [7__ fa(z)dz, (1)

FAR = P(T > 7|T € Impostor) = [ g;(y)dy. (2)

When the underlying distributions are Gaussian, these probabilities have
closed-form solutions in terms of the z-scores. But generally they are unknown

and difficult to model. However, empirical estimates can be formed based on
observed samples in the following way:

#(T < 7|T € Authentic) _ #(T > 7|T € Impostor)
# Authentic ) Prar =

) (3)

where prprr and prpap are respectively the estimators of FRR and FAR,
#Authentic and #Impostor are respectively the total number of authentic
and impostor user match scores. Often it is of interest to establish confidence
intervals for these estimates of error rates and conduct hypothesis tests of
whether the performance of the system under consideration meets or exceeds
the system design requirement (for example, to check whether the FAR and
FRR are below a prespecified threshold). Bolle et al. [BRP99, BPR00] suggest
the use of binomial distributions, normal approximations, and also bootstrap-
ping for estimating the error rate confidence intervals and developing tests
of significance. An alternative that can be used when score distributions are
bimodal is the beta-binomial distribution proposed by Schuckers [Sch03]. All
these approaches are based on a number of assumptions, which do not hold
in practice, and this calls for a much more thorough evaluation of the score
distributions along with the threshold criterion 7, which can be achieved with
the help of receiver operating characteristic (ROC) curves.

brer = #Impostor

2.2 The Receiver Operating Characteristic Curve

The ROC curve, frequently used in engineering applications [Ega75] and in
measuring effectiveness of drugs in clinical studies [HMS82], is obtained by
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plotting the different values that the FAR and FRR take with varying 7 (the
decision threshold or the cutoff point). The position of the ROC on the graph
reflects the accuracy of the system, independent of any decision threshold that
may be used. It covers all possible thresholds, with each point on the curve
denoting the performance of the system for each possible threshold, expressed
in terms of the proportions of true and false positive and negative results for
that threshold. The curve would be higher for authentication devices that pro-
vide greater separation of the distributions for authentics and impostors (i.e.,
have higher accuracy) and lower for devices that provide lesser separations
(i-e., have lower accuracy). The ROC of random guessing lies on the diagonal
line.

The threshold adopted for a diagnostic decision is usually chosen so as to
minimize the net costs and benefits of the error rates for a given application.
For example, if security is the prime consideration, then 7 will be so chosen as
to give a low FAR. Different thresholds thus reflect different trade-offs between
FAR and FRR — as 7 increases, the FRR increases and FAR decreases and
vice versa as 7 decreases. If all costs could be measured and expressed in
the same units, then this optimal threshold could be calculated for any ROC
curve.

The ROC curve yields a concise graphical summary of the performance of
any biometric authentication system. Figure 1 shows a typical ROC curve. A
similar ROC can be drawn for FRR, but it supplies no additional information
and hence does not require separate representation. A single measure of overall
performance that is often used for an authentication system is the equal error
rate (EER). This is defined as the point at which the FAR equals the FRR.

Moreover, combining ROC with modeling techniques can establish a
stronger statistical basis for the diagnostic evaluation of the performance of
an authentication system. Ishwaran and Gatsonis [IG00] exploited the corre-
spondence between ordinal regression models and ROC estimation technique
to develop hierarchical models for analyzing clustered data (with both het-
erogeneity and correlations) and used a Bayesian approach based on Markov
chain Monte Carlo (MCMC) methods to model fitting. Although their appli-
cation involved diagnostic radiology studies with multiple interpreters, some
type of variation on their approach should be adaptable to fit the authentica-
tion framework and can obviate the need for assumptions such as equality of
variances and independence underlying the binomial distributions [BPRO0],
which seldom hold for real images.

2.3 Collection of Test Data

The quality of the test data and the conditions under which they are collected
influence any practical authentication system and must be taken into consid-
eration. Poor-quality data increases the noise variance in a model, which in
turn has an adverse effect on the ROC curves. Performance figures can be
very application, environment, and population dependent, and these aspects
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Fig. 1. An ROC curve showing the FRR.

should therefore be decided in advance. For instance, it is often helpful to
know beforehand what the recommended image quality and matching deci-
sion thresholds are for a particular target application of an authentication
system. These settings play a key role in determining the nature of the re-
quired database and hence in its collection procedure. Moreover, a knowledge
of expected error rates (even if approximate) is greatly advantageous as it di-
rectly tells us the number of test images to use. In most situations, however,
it is impossible to get hold of such prior information and may require some
preliminary testing of systems to determine which factors are most significant
and which may be safely ignored.

Enumerated below are a set of the factors that affect image quality and
need to be considered for collecting facial images for evaluating an automated
facial recognition system.

Illumination — light intensity, light source angle, and background light.
Pose created by camera angles.

Movement of the subject — static, fast moving, or slow moving.
Surroundings — crowded, empty, single subject, or multiple subjects.
Spatial (number of pixels), gray-scale resolution, and clarity.

Number of images collected from each individual.

All these different conditions affect any facial recognition system to a con-
siderable extent and often methods that work well under one given situation
do not work so well under other conditions. This calls for a refinement of the
methods to handle all possible situations. Thus an understanding of the par-
ticular database characteristics is imperative for comparing and contrasting
performance of different authentication systems.
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3 Face Image Databases

We consider two different face databases here. The first one is a part of the
“Cohn-Kanade AU-coded Facial Expression Database” [KCTO00], consisting of
images of 55 individuals expressing four different kinds of emotions — neutral,
joy, anger, and disgust. Each person was asked to express one emotion at a
time by starting with a neutral expression and gradually evolving into its peak
form. The data thus consists of video clips of people showing an emotion,
each clip being broken down into several frames. Figure 2 shows some sample

images.
Neutral m
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Joy o
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Fig. 2. Sample images of 7 subjects from the Cohn-Kanade database. Each column
shows the four expressions of a subject.

The second dataset used is the publicly available “CMU-PIE Database”
[SBB02], which contains 41,368 images of 68 people under 13 different poses,
43 different illumination conditions, and with 4 different expressions. This
dataset is hence more diverse than the Cohn-Kanade dataset, which makes
it more conducive to statistical analysis. Figure 3 shows some sample images
from this dataset. We will work with only a small subset of the PIE database
with neutral expressions but varying illumination.

FEEREEL
I
v E MY R

Fig. 3. Sample images of 6 subjects from the CMU-PIE database. Each column
shows a subject under three different illumination conditions.
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The reason for considering these two particular databases is that they
represent the two most common conditions that occur in real images — ex-
pression variations and illumination variations. Hence any face authentication
system faces these challenges, and we wish to study how efficient the systems
we consider in this chapter are in handling them.

4 The MACE Filter

We first look at an existing authentication system called the minimum average
correlation energy (MACE) filter. It is based on a simple linear filter (so called
due to its application method, as is common in the engineering literature),
is easy to implement, and has been reported to produce impressive results
[VSV02]. We treat this only as an example of a typical face authentication
system that exists today, point out the relative drawbacks from a statistical
point of view, and describe simple tools to increase its statistical validity
and rigor. Moreover, this system serves as a baseline for comparison with the
model-based approach we propose in the next section.
The MACE filter is defined as:

hyace = D' X(XTD7'X) e, (4)

where X is a matrix of the vectorized 2D fast Fourier transforms (FFTs) of
the training images of a person (X denoting the conjugate transpose), D
is a diagonal matrix of the average power spectrum of the training images,
and c is a column vector of ones. A filter is synthesized for each person in
a database and applied to a test image via convolution. An inverse Fourier
transform on the result yields the final output. If the test image belongs to
an authentic person, a sharp spike occurs at the origin of the output plane
indicating a match, while for an impostor, a flat surface is obtained suggesting
a mismatch. A quantitative measure for authentication is the peak-to-sidelobe
ratio (PSR), computed as PSR = M, where peak is the maximum
value of the final output, and the mean and the standard deviation o are
computed from a 20 x 20 sidelobe region centered at the peak (excluding a
5x 5 central mask). PSR values are high for authentics and considerably lower
for impostors. We do not include more details here owing to irrelevance and
space constraints, but an interested reader is referred to Vijaya Kumar et al.
[VSV02]. Figure 4 shows the MACE output for two images in the CMU-PIE
database (using three training images per person). In both cases, the image
has been so shifted as to display the origin at the center of the plane, as is
conventional in most engineering applications.

4.1 Advantages and Disadvantages

The MACE filter is a non-model-based empirical methodology involving
heuristics in the authentication procedure. The main drawback of the MACE
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PSR: 35.6599 PSR: 8.8697
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Fig. 4. MACE filter output for (a) an authentic and (b) an impostor.

authentication system is its sensitivity to distortions that occur commonly
in practice. Vijaya Kumar [Vij92] describes the technique by which distor-
tion tolerance can be built into the filter. The resulting filter is obtained by
replacing D in hy;acr by aD + 1 — a21, which is given by:

h=(aD + V1 —a2) ' X[XT(aD + V1 —a2I)" ' X] ¢, (5)

with « € [0,1]. @ = 1 gives hy;acg, while @ = 0 gives a non-MACE filter.
It has been found to be effective for handling illumination changes (Savvides
and Vijaya Kumar [SV03]) but deteriorates considerably in the presence of
other perturbations. For example, when applied to images from the Cohn-
Kanade database, the results are not satisfactory. Figure 5 shows the ROC
curve obtained by plotting the FAR and the FRR for different thresholds on
the PSR values for the two datasets. While we observe an EER of 0.9% for a
threshold PSR value of around 20 for PIE, a relatively higher EER of 32% at a
threshold PSR value of around 30 is obtained for the Cohn-Kanade database,
which shows the inefficiency of MACE in the presence of expression varia-
tions. Moreover, the d’ statistics in Table 1 corroborate all these findings by
showing that the PIE database has a bigger separation between the authentic
and impostor PSRs than the Cohn-Kanade database and hence is easier to
authenticate. The d’ is a simple statistical measure defined as:

d/ _ H1 — M2 , (6)
(of +03)

where 17 and po are the means of the two distributions to be compared and o3
and oy are the respective standard deviations. The two distributions can be
the distribution of the similarity measure for the authentics and the impostors,
and hence a bigger d’ signifies greater ease of authentication [BPROO].

Table 1. d’ statistics for the two datasets

Database # of Authentics # of Impostors d’
Cohn-Kanade 495 26730 1.0330
CMU-PIE 1365 87360 3.4521
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Fig. 5. ROC curve for authenticating the two databases. The descending curve rep-
resents the FAR and the ascending one represents the FRR. The point of intersection
of the two curves gives the EER.

The success of the MACE system also depends critically on selecting a
suitable training set [Vij92]. A bigger N is often required to be able to rep-
resent all possible distortions, which, on the other hand, makes computations
harder. So far, the choice of N has been solely based on experimental studies,
and it is sensitive to the nature of the images in a database. No concrete guide-
lines exist to show how the number of training images affects the error rates in
a given situation. Apart from this, the choices of the sidelobe dimension and
«, in the case of the distortion-tolerant MACE, are also based on experimen-
tation. So it is necessary to study their effects on the PSR values, and hence
on the authentication results. Similarly, no analysis has been reported so far
on how the PSR values and the results vary with the nature of the images
(e.g., levels of distortions, resolution). Moreover, some associated measures
of the variability in the PSR estimates like standard errors and confidence
intervals should be provided so as to assess their reliability. Given the signifi-
cance of PSR in the authentication process, developing its statistical aspects
is expected to establish a firmer basis for the entire MACE technology.

The semblance of the distortion-tolerant version of MACE with ridge
regression provides a scope for employing statistical methods like cross-
validation or bootstrapping for obtaining « rigorously. In particular, a tech-
nique similar to the one described by Golub et al. [GHW79] using the general-
ized cross-validation method to choose a good ridge parameter can be adapted
to estimate «. Alternative methods for introducing distortion tolerance into
the filter include shrinkage estimators like James-Stein, stabilizing techniques,
or Bayesian models. We do not explore this in depth in this chapter.

4.2 Statistical Analysis of PSR

Since PSR forms the MACE authentication score, its changes are closely re-
lated to changes in its performance and all statistical analyses should be based
on those. Some particular statistical aspects of PSR that we are interested in
investigating are: (1) determine the effect of different image properties (reso-
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lution, quality) and filter parameters (sidelobe dimension, number of training
images, a) on the PSR value and (2) develop standard errors, confidence
intervals for the PSR values and the error rates (FAR, FRR). Preliminary
exploratory studies show that authentication results deteriorate with increas-
ing resolution (Fig. 6), more training images (Fig. 7), and increasing sidelobe
dimension (Fig. 8). In all these cases, the impostor PSRs get inflated thus
causing an increased chance of false authentication.

o P P
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Authentic PSR

0 20 40 60 80 100 120 140 160 180 200 220 240 260
Authentic PSR

20- q

10f q
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(a) 128 x 128 images

Fig. 6. PSR values for an authentic and

resolutions.
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Fig. 7. PSR values for an authentic and
training images.

0 20 25 30 35 40 45
Impostor PSR

(b) 5 training images

an impostor using different number of

The above exploratory analyses show quite clearly that the authentica-
tion performance of MACE is highly influenced by certain image properties
and filter parameters. The former depend on the database collection process,
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Fig. 8. PSR values for an authentic and an impostor using different dimensions for
the sidelobe region.

whereas the latter are chosen by a user of the system. The effect of all these
factors on the PSR values (and hence on the authentication) can be stud-
ied with the help of statistical regression models. The regression coefficients
will quantitatively determine to what extent the PSR value changes due to a
change in a particular covariate value (say, when the number of training im-
ages used increases by one). Such a model can thus predict the PSR value of an
observed image once its properties are known and can also help in determining
the optimal levels of the filter design parameters for the best authentication
results. It can therefore be used to provide guidelines for both the data col-
lection and the filter design procedures, so that one knows exactly what to
expect in a given situation.

The residuals from the fitted models can provide an estimate of the PSR
distribution also. This in turn helps to compute standard errors and con-
fidence intervals, which provide a means for assessing the reliability of the
values. Although PSR forms the MACE authentication criterion, it suffers
from a lack of a concrete threshold and is subjective. Moreover, the PSR dis-
tribution can be used to estimate the probabilities of false detection (FAR,
FRR), also to devise statistical tests to determine if the error rates meet a
specific criterion threshold, and to detect significant differences between the
authentic and impostor PSR values. Alternatively, asymptotic methods [like
central limit theorem (CLT)] can be used under some mild conditions for
simplifying computations.

A simple linear model with the logarithm of PSR as the response is:

log(PSRl) = 50 + 511'11' + Boxo; + ...+ ﬁp.’L'pi + &4, (7)
g, ~" N(0,0%), i=1,...,N

7

where 1, ..., x, are the p potential covariates, 8o, 51, - . ., Bp are the regression
coefficients, ¢ is the error or noise, and N is the number of observations. We use
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the logarithm transformation to adjust for nonnegative values (PSR values are
nonnegative) and achieve variance stabilization to some extent. The possible
covariates under consideration are enumerated in Table 2.

Table 2. The potential covariates for the regression models

Image Properties Filter Characteristics
Authentic/impostor (binary) Number of training images
Distortions like expression, illumination,  Noise tolerance

noise, occlusion (categorical) parameter o
Image resolution Sidelobe dimension

We fitted a simple model using the PIE database with two binary co-
variates, one denoting balanced or unbalanced illumination and one denoting
whether the particular person is an authentic or an impostor. The model is:

log(PSR;) = 1.8378 +1.9796 x authentic; +0.0193 x illum;, i = 1,..., N. (8)

Both the covariates have a significant effect on PSR (p-values < 0.0001),
that of the variable denoting authenticity being much stronger. Some sample
predictions based on this model are reported in Table 3 and a histogram of
the residuals is presented in Fig. 9, which look to be approximately normal.

Table 3. Predicted PSR values for different covariate values in Model 1

Covariate Predicted log(PSR) Predicted PSR
Authentic & balanced illum. 3.8174 45.4858
Authentic & unbalanced illum. 3.8367 46.3722
Impostor & balanced illum. 1.8378 6.2827
Impostor & unbalanced illum. 1.8571 6.4051

Assumption Checks

A histogram of the residuals from the above model is shown in Fig. 9. They
are seen to be approximately normally distributed. Other model diagnostics
like Q—Q plots also did not show any major deviation from the assumption of
normality.

Figure 10 shows the histogram of all PSR and log(PSR) values from the
PIE database. The distribution of the raw PSR values is highly positively
skewed and has large variation, whereas log(PSR) seems to be more amenable
to a normal distribution (more symmetric although not perfectly). The vari-
ability is also considerably reduced and this justifies our use of log(PSR) as
the outcome variable instead of the raw PSR values. These observations are
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Fig. 9. Distribution of the residuals from the simple model.

Table 4. Skewness and kurtosis estimates for the PSR distributions

Variable Measure Authentic Impostor All Combined

PSR Skewness  1.2389 -0.1254 6.9209
Kurtosis 3.8564 3.0722 91.7597
log(PSR) Skewness  0.3437 -0.7087 0.3954
Kurtosis 2.8386 1.5201 4.1944

further corroborated by the sample skewness and kurtosis coefficients shown
in Table 4. They show more rigorously how far removed the combined PSR
distribution is from normality despite the separate authentic and impostor
distributions being relatively closer to normal distributions.

The assumption of independence across the PSR values from the differ-
ent images belonging to the same individual does not hold. However, the
PSR values for different individuals can be safely assumed to be independent,
thus representing a classical longitudinal data framework. But, on the other
hand, correlations introduce more parameters and increase the complexity of
the model. No drastic deviation from the linearity assumptions is observed.
Moreover, nonlinear models also make parameter interpretation more com-
plex. Thus overall, the linear models seemed to be useful and valid in provid-
ing the initial sample framework for understanding the behavior of the PSR
values. The violation of the independence assumption is the most critical that
needs to be addressed.

Confidence Intervals

The 95% confidence intervals for the authentic and impostor PSR and
log(PSR) values computed using the regression model are shown in Table
5. Note that, by varying the values of the covariates, similar confidence inter-
vals can be constructed for PSR values under different conditions, which will
provide really helpful guidelines to users of the MACE system.
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Fig. 10. Histograms of the PSR values (left) and log(PSR) values (right) from the
CMU-PIE database.

Table 5. 95% confidence intervals for authentic and impostor PSR values (both
raw and logarithm). The CIs for raw PSR are obtained by exponentiating those for
log(PSR)

Variable Lower 95% CI Upper 95% CI
Authentic log(PSR) 3.1004 4.0734
Impostor log(PSR) 1.0219 1.9949
Authentic PSR 22.2068 58.7564

Impostor PSR 2.7785 7.3515
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Table 6 shows the estimates of the error rates, the associated standard
errors, and 95% confidence intervals for the optimal values of FAR and FRR
in the CMU-PIE database (equal to the EER) computed using a binomial
distribution. Similar confidence intervals can also be calculated at the different
thresholds, but those at the EER are most important as it provides the overall
measure of performance for an authentication device.

Table 6. Means, standard deviations, and 95% confidence intervals for the error
rates from authenticating the PIE database using the MACE filter

Error rate  p o n Lower CI Upper CI
FRR  0.009 0.0026 1365 0.0040 0.0140
FAR 0.0086 0.0003 87360 0.0080 0.0092

5 Statistical Model-Based Systems

Studying the MACE system and the statistical aspects of the PSR values
obtained from it have given us an insight into the rudiments of a rigorous
authentication system. We now proceed to explore options for building sta-
tistical model-based tools. Research on face modeling has so far been more or
less confined to the spatial domain, some common models being Markov ran-
dom fields (MRF) [LZS01] and principal components analysis (PCA) [TP91].
However, these spatial models, despite providing a good fit to face data, are
inadequate for efficient classification since they largely ignore the phase com-
ponent of the face image spectrum, which plays a vital role in face-based
classification (discussed at length in the next section). This leads us to build
models directly in the spectral domain, a novel approach to authentication as
per our knowledge.

5.1 The Spectral Domain

Let x(ni,n2) denote the original 2D image. Then the image spectrum X is
defined by the discrete Fourier transform (DFT) [Lim90]:

1 N1—1Nz—1

X(]7k) = N1N2 Z Z x(nl,n2)e—i2ﬂ(n1j/N1+n2k/N2)

n1:0 n2:0

(PORRLIOTN | ¢ (1, e+, j = 0,1,..., Ny — 1,

k=0,1,...,Ny—1, (9)

where | X (j,k)| is called the magnitude and 0,(j, k) the phase. For a typical
image, these components are shown in Fig. 11. Many signal processing appli-
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Fig. 11. The Fourier domain components of a face image.

cations in computer engineering involve this frequency-domain representation
of signals, rather than the original signal itself in the spatial domain. Oper-
ations performed in one domain have corresponding operations in the other
(linearity, scaling, convolution, multiplication, symmetry, etc.), thus demon-
strating a link between the two domains. One of the primary reasons to prefer
the spectral domain is that it often simplifies computations considerably. For
example, the operation of convolution in the spatial domain is equivalent to
the simple multiplication operation in the spectral domain.

Hayes [Hay82] describes an experiment that dramatically illustrates that
phase captures more of the image intelligibility than magnitude. It consists of
reconstructing images of two people from their Fourier coefficients by swap-
ping their phase and magnitude components (Fig. 12). Clearly, both the recon-
structed images bear more resemblance to the original image that contributed
the phase. This establishes the significance of phase in face identification,
hence ignoring it in modeling may have severe consequences on authentica-
tion tools based on it.

Subject 1 SubJect 2

Magnitude of Subject 1 +  Phase of Subject 1 +
Phase of Subject 2 Magnitude of Subject 2

A

B

Fig. 12. The importance of phase.
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The Fourier transforms of most typical images have energy (analogous to
mass in the spatial domain) in the frequency domain concentrated in a small
region near the origin. This is because images usually have large regions where
the intensities change slowly [Lim90]. Thus any image can be modeled with-
out significant loss of quality and intelligibility from a small fraction of the
transform coefficients near the origin, a notion that is useful in any modeling
strategy. Figure 13 shows some images reconstructed by setting most of the
Fourier coefficients to zero. However, the high-frequency (low-energy) com-

’ ~ — ——
= =
Original 40%  16% 3%

Fig. 13. Reconstruction using a few Fourier coefficients.

ponents represent facial structures containing discriminating information for
recognition.

We thus aim at modeling the image spectrum directly to exploit the valu-
able information contained in it, especially in the phase. The goal therefore is
to generate statistical models to adequately represent an appropriate number
of frequency coefficients around the origin that retain identifiability to a rea-
sonable extent. For example, the last face in Fig. 13 has lost some fine details
and is less recognizable.

5.2 Analysis of the Image Spectrum

We will consider the PIE database for all the modeling experiments. Figure 14
shows how illumination varies over all the images of a person in this database.

Fig. 14. The 21 images of a person with illumination variations.

In the beginning, some exploratory analyses are performed to study the
behavior of the frequency components of an image. We first consider one-
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dimensional series of magnitude and phase components along a row or a col-
umn of the spectral plane. Without loss of generality, we chose the row that
passes through the origin of the spectrum. Let us define Ly’/" and Py';™ re-
spectively as the log-magnitude and the phase at the jth frequency on the row
through the origin of the mth neutral image from the nth person, j =1,2,...,
n=1,...,65, m=1,...,21. We chose the logarithm of the magnitude to ac-
count for the nonnegativity. Figure 15 shows the plot of the logarithm of the
magnitudes for three images of a person for the chosen row. Note that these
plots exhibit a dominating trend component, which, however, is not present
in phase. This led us to construct the residual series for both the components

Fig. 15. Plots of the log-magnitude series for the row through the origin of the
spectrum.

by subtracting the respective frequencywise means defined as:

21
Tn 1 n.m pn pn-m .
Ly, = o7 D Loy By = s oo PO Vi (10)

m=1

The residual series are then computed as:
n,m __ n,m Tn n,m __ n,m Sn .
Yoi° = Loy — Loy Zoj = Ry —Foy Yimne o (11)

Figures 16 and 17 respectively show the residual log-magnitude and residual
phase of the images of a person for the row through the origin of the spectrum,
along with a plot of the respective means across the 21 frames of that person.
For space constraints, we include here only the plots for the first 8 frames.
All these plots show that both the log-magnitude and the phase com-
ponents are symmetric around the origin. The residual log-magnitude series
do not have a pronounced trend component as the original series (Fig. 15).
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Fig. 16. Residual log-magnitude series and the mean for the row through the origin
of the spectrum.
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Fig. 17. Residual phase series and the mean for the row through the origin of the
spectrum.

Although the magnitude series seems to have a similar structure across the
different frames, the phase series seemed to differ considerably across the dif-
ferent frames of a person that represent different illumination conditions. All
these observations suggest that the magnitude component has a clearer struc-
ture than phase, does not vary considerably with distortions, and it may be
possible to capture its variation with the help of simple quantities like the
mean, unlike phase. Figure 18 shows the 2D plots of the raw log-magnitude
and phase (not the residuals) for these eight frames of a person.
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Fig. 18. 2D plots of the logarithm of the magnitude spectrum (top) and phase
spectrum (bottom).

5.3 Difficulties in Phase Modeling

Perhaps the greatest challenge facing phase models is its “wrapping around”
property, which is depicted in a schematic in Fig. 19. The phase angle lies
in the range (—m,7), and any model based on stationarity assumptions fails
completely to represent this and hence loses discriminative information per-
taining to identification. All these make modeling the phase angle a difficult
task, but we have learned that ignoring even the slightest phase information
leads to drastic results. The magnitude, on the other hand, does not suffer
from these drawbacks and can be modeled using any traditional statistical
approach.

/ 0
- K y T

Fig. 19. The “wrapping around” property of the phase component. # denotes the
phase angle.

The other difficulty in modeling involves representation of phase informa-
tion. It is a common practice in statistical modeling experiments to use some
representative measure as the suitable quantity to model, for example, the
mean or the principal components. This not only simplifies the model con-
siderably but also reduces model dimensionality to an extent. However, this
can only be applied in case a representative quantity exists that is able to
capture all the relevant variation present in the data at hand. To study to
what extent the image identifiability is captured by the mean log-magnitude
and mean phase or the corresponding principal components, we performed
some empirical analyses from which we concluded that although both mean
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and principal components are capable of representing magnitude information,
this is not possible with phase. Figures 20 and 21 show respectively recon-
structed images of a person with the mean Fourier components and using the
projections of the first five principal components.

(c) (d)

Fig. 20. (a) Original image, (b) reconstructed image using mean log-magnitude, (c)
reconstructed image using mean phase, (d) reconstructed image using both mean
log-magnitude and mean phase.

2

Person 1  Mag PC  Phase PC

Fig. 21. Reconstructed images of two people using the projections of the top 5
principal components of log-magnitude and phase onto the original components.

Our exploratory analyses have thus shown that it is difficult to capture
phase information effectively with the help of a single quantity. Moreover,
phase is affected by variations in the images such as illumination and ex-
pression changes, and it is extremely difficult to understand how relevant
information is distributed among the phase components at the different fre-
quencies. Application of smoothing techniques and transformations also lose
crucial information and do not prove helpful.

5.4 An Initial Simple Model

Given that phase changes considerably with illumination variations, we de-
cided to take this into account by dividing the entire set of images for a person
into a number of subsets depending on the nature and amount of illumination
variations in them and building separate models for them. These subsets and
the constituent images are tabulated in Table 7. Note that this division is
subjective and done by eyeballing the images in Fig. 14.

We first look at the six images with completely balanced lighting. Figure 22
shows an original image and an image reconstructed using the mean phase and
the mean log-magnitude. The reconstructed image is much more identifiable
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than that obtained earlier using the mean across all the 21 images of a person

shown in Fig. 20.

Table 7. The division of the 21 images of a person into subsets of varying illumi-
nation. The numbers denote the image positions in Fig. 14 (rowwise)

Subset Images
Balanced 7,8,10,11,19,20
Right shadows 12,15,16,21
Left shadows 1,2,4,9,17,18
Overall dark  3,5,6,13,14

Fig. 22. Reconstructed images of a person using mean phase and mean log-
magnitude over the 6 images showing balanced lighting.

Encouraged by this, we proceed to fit the actual models. Our initial models
are independent bivariate Gaussians for log-magnitude and phase at each fre-
quency, one for each type of illumination condition for each person. Formally,
we can define these models as:

LI = )y lman),

= Hij ij
Pi(;nm) — Vi(;n,n) + m(ymm),
i,j=1,...,K, m=1,...,4, n=1,...,N, (12)

where K denotes the number of frequencies that we wish to model, N the
total number of individuals in the dataset, and m a specific illumination sub-
set. L;; and P;; are respectively the log-magnitude and phase for frequency
(¢,7) for the mth illumination subset and the nth person, j;; and v;; are the
corresponding means, and €;; and 7;; are the respective error terms. We build
separate models for log-magnitude and phase since there does not seem to ex-
ist any significant cross-correlation among these two components, and we do
this separately for each individual in the database. The errors are distributed
as:

m,n 2(m,n m,n 2(m,n
Egj )~ N(0701,(ij ))7 771(]' S N(O’UQ,(ij ))a (13)

and they are independent of each other. The frequencywise mean and variance
parameters are estimated from all the sample images in each subset for each
person.
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The reconstructed images using the simulated models for the two Fourier
components for the balanced lighting subset are shown in Fig. 23. They re-
semble the original image to an appreciable extent and moreover, we observe
that it is sufficient to model only a few lower-frequency components around
the origin (a 50 x 50 grid around the origin). Figure 24 shows the images using
simulated models for only the low-frequency components based on the other
three subsets of images. As expected, the images that are overall dark are the
hardest to model.

Fig. 23. Reconstructed images with the simulated phase and log-magnitude com-
ponents from Gaussian distributions using (a) all frequency components and (b)
components within a 50 x 50 region around the origin and zeroing out higher fre-

quencies.
K
i
(b)

Fig. 24. Reconstructed images using simulated phase and log-magnitude compo-
nents from Gaussian distributions within a 50 x 50 region around the origin using
images in (a) right shadows, (b) left shadows, (c¢) overall darkness.

The simulation results are found to deteriorate much if we use the same
standard deviation across all the frequencies in the 50 x 50 grid (assuming
homoscedasticity), particularly for phase. This is clearly evident from the
reconstructed images appearing in Fig. 25, which are much worse than those
shown in Fig. 23. These correspond to the case with balanced lighting, but
similar poor results are obtained for the other subsets, too.

This model can also help us study the illumination effects. Let us rewrite
the model means as:

) = )l
v =y g =1, K, m=1,...,4, n=1,...,N, (14)

so that a;; and (3;; respectively denote the effects of the four subsets repre-
(n)

senting illumination variations. p..

i; 1 then the common mean effect (over
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Fig. 25. Simulated images from independent Gaussian distribution using same stan-
dard deviation across frequencies within a 50 x 50 grid around origin for (a) log-
magnitude, (b) log-magnitude and phase.

all the 21 images of each person) and the illumination effects can then be
estimated by ﬁi\j(") - ﬁi\j(m’n). By isolating these effects, we can study how il-
lumination changes affect the Fourier domain components and also study how
these changes occur over the entire spectral plane since lights do not affect all
regions uniformly.

Classification Results

Given that we obtain satisfactory model fit, the next step is to use these
models for classification. If f (ngmn)) and g( Pz(jm")) respectively denote the
probability densities of the above Gaussian distributions, the conditional like-
lihoods of log-magnitude and phase for each person and each subset are:

F (L, m) = I I F (L),

F(Pln,m) = IE T g(PT™™), m=1,...,4, n=1,...,65. (15)
In a Bayesian framework, the conditional likelihood or posterior probability of
a test image belonging to a specific person under a given illumination condition
is:

f(n,m|L) < f(L|n,m)p(n,m),
f(n,m|P) x f(Pln,m)p(n,m), (16)

where p(n,m) denotes the prior joint probability for each subset for each
person, assumed to be uniform for the time being. The normalizing constants
heve ave (L) = Y, f(Lin,m)p(n,m) and f(P) = ¥, f(Pln, m)p(n, m)
respectively for magnitude and phase. Since these are the same across all m, n,
we can safely ignore them for the purpose of classification. Then according to
Bayes’ rule, a particular image with predetermined illumination condition my
is then assigned to class C' if:

O = argmaxc { f(n,mo|L) x f(n,mo|P)}. (17)

We obtain perfect classification results using this simple likelihood-based
classification scheme, yet this model is restrictive given that it requires the
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illumination condition of a test image to be determined manually prior to
training and classification. Given the vast amount of data usually available,
it is imperative that such a process be automated for the method to be useful
in practice. This leads us to consider a more flexible modeling approach using
maxture models, which we present in the next section. Nevertheless, the model
here acts as a useful baseline for our future modeling endeavors.

5.5 Gaussian Mixture Models

As any continuous distribution can be approximated arbitrarily well by a
finite mixture of Gaussian densities, mixture models provide a convenient
semiparametric framework in which to model unknown distributional shapes
[MPOO]. It can handle situations where a single parametric family is unable
to provide a satisfactory model for local variations in the observed data. The
model framework is briefly described below.

Let (Yq,..., Yy) be arandom sample of size n where Y] is a p-dimensional
random vector with probability distribution f(y;) on IRP, and let @ denote
a vector of the model parameters to be estimated. A g-component mixture
model can be written in parametric form as:

flys®) = > mifiys 65), (18)
=1

where ¥ = (my,...,mg—1,&")7 contains the unknown parameters and &
is the vector of the parameters 6,...,0; known a priori to be distinct.
Here, 6; represents the model parameters for the ith mixture component, and
m = (m,...,my)7 is the vector of the mixing proportions with > 9_, m; = 1.

In case of Gaussian mixture models, the mixture components are multi-
variate Gaussian given by:

f(y3:05) = ¢lys; iy 2) (19)
= n) e - 500 — a0 5 s - )}

so that the parameters in ¥ are the component means, variances, and covari-
ances, and the mixture model has the form:

g
Flys®) = > mid(ys; s Xi)- (20)
1=1

Of the several methods used to estimate mixture distributions, we use the
MCMC-based Bayesian estimation method via posterior simulation (Gibbs
sampler), which is now feasible and popular owing to the advent of com-
putational power. According to Gelfand et al. [GHR90], the Gibbs sampler
provides more refined numerical approximation for performing inference than
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expectation maximization (EM). It yields a Markov chain {#®) k =1,2,...}
whose distribution converges to the true posterior distribution of the param-
eters. For our parameter estimates, we use the posterior mean, which could
be estimated by the average of the first IV values of the Markov chain after
discarding a sufficient burn-in, of say Ni. Thus our parameter estimates are:

N

~ (k)
BEY = Y e (21)
k=N1+1

The Phase Model

Owing to the difficulties associated with direct phase modeling (outlined in
Sect. 5.3), we use an alternative representation of phase for modeling purposes
derived as follows. First, we construct the “phase-only” images by removing
the magnitude component from the frequency spectrum of the images. Since
magnitude does not play as active a role in face identification, this is expected
not to affect the system significantly. We then use the real and imaginary parts
of these phase-only frequencies for modeling purposes. This is a simple and
effective way of modeling phase, and at the same time does not suffer from
the difficulties associated with direct phase modeling.

Let Rg’f and [ g’tj respectively denote the real and the imaginary part at
the (s, )th frequency of the phase spectrum of the jth image from the kth
person, s,t = 1,2,..., k = 1,...,65, j = 1,...,21. We model (R];’g,lf’tj)
j=1,...,21 as a mixture of bivariate Gaussians whose density is given by
(20), for each frequency (s,t) and each person k. We model only a few low
frequencies within a 50 x 50 grid around the origin of the spectral plane since
they capture all the image identifiability [Lim90], thus achieving considerable
dimension reduction.

Classification Scheme

Classification of a new test image is done with the help of a MAP (maximum
a posteriori) estimate based on the posterior likelihood of the data. For a new
observation Y = (R7, I7) extracted from the phase spectrum of a new image,
if fr(y;; ) denotes the Gaussian mixture models (GMM) for person k, we
can compute the likelihood under the model for person k as:

g(Y‘k) = all freq.fk(yi? \If), k= 1, ey 65, (22)

assuming independence among the frequencies. The convention is to use log-
likelihoods for computational convenience to avoid numerical overflows and
underflows in the evaluation of (22). The posterior likelihood of the observed
data belonging to a specific person is given by:

FRY) o< g(Y[k)p(k), (23)
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where p(k) denotes the prior probability for each person, which can be safely
assumed to be uniform over all the possible people in the database. A partic-
ular image will then be assigned to class C' if:

C = arg max f(EY). (24)

Classification and Verification Results

We use g = 2 components to represent the illumination variations in the im-
ages of a person. A key step in the Bayesian estimation method consists of the
specification of suitable priors for the unknown parameters in ¥. We choose
suitable conjugate priors to ensure proper posteriors and simplified computa-
tions. We choose a burn-in of 2000 out of a total of N = 5000 iterations, by
visual inspection of trace plots.

Table 8 shows the classification results for our database using a different
number of training images. The training set in each case is randomly selected
and the rest used for testing. This selection of the training set is repeated 20
times (in order to remove selection bias) and the final errors are obtained by
averaging over those from the 20 iterations. The results are fairly good, which

Table 8. Error rates for GMM. The standard deviations are computed over the 20
repetitions in each case

# of Training Images # of Test Images Error Rate Standard Deviation

15 6 1.25% 0.69%
10 11 2.25% 1.12%
6 15 9.67% 2.89%

demonstrates that the GMM is able to capture the illumination variation
suitably. However, we notice that an adequate number of training images is
required for the efficient estimation of the parameters; in our case, 10 is the
optimal number of training images required. The associated standard errors in
each case also proves the consistency of the results. Increasing the number of
mixture components (g = 3 and g = 4) did not improve results significantly;
hence a two-component GMM represents the best parsimonious model in this
case.

Verification is performed by imposing a threshold on the posterior likeli-
hood of the test images, so that a person is deemed authentic if the likelihood
is greater than that threshold. Figure 26 shows the ROC curve obtained by
plotting the FAR and FRR with varying thresholds on the posterior likelihood
(for the optimal GMM with g = 2 and 10 training images). Satisfactory results
are achieved with an EER of approximately 0.3% at a threshold log-likelihood
value of —1700.
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Fig. 26. ROC curve for authentication based on the phase model. The lower curve
is the FAR.

Comparison of Model-Based Method with MACE

Our authentication experiments indicate that the mixture models yield better
results than the MACE system (EER = 0.9 for MACE as in Fig. 5(a) and
EER = 0.3 for mixture models). In applications as sensitive as authentication,
even this little improvement is of tremendous consequences, and this estab-
lishes that our approach is more efficient than the MACE system. Apart from
the results themselves, our model-based method uses the posterior likelihood
as the match score for the authentication procedure and is a deterministic sta-
tistical quantity having nice distributional properties (efficiency, consistency)
for constructing probability intervals and hypothesis tests. This greatly helps
in assessing the reliability of these results. The MACE score PSR has no clear
statistical interpretation of its own and this significantly limits its utility in in-
ference problems. Model-based methods also are better capable of accounting
for the image variability and hence are more flexible than MACE. We applied
it to images with illumination changes, but it is a fairly general framework and
can be easily extended to model other distortions such as noise and expres-
sion changes by defining the mixture components to represent different levels
of those. Such robustness is the primary advantage of model-based methods,
which is generally lacking in a non-model-based framework. Thus they are
free from all the heuristics present in the MACE process (Sect. 4.1).

One potential disadvantage of model-based techniques is that they usually
require more training samples than non-model-based methods. While MACE
can yield satisfactory results with only 3 training images, the mixture model
requires at least 10 for effective parameter estimation. So in case a sufficient
number of images is not present, our model will not perform adequately. The
training process is also time-consuming and is linear in the number of mix-
ture components. However, as we have seen, in many cases we can obtain a
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sufficiently robust representation using as few mixture components as two.
On the other hand, the number of training images required by MACE in a
given situation may vary from one dataset to another, and there is no concrete
way to determine the optimal number other than brute-force experimentation.
For example, for a database with extreme expression variations, many more
training samples will be required to synthesize an effective filter than that
required for images with illumination variations. For the model-based system,
on the other hand, the number of training images required in a given scenario
may not vary as much, and sufficiently robust models can be devised with
say 10 images in most cases. The implementation of the mixture model, how-
ever, is sufficiently fast, and this is what is crucial for a practical application.
For example, in an airport, there is already a stored database of the trained
templates (the fitted models, in this case) and when a person comes in at an
immigration checkpoint, his face image is captured and classified using the
MAP estimate, which can be done in realtime with no difficulties. This estab-
lishes that model-based systems are also useful from a practical point of view,
and coupled with the statistical rigor they possess, they prove to be much su-
perior to the MACE filter method and as such to any other non-model-based
method, which is very likely to suffer from similar drawbacks.

6 Discussion

Statistically based methods have the potential to be flexible and reliable,
both for handling large diverse databases and for providing a firm basis for
the results. Besides, statistical methods can help us understand the poten-
tial performance of an authentication system as the complexity of a system
changes (i.e., as the number of users increases) and assess the scalability of
the results obtained on small- to moderate-sized databases. Such systems are
henceforth expected to be more attractive to users and have wider applicabil-
ity than non-model-based and empirical approaches. Although such methods
are widely used and often found to yield satisfactory results, they are highly
sensitive to the nature of the images and deteriorate quickly. For instance,
the MACE filter yields good results but from a statistician’s perspective, it
still lacks rigor and validity and does not work as well in all situations, as
pointed out in this chapter. These drawbacks can be overcome with the help
of simple statistical tools. This chapter has shown that even simple models
can achieve much and lays the ground for the application of more refined mod-
eling strategies. Certain other tools to assess accuracies of different methods
in identification and verification include using appropriate variations on the
ROC tools that have proved so successful in other areas, for example, in poly-
graph testing [ComO03] and in evaluating medical diagnostic tests [Cam94].
In principle, many of the techniques discussed in this chapter are also ap-
plicable in the study of authentication methods using other popular biometrics
such as fingerprints and multimodal systems. In particular, fingerprints are



Biometric Authentication Using Facial Images 7

gradually gaining in importance as a reliable biometric due to their unique-
ness and permanence properties. Many authentication techniques have been
developed for fingerprints, but like face-based methods, they are mostly em-
pirical and not flawless. Venkataramani and Vijaya Kumar [VVO03] applied
the MACE authentication method to the National Institute of Standards and
Technology (NIST) fingerprint database [Wat98] and claim perfect verifica-
tion rates. The adaptation of the modeling approaches outlined in this chapter
could also be expected to lead to similar gains in understanding as well as re-
fining authentication schemes, especially since very few statistical analyses
have been performed on fingerprint data.
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1 Introduction

This chapter explores the possibility of using nonparametric dependence char-
acteristics to evaluate biometric systems or algorithms that play