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Preface

Policymaking is undergoing profound transformations, thanks to the availability of
better data and the possibility to uncover causal effects by using improved statistical
methods (namely, counterfactual impact evaluation techniques). This book aims to
document these changes in a simple language, from a European perspective. The
central ideas of the book can be summarised in four paragraphs.

Firstly, statistical methods now exist to rigorously evaluate the impact of
policy measures, even when data do not come from controlled experiments.
Micro-econometricians and statisticians specialising in these counterfactual impact
evaluation methods are well aware of both their potential and limitations. The scope
for rigorous causal analysis that they offer is, however, not widely understood.
Owing to the inherent complexity of society and the many concurrent factors that
influence an outcome, decision-makers often doubt that it is possible to uncover
clear causal relationships.

Secondly, to evaluate policy impacts, it is crucial to have data on the basic units
targeted by a policy, i.e. the so-called target group. Similar data need to be available
for a comparable set of units, called the control group. This often translates into a
need to access microdata, i.e. data at the level of individuals, households, businesses
or communities.

Thirdly, microdata are available from several sources; one such source that offers
numerous advantages is administrative data (or registry data), i.e. data collected by
public entities for their service activities. Data from different registries can be linked
together, and also linked with external information, such as data from surveys or data
collected by private businesses, to obtain comprehensive datasets that are suitable
for policy research. If these datasets are properly organised, policy evaluations can
be performed in real time.

Fourthly, the use of microdata faces challenges: some real, others imaginary.
There are issues with database quality, linkage and preservation of anonymity. Most
obstacles can be overcome with appropriate organisation and modern computer
science methods. There are also problems of a political nature; to overcome them,
one needs to be aware of all the technical solutions that can be used to keep data
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safe, as well as to be willing to subject policies to reality checks and to learn from
those checks.

To properly analyse these topics from all necessary angles, this book collects
contributions from a group of researchers, practitioners and statistical officers who
work in the field, mostly based in Europe: 11 European countries are represented.
The pool of contributors is complemented by experts from the Organisation for
Economic Co-operation and Development and from Eurostat, who report cases
drawn from their organisations’ particular experiences.

The various articles in this book consider different policy areas. They include
employment, health, professional training, social security and educational issues.
Many of the contributions explain and apply various counterfactual econometric
methods, serving as a useful reference for their study and use.

The book provides a panorama of microdata issues relating to policy research, of
administrative data availability, of various existing systems that can facilitate safe
data use, of successful studies on policy impact and even of policy changes made on
the basis of such studies. We hope it will be useful to a large readership in Europe
and in the rest of the world.

Policymakers and public policy scholars will find here various examples of
successful policy evaluation. They will find arguments in favour of data-based policy
studies and a clear case for improving the effectiveness of policy measures.

Public administrators and technical staff at public administrations will find
systematic examples showing that policy evaluation is a viable task, with dedicated
methods and sophisticated techniques. Various chapters show in detail the reasons
why a causal evaluation is possible and the conditions under which these analyses
can provide conclusive evidence on the effects of policies.

Statisticians and econometricians will find various discussions on the applicabil-
ity of counterfactual impact evaluation methods and detailed case studies that show
how various techniques can be applied with success. All readers will find practical
examples of the most commonly used of these techniques, along with a discussion
of their applicability. Statistical officers and database experts will find a state-of-
the-art review of anonymisation issues and techniques and of database linkage and
security.

To sum up: Microdata exist and can be safely organised for a better knowledge
of society and for policy research; data-based policy assessment, monitoring,
evaluation and improvement are feasible and desirable, and they can be achieved
in unprecedentedly fast ways by properly linking administrative data.

The first chapter introduces these issues. The remaining contributions to this
book are grouped into four parts, which are described below.

Microdata for Policy Research

The first part of this book deals with data issues. Paul Jackson provides an updated
account of the recent history of the use of microdata. It is only recently, around the
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beginning of the twenty-first century, that the value of microdata and administrative
data started to become fully appreciated. In fact, using microdata from administra-
tive sources for policy research is still innovative. Previously, microdata collected
for general statistics were only used to compute summary statistics such as average
income, or the number of unemployed people in a particular region. Original records
were treated as completely confidential and then discarded.

Now, microdata are understood to have enormous potential for enabling us to
improve knowledge about policies, and to a large extent they are inexpensive, as they
have been already collected. Official statistical authorities, both at national level and
in Eurostat, make microdata available for research. Public administrations such as
unemployment agencies and educational registers are increasingly urged by social
researchers, political parties and independent organisations to make available the
data that they collect regularly and, nowadays, keep in digital format.

Ugo Trivellato explains in what sense microdata should be seen as a public
good and makes the case for data availability. He highlights the importance of data
release, both for research and for democratic participation. It is a matter of public
interest that data should be made available for a better knowledge of society and
for the evaluation of public policies. In addition, he reviews some recent advances
in regulations and practices on microdata access—at the level of EU and several
member states, and at transnational level—and concludes that remote data access is
the most effective mode for safely sharing highly informative confidential data.

The full use of administrative data requires the linkage of various databases.
Natalie Shlomo explains how modern statistical techniques can be applied to
data linkage and how probabilistic linkage can bypass some data faults and still
provide perfectly usable datasets. She also shows how probabilistic linkage requires
appropriate statistical techniques account for linkage errors when carrying out
statistical modelling in linked data.

There are, however, concerns about safeguards around microdata. Some are
imaginary and may be used as pretexts to keep data out of reach and unused for
policy research and public information. Some are real: confidentiality is a major
one. Giovanni Livraga explains how modern computer science techniques are able
to anonymise datasets and still provide the relevant information for social research.

Microdata Access

Some countries and institutions are world leaders in the use of administrative data.
They have already organised platforms and systems to make microdata available in
a systematic and safe way. It is both reassuring and inspiring to learn how this has
been achieved.

Eurostat is a general statistical provider and a supplier of microdata for research.
Aleksandra Bujnowska describes how Eurostat serves as an entry point for safely
accessing microdata provided by national statistical offices in the European Union.
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In providing access to microdata, the Institute for Employment Research (IAB)
in Germany is one of the most successful institutions in Europe. Dana Müller
and Joachim Möller describe in detail how the IAB processes social security data,
linking it to survey data and organising safe access for researchers to this wealth
of information. The numbers of users and of studies stemming from this access are
growing steadily: in 2016, there were more than 1000 users and 500 projects.

In many European countries, access to administrative data is hindered by
outdated legislation, by security issues and by confidentiality concerns. It is very
interesting to see how Hungary has entered the twenty-first century debating a
change in legislation about linkage and access to microdata, and how this has been
successfully implemented. Ágota Scharle, who then headed the Finance Ministry
efforts to change the laws and the practices, explains how successful negotiations
led to a very open and modern system of accessing administrative data.

Other inspiring examples come from the Netherlands. Marcel Das and Marike
Knoef discuss an innovative infrastructure, the LISS panel, which helps researchers
to conduct field surveys and offers the possibility of integrating the survey results
with existing administrative data.

Counterfactual Studies

Counterfactual impact evaluations stemmed originally from labour and educational
economics; several contributions to this book come from these fields. In the first of
these, Pedro Martins describes the design, implementation and evaluation of a job
search support and monitoring programme that has been in place in Portugal since
2012, using a regression discontinuity design on administrative data.

Another evaluation of a labour market intervention is presented by Enrico Rettore
and Ugo Trivellato, who analyse the Italian public programme called ‘Liste di
Mobilità’, which handles collective redundancies in the Veneto region. They use a
crescendo of regression discontinuity design techniques, following an increase in the
availability of administrative sources on this programme over the course of 15 years.
They emphasise that the administrative data had been there from the start, showing
how advances in policy research are linked to increased trust between researchers
and public administrators.

Home ownership and debt on house have implications for job mobility. Andrea
Morescalchi, Sander van Veldhuizen, Bart Voogt and Benedikt Vogt present an
analysis of the impact of negative home equity on job mobility in the Netherlands,
using a Dutch administrative panel for the period 2006–2011. They use panel fixed
effects and find that negative home equity has a moderate negative effect on the
probability of changing jobs.

Numerous programmes are active in any given country at any given time, and
their evaluation is not simple. For the Netherlands, Rudy Douven, Laura van
Geest, Sander Gerritsen, Egbert Jongen and Arjan Lejour present some of the
counterfactual work being performed at the CPB Netherlands Bureau for Economic
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Policy Analysis. They provide four examples: the first concerns the labour partici-
pation of parents with young children, the second deals with tax shifting by small
corporations, the third evaluates teacher quality and student achievement and the
fourth analyses performance-based pay in mental health care. In these examples,
CPB combines the strengths of structural models and of policy impact evaluation
methods, including differences-in-differences, regression discontinuity and random
assignment with large datasets. Furthermore, they emphasize the importance of
good communication strategies of the results to policy-makers.

For Denmark, Jacob Nielsen Arendt and Mette Verner present a study on the
long-term effects of a social intervention for young people with conduct disorder
problems. Register data enable the authors to construct a comparison group of
young people who are receiving alternative social treatments but who have similar
parental characteristics and a similar life-cycle profile in terms of previous social
interventions and healthcare use. Using propensity score matching, the authors find
that participants are more likely than similar young people to take primary school
exams, but they have lower upper-secondary education completion rates and lower
employment rates; additionally, they are more dependent on welfare income, and
they are more often convicted of crimes.

For Italy, Claudio Deiana and Gianluca Mazzarella investigate the causal effect of
retirement decisions on well-being. They exploit the exogenous variation provided
by changes in the eligibility criteria for pensions that were enacted in Italy in 1995
and in 1997 to compute an instrumental variable estimate of the causal effect. They
find a sizeable and positive impact of retirement decision on satisfaction with leisure
time and on frequency of meetings with friends. Their results are based on a mix of
survey and administrative data.

A final study on the economics of education in Chile is provided by Julio
Cáceres-Delpiano and Eugenio Giolito, who investigate the impact of age of school
entry on academic progression for children in Chile, using a regression discontinuity
design. Thanks to the use of a very detailed administrative database, they are able
to find that a higher age at entry has a positive effect on grade point average and on
the likelihood of passing a grade, although this impact tends to wear off over time.
Children whose school entry is delayed are also more likely to follow an academic
track at secondary level.

Use of Results

Policy impact evaluation creates knowledge of what worked, for whom and when.
This information can be organised by policy areas to summarise the state of play
in the field. Béatrice d’Hombres and Giulia Santangelo present the state of play
on counterfactual evidence for active labour market policies in Europe. Matej
Bajgar and Chiara Criscuolo explain how the impacts of a major vocational training
programme can be evaluated with the use of linked administrative and survey data,
drawing on the example of the Modern Apprenticeships in Scotland.
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In a different area, Rita Santos, Sara Barsanti and Chiara Seghieri discuss the
use of administrative data in the health sector to evaluate the impact of primary care
pay-for-performance schemes in England and in Italy.

The final chapter, by Sven Langedijk, Ian Vollbracht and Paolo Paruolo, looks
at the future of microdata access across Europe and lays out the benefits and
issues involved in increases in the use of administrative data both within and across
European countries.

Final Remarks

The idea of the book was conceived at the Competence Centre for Microeconomic
Evaluation (CC-ME) in the European Commission Joint Research Centre (JRC)
in Ispra, Varese, Italy. CC-ME is a centre for research that supports the European
Commission and European Member States on impact evaluation and promotes the
use of causal impact evaluation methods.

Many chapters and aspects of the book stem from the work of CC-ME: several
authors are part of it, and most of the other authors have cooperated in one way or
another with the Centre’s activities. The editors are indebted to all authors for their
wholehearted collaboration.

Special thanks also go to other CC-ME researchers and colleagues at the JRC
who acted as reviewers and provided suggestions and took part in discussions about
the book. In particular, thanks go to Massimiliano Bratti, Maurizio Conti, Claudio
Deiana, Leandro Elia, Sophie Guthmuller, Corinna Ghirelli, Massimiliano Ferraresi,
Enkelejda Havari, Athanasios Lapatinas, Gianluca Mazzarella, Andrea Morescalchi,
Giulia Santangelo, Sylke Schnepf and Stefano Verzillo.

Finally, the project owes a great deal to the unwavering support of Sven
Langedijk, the head of the Modelling, Indicators and Impact Evaluation Unit,
to which CC-ME belongs. Many thanks go to the European Commission Joint
Research Centre for financially supporting open access to the book.

Ispra, Italy Nuno Crato
August 2018 Paolo Paruolo
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The Power of Microdata:
An Introduction

Nuno Crato and Paolo Paruolo

1 Data and Policy

Policy-making is a process guided by ethical values, diverse interests and evidence.
It is motivated by political convictions, limited by available resources, guided by
assumptions and supported by theoretical considerations. It is also bound by reality
checks, which are sometimes reassuring, at other times bring unexpected results, but
which are in all cases beneficial.

Economists and social scientists have theoretical models that help assess the
intended effect of policies. Given policy goals, these models guide the choice of
intervention, such as public investment, changes in the reference interest rate or
reformulations of market regulations. However, theory has its limits and can clash
with reality.

In modern democracies, a comparison of expressed intentions with actual results
is increasingly required by citizens, the media, political groups and policy-makers
alike, and rightly so. As Milton Friedman, the 1976 Nobel Laureate in Economics,

This chapter draws freely on work in progress at the European Commission Joint Research Centre
(JRC); see Crato (2017). The authors thank Sven Langedijk and researchers at the JRC Competence
Centre on Microeconomic Evaluation for useful comments and discussion. The views expressed in
this paper do not necessarily reflect those of the European Commission.
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once said, ‘One of the great mistakes is to judge policies and programs by their
intentions rather than their results’.

Recent years have seen the rise of a ‘what works’ approach to the policy cycle,
in which policy interventions are designed using elements that have worked in the
past and are evaluated quantitatively to measure their impact.1 This is happening
in parallel with a ‘credibility revolution’ in empirical economics, which Angrist
and Pischke (2010) describe as the current ‘rise of a design-based approach that
emphasizes the identification of causal effects’.

Public policy can derive benefit from two modern realities: the increasing
availability and quality of data and the existence of modern econometric methods
that allow for a causal impact evaluation of policies. These two fairly new factors
mean that policy-making can and should be increasingly supported by evidence.

The remaining sections of this chapter briefly introduce these two realities: on
the one hand, the availability and use of microdata, especially of the administrative
type, and, on the other hand, the main modern counterfactual econometric methods
available for policy evaluators. A short Glossary completes the chapter.

2 Data Granularity

The granularity of data plays an important role in building evidence for policy.
Granularity ranges from ‘micro’, as in microdata, which usually relate to individ-
uals, firms or geographical units, to ‘aggregate’, for state-level data, as in national
accounts. Data of different granularities are good for different policy evaluation
purposes. Microdata are especially fit for finding evidence of a policy intervention’s
effectiveness at the individual level, while aggregate data are useful for studying
macroeconomic effects.

As an example, consider a programme of incentives for post-secondary voca-
tional training and its evaluation, during or after its implementation. It is usually
assumed that these incentives help to attract young people to technical professions
that increase their employability.

One might first think to use the number of youngsters enrolled in such training
programmes and examine the aggregate unemployment rate of the cohorts which
include people exiting these programmes. This approach would, however, present a
number of pitfalls.

Firstly, it would be difficult to know whether a change in enrolment or in youth
unemployment was due to general economic conditions or to the programme under
analysis. Secondly, one would not be able to directly link employment with the
training programme: it might be that the newly employed people were just those

1Examples of this approach are the What Works Network in the United Kingdom (https://www.
gov.uk/guidance/what-works-network) and the What Works Clearinghouse in the United States
(https://ies.ed.gov/ncee/wwc/). All web links in this chapter were last accessed in October 2017.
See also Gluckman (2017).

https://www.gov.uk/guidance/what-works-network
https://www.gov.uk/guidance/what-works-network
https://ies.ed.gov/ncee/wwc/
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who had not attended the training programme. In summary, aggregate employment
rates (even when broken down by cohorts) would not provide evidence of a causal
link between the programme and the employment rate.

Suppose now that individual data (microdata) have been collected and that, for
each young person eligible for the incentive programme, one knows whether or not
he or she has applied to the programme and received the incentives, whether or not
he or she has successfully concluded the training provided (treatment) and whether
or not he or she has obtained a job (outcome of interest). On top of this, suppose
one knows other individual characteristics, such as age, gender, education, parents’
occupations and family socio-economic status; these characteristics are examples of
‘control variables’.

Finally, assume that all this information is available for both the young people
that accessed the incentives, i.e. the treated group, and for people of the same
age with similar characteristics who did not follow the programme, i.e. a potential
control group. If one could assume that the difference between the treated and the
control group was not systematic, as reflected by their age and other individual
characteristics (controls), then one could measure directly the success of the
incentive programme and assess its impact. (A comparison of the employment
rates of the two groups would deliver the average treatment effect of the incentive
programme.)

This example shows how microdata, unlike aggregate data, can allow one to
identify the impact of a policy. To access such information it is necessary to record it
in the first place. Data then need to be linked to follow people throughout the whole
relevant period. Next, data need to be made available for the study to be performed.
Specific issues are involved at each stage.

3 Administrative Data

Administrative data (admin data) are data collected for administrative purposes by
governments or other public administration agencies in the course of their regular
activities. Admin data usually consist of large datasets containing, for example,
in the case of individuals, data on taxes, social security, education, employment,
health, housing, etc. Similar public archives exist containing data on firms or data
on municipalities.

These datasets are extensively and continuously updated. They are used for
general official purposes, such as control of payments or administrative actions.
Recently, they have been recognised as an important data source for policy research
and policy impact evaluation, see Card et al (2010).

Given the scope and extent of these databases (some of which may fall into the
‘big data’ category), there are several advantages for policy research in using admin
data, possibly in combination with survey data. Firstly, the quality of the data is in
some aspects superior to the one of the data made available via surveys, because the
data are maintained and checked for administrative purposes; this results in greater
accuracy, which is particularly important.
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Secondly, the data usually cover all individuals, firms or municipalities present
in the whole population, and hence, the database is much larger than the samples
used in surveys.2 Thirdly, as they coincide with the reference population, they are
representative in the statistical sense. Moreover, they do not have or have fewer
problems with attrition, non-response and measurement error than traditional survey
data sources.3

Moreover, admin data have other additional non-negligible practical advantages.
Fourthly (adding to the previous list), data have already been collected, and so
costs are usually limited to the extraction and preparation of records. Fifthly, data
are collected on a regular basis, sometimes on a real-time basis, so they provide
sequential information to build time series. Sixthly, data are collected in a consistent
way and are subject to accuracy tests. Seventhly, data collection is not intrusive in
the way that surveys are. Finally, data linkage across registries is possible and often
straightforward, whenever individuals have unique identifiers, such as national ID
numbers. Admin data can also be linked to survey data.

Admin data also have limitations with respect to surveys and other types of
data collected for specific research purposes. Firstly, the variables recorded may
fail to include information relevant for research. Secondly, data reliability may be
suboptimal for some variables that are not of central concern for the administrative
tasks. Thirdly, data collection rules may vary across periods and institutions. All
this implies that admin and survey data may complement each other for a specific
purpose.

During the past 15 or 20 years, interest in admin data for social research and
policy evaluation has been increasing exponentially—see Poel et al. (2015), Card
et al. (2015) and Connelly et al. (2016)—especially when they are complemented
by other types of data, including big data; see Einav and Levin (2014) for a general
discussion on how large-scale datasets can enable novel research designs.

In a process that began with some occasional uses in North America (see Hotz et
al. 1998) and Europe, the wealth of admin data and the possibilities they offer have
been increasingly recognised in the past two decades. The call to action in the United
States reached the National Science Foundation (Card et al. 2010; White House
2014; US Congress 2016), which established a Commission on Evidence-Based
Policymaking, with a composition involving (a) academic researchers, (b) experts
on the protection of personally identifiable information and on data minimisation

2The resident population of a municipality may be taken to be a (random) sample from a larger
fictitious population of similar municipalities; hence, the use of data from the whole resident
population does not invalidate the problem of statistical inference.
3Attrition refers to the possibility that surveyed individuals may stop participating in the survey.
Non-response to the survey refers to people or firms not agreeing to be interviewed. This may imply
that respondents self-select in ways that create bias in results; for instance, more successful firms
may be more willing to respond than less successful ones. This is called non-response bias and it
is a form of selection bias. Finally, measurement error refers to the possibility that the interviewer
expects certain answers, which may introduce bias (interviewer bias), that respondents may not
recall facts correctly (recall bias), etc.
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and (c) policy-makers from the Office of Management and Budget. Its final
report, CEP (2017), provides a vivid overview and outlook on evidence-based
policymaking in the US.

There have been similar developments in Europe with regard to the use of admin
data for policy research purposes, albeit with heterogeneity across states. Some
countries already make considerable use of admin data for policy research.4 The
European Commission (2016) issued a directive establishing that data, information
and knowledge should be shared as widely as possible within the Commission and
promoting cross-cutting cooperation between the Commission and member states
for the exchange of data for better policy-making.

In parallel with this progress, researchers have developed methods for improving
data quality, data linkage and safety of data access and use. Data quality has been
improving continuously in Europe as a result of a set of factors, namely, a continuous
effort to make data classification criteria uniform, better monitoring of spending of
European Union (EU) funds, increasing attention to regulation efficiency and an
intensification of accounting information control over individuals and firms.

Record linkage has also progressed in many countries and has evolved into a
highly technical task that has its own methods and issues; see Winkler (2006)
and Christen (2012). In the collection of admin data, it makes good sense to
establish routines for data linkage. Data are made available to researchers and public
institutions in a way that protects confidentiality; there are ways of establishing
safeguarding rules, legal standards, protocols, algorithms and computer security
standards that make it almost completely certain that relevant data are accessed and
studied without violating justifiable confidentiality principles (see, e.g. Gkoulalas-
Divanis et al. 2014; Aldeen et al. 2015; Livraga 2015).

For scientific reproducibility (see Munafò et al. 2017), citizens’ scrutiny, policy
transparency, quality reporting and similar goals, it is also desirable that essential
data that support studies and conclusions are made available for replication (repro-
ducibility) or contrasting studies.

A report by President Obama’s executive office (White House 2014) considers
‘data as a public resource’ and ultimately recommends that government data should
be ‘securely stored, and to the maximum extent possible, open and accessible’
(p. 67). The previously cited communication to the European Commission of
November 2016 also contains a pledge that, where appropriate, ‘information will
be made more easily accessible’ (p. 5).

4See, for example, http://fdz.iab.de/en.aspx (Germany), http://www.dst.dk/en/TilSalg/Forsknings
service# (Denmark), https://snd.gu.se/en/data-management/register-based-research (Sweden), htt
ps://www.cbs.nl/en-gb/corporate/2017/04/more-flexible-access-to-cbs-microdata-for-researchers
(the Netherlands) and the review in the OECD (2014).

http://fdz.iab.de/en.aspx
http://www.dst.dk/en/TilSalg/Forskningsservice
https://snd.gu.se/en/data-management/register-based-research
https://www.cbs.nl/en-gb/corporate/2017/04/more-flexible-access-to-cbs-microdata-for-researchers
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4 Counterfactual Methods

Human society is the result of such complex interactions that many people consider
it almost impossible to assess the real effect of policies. Indeed, the evaluation of
policies’ impact is fraught with difficulties; however, it is not impossible.

During recent decades, statisticians and econometricians have been developing
techniques that allow for sound conclusions on causality. The better the data
used, the sounder the conclusions can be. These methods build and expand on
the methods used to analyse experimental data; these extensions are crucial, as
microdata are often collected in real-life situations, rather than in experimental
environments.

Coming back to the example of training incentives, the evaluation of the policy
impact aims to answer the question: ‘What would have happened if this intervention
had not been put in place?’ In natural sciences, this type of question can often
be answered by conducting an experiment: in the same country and for the
same population, two almost identical groups would be formed, and the policy
measures would be put in place for one of the groups (the treated group) and
not the other (the control group). The two groups could be formed by random
assignment.5

Only in rare social situations, however, can a controlled experiment be con-
ducted. There may be objections, for example, on ethical grounds: a deliberate
experiment may even be considered discriminatory against one of the groups.
Outside controlled experiments, other problems arise. For instance, if individuals
or firms self-select into policy interventions, this may change the reference pop-
ulations for the treated and control groups and cause the so-called selection bias
problem.

Notwithstanding all this, a reasonable answer to the same counterfactual question
can be achieved with a judicious application of appropriate statistical techniques,
referred to as counterfactual impact evaluation (CIE) methods. These methods are
called quasi-experimental, because they attempt to recreate a situation similar to a
controlled experiment.

CIE methods require data and specific linkages of different databases. Going
back to the example previously discussed, the best way to study the effects of the
programme would be to follow individuals and record their academic past, their
family background, their success in the programme and their employment status.
The relevant ministry of education might have data regarding their academic track
record, a European Social Fund-funded agency might have data regarding people

5The large number of observations (sample size) associated with access to microdata can ease
statistical inference. As an example, consider a statistical test of equality of the averages of the
treated and controls, which provides a scientific check of the effectiveness of the policy. The
power of the test, i.e. the probability to reject the null hypothesis of equal averages when they are
different—i.e. when the policy is effective—is an increasing function of the sample size. Therefore,
the abundance of microdata improves power of policy research.
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enrolled in the training programme, and the relevant social security department
might have data regarding (un)employment. These data would need to be linked
at the individual level, to follow each individual through the process.

5 Counterfactual Impact Evaluation Methods

In controlled experiments, the average of the outcome variable for the treated group
is compared with that for the control group. When the two groups come from the
same population, such as when assignment to both groups is random, this difference
estimates the average treatment effect.

In many real-world cases, random assignment is not possible, and individuals
(or firms) self-select into a treatment according to observable and unobservable
characteristics, and/or the selected level of treatment can be correlated with
those characteristics. CIE methods aim to address this fundamental selection bias
issue.6

Some of the standard classes of CIE methods are briefly introduced below in
non-technical language. Many excellent books now exist that present CIE methods
rigorously, such as the introductory book by Angrist and Pischke (2014) and the
books by Imbens and Rubin (2015) and by Angrist and Pischke (2009).

5.1 Differences in Differences

This CIE technique estimates the average treatment effect by comparing the
changes in the outcome variable for the treated group with those for the control
group, possibly controlling for other observable determinants of the outcome
variables. As it compares the changes and not the attained levels of the out-
come variable, this technique is intended to eliminate the effect of the differ-
ences between the two populations that derive from potentially different starting
points.

Take, for example, an impact evaluation of the relative impacts of two different
but simultaneous youth job-training programmes in two different cities. One should
not look at the net unemployment rate at the end of the programmes, because the
starting values for the unemployment rate in the two cities may have been different.
A differences in differences (DiD) approach instead compares the magnitudes of the
changes in the unemployment rate in the two cities.

A basic assumption of DiD is the common trend assumption, namely, that treated
and control groups would show the same trends across time in the absence of policy

6This is sometimes referred to as an endogeneity problem or an endogenous regressor problem,
using econometric terminology; see, for example, Wooldridge (2010), Chapter 5.
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intervention. Hence, the change in the outcome variable for the control group can
be used as an estimate of the counterfactual change in the outcome variable for the
treated group.

5.2 Regression Discontinuity Design

This CIE technique exploits situations in which eligibility for the programme
depends on certain observable characteristics, such as a requirement to be above (or
below) an age threshold, such as 40 years of age. Individuals close to the threshold
on either side are compared, and the jump of the expected outcome variable at the
threshold serves as an estimate of the local average treatment effect.

As an example, consider an EU regulation that applies to firms above a certain
size; regression discontinuity design (RDD) can be used to compare the outcome of
interest, such as the profit margin, of treated firms above but close to the firm-size
threshold with the same figure for control firms below but also close to the firm-size
threshold. Firms that lie around the cutoff level are supposed to be close enough to
be considered similar except for treatment status.

RDD requires policy participation assignment to be based on some observable
control variable with a threshold. RDD is considered a robust and reliable CIE
method, with the additional advantage of being easily presentable with the help
of graphs. Since the observations that contribute to identifying the causal effect are
mainly those around the threshold, RDD may require large sample sizes.

5.3 Instrumental Variables

Instrumental variable (IV) estimation is a well-known econometric technique. It
uses an observable variable, called an instrument, which predicts the assignment of
units to the policy intervention but which is otherwise unrelated to the outcome of
interest.7 More precisely, an instrument is an exogenous8 variable that affects the
treatment (relevance of the instrument) and the outcome variable only through its
influence on the treatment (exclusion restriction).

For instance, assume one wishes to evaluate whether or not the low amount of
R&D expenditure in a country is a factor hampering innovation. A way in which
this question can be answered is by considering an existing public R&D subsidy

7Selection for treatment may depend on unobservable factors that also influence the potential
outcomes; this is called selection on unobservables. IV and DiD (for unobservables that are time
invariant) can solve the selection bias problem, under rather mild assumptions.
8Here, exogenous means an external variable that is not affected by the outcome variable of
interest; see Wooldridge (2010) for a more formal definition.
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to firms. Assume that in this specific case, subsidies have been assigned through a
two-stage procedure. In the first stage, firms had to apply by presenting projects; in
the second stage, only those firms whose projects met certain quality criteria were
considered (Pool A). Within Pool A, a randomly selected subgroup of firms received
the subsidy, as public resources were not sufficient to finance all the projects.

In this scenario, the evaluators can collect data on each firm in Pool A, with
information on their amounts of R&D expenditure (policy treatment variable), the
number of patent applications or registrations (outcome of interest) and an indicator
of whether or not they were given the subsidy. This latter indicator is an instrument
to assess the causal effect of R&D spending on innovation (e.g. the number of patent
applications or registrations).

Receiving the subsidy presumably has a positive effect on the amount of R&D
spending (relevance). Receiving the subsidy is exogenous, since the subsidies were
allocated randomly and not according to a firm’s innovation potential, which may
have caused an endogeneity problem, and is expected to affect innovation only via
R&D effort (exclusion restriction).

There is a vast econometric literature on IV, which spans the last 70 years; see,
for example, Wooldridge (2010).

5.4 Propensity Score Matching

This CIE technique compares the outcome variable for treated individuals with the
outcome variable for matched individuals in a control group. Matching units are
selected such that their observed characteristics (controls) are similar to those of
treated units. The matching is usually operationalised via a propensity score, which
is defined as the probability of being treated given a set of observable variables.9

As an example, imagine that one needs to evaluate the impact of an EU-wide
certification process for chemical firms on firms’ costs. This certification process
is voluntary. Because the firms that applied for the certification are more likely to
be innovative enterprises, one should compare the results for the treated firms with
those for similar untreated firms. One possibility is to define the control group by
matching on the level of R&D spending.

Propensity score matching (PSM) requires a (comparatively) large sample
providing information on many variables, which are used to perform the matching.

9Propensity score matching requires that, conditionally on controls, the potential outcomes are
as good as randomly assigned, a condition called conditional independence assumption (CIA) or
selection on observables.
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6 A Call to Action

As briefly summarised in this chapter, it is now possible to make significant
advances in the evaluation and readjustment of public policies. A wealth of admin
data are already being collected and can be organised, complemented and made
available with simple additional efforts.

Admin data allow for better, faster and less costly studies of economies and
societies. Modern scientific methods can be used to analyse this evidence. On
these bases, generalised and improved studies of public policies are possible and
necessary.

At a time when public policies are increasingly scrutinised, there is an urgent
need to know more about the impact of public spending, investment and regulation.
Data and methods are available. Data collection and availability need to be planned
at the start of policy design. It is also necessary to systematically evaluate the
evolving impact of policies and take this evidence into account. In the end, citizens
need to know how public investment, regulation and policies are impacting upon
their lives.

Appendix: A Short Glossary

• Administrative data—Data collected by government entities and agencies in
the course of their regular activity for normal administrative purposes, such as
to keep track of attendances, tax payments, hospital visits, etc. Administrative
data, or admin data, are not collected for research purposes. At the moment of
collection, these data have high level of granularity, as information is gathered at
the individual level.

• Aggregate or collective data—Data kept at the general, i.e. summary, level,
providing statistics such as totals or averages for the whole population or for
sectors of the population.

• Anonymisation—A process of guaranteeing that the use of data records for
specific and normally temporary purposes does not allow the identification of
the individual units in the database.

• Big data—A generic expression denoting modern large datasets available in
digital format from a great variety of sources. The usual characterisation of
big data relies on the so-called three Vs: volume, variety and velocity (Laney
2001). The volume of data currently being collected, kept and analysed is
unprecedented and makes it necessary to use specific methods for their study;
the variety of sources, from administrative records to web use records and from
bank transactions to GPS use records, has been made possible only in recent
times; and the velocity at which data is gathered approaches real time. These
characteristics of much modern data create new opportunities for improving the



The Power of Microdata: An Introduction 11

lives of citizens, but they also entail serious challenges involving, for example,
confidentiality and data treatment.

Arguing that false data have no value, some researchers claim that these three
Vs are insufficient and add another: veracity. The resulting four Vs have the
backing of the IBM Big Data & Analytics Hub. More recently, other experts in
the field (Van Rijmenam 2013) have proposed the seven Vs, adding variability,
visualisation and value.

• Biometrics—In the field of data analysis, biometrics refers to a process or data
that can be used to identify people by one or more of their physical traits.

• Causality—The sufficient link from one factor or event, the cause, to another
factor or event, the effect. In econometric methods, a plausible establishment of
causality requires some type of experiment or the construction or identification
of some counterfactual situation (see ‘Counterfactual impact evaluation (CIE)’)
that allows a reasonable comparison of what happened in the presence of a
given factor with what happened or can be reasonably accepted as likely to have
happened in the absence of the same given factor.

• Confidentiality—Restriction of the pool of persons who have access to partic-
ular information, usually individually identifiable information. The concept is
different from that of respecting private or sensitive information.

• Control group—A group adequate for comparison with the group of units that
were subject to a given policy (or treatment group, in statistical terminology).
Prior to the policy intervention, the control group should display average
characteristics that were otherwise similar to those of the group of individuals
subject to the measures. The identification of a control group is critical for
measuring the effect of a policy intervention, as it indicates what the situation
would be for the group subject to the policy intervention had the intervention not
been implemented. See also ‘Counterfactual impact evaluation (CIE)’.

• Correlation—A measure of linear statistical association between variables. The
establishment of a reasonable correlation between variables does not imply the
establishment of a causal effect, i.e. ‘correlation is not causation’.

• Counterfactual impact evaluation (CIE)—Refers to statistical procedures for
assessing the effect of a policy measure and gauging the degree to which it
attained its intended consequences. In randomised control trials, one compares
the outcomes of interest of those having benefited from a policy or programme
(the ‘treated group’) with those of a group that are similar in all respects to
the treatment group (the comparison or control group) except in that it has
not been exposed to that policy or programme. The comparison group seeks
to provide information on what would have happened to the members subject
to the intervention had they not been exposed to it—the counterfactual case.
The difference in the outcome of interest between the treated and control groups
provides information about the effect of the policy.

• Database linkage—The process of joining information from different databases
with information about the same units. For example, an education database
may be joined with an employment database to study, at the unit level, the
impact of training on employment. Linkage may be performed deterministically
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by using unique identifiers (for each unit, information is joined univocally
from the different databases) or probabilistically (for each unit, information is
plausibly joined, but with admissible and desirably infrequent errors). Linkage
may join individual information from various databases, or it may join individual
information from one database with contextual aggregated information from
other databases.

• De-identification—The same as anonymisation.
• Granularity of data—The degree of detail of data recorded. The minutest detail

is the unit under appreciation. For instance, in a database on tax payments, the
highest degree of granularity is attained when data are kept for each person
or contributing entity. The term has its origin in atomic physics and computer
science.

• Macrodata—Usually the same as aggregate data.
• Metadata—An explanation of what a given set of data contains, to allow

data inventory, discovery, management, evaluation or use. Metadata can be
descriptive, if they explain how data can be used and identified; structural, if
they explain how data are organised; and administrative, if they describe how the
data were created and who can access them.

• Microdata—Data collected at the individual level of units considered in the
database. For instance, a national unemployment database is likely to contain
microdata providing information about each unemployed (or employed) person.

• Personal data—Data related to an individual who can be identified from them
or from these data and other data that are in the possession of or are available to
the data user or data controller. Personal data is a different concept from that of
sensitive data.

• Privacy—A person’s right or privilege to set the conditions for disclosure of
personal information.

• Randomisation—The assignment of individuals to a group or groups (such as
treated and control groups) at random.

• Reidentification—The process of combining information from several datasets,
by linking them or by using selected partial information, to identify a certain
person or entity from previously anonymised datasets.

• Sensitive data—Information about an individual, entity, institution or nation that
can reasonably be considered harmful if disseminated.

• Survey data—Sample data collected for a given purpose from a given pop-
ulation. Usually, survey data are collected from samples constructed with
probabilistic methods and so cover only part of the population, although their
purpose is to extrapolate the conclusions to the whole universe under consider-
ation. A restrictive definition of the term limits its use to data collected through
survey interviews.
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From ‘Intruders’ to ‘Partners’:
The Evolution of the Relationship
Between the Research Community
and Sources of Official Administrative
Data

Paul Jackson

1 Genesis

If the start of the modern period of research use of official microdata can be dated,
then we might decide on 12 June 2003. On that day Julia Lane gave a keynote
speech to the Conference of European Statisticians (CES) in Geneva,1 describing the
opportunities and the challenges of using confidential official microdata for research
in a new way. Julia encouraged us all to recognise that the complexity of twenty-
first century society requires statistical and other data-rich government institutions
to work together with the research community in partnership. Julia’s argument was
that neither community would be able to meet the challenges on its own, but when
working together their different strengths came to more than the sum of their parts.
In 2003 a lot of work lay ahead if this partnership was to be possible, let alone
successful.

2 Official Data

The focus here is on official data, also commonly referred to as ‘administrative
data’, meaning the individual records of people and businesses that are obtained by
public authorities in order for public services and administration to be carried out.
These records are obtained under compulsion or provided in order to use public

1http://www.unece.org/fileadmin/DAM/stats/documents/ces/2003/crp.2.e.pdf
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services. For Council of Europe member states, this can be seen as an interference
with Article 8’s right to private and family life—an interference that is justified
when necessary in a democratic society and when carried out in accordance with
the law.

If the partnership between the research community and the official data commu-
nity is to be successful, these twin considerations have to be addressed—lawfulness
and necessity. A lot of work has taken place since 2003 on the lawfulness of
interference with privacy for research use of official data. Perhaps not enough has
been done on the matter of necessity.

3 Research as a Lawful Interference with Private and Family
Lives

The official data that third-party researchers have always turned to first are the data
collected and collated by official statistics agencies. In the 1990s, the legal and
policy frameworks of official statistics agencies prioritised the integrity of official
data to build public and business confidence in published official figures. Guarantees
for the confidentiality of official records were a very important part of these reforms.
The Conference of European Statisticians drives the statistical work of the United
Nations Economic Commission for Europe (UNECE). Its membership includes
the European countries but also countries from North America, Australasia and
Asia. The CES is a forum for agreeing, explaining and implementing transnational
guidelines, standards and reviews of the production of official statistics. This role
includes formal global assessments of national statistical systems. Taking their lead
from the United Nations Statistical Commission, those global assessments required
a benchmark and assisted national systems in achieving it. Thus, the CES had an
important role to play in building the integrity of official statistics in its region and
spent much of the decade designing and implementing the Fundamental Principles
of Official Statistics.2 Member countries had to address its new Principle 6:

Individual data collected by statistical agencies for statistical compilation, whether they
refer to natural or legal persons, are to be strictly confidential and used exclusively for
statistical purposes.

Through the 1990s almost every European country modernised its legal frame-
work for statistical use of official data. Implementation of the Fundamental Prin-
ciples very often resulted in national legal and policy frameworks that considered
research use of official microdata as a threat to Principle 6 and either ruled it out
or established very severe controls. This sometimes put researchers into a class of
undesirables labelled as ‘intruders’. A lot of work went into designing policies and
practices to deal with intruders, and sometimes an insufficient distinction was made

2http://unstats.un.org/unsd/dnss/gp/fundprinciples.aspx
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between malicious intruders and those in research positions who had no desire to
damage the integrity of official data. Nuanced messages are hard to communicate to
a sceptical public, and it is much easier for public authorities to give unconditional
assurances that nobody else will ever see your private information.

Through this same period, the volume and sensitivity of personal data held
by government departments and statistics offices increased, as did the threats to
data security. Digital government expanded the amount of information that could
be maintained in active service, and to deliver more efficient and more joined-
up services, these digital data were increasingly linked, often using a single
personal identifier. This improved the power of the information but also put very
large volumes of data at risk of unauthorised access and use. The information
management and security controls for official data had to be substantially improved,
and they were.

The net result of the 1990s’ changes in information volume and sensitivity, its
management and its legal framework was to increase the gap between the settings
applied to the data in government and the settings in place in the research commu-
nity. Social and economic research in academia, which had most to gain from using
the personal digital information held by public authorities, did not progress in a
coherent and deliberate way with reforms that mirrored the changes the official data
community were undergoing. The official data community was building transparent
governance and high-profile public accountability. For example, in the United
Kingdom (UK), the government published a consultation document on structural
reform to build trust in official statistics in 1998,3 followed by the Framework
for National Statistics which introduced the first UK National Statistician role
and a code of practice.4 In the 1990s few, if any, European countries appointed a
high-profile and publicly accountable champion of social and economic research
with duties equivalent to those of the new National Statisticians, appointments
which might have been made under a ‘national research law’. Academia did not
create and then bind itself to a national code of practice for the research use of
official personal information or make a common undertaking to citizens about how
confidentiality was to be respected. No regulator of social and economic research
and researchers emerged. In the 1990s much of this did happen in the field of health
and pharmaceutical research, but not in social and economic research.

When in 2003 Julia Lane asked us all to address these issues, the CES agreed
to take on the challenge. Work began to enable the benefits of partnership with
researchers without compromising Principle 6. New laws, policies and practices
were needed. The CES commissioned a task force to produce principles and
guidelines of good practice on managing statistical confidentiality and microdata

3https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/260823/report.pdf
4https://www.statisticsauthority.gov.uk/archive/about-the-authority/uk-statistical-system/history/
key-historical-documents/framework-for-national-statistics.pdf
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access. They were published in 2007,5 in what has proved to be a very influential
report. The report asserted that when certain conditions are met, the research use of
confidential official data is not a breach of Principle 6. The task force’s elaboration
of these conditions, and the solutions that achieve them, has given us the conceptual
building blocks that are elaborated in the legal and policy frameworks in place today
across the UNECE region. Since 2003, almost every UNECE country has modified
its legal and policy frameworks to implement the task force recommendations and
the parallel policy initiatives. New tools and techniques have been developed to take
advantage of the new policies and legislation. The main thrust of this work has been
to enable conditional gateways through the non-disclosure laws and policies that
apply to statistical and other government outputs derived from personal records.

It might be said that research access to official data has followed the same
evolutionary change as access to music. At first, if you wanted to hear the music
of your choice, you had to play it yourself, and if you wanted data for a particular
purpose, you probably had to collect it yourself. Punched cards and then magnetic
tape transformed the capture and storage, and reuse, of both music and data at about
the same time. Lovers of music started building their own collections of recordings,
and researchers started compiling their own copies of data. But then the histories
of music and data separated temporarily; for a period the distribution of digital
music threatened the property rights of performers and copyright holders, which
was something controllers of personal data could never allow to happen. On the
research community side, it took a while to accept that having no desire to damage
official data’s confidentiality is one thing, but inadvertently having that effect is
quite another. The local compilation of confidential official data did not become
anything more than a great record collection. Thankfully, there was never a ‘Pirate
Bay’6 for personal official data. The solution music found was to replace downloads
and copying with streaming and digital rights management. Distributing access to
content with permissions, rather than distributing the content itself, is inherently
safer for all concerned. The equivalent of music streaming in research use of official
data is remote access or laboratory access through virtual desktops, and this is now
the standard practice.

The UK has this year made primary legislation that provides for the reuse of
personal information for research purposes.7 Appropriately it is part of legislation
for a digital economy. It is an example of what is now found in many UNECE
countries—the substitution of the original legislative protections under which pri-
vate personal information was first collected by a public authority with an equivalent
but different set of legislative protections that are built around the framework of the
2007 CES Report. Chapter 5 of Part 5 of the Digital Economy Act 2017 provides
that whatever statutory or other obligations pertain to the administrative records of

5https://www.unece.org/fileadmin/DAM/stats/publications/Managing.statistical.confidentiality.
and.microdata.access.pdf
6https://en.wikipedia.org/wiki/The_Pirate_Bay
7http://www.legislation.gov.uk/ukpga/2017/30/part/5/chapter/5/enacted
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personal information held by a public authority, they are not a legal barrier to the
extraction, linking and disclosure of those records to a researcher. The barriers are
not simply removed, of course; they are substituted by a set of conditions applying to
the researcher, the research project, the parties who prepare the data for the research,
the level of anonymisation the data must achieve and the working environment the
research must take place in. The UK Statistics Authority is given the statutory duty
to establish the criteria for these conditions and the function of accreditation against
those criteria.

The UK’s Digital Economy Act and its equivalents in other countries are now
providing the basis for the lawful interference with private and family lives for the
purpose of research. The substitution of one set of protections with another requires
the research community to build and maintain the facilities and behaviours neces-
sary to meet the criteria. The Seventh Framework Programme (FP7) project ‘Data
without Boundaries’8 explored how the social science data archive community can
work in partnership with producers of official data to provide extra capacity and
capability for research data access in a form that can achieve accreditation against
any reasonable criteria. Data archives, and equivalent social science infrastructures
such as the UK Data Service9 are able to provide accredited research facilities
to host official data and to host the approved researchers as they use them. Data
archives have capacity and capability advantages that are unlikely to be found
in public administration departments. They have the ability to create excellent
metadata and data documentation, and they can retain anonymised data for reuse
by other projects, saving the multiple extraction costs. Importantly, the providers
of many of these services have expertise in linking and anonymisation to create
powerful, but very low-risk, research datasets. They have established remote access
and laboratory facilities that distribute access, not data. In many countries now,
the research community through its funding councils have established world-
class services for the preparation and use of research datasets, representing an
excellent route for the safe exploitation of data as a key national economic resource.
The importance of this service is recognised in the European Strategy Forum on
Research Infrastructures (ESFRI)10 Road Map, with the Consortium of European
Social Science Data Archives (CESSDA) recognised as one of its success stories.11

CESSDA is now a European Research Infrastructure Consortium, with a legal
personality and an ability to enter legally binding contracts and receive grants in its
own name. CESSDA-ERIC12 is an example of how the research community is now
establishing working environments for the provision of access to data for researchers
in accordance with common and accreditable standards in public trust, information
security, researcher training, metadata and data documentation and cataloguing.

8http://www.legislation.gov.uk/ukpga/2017/30/part/5/chapter/5/enacted
9https://www.ukdataservice.ac.uk/
10http://ec.europa.eu/research/infrastructures/index_en.cfm?pg=esfri
11http://www.esfri.eu/esfri_roadmap2016/roadmap-2016.php
12https://www.cessda.eu/
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CESSDA-ERIC and its members are excellent partners to public authorities who
wish to improve lives through the better use of their data, in accordance with the
law.

The effect of regulatory legislation can be positive or negative. Those countries
subject to the new General Data Protection Regulation13 may still be undecided
as to its effect on research use of official data. Article 6 does not contain a
lawfulness provision that unambiguously refers to research in academic and other
non-government research institutions, but it does provide for processing in the
public interest to be determined lawful. Article 5 provides a positive definition
of pseudonymisation which allows for data that have been subject to identity
encryption to be used for research purposes without those data being personal data,
as long as the encryption key remains beyond the use of the researcher. Article 89
in particular ensures proper recognition of scientific research, suitable technical and
organisational measures for protection of any personal data in the information used
and an obligation to use data minimisation techniques such as pseudonymisation
where possible, to ensure that personal data are used only where necessary. The
important concept to retain is that the General Data Protection Regulation is there
not to stop the use of personal data for research but to provide a regulatory
framework for that processing as an economic imperative in a democratic country
pursuing economic well-being.

4 Research as a Necessary Interference with Private
and Family Lives

Merely because something is lawful does not make it something that should happen,
and the Article 8 right to a private and family life makes this clear. If there is to be
interference with privacy, it needs to be both lawful and necessary ‘in the interests
of national security, public safety or the economic well-being of the country, for the
prevention of disorder or crime, for the protection of health or morals, or for the
protection of the rights and freedoms of others’.

Economic research providing evidence that promotes economic well-being can
claim a clear provision in Article 8; but only some aspects of social research are
similarly provided for. We may regret its absence, but ‘the better understanding of
society’ is not overtly provided for as a just cause for interfering in personal privacy.
It would seem sensible to align with the economists and argue the necessity of social
research as a factor in the economic well-being of the country.

In turn, it is likely that the public authority most able to make informed national
policy to promote economic well-being is also the public authority that holds a great
deal of the official data needed to generate the evidence for that policy-making. It
follows that the necessity test is met best when a research project is complementary

13http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=EN
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to the analysis of the department. Interference with the privacy of the department’s
clients may be necessary if the outcome is evidence that fills a knowledge gap
in the department or provides elaboration or greater context and insight to the
evidence the department already has. The more distant the research product is from
the civic functions performed by the public authority, the more difficult it is to
argue the interference with privacy is necessary. The research community has the
capacity and capability to make its work very necessary indeed. Interdisciplinary
and longitudinal linking by experts in the research community creates datasets that
are potentially more powerful for analysis than the data held by a department acting
alone. Researcher training and a career building the skills and knowledge needed to
comprehend the messages to be found in the data are to be found across the research
communities of all UNECE countries. The challenge to the research community is
to ensure that its work is clearly relevant to the economic well-being of the country,
and the challenge to the official data community is to recognise that contribution and
to value it when it is presented as part of a request for access to personal information.

Both the research community and the official data community want the same
thing: better information, for better decisions, for better lives. However, for a long
time there have been differences in opinion as to how best to go about it. An official
in government lives in fear of data loss, because of the direct responsibility they
have to the citizen who gave them their private information and nobody else. A
researcher lives in fear of missing a funding window and publication deadlines for
prestigious journals. These pressures need not be conflicting, but in practice they
too often are. Having the main purpose, the economic well-being of the country in
common means that both communities should work hard to bring their perspectives
closer together.

From 2011 to 2013, the OECD Expert Group on International Collaboration on
Microdata14 examined the non-legislative barriers to better use of official data. It
concluded that a common language, a build-up of trust, a transparent understanding
of costs versus benefits and making the provision and use of data for research a
business as usual activity are every bit as important as the lawfulness of data access.
The group emphasised that mature partnerships are the best way to address these
issues.

The group produced a glossary of terms, in a chapter of its report called
‘Speaking the same language’. It is impossible to make a partnership agreement on
access to data if the parties to it have different understandings of fundamental ter-
minology. Whole infrastructures can be undermined, even lost, if we are incapable
of describing to the public in a coherent manner whether a person can, or cannot,
be identified in a research dataset. Initiatives such as the Anonymisation Code of
Practice, issued by the UK’s Information Commissioner, will only help improve
this situation. Our responsibility is to make sure we use these excellent glossaries
and guides.

14http://www.oecd.org/std/microdata.htm
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The OECD group also examined trust. Those who wish to use confidential
official data have in the past expected the data owner to have faith in them rather
than trust in them. Trust is faith with evidence. When a public authority uses their
own staff to produce policy evidence, it has reason to believe that this job can be
done without risk to privacy or to the integrity of the data. The staff are subject to
departmental employment rules; they have been selected at recruitment and trained
through their careers; they use official and supported information technology, and
they have line management to monitor their conduct. The data are familiar, and any
metadata are readily available. The outcomes are known before they are published.
The staff know the context of their work and the intention of the policies their
evidence is designed to support. Of course, this may also be true of the staff
of a research organisation; the question is whether or not there is evidence of
equivalence. Unless compelling evidence of equivalence is provided, the data owner
cannot have equivalent trust in staff that are not in their employment, trust in
information and communications technology and metadata systems that are not
under their control or trust in the timing and impact of the publication of evidence.
The onus is on the research team to provide that compelling evidence. Independent
accreditation may help.

The OECD Expert Group also examined information as an economic resource.
It is important not to forget the reality of costs and measurable benefits. There is an
assumption that the huge budgets of large policy departments and statistics offices
can always provide the relatively small resources needed to support extractions of
data for research purposes. That may be true, but it is the predictability and notice
period of these requests that is important. Budgets, typically, are allocated at the start
of the financial year and then spent on the allocated task only. In many departments,
in-year flexibility between allocations may be limited. If the part of a department
that uses an administrative data source is not allocated a budget for extracting data,
building metadata and documentation, attending meetings of the research project
team, checking the suitability of the project team and their research environment,
checking lawfulness and necessity, etc., then it is not likely to be able to allocate
resources for ad hoc project requests. It is incumbent on the research community to
co-ordinate its requests for access to data, to compromise on the detail of the data
to be extracted from administrative systems and where possible to bundle together a
number of projects that can be satisfied with the data that administrative departments
are willing and able to provide. This approach offers the most benefit for the least
cost, but it does require an infrastructure or another form of strategic leadership to
co-ordinate and find compromise on behalf of the community as a whole.

One of the most difficult subjects to discuss is the management of media and
public comment on important social and economic research findings. One of the
issues addressed in the Fundamental Principles and most codes of practice for
official statistics is the manner and timing of release of key statistics. Trust in
government and its statistics has been low in the recent past. When trust in official
statistics is low, it is essential for producers of official statistics to concentrate on
their reputation for integrity and trust and therefore to keep the publication agenda
on a topic such as crime or poverty, utterly predictable and independent of any
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other narrative. Pre-announced and independent publication of statistics is essential
to prove separation of statistical results from the political narrative, whether the
narrative is constructed by government or by single interest groups. The inclusion
of published official statistics and other data in research publications does not
harm trust in official figures; in fact it probably enhances trust. However, the use
of unpublished data from official sources raises a number of public confidence
issues. How was it decided which projects would get access to unpublished data and
(especially) which would not? Was there interference with the data, or the project,
by the provider of the official data? Does the department wish to interfere with
the timing and manner of the release of the results for political reasons? On the
other hand, does the research project approach a social or economic issue from a
particular campaigning position or perspective, selecting for its inquiry an analysis
of all the harms—but none of the benefits—of a policy in action? Do the research
results tell the markets (or the researcher) anything about the direction of travel of
an economic indicator before the official figures are released? It can be difficult to
respect the importance of independent research and academic freedom and at the
same time maintain public confidence in the timely, predictable, pre-announced and
independent release of similar information through official figures. Add a media
eager to find information that supports its position on social and economic impacts
from political decisions, and it is only a brave and confident national statistician
or other administrative data owner who enables the production of research results
without knowing how and when those results will be released. It may be beneficial
to the two communities to introduce a third. If a partnership includes an ‘evidence
intermediary’, being an organisation established to discover, collate and reveal
evidence for key areas of policy, then the partnership has its own independent arbiter
of what evidence is needed when, and why.

5 A Future in Partnerships

For this latter reason especially and for all the other reasons elaborated here, the
research community and the owners of administrative data should seek to enter
into partnership agreements. Such agreements would establish the expectations,
the contributions, the desired shared outcomes and the details of common actions
necessary to get the best evidence from administrative data, thereby enabling the
best decisions for the best lives of citizens.

Within partnership agreements we should find, among other things, agreement
on:

• The necessity of the research enabled by the partnership to economic well-being
• The lawfulness of the research within the conditions established in legislation
• The accreditation procedures for researchers, projects and their working environ-

ment
• The language that will be shared to describe the use of the data
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• The costs, and the benefits, the partners expect to experience
• The routine for decision-making through the period of the partnership
• The schedule of work and the production of findings and policy evidence
• The evidence intermediaries that can help identify the most important shared

areas of research interest
• How trust will be built and maintained throughout the relationship

The creation of partnership agreements would deliver the spirit of Julia Lane’s
2003 keynote address and take us into a new period of genuine collaboration, for the
mutual benefit of data owners, data users and the citizens whose lives are affected
positively by the intelligent use of data.
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Microdata for Social Sciences and Policy
Evaluation as a Public Good

Ugo Trivellato

The balance between the right to privacy and the right to freedom of information
is altered when scientific research comes into play, because of its inherent needs
and societal function. This paper argues that, for research purposes, microdata
should be characterised as a public good. The evolution of the rules and practices
in the European Union (EU) for protecting confidentiality, while allowing access
to microdata for research purposes is reviewed. Two key directions are identified
for further improvement: remote access to confidential data and the enlargement
of the notion of ‘European statistics’ to include microdata produced for evaluating
interventions (co)financed by the EU.

1 Setting the Scene

The issue of access to microdata for research purposes is multifaceted. In fact, it is at
the crossroads of two concerns: the right to privacy, on the one hand, and the needs
of scientific research on the other. The right to privacy is established in the European
Convention on Human Rights and Fundamental Freedoms, reiterated and explicitly
extended to the ‘protection of personal data’ in the Charter of Fundamental Rights
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of the European Union (EU).1 However, this is not an absolute right, as it must be
balanced against other competing rights: (1) freedom of expression and information,
including freedom ‘to receive and impart information’ (Article 11), where freedom
to receive information is considered to imply freedom to seek it; and (2) freedom
of the arts and sciences, which affirms that ‘scientific research shall be free of
constraint’ (Article 13).

What are the data needs of scientific research per se and for its role in improving
the well-being of society? As the Royal Society (2012, p. 8) convincingly argues,
‘open inquiry is at the heart of the scientific enterprise. [It] requires effective
communication through [ . . . ] intelligent openness: data must be accessible and
readily located; they must be intelligible to those who wish to scrutinise them; data
must be assessable so that judgments can be made about their reliability [ . . . ];
and they must be usable by others. For data to meet these requirements it must be
supported by explanatory metadata (data about data)’ (emphasis added).

Economic and social sciences2 face these concerns when data include informa-
tion primarily on an identified or identifiable person and also on another identified
or identifiable agent, such as a firm or an administration.3 How can these tensions
be reconciled? This chapter will take the point of view of an EU-based researcher,
focusing on some fundamentals of the issue and their policy implications, rather
than on legal and technical aspects.

The rest of the chapter is organised as follows. Section 2 discusses the needs of
scientific research and its societal role, in relation to processing microdata. Section
3 summarises the legislation on data protection. Section 4 reviews the evolution
of the rules and practices for protecting confidentiality while allowing access to
appropriate microdata for research purposes. Section 5 discusses the present state of
play in the EU as a whole. The concluding section focuses on the way forward.

2 Scientific Research: Intrinsic Needs and Societal Role

This section outlines the role of individual information in scientific research and
points to the growing need for microdata for social science and policy evaluation and
stresses the importance of replicability in science. These points are discussed in turn

1See Council of Europe (1950, Article 8) and European Parliament (2000, Articles 7 and 8),
respectively. The Convention was ratified by all member states of the Council of Europe, among
which are those of the EU; the Charter became legally binding with the entry into force of the
Treaty of Lisbon, 1 December 2009.
2Biological and medical sciences frequently involve personalised intervention and thus face
additional challenges, which are out of the scope of this chapter.
3In most countries, and in the EU, a concern for confidentiality also extends to the information
provided by other units: enterprises, administrations, other institutions, associations, etc. (European
Statistical System Committee 2011).
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and lead to a characterisation of microdata as a public good, i.e. a non-excludable
and non-rivalrous good.

First, the distinctive feature of scientific research is the collective use of
individual data. This is elucidated in Recommendation No R (97) of the Council
of Europe on the protection of personal data collected and processed for statistical
purposes (Council of Europe 1997a).4 It considers statistics as a scientific discipline
that, starting with the basic material in the form of individual information about
many different persons, elaborates ‘statistical results’, understood as characterising
‘a collective phenomenon’. This interpretation is extended to fundamental scien-
tific research, which ‘uses statistics as one of a variety of means of promoting
the advance of knowledge. Indeed, scientific knowledge consists in establishing
permanent principles, laws of behaviour or patterns of causality [or patterns of a
phenomenon] which transcend all the individuals to whom they apply’ (Council
of Europe 1997b, p. 7). Moreover, the recommendation points to the need in
both the public and private sectors for reliable statistics and scientific research (1)
for analysing and understanding contemporary society and (2) for evidence-based
decisions. Summing up, statistics and scientific research separate the information
from the person: personal data are processed with a view to producing consolidated
and anonymous results.

Second, scientific research is experiencing an increasing trend in the use of
microdata. Various factors operate to bring about this trend. Some of them act from
the supply side, such as technological and statistical advances in data processing,
which are making databases of individuals, households and firms more and more
widely available. On the demand side, two factors are largely contributing to this
trend: (1) from an analytical perspective, the increasing attention paid to individuals
(broadly agents), their heterogeneity, micro-dynamics and interdependencies; and
(2) the focus on distributive features of policies and on specific target groups of
agents, such as in welfare policies and active labour market policies.

In this area, there is a strong demand for assessing the causal effects of
programmes, i.e. for estimating the effect of policies on outcomes: this is the core
aim of counterfactual impact evaluation (CIE).5 Correct causal inference depends
on knowledge of the characteristics of the population members—the treated and the
control groups—relevant to the selection process and the availability of adequate
data on them.

The third aspect has to do with replicability, which is essential to science:
researchers should be able to rework analyses and challenge previous results using
the same data (Royal Society 2012, pp. 26–29). Along the same line, and also

4A recommendation is a legal instrument of the Council of Europe, as well as forum organisations
such as the OECD and UNECE, that is not legally binding but through the long-standing practice
of the member countries is considered to have great moral force. This type of instrument is often
referred to as soft law.
5The literature on CIE is huge. See, recently, Athey and Imbens (2017). See also European
Commission (2013b), a guide for officials responsible for the implementation of European Social
Fund-funded interventions.
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dealing with CIE, Heckman and Smith (1995, p. 93) stress that ‘evaluations build
on cumulative knowledge’. Science is an incremental process that relies on open
discussion and on competition between alternative explanations. This holds both
for fundamental research and for policy research and implies access to microdata—
possibly personal data.

Can the peculiar ‘good’ of personal data processed for research purposes
therefore be characterised as a public one?

To answer the question, first consider official statistics, compiled and dissem-
inated by official statistical agencies. Official statistics are a non-rivalrous good.
Moreover, collective fixed costs have a dominant role in producing them (Malinvaud
1987, pp. 197–198). But it is not a public good per se, as it is excludable: it would
be possible to discriminate among users, both through pricing and through selective
access. Thus, characterising official statistics as a public good is a normative issue,
the result of a choice in a democratic society. Currently this is a common view:
official statistics need to be (and in many countries are) a public good.

Among other things, this view is supported by the principle of ‘impartiality’, one
of the Fundamental Principles of Official Statistics adopted by the United Nations
Statistical Commission for Europe (UNECE) (UNECE 1992),6 as well as of the
principles for European statistics set out in European Parliament (2009). As stated
in the latter, ‘ “impartiality” [means] that statistics must be developed, produced and
disseminated in a neutral manner, and that all users must be given equal treatment’.

This argument can be extended to microdata for research purposes, especially
when microdata come from public sources or funding (Wagner 1999, Trivellato
2000, among others),7 provided that (1) eligibility of access is restricted to research
purposes and in appropriate ways to researchers, and (2) data access does not
compromise the level of protection that personal data require. While intelligent
openness remains the paradigm (Royal Society 2012, p. 12), the operational
solutions required to achieve it safely remain an issue.

3 EU Legislation on Data Protection

The starting point is Directive 95/46/EC ‘on the protection of individuals with
regard to the processing of personal data and on the free movement of such data’
(European Parliament 1995; Directive hereafter). Among its features, two are worth
considering.

6The Fundamental Principles of Official Statistics, initially adopted by UNECE ‘in the region
of the Economic Commission for Europe’, were adopted by the United Nations (UN) Statistical
Commission in 1994 and endorsed by the UN General Assembly in 2014.
7The contrast between official statistics and microdata has lessened substantially over the past
decade.
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• Like all EU directives, Directive 95/46/EC is addressed to the member states and
requires them to achieve a result—data protection—without dictating the exact
means for fulfilling it, thus leaving some leeway. It is up to the member states to
bring into force the national law(s) and the administrative provision(s) necessary
to comply with the Directive.

• With regard to its scope, the Directive deals with data protection at large, covering
almost all kinds of personal data and all of their uses. Thus, it is sparing in
offering provisions for their processing for statistical or research purposes.

After a long period of preparation and debate,8 Regulation (EU) 2016/679 ‘on
the protection of natural persons with regard to the processing of personal data and
on the free movement of such data (General Data Protection Regulation)’ (European
Parliament 2016; GDPR hereafter), will change significantly the landscape of data
protection. The GDPR shall apply from 25 May 2018. Note also that, in contrast
with directives, the Regulation shall be binding in its entirety and directly applicable
in all member states.

The salient innovations of the GDPR fall under three headings. The first comes
with its extended jurisdiction: the GDPR applies to all establishments (companies,
public bodies, other institutions, associations, etc.) processing personal data of
natural persons residing in the Union, regardless of the establishment’s location.
The second innovation pertains to the stringent obligations and responsibility of
the controller and the processor of personal data9 (Chapter 4). Finally, the GDPR
establishes remedies, liability and penalties in the case of personal data breaches
(Chapter 8).

The rest of this section reviews some general provisions of the GDPR and
their specifications for the processing of personal data for scientific research
purposes.10 First of all, the GDPR offers a neat definition: ‘“personal data” means
any information relating to an identified or identifiable natural person ([called] data
subject)’, where an identifiable person is one who can be identified directly (e.g.
by reference to an univocal name or an identification number) or indirectly (i.e.
by reference to data on one or more factors specific to his physical, physiological,
genetic, economic, cultural or social identity) (Article 4(1)).

As for the key principles relating to the processing of personal data, the GDPR
stipulates that personal data must be: (a) processed fairly, lawfully and transparently;
(b) collected for specified, explicit and legitimate purposes, ordinarily with the

8Just the conclusive stage, following the proposal by the European Commission (2012), takes four
years.
9‘Controller’ and ‘processor’ mean the natural or legal person (or other body) which determines
the purposes and means of the processing of personal data and which processes personal data on
behalf of the controller, respectively.
10The GDPR addresses the ‘processing for scientific or historical research purposes or statistical
purposes’, often jointly with ‘the processing for archiving purposes in the public interest’
Archiving purposes in the public interest and historical research purposes are irrelevant in the
present context. Besides, for the sake of brevity I will use the locution ‘scientific research purposes’
to refer to scientific research purposes and statistical purposes.
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informed, freely given and unambiguous consent of the person, and not further
processed in a manner that is incompatible with those purposes; (c) adequate,
relevant and limited to what is necessary in relation to the purposes for which they
are processed; (d) accurate and, where necessary, kept up to date; (e) kept in a form
which permits identification of the data subjects for no longer than is necessary for
the purposes for which the data are processed (principle of ‘data minimisation’);
(f) processed in a manner that ensures appropriate security of the personal data
(Article 5(1)). In addition, the GDPR establishes the information to be given to the
data subject, where data have not been obtained from him/her (Article 14), and the
rights of the data subject with respect to the processing of his/her personal data:
chiefly the rights of access, rectification, erasure (‘right to be forgotten’), restriction
of processing (Articles 15–18).

When personal data are processed for scientific research purposes, the GDPR
determines important derogations to the general provisions. The main exemption
is in Article 5(1b), which states that ‘further processing for scientific research
purposes [of data collected for other specified, explicit and legitimate purposes]
shall, in accordance with Article 89(1), not be considered to be incompatible with
the initial purposes’,11 where Article 89(1) stipulates that ‘processing for scientific
research purposes shall be subject to appropriate safeguards, in accordance with this
Regulation, for the rights and freedoms of the data subject. Those safeguards shall
ensure that technical and organisational measures are in place in particular in order
to ensure respect for the principle of data minimisation’. Patently, this exemption
is of utmost importance as it allows to process data from registries; indeed, Recital
(157) stresses their crucial role in order to facilitate scientific research and to provide
the basis for the formulation, implementation and evaluation of knowledge-bases
policies.

Additional waivers for the processing of personal data for scientific research
purposes, still in accordance with Article 89(1), apply to three more cases.

• While the processing of sensitive data12 is generally prohibited, the prohibition
does not apply when ‘processing is necessary [ . . . ,] based on Union or Member
State law which shall be proportionate to the aim pursued, respect the essence
of the right to data protection and provide for suitable and specific measures to
safeguard the fundamental rights and the interests of the data subject’ (Article
9(2j)).

• In the case where personal data have not been obtained from the data subject, the
relevant information to be provided to him/her might be substantially reduced,
if ‘the provision of such information proves impossible or would involve a

11The wording is elaborate, with a double denial. Common sense suggests that ‘not incompatible’
is a synonym of compatible.
12The GDPR calls them ‘special categories of data’. They comprise ‘personal data revealing racial
or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership,
and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural
person, data concerning health or data concerning a natural person’s sex life or sexual orientation’.
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disproportionate effort, or in so far as the obligation [to provide that information]
is likely to render impossible or seriously impair the achievement of the
objectives of that processing’ (Article 14(4).

• The right to be forgotten shall not apply in so far as the right is likely to
render impossible or seriously impair the achievement of the objectives of the
processing (Article 17(3)).

Finally, Article 89(2) offers further opportunities for wavers, as ‘Union or
Member State law may provide for derogations from the rights [of the data subject]
referred to in Articles 15 [access], 16 [rectification], 18 [restriction of processing]
and 21 [to object,] subject to the conditions and safeguards referred to in paragraph
1 in so far as such rights are likely to render impossible or seriously impair the
achievement of the specific purposes, and such derogations are necessary for the
fulfilment of those purposes’.

Clearly, substantial room is left to the member states when transposing the
Directive into national legislation and to EU institutions for European legislation.

Member states differ appreciably with respect to infrastructure for data collection
and dissemination (e.g. national statistical institutes (NSIs) and other statistical
authorities and/or social science data archives (DAs), data sources—statistical
surveys and/or administrative records). Besides, countries differ with respect to the
focus and intensity of the concerns for confidentiality and the ways of handling
them, as they are rooted in each country’s culture, legislation and practices
(Trivellato 2000, pp. 676–681).

Similar observations apply, to a considerable extent, to the GDPR. At the one
hand member states will usually incorporate elements of the GDPR in their national
law, as far as necessary for coherence and for making the national provisions
comprehensible to the persons to whom they apply (Recital (9)). On the other,
the rights of a natural or legal person to lodge a complaint with the supervising
authority and to an effective judicial remedy against a legally binding decision of a
supervisory authority, or against a controller or processor, shall be brought before
the supervising authority and the courts of the relevant member state, respectively
(Articles 77–79).

4 A Cursory Review of Data Access for Research Purposes
in the EU

At the EU level, the process was quite laborious and took a long time, over two
rounds: from 1997 to 2002 and from 2009 to 2013. In each round, two regulations
were adopted.
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Council Regulation No 322/97 (Council of the EU 1997) established the initial
framework for the production and dissemination of European statistics,13 as well as
for microdata access for research purposes. On the latter, it states:

1. ‘To determine whether a statistical unit is identifiable, account shall be taken
of all the means that might reasonably be used by a third party to identify the
statistical unit’.14 This does not imply a zero risk of identification; rather, the risk
is considered to be practically non-existent when identification would require
overly complicated, lengthy or costly operations. Obviously, when statistical
units are not identifiable, the microdata set is considered anonymised.

2. Access to confidential data15 transmitted by the national authorities to Eurostat
may be granted by Eurostat itself, provided that it is for scientific purposes and
under two further conditions: (b1) explicit approval from the national authority
which supplied the data and (b2) enactment of appropriate safeguards for the
physical and logical protection of the data.

To draft the subsequent regulation specifically on access to confidential data
for scientific purposes, Eurostat was active in promoting an informed debate,
with the involvement of NSIs and of members of the research community in
advisory committees and working parties and at conferences and seminars (e.g.
Jenkins 1999; Wagner 1999; Trivellato 2000; CEIES 2003).16 Their contributions
converged on a guiding principle: capitalising on technological developments and
taking appropriate regulatory, organisational and administrative measures (including
sanctions), microdata—possibly confidential microdata—should be made available
to researchers in accordance with a principle of proportionality (i.e. they should be
adequate and not excessive in relation to the purpose) and in a variety of formats.
Formats range from ‘safe data’, i.e. anonymised microdata distributed as public use
files (PUFs) to confidential microdata just net of the identifier made accessible to
researchers via a ‘virtual safe setting’,17 i.e. via safe, remote online access to a
secure data storage and computing laboratory within Eurostat and/or a European
data archive facility, under appropriate undertakings. In short, this guideline points

13In accordance with the Maastricht Treaty in force up to 2009, the regulation refers to ‘the
community authority’ and to ‘community statistics’. In this chapter the current wording is used:
‘the Commission’ or ‘the Commission (Eurostat)’ or ‘Eurostat’, where appropriate, and ‘European
statistics’.
14Moreover, the Regulation points out that data taken from sources which are available to the
public are not considered confidential (Article 13; emphasis added).
15The term ‘confidential data’ was synonymous with ‘personal data’ until the promulgation of
Regulation (EC) 831/2002, where it takes a quite restrictive meaning. Its meaning is further
modified in Regulation No 223/2009.
16The European Advisory Committee on Statistical Information in the Economic and Social
Spheres, better known under its French acronym CEIES, was set up in 1991 to assist the Council
and the Commission in the coordination of the objectives of the EU’s statistical information policy.
It was replaced by the European Statistical Advisory Committee in 2008.
17This mode of access is also known as ‘remote data access’ or ‘microdata online access’.
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to the implementation of an adequate set of safe open environments for analysing
microdata for scientific purposes, at no (or marginal) cost, and with no appreciable
risk of infringing confidentiality.18

CEIES (2002) gave significant support to this process: ‘1. Much significant
research in the social and economic spheres, both fundamental and of relevance
to the formulation and evaluation of public policies, can only be undertaken with
microdata; it cannot be done using published statistics or aggregate records. [ . . . ]
9. CEIES recommends that Eurostat should establish the feasibility of a virtual safe
setting as an alternative to a physical safe setting. If the virtual setting can be put
into place, it will be much more cost effective and provide a preferred means of
access for the research community’.

Eventually the Commission adopted Regulation (EC) No 831/2002 (Commission
of the European Communities 2002), but it took a more conservative stance. Its
stated aim was ‘to establish, for the purpose of enabling statistical conclusions to
be drawn for scientific purposes, the conditions under which access to confidential
data transmitted to Eurostat may be granted’. It modified two crucial definitions of
the ‘father’ Council Regulation No 322/97.

1. It established that anonymised microdata shall mean ‘individual statistical
records which have been modified in order to minimise, in accordance with
current best practice, the risk of identification of the statistical units’ (Article 2,
emphasis added). This is at odds with the Council Regulation’s criterion based
on ‘all the means that might reasonably be used by a third party’.

2. Previously microdata were considered confidential when they allowed statistical
units to be identified, either directly or indirectly, while in this regulation
‘“confidential data” shall mean data which allow only indirect identification of
the statistical units concerned’—which is sensible—and ‘“access to confidential
data” shall mean either access [to proper confidential data] on the premises of
Eurostat or release of anonymised microdata’ distributed under license (Article
2, emphasis added), which is an inconsistent, restrictive adhockery.

The step back with respect to Council Regulation No 322/97 is apparent. Data
access was restricted within the conservative paradigm that a balance has to be
struck between two conflicting aims, privacy and data needs for scientific research.

The design of the two procedures envisaged in (b) had clear drawbacks. ‘Safe
data’ had to pay the price of a substantial reduction in the information content
of the datasets, with the addition burden of obtaining a license. The ‘safe centre’
on the premises of Eurostat paid the price of severe restrictions placed on access

18Based on the experience at the UK Data Archive, for anonymised microdata, Jenkins (1999,
pp. 78–81) advocates ‘universal access [ . . . ] for all bona fide non-commercial users, subject to
registration and standard undertakings of non-abuse, at no cost’. Moreover, he points out that
additional components are essential for a sound use of microdata for research purposes: extensive
documentation and metadata; information, assistance and training; significant involvement and
feedback from analytical users (e.g. via user groups and scientific boards of advisors).
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opportunities for researchers, because of the substantial direct and indirect costs
incurred by them.19

Nonetheless, the availability of microdata from some surveys, granted under
Regulation (EC) No 831/2002 via access to the safe centre, turned out to be a
significant opportunity. It opened up research to cross-country and (almost) Europe-
wide comparisons on significant topics, it helped to create a two-way trust between
Eurostat and the community of analytical users, and it contributed to stimulating
a growing demand for microdata in the economic and social domains and pushing
forward a demand for integration of data from different sources and along the time
dimension (e.g. employer-employee-linked longitudinal data).

Moreover, various initiatives by Eurostat, the Organisation for Economic Co-
operation and Development (OECD) and UNECE have offered new insights on
data access. While advances in computer processing capacity, record linkage and
statistical marching open new opportunities for indirect identification, similar devel-
opments are also taking place for secure online data access, statistical disclosure
control, database protection, disclosure vetting procedures, etc. Overall advances in
information and communications technology (ICT) can be harnessed to provide a
secure, monitored and controlled environment for access to microdata (e.g. UNECE
2007).

Meanwhile, new potential was emerging from the use of administrative records.
Registries draw on the entire (administratively defined) population, are regularly
updated and come at no direct cost, which allows the enhancement of statistical and
research results (Eurostat 1997, European Commission 2003; see also the series of
European Statistical System (ESS) ESSnet projects at https://ec.europa.eu/eurostat/
cros/page/essnet_en).

The focus on research data from public funding was another stimulating per-
spective. In January 2004, the ministers of science and technology of the OECD
member countries adopted a Declaration of access to research data from public
funding and invited the OECD to develop ‘a set of guidelines based on commonly
agreed principles to facilitate cost-effective access to digital research data from
public funding’. The principles and guidelines, drafted by a group of experts after an
extensive consultation process, were endorsed by the OECD Council and attached
to an OECD recommendation (OECD 2007).

Lastly, a notable impetus to revision of the EU legislation and practices came
from advances made in some member states, such as the Netherlands, the Nordic
countries and the United Kingdom (UK). In addition to the diversified practices of
safe data dissemination and the establishment of safe centres, between 2000 and
2010, there was a move from piloting to implementation of remote data access
services. They include:

19This feature demonstrably jeopardised the equality of opportunity of access for researchers.
Substantially higher costs were incurred by researchers who travelled a considerable distance to
reach the safe setting. Moreover, many academics who needed to combine research with teaching
and other obligations were unable to stay at the safe centre long enough to conduct their research.

https://ec.europa.eu/eurostat/cros/page/essnet_en
https://ec.europa.eu/eurostat/cros/page/essnet_en
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1. ‘Remote execution’. Registered researchers submit their command files to the
safe centre via email, written in one of the admissible statistical packages. At the
centre they are moved across a firewall to the server holding the data, and the
tasks are run. The results, in the form of output from analyses, are then returned
to the researcher by email. This is the case at the LIS Data Center in Luxembourg
(home of the Luxembourg Income Study (LIS) and the Luxembourg Wealth
Study (LWS) databases; see http://www.lisdatacenter.org) and at some other
organisations, including IAB-FDZ, the Research Data Center of the German
Employment Agency at the Institute for Employment Research. Note that this
mode of access may be cost-effective, but it severely limits the level of interaction
of the analyst with the data.

2. ‘Decentralised’ access to a safe centre. Under this mode, accredited researchers,
in addition to accessing the data at the safe centre, can do so from ‘safe rooms’
in (a moderate number of) offices which are part of the data provider’s network
or at selected universities and other research institutions. For instance, this is the
case for the initial provision of decentralised data access in Denmark (Andersen
2003).

3. Proper ‘remote data access’.20 While its basic format is common to the NSIs
and DAs that launched it, procedures and practices vary appreciably in sev-
eral respects: accreditation procedures, domain of the data made accessible,
researcher authentication procedures, output checking, output release, etc. Piv-
otal cases are remote access at Statistics Denmark (Statistics Denmark 2014,
pp. 75–79) and the Microdata ON-line Access implemented at Statistics Sweden
starting from the end of 2005 (Hjelm 2006).

Within this renewed interest in extending the accessibility of microdata, the
European Parliament (2009) adopted a new Regulation on European statistics, No
223/2009. Known as the ‘Statistical Law’, it marks a profound change. First, it
takes a broad, systematic approach to European statistics. It encompasses (1) the
reformulation of statistical principles; (2) the reshaping of statistical governance,
centred around the notion of the ESS and the role of the ESS Committee in providing
‘professional guidance to the ESS for developing, producing and disseminating
European statistics’; (3) the production of European statistics, with provision of
access to administrative data sources; (4) the dissemination of statistics; and (5),
finally, statistical confidentiality.

No less important are the novelties regarding data access. First, dealing with
‘data on individual statistical units [that] may be disseminated in the form of a
public use file’, the new Regulation confirms the criterion of taking into account ‘all
relevant means that might reasonably be used by a third party’ (Article 19; emphasis
added). The very same notion of a PUF, and its placement under the heading of
‘dissemination of European statistics’, makes it clear that the set of anonymised

20As the number of offices with safe rooms increases and safe rooms are extensively installed in
universities and other research institutions, the distinction between decentralised access to a safe
centre and remote data access patently fades out.

http://www.lisdatacenter.org
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data is complementary to the set of confidential data and that provisions on data
protection do not apply to the former.

Second, the boundary of the confidential data that researchers may access for
scientific purposes is sensibly and neatly stated: ‘Access may be granted by the
Commission (Eurostat) to confidential data which only allow for indirect identifi-
cation of the statistical units’.21 On the other hand, it remains for the Commission
to establish ‘the modalities, rules and conditions for access at Community level’
(Article 23, emphasis added).

Eurostat implemented various actions for the task and launched several ESSnet
projects, such as the feasibility study ‘Decentralised Access to EU Microdata Sets’
and the project ‘Decentralised and Remote Access to Confidential Data in the ESS
(DARA)’, whose aim was to establish a secure channel from a safe centre within
an NSI to the safe server at Eurostat, so that researchers could use EU confidential
microdata in their own member states.22

Two other important initiatives on transnational access to official microdata
were the ‘Data without Boundaries (DwB)’ project, promoted by the Consortium
of European Social Science Data Archives (CESSDA) and launched in May
2011 (http://www.dwbproject.org/), and the ‘Expert Group for International Col-
laboration on Microdata Access’, formed in 2011 by the OECD Committee for
Statistics and Statistical Policy. The composition of the two teams—both with
diversified competences but also with some moderate overlapping—and the constant
collaboration between DwB and Eurostat favoured cooperation. Significant results
are in OECD (2014), Data without Boundaries (2015) and Jackson (2018).

Furthermore, it is worth to remember that the drafting of a new regulation
regarding access to confidential data for research purposes proceeded parallel to—
and interacted with—the drafting of the GDPR. Finally, Commission Regulation
No 557/2013 was adopted (European Commission 2013a). This was a long way
towards reach an appropriate legal framework for access to confidential data for
research purposes.

5 The State of Affairs in the EU

By combining the provisions of the two extant regulations,23 microdata files made
available to researchers fit into three categories and four modes of access. The
categories are:

21If the data have been transmitted to Eurostat, the usual approval of the NSI or other national
authority which provided them is required. Note that the restriction to grant access only to
confidential data also applies to NSIs and other national authorities.
22See https://ec.europa.eu/eurostat/cros/content/decentralised-and-remote-access-confidential-
data-ess-dara_en and Gürke et al. (2012), Statistics Denmark (2014), Tubaro et al. (2015).
23Additional information is taken from European Commission (2016).

https://www.cessda.eu/
http://www.dwbproject.org/
https://ec.europa.eu/eurostat/cros/content/decentralised-and-remote-access-confidential-data-ess-dara_en
https://ec.europa.eu/eurostat/cros/content/decentralised-and-remote-access-confidential-data-ess-dara_en
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1. Public use files: sets of anonymised records of individual statistical units.
Provisions for confidential data do not apply to these. On the other hand, no
indications are given on how to disseminate them.

2. Scientific use files: confidential ‘data to which methods of statistical disclosure
control have been applied to reduce to an appropriate level and in accordance
with current best practice the risk of identification of the statistical unit’.
Access is granted to researchers from Member States, European Economic
Area (EEA)/European Free Trade Association (EFTA) countries and some EU
candidate countries. It takes place in two steps: (b1) recognition of the institution
as a research entity and (b2) approval of a research project, submitted by
researchers linked to the research entity, who also need to sign a confidentiality
undertaking. ‘Scientific use files’ are then transmitted to the research entity.

3. Secure use files: confidential ‘data to which no further methods of statistical
disclosure control have been applied’. Patently these are the most informative
and arguably in many cases are of peculiar interest for research purposes. The
accreditation procedure does not vary. But ‘access to secure-use files may be
granted provided that the results of the research are not released without prior
checking to ensure that they do not reveal confidential data’.

Moreover, ‘access to secure-use files may be provided only within Commission
(Eurostat) access facilities or other access facilities accredited by the Commission
(Eurostat) to provide access to secure-use files’. Considering that ‘“access facilities”
means the physical or virtual environment [ . . . ] where access to confidential data is
provided’, this implies that for secure-use files, two modes of access are envisaged:
(1) at Eurostat’s safe centre (or another accredited access facility) or (2) via remote
data access.

Figure 1, adapted from OECD (2014, p. 8), sketches the secure open envi-
ronments for accessing the microdata, where the four zones designate datasets
with various levels of risk of identification and with which different procedures
are associated. Zone 0, the white area outside the circle, refers to anonymised
datasets (PUFs), which present a negligible risk of reidentification and are made
publicly available, subject to registration and possibly standard undertakings.
Zone 1 designates the set of scientific-use files, which entail a moderate risk of
identification; they are transmitted to recognised research entities, where they can
be accessed by the accredited researchers under adequate security safeguards. Zone
2 designates the set of secure-use files: they entail a high risk of identification and
can be accessed only at the access facility itself or via remote data access. NSIs
and other relevant national authorities provide directly identifiable personal data to
Eurostat in Zone 3: access to them is restricted to Eurostat and the access facility,
which perform the set of operations needed to make the confidential data available
for research purposes.

This description refers to the ‘law on the books’. What about its implementa-
tion? The essential results and plans are in Bujnowska (2015, 2016) and at the
CROS (Collaboration in Research and Methodology for Official Statistics) Portal
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Fig. 1 A set of secure open environments for microdata access for research purposes. Adapted
from OECD (2014, p. 8)

Group ‘Microdata Access’ at https://ec.europa.eu/eurostat/cros/content/microdata-
access_en.

Focusing on confidential data,24 priority has been given to the production and
distribution of scientific-use files, also because they demand an extensive, dataset-

24As for PUFs, the ‘Public use files for Eurostat microdata’ project was launched in 2005. In
January 2017 Eurostat and CROS released PUFs for the EU Labour Force Survey (2012 and 2013)
and the EU Statistics on Income and Living Conditions (2013), for Finland, Germany, Hungary, the
Netherlands and Slovenia. Access is open to those registered users of the CROS portal that have
also applied for membership of the group on PUFs. Unfortunately, the files are prepared in such a
way that individual entities cannot be identified (note that this practice is not in accordance with the
identification criterion established by Regulation No 223/2009). This causes a loss in information
value and makes the PUFs useful essentially for training and testing only. Hopefully, this restrictive
choice is in part—and might be further—compensated by provision of secure access to confidential
data.

https://ec.europa.eu/eurostat/cros/content/microdata-access_en
https://ec.europa.eu/eurostat/cros/content/microdata-access_en
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specific application of statistical disclosure control methods. Results are quite
satisfactory. A total of 11 microdata sets had been made available as of December
2016; some 580 research entities have been recognised, and since 2014 more than
300 research proposals per year have been submitted.

As for secure-use files, on-site access has been provided by Eurostat’s safe centre
in Luxembourg, active for decade, with a comparatively modest investment. Secure-
use files are available for the ‘Community Innovation Survey’ and the ‘Structure
of Earnings Survey’ (2 of the 11 surveys for which scientific-use file versions
have been provided) and for the ‘Micro-Moments Dataset’, an innovative-linked
micro-aggregated dataset on ICT usage, innovation and economic performance in
enterprises, which enables studies of the economic impact of ICT at company level
to be compared across a large sample of European countries.

The use of remote data access secure-use files is attractive for both researchers
and Eurostat (or other accredited access facilities), since the microdata do not leave
the facility and all output can be controlled. However, no significant advances have
so far been made on that front. One crucial reason has been that the envisioned
partnership between the ESS and CESSDA had to face a long delay, because of the
prerequisite for CESSDA to be recognised as a European Research Infrastructure
Consortium (ERIC).

6 Two Suggestions for Improvements

Current initiatives and further steps planned by Eurostat and the ESS for enhancing
the use of microdata deal persuasively with various aspects. This section will focus
on the need for improvements in two directions: remote data access to secure-use
files and reception of a suitably extended meaning of ‘European statistics’.

It is no longer controversial that remote data access is an essential ingredient for
providing a level playing field for scientific research and for supporting the EU’s
objective of a ‘European research area in which researchers, scientific knowledge
and technology circulate freely’.25 Given the experience of NSIs and DAs in several
countries, recently extended to transnational remote data access,26 it is also largely
accepted that remote data access is the most effective mode for sharing highly
informative confidential data safely.

The good news is that in June 2017 CESSA became an ERIC. The opportunity for
a partnership between Eurostat and CESSDA is now open. This should be a priority
for the European Commission and Eurostat. Collaboration should be focused on
the facility that will provide the entry point for the EU’s microdata access system

25Article 179(1) of the Treaty on the Functioning of the EU.
26In addition to some pilots carried out within the DARA and DwB projects, it is worth mentioning
the Nordic Microdata Access Network, which includes Denmark, Finland, Norway, Sweden,
Greenland and Iceland (Statistics Denmark 2014, Thaulow and Nielsen 2015).
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(possibly involving NSIs). It should also extend to essential additional components,
such as information on ESS microdata products—scientific-use and secure-use
files—and any PUFs (e.g. making them discoverable through the resource discovery
portal managed by CESSDA); metadata products and services; training and assis-
tance; user conferences and current involvement and feedback from researchers; and
production of new microdata files especially for scientific research, which entails the
integration of data from different sources or archives and along the time dimension.

The second area where there is a strong demand for improvement falls under
the heading ‘reception of a suitably extended meaning of European statistics’.
First, Regulation No 223/2009 is clear on the need for a more intensive use of
administrative records: Eurostat and NSIs ‘shall have access to administrative data
sources, from within their respective public administrative system, to the extent
that these data are necessary for the development, production and dissemination of
European statistics’ (Article 24). This change may have started, and the production
of statistics may also have moved to increased use of administrative sources. But
such change is not reflected in increased access to this new data. As pointed out in
OECD (2014, Executive summary, Recommendation 51), ‘it [is] important to move
the information base for microdata access files at the same pace as for statistical
production when an office increases its use of administrative data’.

Second, microdata are also produced for monitoring and evaluation of interven-
tions (co)financed by the EU. Their relevance is apparent, as evaluations (at large)
are obligatory for all the European Structural and Investment Funds (European
Commission 2015) and more emphasis has been placed on CIE, particularly
for European Social Fund-funded interventions and research projects. Microdata
resulting from interventions as well as from CIE research projects (co)financed by
the EU will be made accessible as confidential data for research purposes, preferably
as secure-use files via online access to an access facility.

This aim is motivated, and could be implemented, as follows:

1. Microdata produced for monitoring and evaluation should be recognised as
part of ‘European statistics’ and hence included in the European statistical pro-
gramme. In fact, European statistics are defined as ‘relevant statistics necessary
for the performance of the activities of the Community’ and are ‘determined
in the European statistical programme’ (Regulation No 223/2009, Article 1).
Currently microdata produced for monitoring and evaluation are not included
in the programme. It is hardly reasonable to deny that they are ‘relevant statistics
necessary for the performance of the activities of the Community’.27

2. Organisations or research units receiving (co)-financing from the EU to carry
out evaluations should supply to the European Commission, along with the final

27Absurdly, how the Community would be justified to spend money for the production of microdata
not relevant and necessary for its activities? From a substantive point of view, one should
consider also two further reasons, already referred to, for making these research microdata publicly
available: they are data from public funding (OECD 2007); the general argument of Royal Society
(2012, p. 8) holds.
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report, the full primary data produced, in an appropriate form (i.e. intelligible and
assessable, with the relevant metadata). In accordance with the content and the
planned use of the microdata, it will be up to the Commission to decide which
unit they should deliver this to (e.g. a relevant Directorate-General, Eurostat or
the Joint Research Centre).

3. The unit in charge of the management of the microdata should prepare the
confidential files—preferably secure-use files—in accordance with the standards
set by Eurostat.

It is not a trivial task to specify and implement the above proposal. It would be
sensible to consider and discuss these steps promptly.
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Overview of Data Linkage Methods
for Policy Design and Evaluation

Natalie Shlomo

1 Introduction

Data and technology are the building blocks of evidence-based policy. With the
increasing availability of government service administrative data and the launch of
dedicated research centres such as the United Kingdom (UK) Administrative Data
Research Network, the potential for using data and technology to inform policy
issues has never been greater.

A key technological tool to exploit the wealth of information contained in
administrative data and other data sources is data linkage. In its simplest form, data
linkage brings together information from two different records that are believed to
belong to the same entity based on a set of identifiers or quasi-identifiers, known as
matching variables. As mentioned, the distinction made here is that the aim is to link
records for the same entity. This distinguishes the approach taken here from other
recently developed methods that have been used to integrate data sources, known as
data fusion or statistical matching (D’Orazio et al. 2006).

This chapter focuses briefly on deterministic (exact) matching, where all vari-
ables have to match exactly to determine a match. It then focuses on probabilistic
data linkage, where allowances are made for errors in the matching variables. There
are three possible scenarios in this type of linkage:

• If two records agree on all matching variables, it is unlikely that they would have
agreed by chance the level of assurance that the link is correct will be high, and
it is assumed that the record pair belongs to the same entity.

• If all of the matching variables disagree, the pair will not be linked as a match,
and it is unlikely that the record pair belongs to the same entity.
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• If there are intermediate situations where some matching variables agree and
some matching variables disagree, it is necessary to predict whether the pair
is a true match or a non-match. Often clerical intervention will be needed to
determine the match status.

The challenge in data linkage is when there are errors in matching variables and
no unique high-quality identifier such as an ID number is available. In that case, use
is made of probabilistic data linkage with matching variables such as name, year
of birth or place of residence, which may be prone to error. When combined and
concatenated, matching variables should identify an entity uniquely across the data
sources (unless the aim is to deduplicate one file). They also need to be accurate and
stable over time, so place of residence can be problematic if the timeliness of the
two files to be matched is not considered. In addition, there may be differences in
how the data is captured and maintained in different databases.

Therefore, the key technical challenges when carrying out a probabilistic data
linkage application are the following:

• The availability of good-quality identifiers to discriminate between the entity to
whom the record refers and all other entities

• Deciding whether or not discrepancies in identifiers are due to mistakes in
reporting for a single entity

• Processing a large volume of data within a reasonable amount of computer
processing time

Sections 2 and 3 focus on deterministic (exact) matching and probabilistic record
linkage, explained through the three stages of linkage: pre-linkage, linkage and
post-linkage. Section 4 describes some recent advances in research related to data
linkage, and Sect. 5 provides an overview of methods for the analysis of linked data
that may be subject to linkage errors.

2 Deterministic (Exact) Matching Method

In deterministic (exact) matching, the records in two datasets must agree exactly
on every character of every matching variable to conclude that they correspond
to the same entity. It is generally used when a high-quality identifier such as an
ID number is available. If there is no ID number, matching variables, such as age,
gender, place of residence, etc. can be concatenated to form a unique ID number,
but these variables may be prone to error.

Deterministic matching assumes that there is no error in the way the data is
recorded and captured. Information may be missing or inaccurate, and there may
be variations in format or inaccuracies in spelling across different sources. For
this reason, relaxations have been proposed allowing some errors to be taken into
account. For example, first and last names can be transformed into a phonetic code,
or the names can be truncated, e.g. by using the first five letters of a name only.
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Decision rules can also be set where, if there is an agreement on most of the
matching variables, the pair will be declared a match. In deterministic matching, all
matching variables have equal weights associated with them, such that an agreement
on gender would have the same contribution to the overall decision on a correct
match as an agreement on last name, although the latter should clearly contribute
more to the decision.

Another important feature is that deterministic matching carries out a one-to-
one match, and there are only two possible outcomes of the decision: match or no
match. It is useful to carry out a deterministic matching procedure before moving
to the probabilistic data linkage if the aim is to carry out a one-to-one match on a
set of matching variables, since this may reduce the overall computational burden.
Manual review is still needed following deterministic matching to carry out checks
for any linkage errors.

3 Probabilistic Data Linkage

A probabilistic data linkage application typically involves three stages:

• Pre-linkage: editing and data cleaning, parsing fused strings such as first and last
name or house number and street name, and standardising matching variables so
that they have the same formats and definitions.

• Linkage: bringing pairs together for comparison and determining correct
matches, i.e. the pair belongs to the same entity.

• Post-linkage: checking residuals for the unmatched, determining error rates and
other quality indicators and carrying out analysis taking into account linkage
errors.

The following sections describe the probabilistic data linkage method in terms of
these three stages: pre-linkage, linkage and post-linkage.

3.1 Pre-linkage Stage

3.1.1 Data Standardisation

The success of data linkage depends on the quality of the data. Pre-processing and
data cleaning are the most difficult and time-consuming steps in data linkage, but
they are necessary to ensure a successful and accurate linkage. In the first step, a
reference number needs to be generated and added to each record across the files
to be linked. The reference number should contain a header denoting the iteration
of the linkage. Duplicates need to be removed (unless the aim of the linkage is to
deduplicate a dataset).
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Matching variables need to be selected. The choice depends on the type and
contents of the datasets. When no stable ID number is available, it is necessary to
link on less stable variables, which may be subject to errors and omissions. The
criteria for matching variables are uniqueness, availability, accuracy and stability
over time.

Some considerations for matching variables are:

• Proper names rarely change during the lifetime of a person, for example, birth
surname, first forename and initials.

• Personal characteristics that are fixed at birth very rarely change, for example,
gender, ethnicity, date of birth, place of birth and social security number.

• Social demographic variables may change over time, for example, street name,
postcode, marital status, social class and date of marriage.

Matching variables should have high discriminating power. Examples of vari-
ables with high discriminating power are those with a large number of value states,
such as zip code and last name. Examples of variables with low discriminating
power are those with a small number of value states, such as gender and month
of birth.

All datasets should be checked for completeness with a clear understanding of
the coverage of each of the datasets. Variables involved in the data linkage should
be free of errors. Some errors can be detected by checking logical consistencies in
the data; for example, a marital status of ‘married’ is not possible for an individual
under the age of 14. Ranges of numerical variables and check digits of ID numbers
can be easily verified. Other edits and corrections are:

• Matching variables might include fused strings, such as first name given together
with last name, or house number given together with street name. These matching
variables need to be parsed into separate matching variables, as this increases the
power of the decision rule to determine correct matches.

• Names may suffer from variations in spelling, or the use of nicknames and
abbreviations, and this increases the complexity of the linkage. This is typically
solved by using dictionaries that equate different versions of names and can be
tailored to different cultures that use different nicknames, for example, William
and Bill. In addition, spelling variations of commonly occurring names and
addresses can be replaced with standard spellings using dictionaries. Other errors
that need to be addressed are English transliterations of foreign names; the use of
initials, truncations and abbreviations; and swapping of surnames and forenames.

• Strings might contain extra words such as ‘Mr’, ‘Mrs’, ‘Dr’, ‘Jr’ or directional
‘East’ or ‘West’. These redundant words are typically removed by a direct linkage
to a dictionary containing a list of such redundant words.

• All missing and miscoded data need to have the same definition and notation
across the datasets. Missing values have to be consistently labelled as such.

• All files have to have standardised formats for each of the variables to be used for
matching, for example, coding of dates should be the consistent across datasets.
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• All matching variables must have the same characteristics, field length and
coding status across datasets.

3.1.2 Phonetic Codes and String Comparators

To compensate for errors in strings, probabilistic data linkage can make use of
phonetic codes and string comparators. Phonetic codes cope with spelling errors, for
example ‘Reid’ and ‘Reed’, would contain the same phonetic code, as they sound
the same and hence would be considered an agreement if they were compared on
their phonetic code. The most commonly used phonetic code is Soundex because
it exists in many statistical packages. However, for foreign names the code is less
satisfactory, since it ignores vowel sounds. There are variations of Soundex that
have been developed in different countries. The use of Soundex may, however, cause
pairs to agree in a string when in fact they are very different. More robust phonetic
codes have been developed. One such code is the New York State Identification
and Intelligence System (NYSIIS) code. This code retains information about the
position of vowels by converting most vowels to the letter ‘A’, and it replaces
consonants with other, phonetically similar, letters.

String comparator metrics are another way to deal with typographical errors by
accounting for deletions, insertions and transpositions (where a letter is moved one
position to the left or right) in strings. A string comparator �(S1,S2) is a metric
between 0 and 1 where 1 denotes a perfect agreement and 0 denotes a perfect
disagreement. Jaro (1989) introduced a string comparator that has been shown to be
robust when used for data linkage of individuals and is commonly used when linking
first and last names. The algorithm is based on the lengths of the two strings denoted
by str_length1 and str_length2, the number of common characters across the two
strings (the common letter must be within half of the length of the smaller string),
denoted #common, and the number of transpositions, denoted #transpositions. It is
defined as follows:

�(S1,S2) = 1

3

[
#common

str_length1
+ #common

str_length2
+

(
1 − 1

2

(
#transpositions

#common

))]

(1)

Winkler (1990) found that fewer errors are made at the beginning of the string
than at the end of the string and hence has enhanced the Jaro string comparator by
introducing weights. This is known as the Jaro-Winkler string comparator.

Another commonly used string comparator is bigrams. These are typically used
in privacy-preserving data linkage where strings are anonymised via computer
science functions (see Sect. 4.2). A bigram is two consecutive characters in a
string. For example, bigrams in the word ‘bigram’ are ‘bi’, ‘ig’, ‘gr’, ‘ra’ and ‘am’.
The string comparator is defined as the proportion of two character sub-strings in
common between the two strings, where the denominator is the average number of
sub-strings.
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3.1.3 Blocking Variables

In addition to selecting matching variables, there is a need to determine blocking
variables. A blocking variable aims to reduce the search space between two datasets
by avoiding the comparison of record pairs that are least likely to be matches. For
example, if both datasets have 10,000 individuals and a one-to-one match is to
be carried out, this results in 100 million pairs to compare. The search space can
be dramatically reduced by forming pairs for comparison only among those with
the potential to be matches, such as those with a common geographical area. For
example, the first three digits of a postcode can be used as a blocking variable.
Record pairs are brought together only if they agree (exactly) on the blocking
variable. This use of a deterministic matching approach to assist in the probabilistic
data linkage greatly reduces the computational burden. However, blocking variables
must be as error-free as possible or potential matches can be missed.

The typical approach, especially for one-to-one matching, is to carry out the
probabilistic data linkage sequentially, starting with a restrictive deterministic
matching on the blocking variable and forming all record pairs for comparison. The
pairs are compared, and matches are determined following the method described
below. Once matches are determined, they are set aside and a second linkage is
carried out through the residual datasets, where the blocking variable can now be
less restricted. This is carried out multiple times until the residual datasets are small
enough that no blocking variable is needed.

The blocking variables must be small enough to avoid too many unproductive
comparisons but large enough to prevent records for the same entity spilling over
into adjacent blocks and so failing to compare possible true matches. Therefore,
different blocking variables should be used for the iterative passes through the
datasets. For example, one might block on postcode and surname, carry out the data
linkage and place matches aside and then match residual datasets using a different
blocking criteria, such as year of birth or initial of first name and so on.

Once the blocking variable and matching variables are determined for the
current iteration, both datasets need to be blocked and sorted and all possible pairs
generated. This can easily be done through database Structured Query Language
(SQL) commands used for relational database management systems.

3.2 Linkage Stage

3.2.1 Parameters of Data Linkage

In probabilistic data linkage, a frequency analysis of data values is carried out to
calculate a weight or score for each matching variable, which indicates how likely
it is that they refer to the same entity. Uncommon value agreements should give
stronger evidence of linkage. Large weights assigned to matching variables are
expected when there is a correct match and small weights assigned to matching
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variables when there is no match. Note that there is still a positive, albeit small,
weight even for an incorrect match, due to the potential for errors in the matching
variable. The weight is a ratio of two frequencies:

• Number of agreements of the value of the matching variable in record pairs that
represent that same entity (true match)

• Number of agreements of the value of the matching variable in record pairs that
do not represent the same entity

This original framework for data linkage was developed by Newcombe et al.
(1959) and formalised into the well-known probabilistic framework described in
Fellegi and Sunter (1969), referred to hereafter as F&S.

There are three key parameters for probabilistic data linkage, which are repre-
sented by the following concepts:

• The quality of the data
• The chance that the values of a matching variable will randomly agree
• The ultimate number of true matches that exist in the database

The quality of the data is represented by the numerator of the above ratio and is
denoted as the m-probability in the F&S framework: the probability that a matching
variable agrees given that the pair is a true match. This is the degree to which the
information contained for a matching variable is accurate and stable across time.
Data entry errors, missing data or false dates diminish accuracy and produce low-
quality data.

The discriminating power of the matching variable is represented by the denom-
inator of the above ratio and is denoted as the u-probability in the F&S framework:
the probability that a matching variable agrees given that the pair is not a true
match. This is similar to the situation where a matching variable will randomly
agree across a pair regardless of whether it is a true match or not a true match and is
approximately equal to the inverse of the number of values of the matching variable.
For example, gender would be expected to randomly agree 50% of the time between
pairs and hence does not have high discriminating power.

The third parameter is the ultimate number of true matches or the marginal
probability of a correct match. Although this parameter is not explicit in the above
ratio, it is essential that there is a sufficiently high proportion of true matches to
ensure a successful data linkage.

3.2.2 Basic Concepts in Probabilistic Data Linkage

As mentioned, probabilistic data linkage relies on calculating weights or scores for
each matching variable, based on a frequency analysis of the number of agreements
as well as disagreements in pairs of records. In the simplest approach, probabilistic
data linkage requires some preliminary matching to have been carried out on a
similar application. For example, to estimate census undercounts from a post-
enumeration survey, the linkage between the survey and the census relies largely
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on parameters derived from the previous census. Alternatively, a gold standard
matched test dataset can be constructed from a small portion of the datasets that
have been carefully verified and checked. From this test dataset, the probabilities
are calculated that two records will agree on a matching variable in truly matched
pairs compared with the probability that records will agree on non-matched pairs
or simply by chance. In other words, how likely is it that the variables that agree
between a record pair would have done so by chance if the pair was not correctly
matched (the u-probability)? This is compared with how likely the agreement would
be in correctly matched record pairs (the m-probability). This criterion therefore
determines good matching variables, i.e. the agreement between variables should be
more typical of correctly matched pairs than of those that might have occurred by
chance in unrelated records. Section 3.2.4 describes the expectation-maximisation
(EM) algorithm for estimating m- and u-probabilities without the need for test data.

In formal notation in the F&S framework:
For two datasets A and B, let the records in each dataset be denoted a ∈ A, b ∈ B

and the set of all possible matches A × B = {(a,b); a ∈ A, b ∈ B}. Let α(a) represent
the matching variables for entity a in file A and similarly β(b) for entity b in file B.
The aim is to determine a set of matches M = {(α(a), β(b))|a = b} and a set of non-
matches NM = {(α(a), β(b))|a �= b}. To develop the decision rule, it is necessary
to define a comparison space C : α(a) × β(b) → �. This comparison space is
composed of a comparison vector γ ∈ � that represents an agreement pattern
(typically 1 for agree and 0 for disagree) for each matching variable. As an example

of an agreement pattern for pair j with three matching variables γ j =
(
γ

j

1 , γ
j

2 , γ
j

3

)
,

let γ
j

1 = 1 if pair j agrees on last name and 0 otherwise, γ
j

2 = 1 if pair j agrees

on first name and 0 otherwise, and γ
j

3 = 1 if pair j agrees on street name and 0
otherwise. One such agreement pattern might be γ j = (1, 0, 1): agree on last name,
disagree on first name and agree on street name. In fact, for three matching variables
and for a simple agree/disagree {1,0} pattern, the comparison space would contain
eight possible agreement patterns. Agreement patterns can also be more complex,
using string comparators, for example, γ j = (0.66, 0, 0.80).

The m-probability is now formally defined as the conditional probability that a
record pair j has an agreement pattern γ j given that it is a match (M), denoted as
m = P(γ j|M), and the u-probability as the conditional probability that a record
pair j has an agreement pattern γ j given that it is not a match (NM), denoted as
u = P(γ j|NM). Finally, let P(M) be the marginal probability of a correct match.

The probability of interest is the match probability given an agreement pattern γ :
P(M| γ j). According to Bayes’ theorem, this is the posterior probability calculated
as follows:

P
(
M|γ j

) = P
(
γ j |M)

P(M)

P(γ j )
= P

(
γ j |M)

P(M)

P(γ j |M)P(M)+P(γ j |NM)(1−P(M))

= 1

1+ P(γ j |NM)(1−P(M))

P(γ j |M)P(M)

(2)
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The agreement (likelihood) ratio R
(
γ j

) = P
(
γ j |M)

P(γ j |NM)
is defined as the test

statistic (overall score) for record pair j, since maximising the likelihood ratio is
the same as maximising the posterior probability of P(M| γ j). Therefore, one can
simply order the likelihood ratios R(γ j) and choose an upper cutoff W+ and a lower
cutoffW− for determining the correct matches and correct non-matches. The linkage
rule F : � → {M,C,NM} maps a record pair j comparison value to a set of three
classes—matches (M), non-matches (NM) and a set of undecided cases for manual
clerical review (C)—defined as follows:

F :
⎧⎨
⎩

γ j ∈ M if R
(
γ j

) ≥ W+
γ j ∈ NM if R

(
γ j

) ≤ W−
γ j ∈ C otherwise

(3)

The F&S framework assumes conditional independence across matching vari-
ables. This means that the errors associated with one matching variable are
independent of the errors associated with another matching variable. Under con-
ditional independence the m- and u-probabilities can be decomposed as follows:

P
(
γ j |M) = P

(
γ

j
1 |M

)
× P

(
γ

j
2 |M

)
× · · · × P

(
γ

j
k |M

)
and P

(
γ j |NM

) =
P

(
γ

j

1 NM
)

× P
(
γ

j

2 |NM
)

× · · · × P
(
γ

j

k |NM
)

. The likelihood ratio for record

pair j becomes:

R
(
γ j

)
= P

(
γ j |M)

P
(
γ j |NM

) =
P

(
γ

j

1 |M
)

× P
(
γ

j

2 |M
)

× · · · × P
(
γ

j
k |M

)

P
(
γ

j

1 |NM
)

× P
(
γ

j

2 |NM
)

× · · · × P
(
γ

j

k |NM
)

Taking the log transformation, the overall score based on the likelihood ratio for
record pair j is the sum:

log
[
R

(
γ j

)]
= log

⎛
⎝ P

(
γ

j
1 |M

)

P
(
γ

j
1 |NM

)
⎞
⎠ + log

⎛
⎝ P

(
γ

j
2 |M

)

P
(
γ

j
2 |NM

)
⎞
⎠

+ · · · + log

⎛
⎝ P

(
γ

j

k |M
)

P
(
γ

j
k |NM

)
⎞
⎠

(4)

Note that any log can be taken for the transformation and that here the natural
log is used.

For example, assume from a previous linkage that the following m- and u-
probabilities were obtained:

P(agree on characteristic x|M) = 0.9 if x = first name, last name, year of birth
and 0.8 if x = house number, street name, gender
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P(agree on characteristic x|NM) = 0.05 if x = first name, last name, year of birth
and 0.1 if x = house number, street name, gender

Assume the following record pair j is to be examined:

Name Address Age Gender

Barbara Jones 439 Elm St 1968 M
Barbara Jones 435 Elm St 1969 F

The agreement vector is γ j = (agree first name, agree last name, disagree house
number, agree street name, disagree year of birth, disagree gender) = (1, 1, 0, 1,
0). When there is a disagreement in a matching variable k, the complement of the

likelihood ratio or the disagreement ratio is calculated as

[
1−P

(
γ

j
k |M

)]
[
1−P

(
γ

j
k |NM

)] . The overall

score for record pair j with the agreement vector (1, 1, 0, 1, 0), and based on the
likelihood ratio of each matching variable, is:

log
(
R

(
γ j

)) = log (0.9/0.05) + log (0.9/0.05) + log ((1 − 0.8) / (1 − 0.1))

+ log (0.8/0.1) + log((1 − 0.9) / (1 − 0.05))

+ log ((1 − 0.8) / (1 − 0.1)) = 1.129

Similarly, the overall scores are calculated for all record pairs.
While the m-probability represents the quality of the matching variable and is

not dependent on the actual value of the matching variable, this is not the case
for the u-probability. The u-probability represents the discriminating power of the
matching variable, and hence rare values should provide more weight to the overall
score than common values. In addition, since the number of non-matches is very
large compared with the number of matches when comparing all possible pairs
within blocks, the u-probability P(γ |NM) is often approximated by the marginal
probability P(γ ). For example, the u-probability of month of birth is often taken
as 1/12 and gender as 1/2. Therefore, in many small-scale applications, the u-
probability is calculated as the proportion of value states of the matching variable
in a large dataset or across all possible pairs. However, the calculation of the m-
probability needs good test data or an approach such as the EM algorithm described
in Sect. 3.2.4, since this is calculated as the rate of error among known matches.

The likelihood ratio can be modified to take into account a string comparator. A
common approach when using the simple agree/disagree {1,0} comparison vector of
the F&S framework is by interpolation. Assume matching variable k is first or last
name. The likelihood ratio is modified as follows:

R
(
γ

j
k

)
= �

j

(S1,S2)

P
(
γ

j
k |M

)

P
(
γ

j
k |NM

) +
(

1 − �
j

(S1,S2)

) 1 − P
(
γ

j
k |M

)

1 − P
(
γ

j
k |NM

) (5)
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One can see that if there is a perfect agreement and �
j

(S1,S2)
= 1, then

we obtain the original agreement likelihood ratio, and when �
j

(S1,S2)
= 0 we

obtain the disagreement likelihood ratio. Intermediary values are obtained for the
likelihood ratio under partial agreements. Finally, on the new likelihood ratio, the
log transformation is taken and added to the likelihood ratios of the other matching
variables.

For missing values, one might consider taking a comparator �(S1,S2) of 1/k where
k is the number of categories. For example, a missing value in gender could have a
string comparator of �(S1,S2) = 1/2.

For a quantitative variable such as year of birth, one might want to provide more
of an agreement if the difference in year of birth is 1 or 2 years compared with a
difference in year of birth of more than 3 years. A possible string comparator is:

�(S1,S2) =
{

exp (−|birth year1 − birth year2|/3) if | birth year1 − birth year2 |< 3
0 otherwise

which obtains a value of 1 if birth year 1 = birth year 2, a value of 0.717 if there is
a difference in 1 year, 0.513 if there is a different in 2 years and 0 otherwise.

3.2.3 Setting Thresholds

Based on the observed values of the comparison vector between a record pair,
F&S consider the (log) ratio of probabilities in Eq. (4). A decision rule is given
by thresholds W+ and W− as shown in Eq. (3) which are determined by a priori
error bounds. The errors are defined as Type 1 (false matches) and Type 2 (false
non-matches) errors. These error bounds are preset by the data linker and should
be very small. Generally, the Type 2 error bound is larger than the Type 1 error
bound because data linkage is typically an iterative process, with multiple passes
through the datasets, and hence missed matched pairs may be found in subsequent
passes through the record pairs using different blocking variables. On the other hand,
in a Type 1 error, paired records may be obtained that are erroneously declared
matches, which can cause severe bias in statistical analysis on the matched dataset.
The undetermined record pairs (those record pairs between the upper and lower
cutoff thresholds) are sent for clerical review to determine their match status. Fellegi
and Sunter (1969) show that, given the error bounds, the decision rule in Eq. (3) is
optimal and minimises the number of pairs that need to be clerically reviewed.

The thresholds can be determined by a test dataset where the true match status is
known. The empirical distribution of the overall scores from the matches and non-
matches are used separately to determine the cutoff thresholds. Before calculating
the empirical distribution, the overall scores (likelihood ratios) for each record pair j
should be transformed into a probability according to the following transformation:
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pj = exp(W0+Wj )
exp(W0+Wj)+1

where W0 = log
(

E
A×B−E

)
and A × B is the total number

of pairs, E is the expected number of matches and Wj = log [R(γ j)] the overall
score calculated in Eq. (4).

Based on the transformed overall scores pj, we calculate the cumulative empirical
distribution of the matches and find the threshold W− that corresponds to the
predetermined Type 2 error bound in the lower tail. We then calculate the empirical
distribution of the non-matches and find the threshold W+ that corresponds to the
predetermined Type 1 error bound in the upper tail. All pairs above W+ are declared
matches, all pairs below W− are declared non-matches and those in between are
sent for clerical review, as shown in the decision rule in Eq. (3). Often, the extent
of clerical review is determined by available resources. The costs can also be
incorporated into the decision rule in Eq. (3) (Pepe 2003).

3.2.4 Expectation-Maximisation Algorithm for Estimating Parameters

Fellegi and Sunter (1969) considered the decomposition of the probability of
agreement for record pair j under the simple agree/disagree {1,0} comparison
patterns:

P
(
γ j

)
= P

(
γ j |M

)
P(M) + P

(
γ j |NM

)
(1 − P(M)) (6)

The left-hand side of Eq. (6) obtains the proportion of the agreement patterns
across all possible pairs. For example, for three matching variables, there would
be 8 ( = 23) possible agreement patterns and hence 8 equations; although since
probabilities must sum to 1, the 8th equation is redundant. These probabilities can
be used to solve for the probabilities on the right-hand side of Eq. (6). Assuming a
simple agree/disagree {1,0} pattern for each matching variable, the m-probability for
a matching variable k in record pair j is distributed according to the Bernoulli distri-

bution P
(
γ

j
k |M

)
= m

γ
j
k

k (1 − mk)
1−γ

j
k and under the assumption of conditional

independence across all matching variables: P
(
γ j |M) = ∏

k

m
γ

j
k

k (1 − mk)
1−γ

j
k .

Similarly, for the u-probability: P
(
γ j |NM

) = ∏
k

u
γ

j
k

k (1 − uk)
1−γ

j
k . Therefore,

for each matching variable k, there are two unknown probabilities, mk and uk, as
well as the overall match probability, P(M). With three matching variables, seven
unknown parameters are obtained. Fellegi and Sunter (1969) showed that, by using
information from the frequencies of the agreement patterns on the left-hand side of
Eq. (6), one can estimate these unknown probabilities on the right-hand side of Eq.
(6).

Data linkage will typically have more than three matching variables; thus the aim
of the EM algorithm is to find the best solution. In the E-step, the indicator value is
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estimated for the true match status denoted by g
j
m = 1 if record pair j represents the

same entity (set M) or 0 otherwise and g
j
u = 1 if record pair j does not represent the

same entity (set NM) or 0 otherwise. Applying Bayes’ theorem for the simple case
of agree/disagree {1,0} agreement pattern and starting with initialising values for
the probability of a match (denoted p̂) and m- and u-probabilities for each matching
variable, the estimates of the indicator values for the jth record pair are:

ĝ
j
m =

p̂
∏
k

m̂
γ

j
k

k (1 − m̂k)
1−γ

j
k

p̂
∏
k

m̂
γ

j
k

k (1 − m̂k)
1−γ

j
k + (1 − p̂)

∏
k

û
γ

j
k

k (1 − ûk)
1−γ

j
k

and

ĝ
j
u =

(1 − p̂)
∏
k

û
γ

j
k

k (1 − ûk)
1−γ

j
k

p̂
∏
k

m̂
γ
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k (1 − m̂k)
1−γ

j
k + (1 − p̂)

∏
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k (1 − ûk)
1−γ
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k

In the M-step, the values of the three probabilities are updated, m-probability,

u-probability and the proportion of matched pairs p̂, as follows: m̂k =
∑

j g
j
mγ

j
k∑

j g
j
m

,

ûk =
∑

j g
j
uγ

j
k∑

j g
j
u

and p̂ =
∑

j g
j
m

R , where R is the number of record pairs.

These new estimates can be replaced in the E-step and iterated until convergence,
i.e. the difference between the probabilities at iteration t − 1 and iteration t is below
a small threshold. One can also plug in the u-probabilities if they are value-specific
and known from a large database and use the EM algorithm to estimate the m-
probabilities and the overall match probabilityp̂.

3.3 Post-linkage Stage and Evaluation Measures

After the data linkage process, it is necessary to carry out checks for errors in the
match status of the matched and non-matched dataset. A small random sample is
drawn from the set of matches and the set of non-matches and the accuracy of the
match status is verified, particularly for those record pairs near the threshold cutoff
values. These checks allow accurate estimation of the Type 1 and Type 2 errors.

In terms of classic decision theory, the decision matrix for data linkage is
presented in Table 1.

The probability of a Type 1 error is the proportion of falsely linked non-matches
out of the total number of non-matches. The specificity is the compliment and
represents the correctly non-linked matches out of the total number of non-matches.
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Table 1 Decision matrix for data linkage

Decision No match (null hypothesis) Match (alternative hypothesis)

No link (do not reject null) Ok (true negative) Type 2 error (false negative)
Link (reject null) Type 1 error (false positive) Ok (true positive)

The probability of a Type 2 error is the proportion of incorrectly non-linked pairs
out of the total number of true matches. The compliment is the power of the test,
which is the proportion of correctly paired matches out of the total number of true
matches. This is also known as the sensitivity. In the data linkage literature, it is also
known as recall. Another measure found in the data linkage literature is precision,
which is defined as the number of correctly linked matches out of the total number
of linked pairs.

In summary:

• Sensitivity/recall—correctly matched pairs out of all true matches
• Specificity—correctly not linking non-matches out of all true non-matches
• Precision—correctly matched pairs out of all possible decisive links

It is important to disseminate these measures to users of the linked data to enable
them to understand the quality of the linkage and be able to compensate for linkage
errors in statistical analysis and inference (see Sect. 5).

3.4 Constraints on Matching

The essence of a probabilistic data linkage is iterating passes of the datasets in which
blocking variables (must match exactly) and matching variables (used to compute
the agreement scores) change roles. Blocking variables reduce the computational
burden but increase the false non-match rate. Matching variables increase the
computational burden and manage the trade-off between false match and false
non-match errors. Multiple passes through the pairs are carried out, interchanging
blocking and matching variables. As records are linked, they are removed from the
input files, and therefore one can use fewer blocking variables to avoid the chance
of false non-matches.

In many cases, it may be necessary to match hierarchical datasets, for example,
all individuals within households. The characteristics associated with households,
such as street name and street number, may overwhelm the characteristics associated
with individuals and diminish the power of the statistical test. This is solved by first
matching households based on household variables and then matching individuals
within households. This partitions the set of pairs as matches within households,
non-matches within households and non-matches outside of households. All non-
matches are collapsed into one class for the next iteration through the record pairs.

Another requirement is to ensure that matching variables are not highly corre-
lated with each other, since this diminishes the discriminating power of the variable.
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For example, age and year of birth should not be used together as matching variables
for data linkage.

4 Recent Advances

Two areas that have shown much development in recent years are clustering
algorithms for linkage across multiple databases, specifically for deduplication, and
privacy-preserving record linkage. More details are provided below.

4.1 Indexing and Blocking

Traditionally, blocking variables partition records based on an exact match to values
of a variable such as postcode or first initial of first name (see Sect. 3.1.3), and the
data linkage is carried out iteratively, exchanging blocking and matching variables.
More formally, this is known as indexing, which is the procedure to reduce the
search space of record pairs that are unlikely to contain true matches. Multipurpose
indexing can be carried out by performing multiple blocking passes and using
different blocking variables and then taking the union of all the retained pairs.
Other approaches include a neighbourhood approach, where records are sorted on
each database and a sliding window of fixed size is used to define the blocks,
and canopy clustering, where a distance metric (e.g. similarity score) is calculated
between the blocking variables and records are inserted into one or more clusters.
Then, each cluster becomes a block from which record pairs are produced. Filtering
discards any pairs not initially excluded by the blocking variables but which are
still unlikely to contain a true match. These techniques and others are described
in Christen (2012) and Murray (2016). Steorts et al. (2016) and Sadinle (2017)
have also applied innovative methods for indexing and deduplication in multiple
databases using clustering techniques. This has led to new representations of the
data linkage problem within a Bayesian framework.

4.2 Privacy-preserving Record Linkage

In privacy-preserving record linkage, the matching variables are encrypted using
computer science techniques instead of coarsened, perturbed or deleted, as is the
usual practice in statistical disclosure control. The encryption of matching variables
takes the form of ‘hashing’, where the strings are first split into bigrams and then
hash functions are used to encrypt each bigram. Another approach is the use of
Bloom filters, where strings are encoded into a data structure defined as a bit string
(an array of 0s and 1s) that can be represented as an integer in its binary form
and used to test whether or not an element is a member of the set (Schnell et
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al. 2009). Even if matching variables are encrypted, they can be used in exact
matching. Furthermore, similarity scores can be used as string comparators; the
most commonly used is the Jaccard score. For the hashed bigrams, the Jaccard score
is the ratio of the exact matching bigrams divided by the total number of bigrams.
For the bloom filter, the Jaccard score is the ratio of the common bits in the string
divided by the total number of bits.

As a relatively new area of research, privacy-preserving record linkage is making
the crossover from computer science into the statistics community. There is still
much work to be done to prove that the method is viable and ‘fit for purpose’.
Smith and Shlomo (2014) propose data linkage within and across data archives with
data custodians allowing the encryption of matching variables based on a common
seed. Users can then request a probabilistic data linkage based on the F&S approach
through an interface.

One of the drawbacks of privacy-preserving record linkage is that clerical review
cannot be carried out except by a trusted third party, who would have access to the
original strings and the keys for the encryption.

5 Analysis of Linked Data

Research into the analysis of linked data that are subject to linkage errors has
recently gained traction. Earlier work by Scheuren and Winkler (1993, 1997)
followed by Lahiri and Larsen (2005) and Chambers (2009) has dealt with the
problem of linkage errors in regression modelling. Assume a one-to-one match on
two datasets of the same size where a variable X on file A is linked to a variable
Y from file B. C is defined as the permutation matrix of {0,1} representing the data
linkage. For example:

⎛
⎝0 0 1

1 0 0
0 1 0

⎞
⎠

⎛
⎝ x1

x2

x3

⎞
⎠ =

⎛
⎝ x3 y1

x1 y2

x2 y3

⎞
⎠

Consider the regression equation Y = CXβ + ε ε∼N(0, σ 2In). A naive and
biased estimate of β is β̂N = (

X′C′CX
)−1

X′C′Y . If both X and Y are written in
their design matrix form, the naive contingency table can be written as X′C′Y.

We assume that C is a random permutation matrix whose distribution is
dependent on the parametric estimates of the record linkage denoted by ψ and on
X. Define Q = E(C|X, ψ) as a probability error matrix as follows:

{
Y ∗

i = Yi with probability qii

Y ∗
i = Yj with probability qij i �= j

where Y ∗
i is the linked record and Yi is the true record.
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Lahiri and Larsen (2005) propose an unbiased estimator for the regression
parameter β: β̂LL = (

X′Q′QX
)−1

X′Q′Y ∗. For the contingency table, an unbiased
estimator is X′ Q−1Y∗ . An additional estimator proposed for the contingency table is
X′ Q′ Y∗ , and although this is a biased estimator, it will generally have smaller mean
square error than the unbiased estimator. This is the subject for further research.

How to obtain the error matrix Q is still a subject of open debate. Lahiri and
Larsen (2005) suggest using the matching probabilities, themselves derived from the
linkage process to define the Q matrix. Chambers (2009) mentions that researchers
analysing the data would probably not have access to all the matching probabilities
and proposes working with the data linkers to estimate linkage errors using small
random samples in a post-linkage step.

Chambers (2009) defines the exchangeable linkage error model for estimating
the Q matrix under the following assumptions: one-to-one match and no missed
links; data linkage errors occur only within distinct blocks m, m = 1,2 . . .M, and
each block is of size nm; within each block m, the linkage is non-informative, i.e.
the probability of a correct match is the same for all records in the block; and it is
equally likely that any two records could in fact be the correct match.

Based on these criteria, the Q matrix is defined as follows:
Let Pr(correct link) = P(Cm(i, i) = 1) = qm and Pr(not correct link) = P(Cm(i, j)

= 1) = (1 − qm)/(nm − 1),
where Q is a block diagonal matrix of m blocks of size nm and in each block qm

is on the diagonal and (1 − qm)/(nm − 1) is on the off-diagonal. Note that the row
sums to 1, as is the requirement for a probability error matrix. Chambers (2009) also
proposed a modification that adapts for false non-matches, which would not appear
in the dataset.

In another approach, Goldstein et al. (2012) treat the equivocal links (those
links that are not an exact match) as missing values. They then impute the
values under two approaches: standard multiple imputation and extended multiple
imputation, where the posterior distribution is adjusted by priors defined by the
matching probabilities. Under the non-informative linkage assumption (similar to
the exchangeable linkage error model) and assuming no model misspecification for
the multiple imputation of the equivocal links, the authors achieve good results for
reducing bias caused by linkage errors.

Further research is ongoing into other types of regression modelling, the
relaxation of the restrictions of the exchangeable linkage error model and also the
use of calibration to compensate for missed links. One significant problem that
remains is specifying the error probabilities in the Q matrix. It may be possible
under certain conditions to simulate the matching process based on the matching
parameters and estimate error rates through a bootstrap procedure, as described in
Winglee et al. (2005) and Chipperfield and Chambers (2015).
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Privacy in Microdata Release:
Challenges, Techniques, and Approaches

Giovanni Livraga

1 Introduction

We live in a society that relies more and more on the availability of data to make
knowledge-based decisions (Livraga, 2015). The benefits that can be driven by data
sharing and dissemination have been widely recognized for a long time now (Foresti,
2011; Livraga, 2015), and are visible to everybody: for instance, medical research
is a simple example of a field that, leveraging analysis of real clinical trials made
available by hospitals, can improve the life quality of individuals. At the same
time, many laws and regulations have recognized that privacy is a primary right
of citizens, acknowledging the principle that sensitive information (e.g., personal
information that refers to an individual) must be protected from improper disclosure.
To resolve the tension between the (equally strong) needs for data privacy and
availability, the scientific community has been devoting major efforts for decades
to investigating models and approaches that can allow a data owner to release a
data collection guaranteeing that sensitive information be properly protected, while
still allowing useful analysis to be performed (Bezzi et al., 2012; De Capitani di
Vimercati et al., 2011b).

In the past, data were typically released in the form of aggregate statistics
(macrodata): while providing a first layer of protection to the individuals to whom
the statistics pertain, as no specific data of single respondents (i.e., the individuals
to whom data items refer) are (apparently) disclosed (De Capitani di Vimercati
et al., 2011a), releasing precomputed statistics inevitably limits the analysis that
a recipient can do. To provide recipients with greater flexibility in performing
analysis, many situations require the release of detailed data, called microdata.
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Indeed, since analyses are not precomputed, more freedom is left to the final
recipients. The downside, however, comes in terms of major privacy concerns, as
microdata can include sensitive information precisely related to individuals.

As will be illustrated in this chapter, the first attempts towards the development of
microdata protection approaches pursued what today are typically called syntactic
privacy guarantees (Ciriani et al., 2007a; Clifton and Tassa, 2013; De Capitani di
Vimercati et al., 2012). Traditional protection approaches (e.g., k-anonymity (Sama-
rati, 2001) and its variations) operate by removing and/or generalizing (i.e., making
less precise/more general) all information that can identify a respondent, so that
each respondent is hidden in a group of individuals sharing the same identifying
information. In this way, it is not possible to precisely link an individual to her
(sensitive) information. Existing solutions following this approach can be used to
protect respondents’ identities as well as their sensitive information (Livraga, 2015),
also in emerging scenarios (De Capitani di Vimercati et al., 2015b). Alternative
approaches based on the notion of differential privacy (Dwork, 2006) have then
been proposed. Trying to pursue a relaxed and microdata-adapted version of a well-
known definition of privacy by Dalenius (1977), that anything that can be learned
about a respondent from a statistical database should be learnable without access to
the database, differential privacy aims at ensuring that the inclusion in a dataset of
the information of an individual does not significantly alter the outcome of analysis
of the dataset. To achieve its privacy goal, differential privacy typically relies on
controlled noise addition, thus perturbing the data to be released (in contrast to
k-anonymity-like solutions that, operating through generalization, guarantee data
truthfulness). There has been a major debate in the scientific community regarding
which approach (syntactic techniques versus differential privacy) is the “correct”
one (Clifton and Tassa, 2013; Kifer and Machanavajjhala, 2011), and recent studies
have pointed out that, while they pursue different privacy goals through different
protection techniques, both approaches are successfully applicable to different
scenarios, and there is room for both of them (Clifton and Tassa, 2013; Li et al.,
2012a), possibly jointly adopted (Soria-Comas et al., 2014). Both the approaches
have in fact been used in different application scenarios, ranging from the protection
of location data (e.g., Peng et al. 2016; Xiao and Xiong 2015), to privacy-preserving
data mining (e.g., Ciriani et al. 2008; Li et al. 2012c), and to the private analysis of
social network data (e.g., Tai et al. 2014; Wang et al. 2016), just to name a few.

The goal of this chapter is to illustrate some of the best-known protection
techniques and approaches that can be used to ensure microdata privacy. The
remainder of this chapter is organized as follows. Section 2 presents the basic
concepts behind the problem of microdata protection, illustrating possible privacy
risks and available protection techniques. Section 3 discusses some well-known
protection approaches. Section 4 illustrates some extensions of the traditional
approaches, proposed to relax or remove some assumptions for use in advanced
scenarios, with a specific focus on the problem of protecting microdata coming from
multiple sources. Finally, Sect. 5 concludes the chapter.
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2 Microdata Protection: Basic Concepts

This section illustrates the key concepts behind the problem of protecting microdata
privacy. It discusses firstly some privacy issues that can arise in microdata release
(Sect. 2.1), and secondly the protection techniques that have been proposed by the
research community to protect microdata (Sect. 2.2).

2.1 Microdata Privacy

Microdata can be represented as relational tables including a set of tuples, related
to a set of individuals (called respondents), and defined over a set of attributes.
Traditional data protection approaches classify attributes in a microdata table
depending on their identifying ability and sensitivity, as follows (Ciriani et al.,
2007a).1

– Identifiers: attributes that uniquely identify a respondent (e.g., Name and SSN).
– Quasi-identifiers (QI): attributes that, in combination, can be linked to external

information to reidentify (all or some of) the respondents to whom information
refers, or to reduce the uncertainty over their identities (e.g., DoB, Sex, and
ZIP).

– Sensitive attributes: attributes that represent information that should be kept
confidential (e.g., Disease).

The first step in protecting a microdata table to be released is to remove (e.g.,
by deleting or encrypting) all identifiers from the table. This process, usually
referred to as de-identification, is unfortunately not sufficient to effectively ensure
the anonymity of the data, due to the presence of QI attributes (e.g., 63% of the entire
US population in the US 2000 Census was uniquely identifiable by the combination
of their gender, ZIP code, and full date of birth (Golle et al., 2006)). To illustrate,
consider the de-identified version of a microdata table including information on
a set of hospitalized patients in Fig. 1a. Figure 1b illustrates a sample excerpt of
a (fictitious) publicly available voter list for the municipality of New York City.
Attributes DoB, Sex, and ZIP can be used to link the two tables, allowing the
re-identification (with either full confidence or a certain probability) of some of
the de-identified respondents in Fig. 1a. For instance, the de-identified microdata
include only one female respondent, born in 1958/12/11 and living in the 10180
area (tuple 11). If this combination of QI values is unique in the external world as
well, the voter list can be exploited to uniquely reidentify the eleventh tuple with
respondent Kathy Doe, also disclosing the fact that she has been hospitalized for

1In this chapter, SSN, DoB, and ZIP are attributes representing Social Security Numbers (the de
facto US identification number for taxation and other purposes), dates of birth, and ZIP codes (US
postal codes).



70 G. Livraga

Fig. 1 An example of a de-identified microdata table (a) and of a publicly available non-de-
identified dataset (b)

epilepsy. Given that tremendous amounts of data are generated and shared every
day, the availability of non-de-identified datasets that can be used for linking is a
realistic threat. Unfortunately, unlike direct identifiers, QI cannot be easily removed
to protect privacy, since QI attributes can represent a large portion of the attributes
in the table, and their complete removal would reduce the utility of the anonymized
data too much (e.g., removing also the QI from the de-identified microdata in Fig. 1a
would leave only a list of diseases, most probably of limited interest to the final
recipients).

Given a de-identified microdata table, two different kinds of improper disclosure
can occur, as follows (Federal Committee on Statistical Methodology, 2005).

– Identity disclosure, occurring whenever the identity of a respondent can be
somehow determined and associated with a (de-identified) tuple in the released
microdata table.



Privacy in Microdata Release: Challenges, Techniques, and Approaches 71

– Attribute disclosure, occurring when a (sensitive) attribute value can be asso-
ciated with an individual (without necessarily being able to link the value to a
specific tuple).

2.2 Protection Techniques

Various microdata protection techniques have recently been proposed by the
scientific community (Ciriani et al., 2007b; Federal Committee on Statistical
Methodology, 2005). An initial distinction can be made betweenmasking techniques
and synthetic data generation techniques: while these latter aim to release a new,
synthetic dataset that preserves some statistical properties of the original data,
masking techniques operate directly on the original microdata, to sanitize them
before release, and can be classified as follows.

– Non-perturbative techniques do not directly modify the original data, but remove
details from the microdata table: they sacrifice data completeness by releasing
possibly imprecise and/or incomplete data to preserve data truthfulness. Exam-
ples of non-perturbative techniques include suppression, generalization, and
bucketization. Suppression selectively removes information from the microdata
table. Generalization, possibly based on ad hoc generalization hierarchies, selec-
tively replaces the content of some cells in the microdata table (e.g., a complete
date of birth) with more general values (e.g., year of birth). Bucketization
operates on sets of attributes whose joint visibility should be prevented (e.g.,
the name and the disease of a patient), and operates by first partitioning tuples
in buckets and attributes in groups, and then shuffling the semi-tuples within
buckets so as to break their correspondence (De Capitani di Vimercati et al.,
2015a, 2010; Li et al., 2012b; Xiao and Tao, 2006).

– Perturbative techniques distort the microdata table to be released by modifying
its informative content, hence sacrificing data truthfulness. Examples of pertur-
bative techniques include noise addition and microaggregation. Noise addition
intuitively adds controlled noise to the original data collection. Protection is
provided by the fact that some values (or combinations among them) included
in the released table might not correspond to real ones, and vice versa. Microag-
gregation (originally proposed for continuous numerical data and then extended
also to categorical data (Torra, 2004)) selectively replaces original tuples with
new ones. It operates by first clustering the tuples in the original microdata table
in groups of a certain cardinality in such a way that tuples in the same cluster
are similar to each other, and then by replacing the tuples in a cluster with
a representative one computed through an aggregation operator (e.g., mean or
median).

The protection techniques illustrated above can be adopted to effectively protect
the confidentiality of a microdata collection to be released. Given a data collection
to be protected and released, some key questions then need to be answered: what
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technique should be used? Should a combination of techniques be preferred to a
single one? To which portion of the data (e.g., the entire table, a subset of tuples,
and a subset of attributes) should the technique be applied? Whatever the answers to
these questions, an important observation is that all microdata protection techniques
cause an inevitable information loss: non-perturbative techniques produce datasets
that are not as complete or as precise as the originals, and perturbative techniques
produce datasets that are distorted. For these reasons, the scientific community
has recently developed protection approaches that, given a privacy requirement to
be satisfied (e.g., the protection of the identities of the microdata respondents),
rely on a controlled adoption of some of these microdata protection techniques to
protect privacy while limiting information loss, as illustrated in the remainder of this
chapter.

3 Microdata Protection Approaches

This section illustrates the most important protection approaches that have driven
research in microdata protection in the past couple of decades, together with the
privacy requirements they pursue and the microdata protection techniques (see
Sect. 2) that are typically adopted for their enforcement.

3.1 k-Anonymity

The first and pioneering approach for protecting microdata against identity dis-
closure is represented by k-anonymity (Samarati, 2001), enforcing a protection
requirement typically applied by statistical agencies that demands that any released
information be indistinguishably related to no less than a certain number k of
respondents. Following the assumption that re-identification of de-identified micro-
data takes advantage of QI attributes, such general requirement is translated into the
k-anonymity requirement: each release of data must be such that every combination
of values of the QI can be indistinctly matched to at least k respondents (Samarati,
2001). A microdata table satisfies the k-anonymity requirement iff each tuple cannot
be related to less than k individuals in the population, and vice versa (i.e., each
individual in the population cannot be related to less than k tuples in the table).
These two conditions hold since the original definition of k-anonymity assumes that
each respondent is represented by at most one tuple in the released table and vice
versa (i.e., each tuple includes information related to one respondent only).

Verifying the satisfaction of the k-anonymity requirement would require knowl-
edge of all existing external sources of information that an adversary might
use for the linking attack. This assumption is indeed unrealistic in practice, and
therefore k-anonymity takes the safe approach of requiring that each respondent be
indistinguishable from at least k − 1 other respondents in the released microdata.
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A table is therefore said to be k-anonymous if each combination of values of the
QI appears in it with either zero or at least k occurrences. For instance, the table in
Fig. 1a is 1-anonymous if we assume the QI to be composed of DoB, Sex, and ZIP,
since at least one combination of their values (i.e., 〈1958/12/11, F, 10180〉) appears
only once in the table (i.e., in the eleventh tuple). Since each combination of QI
values is shared by at least k different tuples in the microdata table, each respondent
cannot be associated with fewer than k tuples in the released table and vice versa,
also satisfying the original k-anonymity requirement (being the definition of a k-
anonymous table a sufficient, though not necessary, condition for the satisfaction of
the k-anonymity requirement).

Traditional approaches to enforcing k-anonymity operate on QI attributes by
modifying their values in the microdata to be released, while leaving sensitive and
nonsensitive attributes as they are (recall that direct identifiers are removed from
the microdata as the first step). Among the possible data protection techniques that
might be enforced on the QI, k-anonymity typically relies on the combined adoption
of generalization and suppression, which have the advantage of preserving data
truthfulness when compared to perturbative techniques (e.g., noise addition; see
Sect. 2.2). Suppression is used to couple generalization, as it can help in reducing
the amount of generalization that has to be enforced to achieve k-anonymity; in
this way, it is possible to produce more precise (though incomplete) tables. The
intuitive rationale is that, if a microdata table includes a limited number of outliers
(i.e., QI values with less than k occurrences) that would force a large amount of
generalization to satisfy k-anonymity, these outliers could be more conveniently
removed from the table, improving the quality of the released data.

Generalization and suppression can be applied at various granularity levels
(i.e., generalization at the cell and attribute levels, and suppression at the cell,
attribute, and tuple levels), and the combined use of generalization and suppression
at different granularity levels produces different classes of approaches to enforcing
k-anonymity (Ciriani et al., 2007a). The majority of the approaches available in the
literature adopt attribute-level generalization and tuple-level suppression (Bayardo
and Agrawal, 2005; LeFevre et al., 2005; Samarati, 2001). Figure 2 illustrates a
4-anonymous table obtained from the microdata in Fig. 1a through attribute-level
generalization (DoB, Sex, and ZIP have been generalized by removing the day
of birth, sex, and the last two digits of the ZIP code, respectively) and tuple-
level suppression (the 11th tuple related to Kathy has been suppressed). Cell-level
generalization has also been investigated as an approach to producing k-anonymous
tables (LeFevre et al., 2006). To reduce the inevitable information loss (the original
microdata informative content is either reduced in detail or removed), it is necessary
to compute an optimal k-anonymization minimizing generalization and suppression,
which has been shown to be an NP-hard problem (Ciriani et al., 2007a), and both
exact and heuristic algorithms have been proposed.

As a last remark on k-anonymity, it should be noted that some recent
approaches have been proposed to obtain k-anonymity through microaggregation
(see Sect. 2.2) (Domingo-Ferrer and Torra, 2005; Soria-Comas et al., 2014).
To this end, the QI undergoes microaggregation, so that each combination of
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Fig. 2 An example of
4-anonymous table

Fig. 3 An example of a
microdata table (a) and of a
3-anonymous version of it (b)
obtained by adopting
microaggregation

QI values in the original microdata table is replaced with a microaggregated
version. Figure 3b illustrates a 3-anonymous version of the microdata in Fig. 3a
obtained through microaggregation, assuming Age to be the QI, and Disease
the sensitive attribute. Note that, being microaggregation a perturbative protection
technique, k-anonymous tables computed adopting this approach do not preserve
data truthfulness.

3.2 �-Diversity and t-Closeness

While k-anonymity represents an effective solution to protect respondent identities,
it does not protect against attribute disclosure (Samarati, 2001). A k-anonymous
table can in fact still be vulnerable to attacks allowing a recipient to determine
with non-negligible probability the sensitive information of a respondent, as fol-
lows (Machanavajjhala et al., 2007; Samarati, 2001).
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– Homogeneity attack. A homogeneity attack occurs when all the tuples in an
equivalence class (i.e., the set of tuples with the same value for the QI) in a
k-anonymous table assume the same value for the sensitive attribute. If a data
recipient knows the QI value of a target individual x, she can identify the
equivalence class representing x, and then discover the value of x’s sensitive
attribute. For instance, consider the 4-anonymous table in Fig. 2 and suppose that
a recipient knows that Gloria is a female living in the 10039 area and born on
1955/09/10. Since all the tuples in the equivalence class with QI value equal
to 〈1955/09, ∗, 100 ∗ ∗〉 assume value helicobacter for attribute Disease, the
recipient can infer that Gloria suffers from a helicobacter infection.

– External knowledge attack. The external knowledge attack occurs when the data
recipient possesses some additional knowledge (not included in the k-anonymous
table) about a target respondent x, and can use it to reduce the uncertainty about
the value of x’s sensitive attribute. For instance, consider the 4-anonymous table
in Fig. 2 and suppose that a recipient knows that a neighbor, Mina, is a female
living in the 10045 area and born on 1955/12/30. Observing the 4-anonymous
table, the recipient can infer only that the neighbor suffers from dermatitis,
retinitis, or gastritis. Suppose now that the recipient sees Mina tanning without
screens at the park every day: due to this external information, the recipient can
exclude the likelihood that Mina suffers from dermatitis or retinitis, and infer
that she suffers from gastritis.

The original definition of k-anonymity has been extended to 
-diversity to
counteract these two forms of attack. The idea behind 
-diversity is to take into
account the values of the sensitive attributes when clustering the original tuples,
so that at least 
 well-represented values for the sensitive attribute are included
in each equivalence class (Machanavajjhala et al., 2007). While several definitions
for “well-represented” values have been proposed, the simplest formulation of 
-
diversity requires that each equivalence class be associated with at least 
 different
values for the sensitive attribute. For instance, consider the 4-anonymous and 3-
diverse table in Fig. 4 and suppose that a recipient knows that a neighbor, Mina, a
female living in the 10045 area and born on 1955/12/30, tans every day at the park
(see example above). The recipient can now only exclude value dermatitis, but she
cannot be sure about whetherMina suffers from gastritis or a helicobacter infection.

Computing an 
-diverse table minimizing the loss of information caused by
generalization and suppression is computationally hard. However, since 
-diversity
basically requires computing a k-anonymous table (with additional constraints on
the sensitive values), any algorithm proposed for computing a k-anonymous table
that minimizes loss of information can be adapted to also guarantee 
-diversity,
simply by controlling whether or not the condition on the diversity of the sensitive
attribute values is satisfied by all the equivalence classes (Machanavajjhala et al.,
2007). As a last remark on 
-diversity, it might be possible to obtain 
-diverse
tables by departing from generalization and adopting instead a bucketization-based
approach (see Sect. 2.2), for instance, by adopting the Anatomy approach (Xiao and
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Fig. 4 An example of
4-anonymous and 3-diverse
table

Tao, 2006), or other (possibly more general) techniques (Ciriani et al., 2012; De
Capitani di Vimercati et al., 2014, 2015a, 2010).

Although 
-diversity represents a first step in counteracting attribute disclosure,
an 
-diverse table might still be vulnerable to information leakage caused by
skewness attacks (where significant differences can be seen in the frequency
distribution of the sensitive values within an equivalence class with respect to that
of the same values in the overall population), and similarity attacks (where the

 sensitive values of the tuples in an equivalence class are semantically similar,
although syntactically different) (Li et al., 2007). To counteract these two disclosure
risks, it is possible to rely on the definition of t-closeness (Li et al., 2007), requiring
that the frequency distribution of the sensitive values in each equivalence class be
close (i.e., with distance smaller than a fixed threshold t) to that in the released
microdata table.

3.3 Differential Privacy

Differential privacy (DP) is a recent privacy definition that departs from the guaran-
tees and enforcement techniques characterizing k-anonymity and its extensions, and
aims to guarantee that the release of a dataset does not disclose sensitive information
about any individual, who may or may not be represented therein (Dwork, 2006).
DP aims at releasing a dataset permitting the disclosure of properties about the
population as a whole (rather than the microdata themselves), while protecting
the privacy of single individuals. The privacy guarantee provided by DP relies on
ensuring that the probability of a recipient correctly inferring the sensitive value of
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a target respondent x be not affected by the presence or absence of x’s tuple in the
released dataset.

DP can be adopted either to respond to queries (interactive scenario) issued
against a microdata table or to produce a sanitized dataset to be released (noninter-
active scenario). In the interactive scenario, DP is ensured by adding random noise
to the query results evaluated on the original dataset (Dwork et al., 2006), sacrificing
data truthfulness. Unfortunately, the interactive scenario limits the analysis that
the recipient can perform, as it allows only a limited number of queries to be
answered (Soria-Comas et al., 2014). In the noninteractive scenario, a dataset is
produced and released, typically based on the evaluation of histogram queries
(i.e., counting the number of records having a given value). To reduce information
leakage, these counts are computed through a DP mechanism.

Unlike k-anonymity and its variations, which guarantee a certain degree of
privacy to the microdata to be released, DP aims to guarantee that the release
mechanism K (e.g., the algorithm adopted to compute the data to be released,
whether query answers in the interactive scenario or sanitized counts in the
noninteractive scenario) is safe with respect to privacy breaches. A dataset to be
released satisfies DP if the removal/insertion of one tuple from/to the dataset does
not significantly affect the result of the evaluation of K. In this way, the protection
offered by DP lies in the fact that the impact that a respondent has on the outcome of
a certain analysis (or on the generation of the sanitized dataset) remains negligible.
In fact, DP guarantees that the probability of observing a result for the evaluation of
K over T is close to the probability of observing that result for the evaluation of K
over a dataset T ′ differing from T for a tuple only.

DP offers strong privacy guarantees at the price of imposing strict conditions on
what kind of, and how, data can be released (Clifton and Tassa, 2013). In addition,
the amount of noise that needs to be adopted can significantly distort the released
data (Clifton and Tassa, 2013; Fredrikson et al., 2014; Soria-Comas et al., 2014),
thus limiting in practice their utility for final recipients. Some relaxations of DP
have therefore been proposed (e.g., Dwork and Smith 2009; Mironov et al. 2009),
possibly applicable to specific real-world scenarios (e.g., Hong et al. 2015), with the
aim of finding a reasonable tradeoff between privacy protection and data utility.

It is interesting to note that a recent approach has been proposed using k-
anonymity and DP approaches together, with the aim of reducing the amount of
noise needed to ensure DP (Soria-Comas et al., 2014). The proposal builds on the
observation that, given a microdata table T and a query q for which the outputs are
required to be differentially private, if the query is run on a microaggregation-based
(see Sect. 3.1) k-anonymous version Tk of T , the amount of noise to be added to the
output of q for achieving DP is greatly reduced (compared with the noise that would
be needed if q were run on the original T ). To this end, microaggregation should be
performed carefully so that it can be considered insensitive to the input data (i.e., for
any pair of datasets T and T ′ differing by one tuple, given the clusters {c1, . . . , cn}
produced by the microaggregation over T and the clusters {c′

1, . . . , c
′
n} produced

by the microaggregation over T ′, each pair of corresponding clusters differs in at
most one tuple). This is a key property required for the microaggregation to succeed
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in reducing the noise that will then be employed to ensure DP, as it reduces the
sensitivity of the query to be executed (Soria-Comas et al., 2014) and hence the
result distortion. This approach can also be used in the noninteractive scenario.
To this end, a k-anonymous version Tk of T is first built through an insensitive
microaggregation. The differentially private dataset TDP is then built by collating
the n differentially private answers to a set of n queries (with n the number of tuples
in Tk), where the ith query (i = 1, . . . , n) aims at retrieving the ith tuple in Tk .

4 Extensions for Advanced Scenarios

The traditional microdata protection approaches in the literature (see Sect. 3) are
built on specific assumptions that can limit their applicability to certain scenarios.
For instance, they assume the data to be released in a single table, completely
available for anonymization before release, and never republished. However, it may
happen that data are either republished over time or continuously generated, as in
the case with data streams: recent proposals (e.g., Fung et al. 2008; Loukides et al.
2013; Shmueli and Tassa 2015; Shmueli et al. 2012; Tai et al. 2014; Xiao and Tao
2007) have extended traditional approaches to deal with these scenarios.

One of the assumptions on which the original formulations of k-anonymity, DP,
and their extensions were based is that the microdata to be anonymized are stored in
a single table. This assumption represents a limitation in many real-world scenarios,
in which the information that needs to be released can be spread across various
datasets, and where the privacy goal is that all released information be effectively
protected. There are two naive approaches that one might think of adopting: join-
and-anonymize and anonymize-and-join. The first approach, in which all tables
to be released are first joined in a universal relation that is then anonymized by
adopting one of the traditional approaches, might not work whenever there is no
single subject authorized to see and join all original relations, which might be
owned by different authorities. The second approach (i.e., first anonymize each
table singularly taken and then release the join among the sanitized versions of all
tables) does not guarantee appropriate protection: for instance, if a QI is spread
across multiple tables, it could not be effectively anonymized by looking at each
relation individually. The scientific community has recently started looking at this
problem, and some solutions have been proposed (typically extending k-anonymity
and its variations) to address the multiple tables scenario.

A first distinction has to be made depending on whether the multiple tables
to be released belong to the same authority (e.g., different relations of a single
database) that therefore has a complete view over them, or the tables belong to
different authorities, where no subject in the picture has a global view of the entire
informative content that needs to be released. In the first scenario, a careful join-and-
anonymize approach might do. However, the anonymization has to be performed
with extreme care to avoid vulnerability to privacy breaches. For instance, assume
n relations, owned by the same authority, to be released together provided that k-
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anonymity is satisfied by their join. When computing the join among the n relations,
it might be possible that the k-anonymity assumption of one respondent being
represented by a single tuple is not satisfied (as different tuples could be related to
the same respondent). The risk here is that (some of) the different tuples related
to the same individual are “anonymized together”: hence, an equivalence class
of size k might refer to less than k respondents, violating their privacy despite
the relation being apparently k-anonymous. To overcome this issue, MultiR k-
anonymity (Nergiz et al., 2007) has been proposed to extend the definition of
k-anonymity and 
-diversity to multiple relations belonging to a snowflake database
schema.

When the relations to be anonymized belong to different authorities, it is clearly
not possible to join them beforehand. One might think to first anonymize each
relation individually and then join the obtained results on the (anonymized) QI.
Unfortunately, this strategy is not trivial: besides possibly exploding in size, the
joined tuples could not be used for meaningful analysis, as many tuples in the join
would be incorrect (joining over the anonymized QI would join more tuples than
using the original values). Some approaches have recently been proposed to address
this issue. For instance, distributed k-anonymity (DkA (Jiang and Clifton, 2006))
proposes a distributed framework for achieving k-anonymity. The applicability of
this approach is limited to two relations (defined as two views over a global data
collection), which can be correctly joined through a 1:1 join on a common key.
The framework builds a k-anonymous join of the two datasets, without disclosing
any information from one site to the other. In a nutshell, the approach works
iteratively in three steps: (1) each data holder produces a k-anonymous version of
her own dataset; (2) each data holder checks whether or not joining the obtained
k-anonymous datasets would maintain global k-anonymity; and (3) if so, join
and release, otherwise go back to step 1 and further generalize the original data.
Checking the global anonymity (step 2) is a critical task, as it requires the two parties
to exchange their anonymized tables. To avoid information leakage, encryption is
adopted and, in this regard, the price to be paid for this approach is in terms of the
required encryption and decryption overhead (Jiang and Clifton, 2006; Mohammed
et al., 2011). Recent efforts that have recently been devoted to enforce DP in a
multi-relational setting (Mohammed et al., 2014) (also focusing on two relations
only) should also be highlighted. The solution in Mohammed et al. (2011) instead
does not pose assumptions on the number of relations to be joined but requires
active cooperation among the parties holding the relations to achieve k-anonymity.
In addition, the approach in Mohammed et al. (2011) can be successfully extended
to provide privacy beyond k-anonymity (e.g., by ensuring 
-diversity). Finally, it
should be noted that specific approaches have also been proposed to protect different
tables that need to be sequentially released (Wang and Fung, 2006).
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5 Conclusions

This chapter has addressed the problem of protecting privacy in microdata release.
After a discussion of the privacy risks that can arise when microdata need to be
shared or disseminated, some of the best-known microdata protection techniques
and approaches developed by the scientific community have been illustrated. Some
recent extensions of traditional approaches, proposed to fit advanced scenarios, have
also been highlighted.
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Access to European Statistical System
Microdata

Aleksandra Bujnowska

1 Introduction

Microdata play an essential role as a primary data source in the production of official
statistics. In addition to their use for statistical purposes, the potential of microdata
for policy and scientific purposes has been increasingly recognised over recent
years. Their analysis being facilitated by technological developments, microdata are
extremely valuable as they allow assessment of the underlying structure and causal
links of the studied phenomena.

National statistical offices in the European Union (EU) Member States and
Eurostat can make microdata available to users for research purposes. While
practices to grant access to microdata at national level vary from one country to
another, microdata held by Eurostat for all EU Member States (and in some cases
European Free Trade Association (EFTA) countries) are provided to researchers
according to a transparent approach, in line with applicable legislation.

This chapter focuses on the organisation of access to microdata produced by
official statistics, and in particular by the European Statistical System. Sections 2
and 3 explain basic terms and concepts of microdata access. In Sect. 4 the elements
of the generic microdata access system are presented. Section 5 then introduces the
European microdata access system. Finally, Sect. 6 concludes with some indications
on the way forward.
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Fig. 1 Statistical data available from Eurostat, NSAs and other sources

2 The European Statistical System and European Statistics

The European Statistical System (ESS) is a partnership between Eurostat and
the national statistical institutes (NSIs) and other national authorities responsible in
each Member State for the development, production and dissemination of European
statistics. National statistical authority (NSA) is a generic term for NSIs and
other national data providers (e.g. regional statistical offices, ministries providing
administrative data, etc.); a list of NSAs is available on the Eurostat website.1

European official statistics are important for EU. They are produced and
disseminated by Eurostat in partnership with NSAs. Usually, national official
statistics are based on microdata, collected or accessed by NSAs. Microdata are
then aggregated, transmitted to Eurostat and published. Where necessary for the
production of European statistics, NSAs also transmit microdata to Eurostat (see
Fig. 1). Whenever microdata are transmitted, Eurostat may consider granting access
to these for scientific purposes. In this way, almost all microdata received by
Eurostat are released for scientific purposes.

1Path: Eurostat website/About Eurostat/Our partners/European statistical system.

http://ec.europa.eu/eurostat/about/overview
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3 Microdata Access Terms and Concepts

Microdata are a form of data where sets of records contain information on
individual persons, households or business entities. Traditionally, statistical offices
use microdata only to produce aggregated information such as tables. Publication
of individual information (microdata) is generally not allowed because it may easily
lead to identification of the data subject (person, household or business entity) and
therefore to a breach of statistical confidentiality.

Statistical confidentiality is one of the fundamental principles of official statis-
tics. It is the obligation of the statistical offices to protect confidential data.2 In the
context of European statistics, confidential data are data that allow the identification
of statistical units (individual persons, households or business entities), thereby
disclosing individual information. The statistical unit may be identified in the
different forms of statistical output, e.g. the contribution of largest companies may
be approximated in business statistics. To prevent this, statistical offices check each
output from the point of view of statistical confidentiality. This check is called
statistical disclosure control (SDC).

The SDC methodology helps to identify confidential data in these various output
forms and to hide such data, taking into account relationships between the data (e.g.
additivity of the tables).

In general, official statistics are available in the form of tables where confidential
data are not visible and the data are highly aggregated. But many statistical offices
also make available their data in the form of microdata, namely as (see Fig. 2):

• Public-use files accessible to everybody (sometimes upon registration or licence
signature)

• Confidential microdata files accessible to researchers satisfying specific access
conditions

Confidential microdata files are invaluable for the research community as they
allow deep analysis of relationships in the data, i.e. causalities, dependencies,
convergences, etc. Microdata access systems were developed by statistical institutes
to allow legitimate access to confidential data for scientific purposes.

2The ESS and, in a broader sense, official statistics are legally obliged to respect statistical
confidentiality. The entities collecting data for purposes other than statistical ones (e.g. commercial,
administrative or health purposes) fall into the scope of personal data protection legislation.
Statistical confidentiality protection measures are stricter than those stemming from personal data
protection legislation.



90 A. Bujnowska

Fig. 2 Types of data made
available by statistical offices Official 

statistics

Tables Microdata 

Confidential 
microdata

Public use 
files

4 Elements of the Generic Microdata Access System

Microdata access systems define under which conditions access to confidential
microdata can be granted for external persons, such as researchers. These conditions
are normally outlined in legal acts. In the European Statistical System, access
to microdata may be granted to researchers carrying out statistical analysis for
scientific purposes.3

Microdata files may have different levels of detail. The more detailed the
data, the easier it is to identify individuals. Original statistical records can be
easily identifiable as they contain unique direct identifiers such as names, address,
social security number or identification number (ID number). These confidential
records with direct identifiers are available to the statistical offices only under strict
confidentiality protocols.

Microdata without direct identifiers are called ‘de-identified’ or ‘pseudony-
mised’ microdata (if direct identifiers are replaced by pseudo-identifiers: unique
codes replacing all direct identifiers). De-identified microdata with pseudo-
identifiers are more and more important for the production of official statistics,
as they allow linking data collected from different sources, thus fostering the use
of, for example, administrative sources and derivation of further results on the basis
of already collected data. Pseudo-identifiers also allow the creation of longitudinal
files, following individuals over time. These microdata are still confidential, as
the combination of some rare characteristics may lead to identification of unique
statistical units.

De-identification is a subprocess of anonymisation. In general, anonymisation is
the process of making the data anonymous. However, approaches to this process
differ between countries. In some countries, making the data anonymous is defined
as removal of names, i.e. de-identification. In the European law, anonymisation
is defined as the process aiming at complete protection of microdata, such that

3Article 23 ‘Access to confidential data for scientific purposes’ of the Regulation (EC) No
223/2209 contains enabling clauses for access to ESS microdata.
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the records are no longer identifiable (the records cannot be linked to any ‘real’
person, household or business entity). The different stages of microdata anonymisa-
tion/protection are (see Fig. 3):

• De-identification or pseudoanonymisation: process of removing direct identifiers
(such as name, ID number and address) from the confidential data, and replacing
them with pseudo-identifiers. Pseudo-identifiers can be used to link datasets.

• Partial anonymisation: application of a set of SDC methods to microdata in order
to reduce the risk of identification of the statistical unit. Scientific-use files are
the result of partial anonymisation.

• Complete anonymisation: application of SDC methods that completely eliminate
the risk of identification of the statistical unit (directly or indirectly). Public-use
files contain completely anonymised records.

Table 1 compares all basic types of microdata files and access conditions.
The terms secure-use files and scientific-use files are specific to the European

microdata access system. In the EU countries, there exist similar files but with dif-
ferent names, e.g. scientific-use files are often called ‘microdata files for research’.
The basic characteristics of these files remain the same:

• Secure-use files are files to which no further methods of statistical disclosure
control have been applied. Researchers access these files in the secure environ-
ment provided by NSAs (local or remote access). The final results of the work of
researchers are checked by NSAs to ensure that they do not reveal confidential
data. Each output is checked separately.

• Scientific-use files are files to which methods of statistical disclosure control
have been applied to reduce (not to eliminate!) the risk of identification to an
appropriate level (partial anonymisation). Researchers have access to such files
outside the controlled NSA environment. There are usually no ex post controls
by NSAs; researchers need to follow the confidentiality instructions and are
responsible for making the published results non-confidential.

Secure use files are the richest form of microdata for research. However, the
services related to provision of access are usually expensive for statistical offices.
This is because of infrastructure (dedicated environment for on-site or remote
access) and operational costs related to output checking.

For statistical offices, scientific-use files seem to be more efficient in terms of
cost-benefit ratio. For researchers, the advantage is that they can be used without
having to travel to the premises of the statistical offices (or without logging in to a
remote, secure system).

Scientific-use files may be standard or tailor made, i.e. adapted to the particular
needs of the research project. The risk of a breach confidentiality is smaller
if standard files are released than if specific files are produced on request. For
researchers, however, the standard files are often not sufficiently detailed (e.g.
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the researcher may not need regional details but is interested in the exact age of
individuals, whereas the standard files usually provide a medium level of regional
details and age in bands).

The scientific-use files released by Eurostat are standard, i.e. they are prepared
once for all access requests. Production of tailor-made files would be too burden-
some, as the SDC protection measures must be always agreed with the NSAs.

Example of partial anonymisation methods for EU Labour Force Survey
(LFS) scientific-use files:

AGE—by 5-year bands
NATIONALITY/COUNTRY OF BIRTH—up to 15 predefined groups
NACE (economic activity)—at 1-digit level
ISCO (occupation)—at 3-digit level
INCOME—provided only as (national) deciles and from 2009
HHNUM—household numbers are randomised per dataset, so that respon-
dents cannot be tracked across time

The most common SDC methods to anonymise (partially or completely) the
microdata files are:

• Recoding: provision of information at the more general level (e.g. age bands
instead of exact age).

• Micro-aggregation: replacement of the original value of the variable (e.g.
income) with the average of some (usually 3–5) similar units.

• Record swapping: swapping of, for example, persons between similar house-
holds. Swapping adds uncertainty about the identity of the unit in a microdata
file.

• Rounding: replacement of original value with rounded figure.
• (Local) suppression: removal of identifying variables in the record or the entire

record (e.g. a very large household).
• Sampling: provision of sampled microdata to increase uncertainly about identifi-

cation as a record referring to particular individual may but does not have to be
included in the sample.

The modes of access to secure-use files and scientific-use files are presented in
Table 2.

The modes of access listed in Table 2 are complementary and some NSAs
provide all options. As the operational costs may be high, the NSA services are
sometimes payable.
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5 Use Case: Access to European Statistical System
Microdata (European Microdata)

How does the microdata access system work in practice? Eurostat applies a two-
step procedure to grant access to microdata for research purposes. In the first step,
organisations interested in accessing European microdata submit an application for
recognition to Eurostat. In the second step, researchers from recognised research
entities submit their concrete research proposals.4

Step 1 Recognition as a Research Entity
The recognition of research entities aims at identifying those organisations (or
specific departments of the organisations) that carry out research and can be
entrusted with confidential data. The assessment criteria refer to the purpose of the
entity, its available list of publications and scientific independence. The entities must
also describe security measures in place for microdata protection.

The content of the application is evaluated by Eurostat. Upon positive assess-
ment, the head of a recognised research entity signs the commitment that the
microdata will be used and protected according to the terms agreed. Eurostat
publishes the list of recognised research entities on its website.5

To date (2017) more than 700 research entities were recognised. The majority of
them are universities and research organisations (see Fig. 4).

Recognition of research entities was introduced by Eurostat to provide a contrac-
tual link with the legal entities, rather than with individual researchers.6

Step 2 Submission of Research Proposal
In the second step, researchers from recognised entities submit their concrete
research proposals to Eurostat. Eurostat then consults all national statistical author-
ities that provided the data. If an NSA refuses the access, the data of that country
are removed from the microdata file.

To be eligible, the research proposal must specify the scientific purpose of
the research in sufficient detail, justify the need to use microdata and present the
expected outcomes of the research. The results of the research must be made public.
Each researcher named in the research proposal as a potential user of the microdata
signs an individual confidentiality declaration, in which he or she commits to respect
the specific terms of use of confidential data.

In the research proposal, researchers choose the microdata collections they are
interested in. In 2017 Eurostat granted access to microdata to 12 data collections (see

4The legal basis for access to ESS microdata is Commission Regulation (EU) No. 557/2013 on
access to confidential data for scientific purposes. The Regulation defines criteria for eligible
research entities and research proposals. It also describes how the microdata shall be made available
to researchers (modes of access).
5http://ec.europa.eu/eurostat/documents/203647/771732/Recognised-research-entities.pdf.
6However, in some national systems, only individual researchers are ‘recognised’.

http://ec.europa.eu/eurostat/documents/203647/771732/Recognised-research-entities.pdf
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61%
23%

6%
5%

2% 2% 1% Universities/ Schools
(61%)

Research organisations
(23%)

Private companies (incl.
non-profit) (6%)

Governmental
organisations (5%)

(Central) banks (2%)

European Directorates
General/Agencies (2%)

International
organisations (1%)

Fig. 4 Types of recognised research entities (in 2017)

Annex 1). Most of the European microdatasets are released as scientific-use files.7

The datasets most frequently demanded by researchers are EU Statistics on Income
and Living Conditions (EU-SILC) and Labour Force Survey (LFS). Together they
account for more than 70% of all access requests.

When the research proposal is accepted, the data are made available to the
researchers. Researchers may access the data for the period specified in the
research proposal. If so requested, researchers receive new releases of the approved
microdatasets.

Once the project is finalised, researchers send Eurostat the resulting publications,
which are made available on the dedicated website.8 Researchers must also destroy
the confidential data received.

Eurostat receives around 350 applications for access to microdata per year.

6 Conclusions

The ESS microdata access system is specific as it creates a single entry point of
access to European microdata owned by the NSAs. NSAs agree on the general
access conditions (Regulation 557/2013) and are directly involved in decisions on
the release of particular datasets in particular ways (anonymisation method and
mode of access), and for particular projects (all NSAs are consulted about each
access request).

7The anonymisation methods and/or output checking rules are agreed with NSAs.
8The publications issued using ESS microdata are available here: https://ec.europa.eu/eurostat/
cros/content/publications-received_en.

https://ec.europa.eu/eurostat/cros/content/publications-received_en
https://ec.europa.eu/eurostat/cros/content/publications-received_en
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For Eurostat, access to microdata has become a well-established process.
Recently, Eurostat worked on modernising the microdata access system, e.g.
launching online forms for microdata access applications and piloting online
transmission of scientific-use files. The future plans aim to develop remote execution
and to publish more public-use files.9 Closer collaboration with organisations
such as CESSDA (Consortium of European Social Science Data Archives)
should contribute to the improvement of microdata access services provided by
Eurostat.

Annex 1: European Microdatasets Available for Scientific
Purposes

European
microdatasets
available at Eurostat

Reference
years,
frequency of
new releases

Business
(B)/social (S)
survey

Microdata
file type

Mode of
access

1. Adult Education
Survey (AES)

2007, 2011 S Scientific-use
file

Off site

2. Community
Innovation Survey
(CIS)

2002–2012
(bi-annual)

B Secure-use file
and Scientific
use file

On site (safe
centre in
Eurostat) and
off site

3. Community
Statistics on
Information Society
(CSIS)

2008–2014
(yearly)

S Scientific-use
file

Off site

4. Continuing
Vocational Training
Survey (CVTS)

2005, 2010 B Scientific-use
file

Off site

5. European
Community
Household Panel
(ECHP)

1994–2001
(annual)

S Scientific-use
file

Off site

6. European Health
Interview Survey
(EHIS)

2006–2009
(one data
collection
depending on
the country)

S Scientific-use
file

Off site

(continued)

9Currently available European public-use files are published here: https://ec.europa.eu/eurostat/
cros/content/puf-public-use-files_en.

https://ec.europa.eu/eurostat/cros/content/puf-public-use-files_en
https://ec.europa.eu/eurostat/cros/content/puf-public-use-files_en
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European
microdatasets
available at Eurostat

Reference
years,
frequency of
new releases

Business
(B)/social (S)
survey

Microdata
file type

Mode of
access

7. European Road
Freight Transport
Survey (ERFT)

2011–2014
(annual)

B Scientific-use
file

Off site

8. European Union
Statistics on Income
and Living
Conditions
(EU-SILC)

2004–2015
(annual)

S Scientific-use
file

Off site

9. Household Budget
Survey (HBS)

2010 S Scientific-use
file

Off site

10. Labour Force
Survey (LFS)

1983–2015
(yearly)

S Scientific-use
file

Off site

11. Linked
micro-aggregated
data on ICT usage,
innovation and
economic
performance in
enterprises

2000–2010a B Secure-use file On site (safe
centre in
Eurostat)

12. Structure of
Earnings Survey
(SES)

1995, 2002,
2006, 2010,
2014

B and S Secure-use file
and
scientific-use
file

On site (safe
centre in
Eurostat) and
off site

aThe years covered by the MMD datasets vary from one country to another and are subject mainly
to the availability of the Community Innovation Survey and Survey on ICT Usage and e-Commerce
in Enterprises data

Aleksandra Bujnowska is a Statistical Officer in Unit B1 ‘Methodology and Corporate Archi-
tecture’ at Eurostat. She is leading a team ‘Statistical confidentiality and access to microdata’. For
many years, she has been contributing to the development of the European microdata access system
and has made several interventions on this subject at various events. She has also coordinated
numerous European projects aiming at wider access to confidential data for scientific purposes and
at efficient way of micro- and tabular data protection.
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Giving the International Scientific
Community Access to German Labor
Market Data: A Success Story

Dana Müller and Joachim Möller

1 Introduction

In Germany, as in other countries, social security data offer a great opportunity
for producing cutting-edge empirical analyses. They are the basis for answering
relevant research questions as well as for evaluation studies and evidence-based
policy-making. Data resources are especially valuable if they are linked to estab-
lishment and individual survey data.

As the research unit of the Federal Employment Agency, the Institute for
Employment Research (Institut für Arbeitsmarkt- und Berufsforschung (IAB)) is
responsible for extracting data from administrative processes to produce micro-
datasets that can be used for empirical research on a wide range of labor market
topics. In the past, the data were generally kept within the organization, which not
only led to a drastic underutilization of the data resources but also limited collabo-
ration projects with national and international academic scholars. There were only
rare examples of knowledge spillovers from the international research community
to the Institute’s research projects. With some major exceptions, researchers at the
Institute faced difficulties in keeping pace with the enormous evolution of (micro-)
econometric methods. As a consequence, data analysis was mainly descriptive, and
publication in refereed international journals was the exception rather than the rule.
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With the growing realization that a closed strategy hinders scientific progress, the
strategy was already being softened in the 1990s. In addition, the scientific commu-
nity showed growing demand for exploiting the valuable data resources to answer
research questions. This outside pressure favored the process of opening; however,
development took some time. There was no standardized and institutionalized way
for researchers outside the IAB to gain access to the data until 2004 (Kohlmann
2005).

There were two important impulses to improve data access for the scientific
community. The first was the labor market reforms implemented between 2003 and
2005. An element of these reforms was to strengthen scientific evaluation of active
labor market instruments to increase their efficiency. The second was the recom-
mendation of the German Commission on Improving the Information Infrastructure
Between Science and Statistics (Kommission zur Verbesserung der informationellen
Infrastruktur zwischen Wissenschaft und Statistik) to establish a research data center
at each public producer of microdata in Germany. The Federal Employment Agency
(Bundesagentur für Arbeit (BA)) followed this recommendation and established
a research data center within the IAB in spring 2004. This was facilitated by
the Federal Ministry of Education and Research, which funded the initial process
for 3 years. After an evaluation by the German Data Forum (Rat für Sozial- und
Wirtschaftsdaten) in 2006, a research data center was established as a permanent
department of the IAB (see Solga and Wagner 2007). Today, the Research Data
Centre of the Federal Employment Agency at the IAB (RDC-IAB) is one of 31 such
research data centers that have been established (see http://www.ratswd.de/en/data-
infrastructure/rdc).

The establishment of the RDC-IAB and the reorganization of the institute
under the directorship of Jutta Allmendinger were the starting signal for numerous
collaborations with external scholars. IAB researchers profited especially from joint
projects with international partners. Some of these projects led to publications in
top-ranked international journals (see Dustmann et al. 2009; Card et al. 2013, among
others). Active labor market policies were evaluated using the latest empirical meth-
ods (see, for instance, Wolff and Stephan 2013). In several cases, the labor market
research based on the RDC-IAB data led to a new design of active labor market
policy. A recent example is an evaluation study on the compulsory integration
agreement between the jobseeker and the caseworker. Using a randomized field
experiment and following the labor market biographies of the persons included
in the experiment, IAB was able to show that for some groups of unemployed,
the compulsory regulation is counterproductive and should be replaced by a more
flexible handling of the instrument (van den Berg et al. 2016).

Another important field is to monitor and evaluate the effects of new labor
market regulations or institutions. One example is the minimum wage that was
first implemented in the German construction industry in 1997 and later extended
to other sectors (König and Möller 2009; Möller 2012; Aretz et al. 2013). The
various effects of the general statutory minimum wage that was implemented on
1 January 2015 are currently being analyzed in several projects based on RDC-IAB
data. In general, labor administration and policy-makers have been profiting from

http://www.ratswd.de/en/data-infrastructure/rdc
http://www.ratswd.de/en/data-infrastructure/rdc
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better insight into labor market structures and are now able to optimize labor market
processes and instruments.

Through data access points that adhere to the highest standards of data security
and confidence, the RDC-IAB provides researchers with access to its data resources
not only in Germany but also in the United Kingdom (UK) and the United States
(US). The number of users is steadily increasing. In 2016, almost one-third of all
data use agreements were from a non-German facility. In the future, the RDC-IAB
will expand the possibilities of data access even further. Mutual access to microdata
of different European countries or linkage of different datasets also requires new
technical solutions.

The aim of this chapter is to provide an overview over the activities of the RDC-
IAB and developments planned for the future. It begins with a description of the
core data and the modes of data access. It then describes how demand for the data
evolved over time. Further infrastructural developments and research activities are
described in Sects. 5 and 6. Section 7 concludes.

2 The Research Data Centre at the IAB and Its Data
Resources

The RDC-IAB is primarily a service-oriented department but also conducts its own
research projects and acquires grants from various foundations. It provides access to
high-quality microdata for researchers in Germany and abroad, in compliance with
German data protection legislation. To accomplish this aim, the RDC-IAB performs
the following tasks:

• It develops specific data products with high research potential for labor market
studies; this includes the necessary preparation and harmonization of the raw data
as well as regular updates.

• It compiles detailed documentation of the data products and considers technical
aspects of the data as well as statistical properties. It provides tools to facilitate
analyses of microdata and offers individual counseling.

• To prevent re-identification of personal information, the RDC-IAB develops and
applies anonymization strategies.

• It develops standardized ways for (inter)national researchers to access data.
• It promotes data products and data access through active participation in

(inter)national workshops, conferences, and seminars.
• It conducts its own research on and with the available data products to improve

their quality and to assess their research potential and ability to provide compe-
tent individual counseling for external researchers.

The RDC-IAB shares its activities on data access and the development of new
data products, metadata, and research with an international network of research data
centers, data providers, and scientific institutions.
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Fig. 1 BA/IAB data sources and core data products

Thirteen years after its foundation, the RDC-IAB is considered the most impor-
tant supplier of German labor market microdata. Currently, 16 data products on
individuals, households, and establishments are available to the scientific commu-
nity. The data originate from administrative data from the social security system’s
notification process and internal processes of the BA and from surveys conducted
by the IAB. The RDC-IAB enlarges the research potential by linking existing data
with other administrative data or surveys. In 2011, the Record Linkage Center was
founded at the IAB, a joint project with the University of Duisburg-Essen that was
funded by the German Research Foundation (Deutsche Forschungsgemeinschaft).
The methods developed in this context facilitate the linkages of microdatasets
without a unique identifier.

The RDC-IAB offers labor market microdata on individuals, households, and
establishments. These datasets are generated from three different sources: (i) register
data from the social security system’s notification process, (ii) data from internal
procedures of the BA, and (iii) survey data (see Fig. 1 for an overview).

The legal basis for social security data collection is provided by the German Data
and Transmission Act (Verordnung über die Erfassung und Übermittlung von Daten
für die Träger der Sozialversicherung) and the Social Act (Social Code Book IV).
As part of the social security notification procedure, all employers are required to
report several items and characteristics of their employees. In principle, two kinds
of information are stored. The first is information that is collected for statistical
purposes, and the second is information that is collected to compute the amount
of social security contributions and the resulting claims. The administrative data
from the internal procedures of the BA are the result of the agency’s fulfillment of
tasks in accordance with the Social Code Books II and III. These are the adminis-
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tration of the compulsory unemployment insurance, calculations of unemployment
benefits and the corresponding entitlement periods, consultation sessions with the
unemployed, placement offers, and active labor market measures. The collection of
these administrative data began in 1975. The IAB generates historical data from
these records and combines them into a comprehensive unique dataset, i.e., the
Integrated Employment Biographies (IEB). Not all variables are available for the
entire observation period. Due to changes in statutory regulations, administrative
data sources start at different points in time. The RDC-IAB updates its data products
regularly and offers different samples of these rich administrative data sources for
research purposes.

As well as processing the administrative microdata, IAB conducts various
surveys. In addition, the RDC-IAB exploits the opportunity to link these surveys
to administrative data. According to German data protection rules, this is allowed if
the respondents consent to the linkage (Heining 2010).

Currently, the RDC-IAB provides 16 datasets (see Table 1). A short description
of selected examples for establishment, individual, and household data is given in
the paragraphs below. More detailed information is available on the website of the
RDC-IAB (see http://fdz.iab.de/en.aspx).

The IAB Establishment Panel (IABB) is an annual representative survey of
approximately 16,000 establishments in Germany (Bellmann 2002; Fischer et al.
2009; Ellguth et al. 2014). The survey started in 1993 for West Germany and has
covered East Germany since 1996. It includes only establishments with at least one
employee covered by social security on 30 June of the previous year. The IABB
contains various topics, such as the development of total employment, business
policy, investments, export, innovations, personnel structure, apprenticeship and
vocational training, recruitments and dismissals, wages, working hours, training
programs, and alternating annual topics.

The IAB Establishment History Panel (BHP) is a yearly cross-sectional dataset
on all establishments in Germany with at least one employee eligible for social
security contributions (Spengler 2008; Eberle and Schmucker 2017). The dataset is
a 50% random sample drawn from establishment identification numbers and gives
information for the reference date (30 June) of each year. The panel starts in 1975
for West Germany and in 1992 for East Germany and includes between 640,000 and
1.5 million establishments per year. The BHP contains information on workforce
composition such as gender, age, nationality, occupational status and qualification
as well as branch of industry and the location of the establishment. Furthermore,
there is information on worker in- and out-flows and indicators of establishment
entries and exits (Hethey-Maier and Schmieder 2013).

The German Management and Organizational Practices Survey (GMOPS) is
a novel establishment dataset provided at the RDC-IAB since September 2016
(Broszeit and Laible 2016). GMOPS, funded by the Leibniz Association, belongs
to Management Practices, Organizational Behavior, and Firm Performance in
Germany, a collaboration project that was jointly carried out by the IAB, the
Kiel Institute for the World Economy (IfW), and the Institute for Applied Social
Sciences (infas). The survey is based on the US Census Bureau’s “Management

http://fdz.iab.de/en.aspx
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Table 1 Data products of the Research Data Centre at the IAB

Dataset Administrative Data Survey Linked Data

Establishment data
IAB Establishment Panel �
IAB Establishment History Panel (BHP) �
German Job Vacancy Survey of the IAB �
German Management and Organizational
Practices (GMOP) Survey

�

Individual data/household data
Sample of Integrated Labor Market
Biographies (SIAB)

�

Panel Study‘ Labor Market and Social
Security (PASS)

� �

Working and Learning in a Changing World �
Biographical Data of Social Insurance
Agencies in Germany (BASiD)

� �

IAB-SOEP Migration Sample (IAB-SOEP
MIG)

� �

Employee survey‘ bonus payments, wages
increases, and fairness (BLoG)

�

IZA/IAB Administrative Evaluation Dataset � �
lidA—leben in der Arbeit. German cohort
study on work, age, and health

�

S-MGA—The Study on Mental Health at
Work

�

Integrated establishment and individual data
Linked Employer–Employee Data from the
IAB (LIAB)

� �

Linked Personnel Panel (LPP) � �
Panel “WeLL”—Employee Survey for the
Project “Further Training as a Part of Lifelong
Learning”

� �

and Organizational Practices Survey” (MOPS) from 2010. Large parts of the
questionnaire were translated into German, and additional information has been
added, for example, on work–family balance and health promotion and on sales,
export, and innovation. The survey was conducted once, in the period 2014–2015.
The information in the data relates to the years 2008 and 2013 and covers 1927
establishments.

The “Sample of Integrated Labor Market Biographies” (SIAB) is a 2% random
sample from the Integrated Employment Biographies (Dorner et al. 2010). The
employment biographies cover the period from 1975 until 2014 for West Germany
and from 1992 until 2014 for East Germany. The microdata include more than 1.7
million individuals in total and cover day-exact information on sociodemographic
characteristics, employment, benefit receipts and job searches, and location and
establishment.
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The “Panel Study Labor Market and Social Security” (PASS) is an annual
household survey in the field of labor market, welfare state, and poverty research
in Germany (Trappmann et al. 2013). The survey consists of two random samples.
The first sample includes households and individuals receiving means-tested social
assistance (the so-called Unemployment Benefit II), and the second includes any
other households of German residents. The field phase of the first wave ran from
December 2006 to July 2007. Both random samples are continued over time. To
guarantee representativeness in each wave for Unemployment Benefit II recipients,
refreshment samples of households that claimed Unemployment Benefit II for the
first time were drawn for the following waves. The survey includes a personal
interview with the head of household and, subsequently, personal interviews with all
members of the household aged 15 or older. Persons aged 65 or older are interviewed
with a reduced questionnaire. The last wave of 2015 includes approximately 13,300
persons in nearly 9000 households. More than 11,700 of these persons and more
than 7800 of these households have been interviewed multiple times.

The “Linked Employer–Employee Data” from the IAB (LIAB) combines the
IAB Establishment Panel with data for employees from the Integrated Employment
Biographies (Heining et al. 2014). The LIAB is useful for the simultaneous analysis
of supply and demand on the German labor market. There are two different versions
of the LIAB. The LIAB cross-sectional model contains all waves of the IAB
Establishment Panel and linked information of all employees on 30 June of a given
year. The updated LIAB longitudinal model is a sample of establishments repeatedly
interviewed between 2000 and 2011 and is linked to all employees who worked
at least 1 day in one of the establishments included. The employment biographies
begin in 1992 and continue until 2014. Additional generated variables comprise the
employment and unemployment experience before 1992.

The “Linked Personnel Panel” (LPP) is another novel-linked employer–
employee dataset on human resource work, corporate culture, and management
instruments in German establishments (Bellmann et al. 2015). It evolved from the
“Quality of Work and Economic Success” project, a collaboration between the
IAB, the University of Cologne, and the Centre for European Economic Research
(ZEW). It is funded by the IAB and the Federal Ministry of Labor and Social Affairs
(Bundesministerium für Arbeit und Soziales (BMAS)). The project is designed to
include three survey waves of employers and their employees, at 2-year intervals.
The current data product contains the first two waves. In the first wave (2012/2013),
1219 establishments and more than 7500 of their employees were interviewed.
The second wave (2014/2015) contains information for 771 establishments and
approximately 7280 employees. The LPP Employer Survey is directly attached to
the IAB Establishment Panel; therefore, all information of the IAB Establishment
Panel can be included.

For each data product, the RDC-IAB provides detailed documentation in German
and English. There are two publication series. The FDZ Datenreport series contains
documentation of the data, changes to previous versions and information on
data preparation, as well as methodological aspects on data handling. Additional
information on frequencies, labels, or working tools is available on the website of
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the RDC. Currently, the RDC-IAB is working on transferring from PDF format
documentation to a web application for all data documentation using the DDI
standard.1 The FDZ Methodenreport series addresses methodological aspects and
problems. It may be used as a publication outlet by any author working with BA or
IAB data.

3 Data Access

The legal basis for data access is found in §75 of the German Social Code Book
X and §282 (7) of the German Social Code Book III. The need for data protection
determines the ways in which data can be accessed. In general, this means that the
more detailed the data are, the more restricted the access to the data is. The RDC-
IAB offers four kinds of data access for the scientific community:

1. Campus files are fully anonymized and useful only for teaching. Users need to
register and agree to terms of use before the campus file can be downloaded.

2. Scientific use files are de facto anonymized microdata that are submitted to
scientific institutions in Germany and EU Member States within the scope of
§282(7) of the German Social Act III. The information has been reduced for data
confidentiality reasons to the extent that re-identification of personal information
would be possible only with a disproportionate amount of time, expense, and
effort (Hochfellner et al. 2014). Scientific use files are offered to researchers for
research projects in the field of labor market research but not for teaching or for
commercial research interests. Data security must be guaranteed by the scientific
institution applying for the data.

3. The anonymization of the scientific use file restricts the research potential;
therefore, the RDC-IAB offers weakly anonymized data (i.e., de-identified
microdata) with more detailed information. Access is possible only via on-site
use within the scope of §75 of Social Code Book X. The RDC-IAB provides
separate workplaces within a secure computing environment in Nuremberg and at
various locations in Germany, the USA, and the UK (Bender and Heining 2011).
Within the secure computing environment, researchers have direct access to
weakly anonymized data; however, they can obtain the output of their programs
only after disclosure reviews by RDC staff (for details, see Hochfellner et al.
2014). On-site use is limited to research projects in the field of social benefits or
labor market research.

4. Remote execution means that researchers prepare their programs with artificial
data and upload the programs in the Job Submission Application (JoSuA), which
is described in more detail in Sect. 5. Researchers never view the original
data. They receive their results after a disclosure review by RDC staff. Remote
execution is also possible after on-site use of the data.

1DDI stands for the Data Documentation Initiative. See https://www.ddialliance.org/.

https://www.ddialliance.org/
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The use of scientific use files, remote execution, and on-site access must fulfill
certain requirements in accordance with the legal regulations (for more details, see
Hochfellner et al. 2014). Therefore, the RDC-IAB offers standardized request forms
for all data access to clarify whether or not the research purpose complies with the
legal requirements. Final permission for on-site use is granted by the BMAS. After
a request has been approved, a contract of data use for a specific project within a
specific period is concluded between the researcher’s institution and the RDC-IAB.
The contract specifies the data protection rules and severe sanctions in the event that
these rules are violated.

Note that some of the datasets listed in Table 1 are available only for on-site use.
Among others, this applies for all linked datasets.

4 Development of the Demand for Data Products

The RDC’s data products enjoy immense popularity in Germany and abroad.
Figure 2 shows the number of users and the numbers of projects for each year since
2005. Generally, more than one researcher works on one project, and the duration
of a project usually exceeds 1 year. The number of users has increased consistently
over time. In 2015, for instance, the RDC-IAB reached just over 1000 users, who
work, or were working, on 514 projects. In 2016, the number of users and projects
was higher still.
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Fig. 2 Development of the number of data product users and number of projects, RDC-IAB,
2005–2016
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Most of the users of RDC-IAB data products work at a German research institute
or university, but a growing number of data requests are from international scholars.
The noticeable increase in the number of users was made possible through the
project “The Research-Data-Centre in Research-Data-Centre Approach: A First
Step Towards Decentralised International Data Sharing” (RDC-in-RDC),2 funded
from 2011 to 2013 by the Ministry of Education and Research (Bundesministerium
für Bildung und Forschung (BMBF)), follow-up funded by the National Science
Foundation under program SES-1326365, and financially supported by the project
“Data Without Boundaries” within the Seventh Framework Programme of the Euro-
pean Union (Heining and Bender 2012). Before this project began, the only location
with access to weakly anonymized data was the RDC-IAB in Nuremberg. Capacity
was limited to five workstations. Within the project, data access was established at
various locations in research data centers or institutions that offer a data protection
infrastructure similar to that of the RDC-IAB. In each partner organization, there is
a secure guest room, and researchers are provided data access via a secure internet
connection to the RDC-IAB in Nuremberg. In principle, there are no differences
between the international and German RDC-in-RDC IAB approaches in either
technical implementation or the application process. However, the difference in
the legal framework must be considered. This legal framework requires that only
(de facto) anonymized data can be accessed from abroad. Therefore, RDC staff
construct (de facto) anonymized datasets for approved projects. Figure 3 shows,
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2This project was initiated by Stefan Bender, former head of the RDC.
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Table 2 Number of projects
by datasets and year,
2012–2016

Dataset 2012 2013 2014 2015 2016

SIAB 69 107 154 203 231
LIAB 77 85 101 111 132
IABB 90 74 71 76 75
PASS 34 39 47 49 54
BHP 28 30 37 41 47
ALWA 26 29 28 24 23
BASiD 7 11 14 21 23
All others 100 81 71 79 78
Total 431 456 523 604 663

Note: For explanations of dataset acronyms, see text

for example, that 31% of all research projects in 2016 were from a non-German
facility.

The demand for several RDC-IAB data products depends on the user’s research
purposes. Table 2 shows a list of the seven most commonly requested datasets
within the past 5 years. The number of projects in Table 2 differs from the number
of projects in Fig. 1 because the number of data products within a project is not
restricted to one data product. The SIAB has been the most requested dataset since
2013. The SIAB is available both as a scientific use file and for on-site use. It
includes individual information covering the period since 1975 and is enriched by
several characteristics of the employer. The SIAB, therefore, suits a wide range
of research purposes in the fields of labor market research and social research.
It comes as no surprise that the Linked Employer–Employee dataset LIAB ranks
second. Here, valuable and reliable information from the administrative data is
combined with comprehensive information from the establishment panel. These rich
and innovative data hold enormous research potential.

The figures and tables above show the high demand for RDC-IAB data products.
The importance for the scientific community is also demonstrated by publication
records. The RDC-IAB literature database not only includes dataset descriptions
and methodology reports but also lists the publications by researchers using the
data offered by the RDC-IAB (see http://fdz.iab.de/en/FDZ_Publications/FDZ_
Literature_Database.aspx). By 2015, the list contained 85 publications in journals,
most of which (68) are in renowned refereed journals; there were also 90 mono-
graphs, 61 working papers/discussion papers, and 13 articles in collected editions
(previous statistics are available in Bender et al. 2011). Note that it is likely that the
number of publications is underreported because, unfortunately, not all users comply
with the obligation to inform the RDC-IAB about their publications if RDC-IAB
data sources are used.

http://fdz.iab.de/en/FDZ_Publications/FDZ_Literature_Database.aspx
http://fdz.iab.de/en/FDZ_Publications/FDZ_Literature_Database.aspx
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5 Innovative Infrastructure for Data Access

The RDC-IAB works on its infrastructure continuously to improve the ways in
which data can be accessed and processed. One of the most important infrastructure
projects was the recent implementation of a remote data submission environment
at the RDC. Most user projects work with weakly anonymized data, access to
which is restricted to on-site use and the remote execution of data processing
programs. The growing number of users increased the number of jobs submitted for
remote executions and disclosure review for on-site use. In 2014, for instance, the
RDC-IAB reached a total of approximately 1800 remote jobs. As a result, the RDC-
IAB reached its own capacity limits more frequently. Therefore, it was necessary
to improve the infrastructure and thereby manage remote data execution and the
disclosure review service in a more automated way. The RDC-IAB decided to
implement the Job Submission Application (JoSuA) environment in 2015 (Eberle
et al. 2017). The software is maintained by the Institute of Labor Economics
(IZA). The main innovation designed for JoSuA is to provide separate modes of
job submission. The motivation is that typical research work requires a lot of data
processing and testing for project-internal purposes only. Consequently, the bulk of
output of these procedures is not suitable for use in a publication or presentation,
which means that it is not necessary to export most of the output. Therefore,
JoSuA provides two kinds of job submission. The first mode, “Internal Use,” is
completely automated and should be used to prepare the data and test the empirical
methods. In this mode, the manual output controls are replaced by a script-based
automated disclosure review. The initial text output files are converted into image
files and can only be previewed in JoSuA; downloading is not possible. The second
mode, “Presentation/Publication,” should be used after data preparation and testing
are finished. In this mode, do-files and output files are manually reviewed for
disclosure risk by scientific staff members of the RDC-IAB and are subsequently
made available for download via JoSuA.

Once a new job is submitted in “Publication/Presentation” mode, the previous
“Internal Use” jobs are inaccessible.

The main advantages of these distinct job submission modes are obvious:

• The environment increases data security and minimizes the risk of disclosure.
• The results in “Internal Use” can be directly checked by the researcher without

significant delay.
• Only output required for a presentation or publication is given to the researcher.
• All other output remains within the secure computing environment of the RDC.

Figure 4 shows the number of jobs for both modes since JoSuA was made
available to RDC-IAB users. On the one hand, the number of jobs has increased
enormously. In 2014, the number of jobs per month was less than 170. This
number has since almost quadrupled in a typical month. On the other hand, due
to JoSuA, it was possible to limit the volume of output to be checked for any
disclosure risks by a scientific staff member of the RDC-IAB, since the jobs in
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Fig. 4 Number of jobs via JoSuA at RDC-IAB by execution mode, October 2015 to December
2016

“Presentation/Publication” mode were only a fraction of the total. Hence, with
equal personnel resources, a more intensive use of the datasets was made possible.
However, due to the increase in general demand, the capacity limits of the RDC-IAB
have again been reached.

A further project aimed to improve searching on the RDC-IAB datasets. To
this end, a metadata management and web information system using the DDI
standard were implemented. Both applications are currently loaded with the relevant
contents.

Furthermore, future infrastructure development includes an enhancement and
extension of the RDC-in-RDC IAB approach. The RDC-IAB plans further on-
site locations both within and outside Europe. Enhancement of the concept would
foster the mutual exchange of microdata access possibilities with partner institu-
tions. Concurrently, the RDC-IAB will be involved in two feasibility studies to
extend opportunities for data access via remote access. The first is planned in the
framework of an extension of the Virtual Research Environment project, which was
developed to support collaborative use of microdata in joint projects of spatially
distributed research institutions. The Virtual Research Environment was used by
the joint project “Reporting on socioeconomic development in Germany—soeb
3” (Forschungsverbund Sozioökonomische Berichterstattung 2017). The second
feasibility study is planned jointly with the Center for Urban Science and Progress
(CUSP) at New York University.

Finally, the RDC-IAB plans to elaborate on concepts for creating data access
for linked microdatasets that cannot be stored at one of the data providers involved
because of data protection, ownership claims, or other restrictions. One technical
solution could involve linking the datasets held by two or more data providers and
analyzing them on an encapsulated high-security server of a data custodian “on the
fly” (or in the cloud) via remote access. The linkage of the datasets according to
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such a concept is only temporary in the workspace of the server and remains in
place only as long as needed for the statistical analyses to be completed.

6 Research Activities

A general principle of the RDC-IAB is that its staff members should not be engaged
exclusively in data provision services but that they should also conduct their own
research, at least to a limited extent. The idea behind this is that working on new data
products and data quality requires research experience. Finally, research experience
is helpful for better individual data counseling.

Many of the research activities of the RDC’s staff members are based on
collaborations with national and international external researchers (e.g. Card et
al. 2013; Hirsch et al. 2014; Bender et al. 2016; Fackler et al. 2016). This
guarantees an intensive exchange of knowledge on new econometric and statistical
methods, new trends in data handling, or the improvement of data collection and
survey techniques. In addition, the RDC-IAB requires that its research activities be
presented at national and international workshops and conferences. Furthermore,
the RDC-IAB is involved in numerous external projects that are funded by the
Germany Research Foundation, the Federal Ministry of Education and Research, or
the Ministry of Labor and Social Affairs, for instance. These projects are frequently
carried out in collaborations with universities, other research institutes, or research
data centers. All projects are described in detail on the website of the RDC-IAB.3

7 Conclusions

This paper describes the opening of German administrative labor market microdata
to the international scientific community as a great success story. In 2004, the
Research Data Centre at the IAB was established to offer rich administrative micro-
data samples of integrated labor market biographies, linked employer–employee
information, and other data to a network of international scholars. All sides have
profited from abandoning the closed strategy for social security data that prevailed
in the past. The German Federal Employment Agency, the Ministry of Labor and
Social Affairs, and other stakeholders of the IAB have benefited from improved
evidence-based policy advice, the international scientific community from new
opportunities to answer relevant labor market research questions with reliable and
comprehensive data, and, last but not least, the IAB itself through a number of joint
projects and collaboration with international researchers. An important point is that
access to the data complies with strict German data protection rules. To this end, the

3See http://fdz.iab.de/en/FDZ_Projects/projects.aspx/Bereichnummer/17.

http://fdz.iab.de/en/FDZ_Projects/projects.aspx/Bereichnummer/17
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Research Data Centre at the IAB has not only improved anonymization techniques
but also established a data access infrastructure that meets the demanding require-
ments. An example is an environment that allows remote data processing. Future
developments include mutual microdata exchange between partner institutions and
improvements in data linkage techniques in conformity with data protection rules.

Acknowledgements For helpful comments and discussions, the authors would like to thank
Daniela Hochfellner and Alexandra Schmucker.

References

Aretz B, Arntz M, Gregory T (2013) The minimum wage affects them all: evi-
dence on employment spillovers in the roofing sector. Ger Econ Rev 14(3):282–315.
https://doi.org/10.1111/geer.12012

Bellmann L (2002) Das IAB-Betriebspanel: Konzeption und Anwendungsbereiche. Allg Stat Arch
86(2):177–188

Bellmann L, Bender S, Bossler M et al (2015) LPP – Linked Personnel Panel – quality of work
and economic success: longitudinal study in German establishments (data collection on the first
wave). FDZ-Methodenreport 05/2015. http://doku.iab.de/fdz/reporte/2015/MR_05-15_EN.pdf.
Accessed 14 Sept 2017

Bender S, Heining (2011) The Research-Data-Centre in Research-Data-Centre approach: a first
step towards decentralised international data sharing. FDZ-Methodenreport 07/2011. http://
doku.iab.de/fdz/reporte/2011/MR_07-11_EN.pdf. Accessed 14 Sept 2017

Bender S, Dieterich I, Hartmann B et al (2011) FDZ-Jahresbericht 2009/2010. FDZ-
Methodenreport 06/2011. http://doku.iab.de/fdz/reporte/2011/MR_06-11.pdf. Accessed 14
Sept 2017

Bender S, Bloom N, Card D et al (2016) Management practices, workforce selection and
productivity. CEP Discussion Paper No 1416. Centre for Economic Performance, London

Broszeit S, Laible M-C (2016) German Management Organizational Practices survey (GMOP
0813): data collection. FDZ-Methodenreport 06/2016. http://doku.iab.de/fdz/reporte/2016/
MR_06-16_EN.pdf. Accessed 14 Sept 2017

Card D, Heining J, Kline P (2013) Workplace heterogeneity and the rise of West German wage
inequality. Q J Econ 128(3):967–1015

Dorner M, Heining J, Jacobebbinghaus P et al (2010) The sample of integrated labour market
biographies. Schmollers Jahrbuch 130(4):599–608

Dustmann C, Ludsteck J, Schönberg U (2009) Revisiting the German wage structure. Q J Econ
124(2):843–881

Eberle J, Schmucker A (2017) The establishment history panel: redesign and update 2016. Jahrb
Natl Okon Stat. https://doi.org/10.1515/jbnst-2016-1001

Eberle J, Müller D, Heining J (2017) A modern job submission application to access IABs
confidential administrative and survey research data. FDZ-Methodenreport 01/2017. http://
doku.iab.de/fdz/reporte/2017/MR_01-17_EN.pdf. Accessed 14 Sept 2017

Ellguth P, Kohaut S, Möller I (2014) The IAB establishment panel: methodological essentials and
data quality. J Labour Market Res 47(1/2):27–41

Fackler D, Schnabel C, Schmucker A (2016) Spinoffs in Germany: characteristics, survival, and
the role of their parents. Small Bus Econ 46(1):93–114

Fischer G, Janik F, Müller D et al (2009) The IAB establishment panel: things users should know.
Schmollers Jahrbuch 129(1):133–148

http://dx.doi.org/10.1111/geer.12012
http://doku.iab.de/fdz/reporte/2015/MR_05-15_EN.pdf
http://doku.iab.de/fdz/reporte/2011/MR_07-11_EN.pdf
http://doku.iab.de/fdz/reporte/2011/MR_06-11.pdf
http://doku.iab.de/fdz/reporte/2016/MR_06-16_EN.pdf
http://dx.doi.org/10.1515/jbnst-2016-1001
http://doku.iab.de/fdz/reporte/2017/MR_01-17_EN.pdf


116 D. Müller and J. Möller

Forschungsverbund Sozioökonomische Berichterstattung (2017) Berichterstattung zur
sozioökonomischen Entwicklung in Deutschland: Exklusive Teilhabe – ungenutzte Chance.
W. Bertelsmann, Bielefeld

Heining J (2010) The Research Data Centre of the German Federal Employment Agency: data
supply and demand between 2004 and 2009. J Labour Market Res 42(4):337–350

Heining J, Bender S (2012) Technical and organisational measures for remote access to the micro
data of the Research Data Centre of the Federal Employment Agency. FDZ-Methodenreport
08/2012. http://doku.iab.de/fdz/reporte/2012/MR_08-12_EN.pdf. Accessed 14 Sept 2017

Heining J, Klosterhuber W, Seth S (2014) An overview on the linked employer–employee data of
the Institute for Employment Research (IAB). Schmollers Jahrbuch 134(1):141–148

Hethey-Maier T, Schmieder JF (2013) Does the use of worker flows improve the analysis of
establishment turnover? Evidence from German administrative data. Schmollers Jahrbuch
133(4):477–510

Hirsch B, Jahn EJ, Toomet O et al (2014) Does better pre-migration performance accelerate
immigrants’ wage assimilation? Labour Econ 30:212–222

Hochfellner D, Müller D, Schmucker A (2014) Privacy in confidential administrative micro data:
implementing statistical disclosure control in a secure computing environment. J Empir Res
Hum Res Ethics 9(5):8–15

Kohlmann A (2005) The Research Data Centre of the Federal Employment Service in the Institute
for Employment Research. Schmollers Jahrbuch 125(3):437–447

König M, Möller J (2009) Impacts of minimum wages: a microdata analysis for the German
construction sector. In: Blien U, Jahn E, Stephan G (eds) Unemployment and labour market
policies: novel approaches. Emerald, Bingley, UK, pp 716–741

Möller J (2012) Minimum wages in German industries: what does the evidence tell us so far? J
Labour Market Res 45(3/4):187–199

Solga H, Wagner GG (2007) A modern statistical infrastructure for excellent research and policy
advice: report on the German Council for Social and Economic Data during its first period in
office (2004–2006). Working Paper Series. German Council for Social and Economic Data,
Berlin

Spengler A (2008) The establishment history panel. Schmollers Jahrbuch 128(3):501–509
Trappmann M, Beste J, Bethmann A et al (2013) The PASS panel survey after six waves. J Labour

Market Res 46(4):275–281
Van den Berg GJ, Hofmann B, Stephan G, Uhlendorff A (2016) Eingliederungsvereinbarungen in

der Arbeitslosenversicherung: nur ein Teil der Arbeitslosen profitiert von frühen Abschlüssen.
IAB-Kurzbericht 03/2016. http://doku.iab.de/kurzber/2016/kb0316.pdf. Accessed 14 Sept
2017

Wolff J, Stephan G (2013) Subsidized work before and after the German Hartz reforms:
design of major schemes, evaluation results and lessons learnt. IZA J Labor Policy 2:1–24.
https://doi.org/10.1186/2193-9004-2-16

Dana Müller is head of the Research Data Center (FDZ) of the Federal Employment Agency at
the Institute for Employment Research since October 2016. She studied Sociology at the Chemnitz
University of Technology and worked as a researcher at the FDZ.

http://doku.iab.de/fdz/reporte/2012/MR_08-12_EN.pdf
http://doku.iab.de/kurzber/2016/kb0316.pdf
http://dx.doi.org/10.1186/2193-9004-2-16


Giving the International Scientific Community Access to German Labor Market. . . 117

Joachim Möller Studies of Philosophy and Economics at the Universities of Tübingen, Stras-
bourg and Konstanz. Doctorate: University of Konstanz, 1981 and Habilitation 1990. Current
Position: Full Professor of Economics at the University of Regensburg, Director of the Institute
for Employment Research of the Federal Employment Agency (IAB).

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://dx.doi.org/http://creativecommons.org/licenses/by/4.0/


Hungary: A Case Study on Improving
Access to Administrative Data
in a Low-Trust Environment

Ágota Scharle

1 Introduction

Post-socialist European Union (EU) member states share a strong tradition of
extensive data collection by the state, but typically, administrative data are not
systematically used to support evidence-based policymaking. In most cases this is
mainly due to the relatively low efficiency of governance (implying that govern-
ments do not generate much demand for evaluation) and in some cases also to overly
strict legislation on personal data protection. Access to microdata may be further
constrained by lack of trust between academic and government organisations, as
well as within the government.

The Hungarian case is a good example of improving access to administrative data
for research and policy analysis in such a context. This chapter focuses in particular
on three issues: (1) the interests of stakeholders involved in a legislative process
that yielded a new law on microdata access in 2007, (2) the negotiation process
leading to the new law and (3) how particular features of the new law satisfied
opponents while meeting the demands of data users. To illustrate the impact and
sustainability of the new legislation, the paper also briefly describes the outcomes
in terms of summary statistics on data requests since 2007 and some examples of
how administrative data have been used by researchers and policymakers to inform
policy discussions since 2007.
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The chapter is based on a review of the documents relating to the preparation of
the law on microdata access, as well as on the personal notes and recollections of
the author, who headed the research unit of the Finance Ministry and in that capacity
was responsible for coordinating the negotiation process that led to the enactment
of the law.

2 The Initial Status Quo in Brief

On the eve of its accession to the EU, the conditions for using administrative
data for research and policymaking were relatively favourable in Hungary, in
terms of the country’s bureaucratic traditions and the evolving openness to new
public management methods. The accession process had given further impetus
to promoting the idea of evidence-based policymaking. At the same time, legal
conditions and a low-trust culture in the public sector created considerable barriers.

The Hungarian public sector was built on the foundations of the Austro-
Hungarian monarchy1 and the socialist planned economy,2 which both involved
extensive and systematic data collection and data-based procedures of planning
and decision-making in the government (Álló and Molnár 2014). Accordingly, the
statistical traditions of the country had also been quite strong. The first official
census was held in 1870 and regular household surveys had been carried out since
1949.3 The Central Statistical Office initiated the introduction of a unique personal
identifier in 1978, to facilitate the tracing of individual records over time.

The post-Soviet era brought mixed developments. New, democratic, institutions
were established, and citizens’ rights against the state were strengthened. While
this was a favourable development in general terms, it also involved the creation
of barriers to accessing administrative data on citizens. The Constitutional Court
abolished the use of the unique personal identifier in 1991. In 1992 a new law
on personal data protection was enacted that strongly limited the use of personal
information by public authorities and created the position of an Ombudsman to
monitor the implementation of the law (Székely 2007).4 Furthermore, during the

1Austrian rule was established after the final defeat of the Turks in 1699 and consolidated in the
Austro-Hungarian monarchy between 1867 and 1918.
2The bureaucratic procedures of the planned economy followed patterns provided by the Soviet
Union, such as the 5-year cycles for industrial targets. The Socialist system was established
relatively quickly, starting in 1947, and came to an end in 1989.
3The first of these was the household budget survey in 1949, followed by the time budget survey
in 1965 and the labour force survey in 1991. The first wage survey that collected individual-level
information on wages was conducted in 1986. On the evolution of data protection in the Hungarian
census, see Lakatos (2000).
4Hungary was among the first post-socialist states to introduce legislation to ensure freedom of
information and personal data protection and has become a model for other countries in Central
and Eastern Europe (Majtényi 2002; Székely 2007).
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1990s, a series of media scandals on the abuse of personal data by public officials
increased public mistrust of how the government uses information about citizens
and generated fears within the public sector about the potential implications of
using individual-level data. During the mid-1990s, there were a few attempts to link
administrative databases to identify free-riders of the welfare system. When these
failed, mainly as a result of opposition from the Ombudsman and the Constitutional
Court, improving access to administrative data began to look like a hopeless
endeavour (DPC 1997).

The legal barriers were quite strong. The 1992 law on personal data protection
and public information defined data access in such extreme terms that anonymi-
sation for research purposes was legally impossible.5 On the one hand, public
information (more precisely, data of public interest) can be accessed by all and
anonymised administrative data are considered public information. On the other
hand, data are considered personal as long as they can be traced back to the person
it refers to, without any flexibility in interpretation.6 Personal data can be processed
only if approved by the person they relate to or if their use fulfils a legal obligation
(i.e. use for an official purpose, explicitly stated by law). Until 2007, this implied
that data owners had no legal basis for processing personal data for the purpose
of anonymisation, since supporting research or statistical analysis was not a legal
obligation.

Political developments created somewhat more favourable conditions around
2002–2004. A Socialist–Liberal coalition government was elected in 2002, which
was keen to fulfil criteria for Hungary’s accession to the EU and had public sector
reform on its agenda. In 2003, the Finance Minister established a new research unit
within the ministry to strengthen the knowledge base of government decisions. Led
by London School of Economics and Political Science graduate Orsolya Lelkes, this
unit had some experience in how evidence-based policymaking was implemented in
advanced European democracies and also had the necessary skills to apply these
methods in Hungary. As shown in the following sections, their efforts finally led
to the creation of a new law promoting access to administrative data and new
opportunities for creating rich databases by linking several data sources.

5See Sect. 3 of Act LXIII of 1992 On the Protection of Personal Data and the Publicity of Data
of Public Interest and Majtényi (2002) for a summary of the Act. This Act was replaced by a new
law on the same subject in 2011, which slightly eased the requirements for anonymisation, stating
that data are regarded personal as long as the connection between the person and the information
relating to them is restorable, and this is the case if the data owner is technically equipped for
restoring the connection between them (compare Section 4(3) of Act CXII of 2011 on the Right
of Informational Self-Determination and on Freedom of Information). Act LXIII of 2012 on the
Re-Use of Public Sector Information further strengthened the data access rights of citizens.
6Compare this with the UK’s rules for research data, which require data owners only to ensure that
the probability of re-identification is ‘remote’. For more detail on the definition of data of public
interest, see Majtényi (2011).
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3 Stakeholder Interests

The Finance Ministry had a natural interest in promoting evidence-based policy-
making, as its main goal was the efficient allocation of public resources and the
curbing of excess spending. The interests of its new research unit, which started to
campaign for access to administrative data, largely stemmed from the professional
identity of its staff: they had joined the ministry with the aim of promoting evidence-
based policymaking, they had the skills to use large-scale administrative data7 and
they understood the potential in accessing the rich data sources of the government.

After a few unsuccessful attempts to acquire administrative data,8 the Finance
Ministry research unit decided to try and remove the legal barriers. To find allies
and promote the importance of data access, they held a workshop for data owners
and initiated bilateral discussions with potential stakeholders. In 2004, they made
a first, poorly prepared attempt to amend the personal data protection law, which
failed on the opposition of the Ministry of Justice.

Stakeholders included a wide range of data owners,9 potential data users
(analysts in the civil service and researchers), the Ombudsman for data protection,
Neumann Kht (the agency with the IT infrastructure for linking large datasets) and
advocacy organisations with an interest in access to public information and personal
data protection (Eötvös Intézet and TASZ).

Several stakeholders, such as the Ministry of Education, opposed the new law,
fearing that answering data requests would require substantial staff effort and
computer time and overburden public institutions. In some cases, data owners may
also have feared that external users might discover unlawful or corrupt practices
in their institution. Lack of information or trust in anonymisation techniques at the
executive level also added to such fears. In more general terms, the lack of trust
within and between public institutions (inherited from the socialist regime) also
played a role. In such a low-trust environment, any initiative not clearly linked to
an interest that all players understand is likely to be viewed with suspicion, on the
assumption that the initiator has a hidden agenda.

7Prior to the establishment of this unit, there was no expert in the ministry who regularly used
econometric models and software in their work. The modelling departments of the ministry did
not hold a licence for any statistical software other than Microsoft Excel. On the overall quality of
government policymaking, see Verheijen (2007).
8The unit first requested and received anonymised extracts of personal tax files from the Tax
Authority in 2004. This was relatively easy as the Tax Authority was subordinated to the Finance
Ministry, and the request did not involve a linking of several data sources. Next, the unit initiated a
request with a plan to link administrative data from the Tax Authority, the Treasury and the Health
and Pension Insurance Funds. This attempt failed.
9To list the largest: the Central Statistical Office, the Tax Authority, the Health Insurance Fund, the
Pension Insurance Fund, the Treasury, the National Labour Office, the Land Registry, the National
Railway and thousands of schools and municipalities across the country.
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The Central Statistical Office (CSO) strongly opposed the notion that the new
law should apply to its data as well.10 According to its official statement, its main
concern was the reliability of the anonymisation process. The CSO feared that
the draft law did not provide sufficient guarantees that anonymisation would be
complete and that, if this was the case, the CSO would not be able to guarantee
anonymity to survey respondents, which in turn might increase non-response rates.
Expert-level meetings with the CSO revealed further, possibly more genuine,
concerns. First, some CSO officials may have been worried about losing their
monopoly on publishing (or selling) the data and losing some revenues. A related
issue was the image of the CSO as a reliable source of statistical information.
Access to microdata would allow users to publish aggregate statistics of particular
variables which may or may not be exactly the same as those published by the CSO.
Arguably, if the average journalist or citizen has little knowledge of the intricacies of
statistical aggregation and the long list of legitimate causes for such discrepancies,
such unofficial statistics might damage the public image of the CSO. Lastly, though
the CSO had achieved high professional standards and the general quality of its data
was high, some CSO officials may have been concerned that external users would
discover some shortcomings in data quality.

Most opponents doubted the need for the new legislation, not being aware of new
developments in statistical methods and the potential in using individual-level data.

Though the Gyurcsány government (2006–2008) was broadly supportive of the
‘new public management’ (NPM) approach, actual demand for evidence-based
policymaking remained limited, and thus there was no consensus over the need for
improving data access. However, some stakeholders supported the new law because
of their commitment to improving policymaking. One of the main supporters
was the National Development Agency, which was responsible for allocating EU
structural funds and was thus directly exposed to EU expectations to use these
funds effectively. Furthermore, as a newly established institution, its staff tended to
be better equipped with technical skills and more open to new public management
ideas than most of the traditional ministries. Other strong supporters included the
State Reform Committee and the Ministry of Economy. An advisor of the Prime
Minister’s cabinet also actively lobbied for the initiative, as he recognised its
potential both for research and for evidence-based policymaking.

Somewhat surprisingly, the Ombudsman for data protection did not raise any
serious concerns during the official negotiation process (DPC 2007). There were
two likely reasons for this. First, the Ombudsman’s mandate covered the protection
of citizens’ right to information, and he delegated the discussion of the draft law to
the unit responsible for this topic. The lawyers in this unit were equally committed to
promoting access to data and to the protection of personal data. Second, anticipating
their opposition, the Finance Ministry research unit initiated informal negotiations

10Letter from Péter Pukli (President of the CSO) to Miklós Tátra (Vice Secretary of State to the
Ministry of Finance) on their official comments to the draft law, dated 27 March 2007, Ref. No.
741-77/2/2007-T, 4791/2007.
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with the Ombudsman’s office before the official process began and, following
lawyers’ advice, made adjustments to the draft before it was officially submitted
for consultation.

4 Negotiation Process Leading to the Law on Accessing
Microdata for Policy-Related Analysis

The negotiation process took about a year (see summary in Table 1 below). In the
first phase, lasting about 5 months, the Finance Ministry research unit submitted
the first draft of the law11 for comments by the relevant departments within the
Finance Ministry and in the meantime initiated informal negotiations with some
of the potential opponents. As already mentioned above, discussions with the
Ombudsman’s office were successful, while the CSO remained sceptical and did
not commit to supporting the draft law.

In the second phase, starting in early December 2006, the draft law was submitted
by the Finance Ministry for consultation by other ministries and government bodies.

Table 1 Timeline of negotiations on the draft law

Date Action

May 2006 Concept for the draft law completed
June–November 2006 Formal negotiations within the Ministry, informal negotiations with

stakeholders, expert consultations with other ministries
December 2006 Finance Ministry endorses proposal and submits it for cross-ministerial

consultations; comments from main data owners and ministriesa

March 2007 High-level expert meetingb

April 2007 Draft law discussed and accepted at the meeting of state secretaries
and government

May–June Draft law discussed in parliamentary committees
June 2007 Law passed by Hungarian parliament
December 2007 Implementation rules enacted

aThe proposal was sent to 11 ministries, 4 major data owners, the Ombudsman for data protection
and 5 public agencies that were potential data users (the Audit Office, the Development Agency,
the State Reform Committee, the Innovation Office and the National Academy of Science)
bThis meeting (szakmapolitikai értekezlet) served as a forum for high-level experts in public bodies
to discuss draft laws
Sources: Online document archive of the Parliament of Hungary on ‘T/3029 A döntéselőkészítéshez
szükséges adatok hozzáférhetőségének biztosításáról’

11The first version of the legislative text was prepared by Máté Szabó, a lawyer, and commissioned
by the methodology working group of a ministerial committee for social inclusion, which
supported the initiative on the hope that it would lead to better data on income redistribution
(Bánfalvi et al. 2006; Szabó 2006). The version in force at the time of writing is available at
https://net.jogtar.hu/jr/gen/hjegy_doc.cgi?docid=a0700101.tv.

https://net.jogtar.hu/jr/gen/hjegy_doc.cgi?docid=a0700101.tv
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After minor amendments, it was passed by the government in April 2007. It was
finally enacted by the Hungarian parliament in June 2007 as Act CI of 2007. In this
phase, the first setback was posed by the Ministry of Justice, which accepted the
purpose and concept of the draft law but disagreed with the proposed legislative text.
They took almost 2 months to prepare an alternative solution, after a series of gentle
reminders and personal phone calls by high-ranking officials. The second setback
came from the Ministry of Education, which fiercely opposed the draft law, fearing
that, once implemented, it would impose a large burden on schools. Minor gestures
(e.g. further restrictions on who could request data) did not win the Ministry’s
approval, so in the second meeting of secretaries of state, the Ministry of Education
had to be voted down by supportive ministers. As the latter were from traditionally
strong ministries (finance and economy), the draft law was safely passed.12

Once accepted by ministries, the draft law was easily accepted by the government
and did not meet much opposition in the parliamentary committees.13 It was enacted
as Act CI of 2007 by parliament without any amendments or discussion.

5 Reconciling the Requirements of Data Protection
and Research

The new law eliminated the main barrier in the preceding legislation by establishing
a legal basis for data owners to process personal data for the purposes of anonymi-
sation. This adjusted the balance between meeting the data needs of evidence-based
policymaking and those of personal data protection.

During the negotiation process some compromise had to be made to satisfy
opponents. In particular, to win the support of data owners, the right to request
data anonymisation was restricted to public bodies and made to vary by complexity
of request. As a result, a request for a highly complex data linkage can be submitted
only by a high-level government official, such as a minister or the President of the
National Academy of Science (Act CI of 2007).

To conform with the strict standards set by personal data protection rules, the
law prescribes a complicated linking procedure based on irreversible identifiers14

and introduces a number of explicit and (in some aspects, overly) strict rules for
anonymisation. These include the restrictions that no sample can be larger than

12The fact that the law was proposed by the Finance Ministry was instrumental in the relatively
smooth enactment process; the Finance Ministry had a strong position due to its role in allocating
resources across ministries. Also it typically proposed fewer new laws than most other ministries,
which increased the significance of opposing any of its proposals.
13The draft was discussed in four committees without significant opposition, though delegates of
the opposition parties did not formally support it in the voting procedure (for details, see archive
of the Parliament of Hungary, T/3029).
14These are called hash codes, which are unique identifiers but cannot be traced back to the original
person.
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50% and that geographical identifiers cannot be more detailed than small region
level. Furthermore, the data owners must delete both the code and the data soon
after sending them to the intermediary agency responsible for linking the data.
The intermediary agency is also obliged to keep track of the accumulation of data
by owners and maintain a searchable public database of anonymised datasets for
secondary use.

6 The Impact of the Law on Microdata-Based Social Science
Research

The impact of the new law has not been systematically documented. There is no
information available on simple requests when users obtain anonymised data from
a single data owner. Requests for linking datasets can be traced as the government
agency responsible for linking anonymised datasets (initially Neumann Kht, and
since 2011 the National Infocommunications Service Company (NISZ)) is obliged
to report on its activities. According to their records, the first linked dataset that was
created with reference to the new law was completed in 2010. Since then, around
one to three linked datasets have been created every year (see the Appendix for more
detail). Some of these involve only two data owners, while the largest involves six
or seven public institutions. Ironically, one of the few agencies that has filed several
requests is Educatio, an agency established by the Ministry of Education (a former
opponent of the law), which uses the linking facility to track the labour market
performance of university students after graduation (Nyüsti and Veroszta 2014).

The Institute of Economics of the Hungarian Academy of Science has also
made several data requests and has invested substantially in establishing a store
of systematically cleaned datasets, which includes several linked databases.15

These have been widely used by Hungarian researchers and have augmented the
publication performance of the institute.16 The use of administrative data has also
contributed to the accumulation of policy evidence, e.g. on the effectiveness of
active labour market policies, the income effects of tax cuts or the disadvantages
faced by Romani school children (Köllő and Scharle 2016). It should be noted,
though, that the use of administrative data has not permeated into the government
decision-making process. Clearly, the improved availability of data is a necessary
but not sufficient condition for introducing evidence-based policymaking.17

15For details, see the website of the Hungarian Academy of Sciences, Institute of Economics (IE)
Databank at http://adatbank.krtk.mta.hu/nyito.
16Since 2007, several papers using linked administrative data from Hungary have been published
in high-ranking journals such as the American Economic Review (e.g. Kertesi and Kézdi 2011;
Halpern et al. 2015).
17Though an agency (ECOSTAT Kormányzati Hatásvizsgálati Központ) was established in Febru-
ary 2011 to prepare (and support ministries in preparing or subcontracting) impact evaluations, it

http://adatbank.krtk.mta.hu/nyito
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7 Summary and Conclusions

Hungary introduced a law ensuring access to anonymised personal data for research
and policymaking in 2007. The law has forged a compromise between strict
provisions on personal data protection and researchers’ needs for microdata that
has passed the test of practical application. The Hungarian case may be a model
for improving access to administrative data for research and policy analysis in a
low-trust environment.

The present review of the process leading to the enactment of the law highlighted
three notable enabling factors. First, it was important to have a credible and
dedicated insider, in a strong ministry, who could invest the time and effort in
lobbying and coordination. This went together with the general though vague
support of the government for improving the evidence base of policymaking.
Second, early negotiations with influential stakeholders such as the Data Protection
Commissioner and the involvement of potential supporters such as the National
Development Agency seem crucial for smoothing the formal negotiation process.

Lastly, though the law has several weak points, it has enabled not only the
creation of rich datasets but also the accumulation of experience, thus reducing
ignorance-based attitudinal barriers (regarding the need for individual data and
anonymisation methods) and fears about possible misuse by researchers. This
will facilitate negotiating the necessary corrections to the law when demand for
evidence-based policymaking revives.

Acknowledgements Invaluable comments and suggestions by Csaba Gáli (who prepared the final
draft of Act CI of 2007 as a civil servant in the Ministry of Justice) and Balázs Váradi (who was an
advisor to the Prime Minister in 2007 and supported its enactment in that capacity) are gratefully
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Appendix: Completed data-linking procedures between 2007
and 2015

was merged into another agency and lost most of its powers in July 2012 (Government Decree
177/2012).
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Experimental and Longitudinal Data
for Scientific and Policy Research:
Open Access to Data Collected
in the Longitudinal Internet Studies
for the Social Sciences (LISS) Panel

Marcel Das and Marike Knoef

1 Introduction

Empirical research needs data. Scientists are able to collect data through small-scale
experiments in laboratories and in many cases by using students as respondents.
There are also successful initiatives to collect new data in large-scale longitudinal
surveys. The longest-running longitudinal household survey is the Panel Study
of Income Dynamics (PSID; https://psidonline.isr.umich.edu/). Other examples
include the Health and Retirement Study (HRS); the Survey of Health, Ageing
and Retirement in Europe (SHARE); Understanding Society (incorporating the
British Household Panel Survey); and the German Socio-Economic Panel Study
(SOEP). Access to data is in most cases entirely open, subject to signing a statement
governing the use of the data.

Empirical researchers benefit from an open-access policy. They have access to a
huge number of datasets. However, there are also some problems. Data collection,
as in the above examples, is carried out mostly by face-to-face interviewing. This is
rather time-consuming, and public release of the data often takes place more than a
year after data collection has been completed. In addition, there is little or no room
for “outsiders” to add new questions or experimental modules. And although the
longitudinal surveys have a multidisciplinary setup, possible new questions must fit
the context of the survey. Finally, the large-scale longitudinal surveys all suffer from
the problem that face-to-face interviewing has become extremely expensive.
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As an alternative, a new initiative was started in the Netherlands a decade ago:
the Longitudinal Internet Studies for the Social sciences (LISS) panel. With a major
investment by the Dutch government, a large-scale infrastructure was developed
for the use of social science scholars (and others). The panel is administered by
CentERdata, a nonprofit research organization housed at the campus of Tilburg
University. The infrastructure is entirely open access; only commercial use of the
data is prohibited. Researchers from all disciplines are invited to submit their
(longitudinal) surveys and experiments. Due to the setup of the infrastructure, the
data can be released quickly in comparison with the large-scale longitudinal surveys
mentioned above.

The LISS panel was built in close collaboration with Statistics Netherlands
(SN), the Dutch statistical office. SN drew a random sample of addresses from
the population register, and all selected households were contacted in a traditional
way, either by telephone or in person. At the end of the recruitment interview, the
household respondents were asked whether or not they were willing to participate
in an online panel. If there was no computer and/or Internet connection in the
household, CentERdata provided the necessary equipment. All household members
aged 16 years and older were asked to participate. If at least one household member
agreed to participate, the household was included in the panel.

Researchers are charged a fee to use the infrastructure to collect new data.
However, once the data have been collected, access to the data archive is free of
charge. More information about the LISS panel, including the setup, can be found
in Scherpenzeel and Das (2011).

The aim of this chapter is to explain the LISS infrastructure and the opportunities
it offers for data-based policy research. The remainder of the chapter is organized
as follows. Section 2 describes the types of data collected in the LISS panel, the
innovations in data collection which were tested in LISS, the open-access data
policy, and the option to link survey data to administrative resources available at
SN. Section 3 gives some examples of how the LISS infrastructure has been used to
study policy-relevant issues. Finally, Sect. 4 concludes with some remarks on future
developments and challenges.

2 The LISS Infrastructure and Linkage with Other Sources

2.1 Longitudinal Core Study

To prevent panel members having to answer similar questions month after month—
due to the popularity of certain topics at certain times—it was decided to have a rich
and lengthy core questionnaire. This core questionnaire, designed with assistance
from international experts in the relevant fields, follows changes over the life course
of individuals and households. The questionnaire is repeated annually and covers
eight modules, each with its own theme:
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• Health
• Politics and values
• Religion and ethnicity
• Social integration and leisure
• Family and household
• Work and schooling
• Personality
• Economic situation: assets, income, and housing

Data from the longitudinal core study allow for analyses of changes in people’s
lives, their reaction to life events, and the effects of societal changes and policy
measures. For example, the core modules “‘Politics and Values” and “‘Social
Integration and Leisure” were used by Van Ingen and Van der Meer (2016) to
test four possible explanations for the well-documented correlation between civic
engagement and political socialization. Kalmijn (2015) used data from the core
module on “Family and Household” to examine the effects of divorce and re-
partnering on the relationships that fathers have with their adult children. Six waves
of the “Health” module were used by Cabus et al. (2016) to estimate the short-run
causal effect of tumor detection and treatment on psychosocial well-being, work,
and income.

The major strength of the longitudinal core study, however, is the opportunity it
provides to combine data from studies and experiments proposed by researchers
with data from the core study. This greatly enhances the cost-effectiveness and
scientific value of the experimental modules proposed by researchers. It eliminates
the need to collect an array of background variables in each survey or experiment,
and allows for links with a wealth of other (non-retrospective) information available
on the panel members.

An example is a multi-wave study on mental health (Lamers et al. 2011). The
researchers who proposed this study argued that there is a growing consensus that
mental health is not merely the absence of mental illness but also includes the
presence of positive feelings (emotional well-being) and positive functioning in
both individual life (psychological well-being) and community life (social well-
being). Lamers et al. examined a new self-report questionnaire for positive mental
health assessment (the so-called Mental Health Continuum-Short Form (MHC-
SF)). The collected data were enriched with data from the longitudinal core study
(modules “Health,” “Personality,” “Politics and Values,” and “Social Integration
and Leisure”). So far, data from this particular multi-wave study combined with
data from the data archive have resulted in ten articles published in peer-reviewed
scientific journals, a book chapter, a Master’s thesis, and a PhD thesis. In addition
to the scientific value, the project has also had a societal impact, as the MHC-SF is
now widely used by the Dutch Association of Mental Health and Addiction Care.

Another example in which data were successfully merged with the longitudinal
core study is a project that aims to determine whether or not people change
their reform preferences when faced with increasing reform pressures such as an
aging society (Naumann et al. 2015). The researchers collected data in July 2013,
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September 2013, and January 2014 and combined their data with data from the core
modules “Economic Situation (Income),” “Politics and Values,” and “Work and
Schooling” from the 2008 and 2013 waves. Naumann et al. confirmed theoretical
expectations that people change their support for unemployment benefits in reaction
to changes in their individual material circumstances. Job loss leads to increased
support for public unemployment benefits. The availability of longitudinal data, in
particular, covering the period of the international economic crisis (2008–2009),
made the analysis possible.

2.2 Experimental Data

The LISS panel has also been used successfully for various types of experiments.
Before the main recruitment of the LISS panel even started, a comprehensive pilot
study was fielded to determine the optimal recruitment strategy for an infrastructure
such as LISS (Scherpenzeel and Toepoel 2012). The factors that were considered in
the pilot study were contact mode (recruitment either by telephone, in person, or by
a combination of these methods), incentive amount, timing of the incentive, content
of the advance letter, and timing of the panel participation request. Scherpenzeel
and Toepoel showed that all incentives were found to have much stronger effects
on response rates when they were distributed with the advance letter (prepaid) than
when they were paid later (promised). The highest response rate was found with a
prepaid incentive of EUR 10. For more results of the recruitment pilot, we refer to
Scherpenzeel and Toepoel (2012).

The LISS panel is an ideal infrastructure for studying survey methodological
issues, in particular, when they relate to the mode of interviewing (online). However,
many experiments contributing to substantive research were also run in LISS. For
example, Bellemare and Sebald (2011) presented a class of two-player extensive-
form games allowing measurement of belief-dependent preferences, including guilt
aversion as an important special case. A total of 2000 LISS panel members were
invited to participate in a sequential game that was played across 2 consecutive
months. Bellemare and Sebald found evidence of significant guilt aversion in the
Dutch population: a significant proportion of the population was found to be willing
to pay to avoid letting down the other player, in line with predictions of belief-
dependent models of guilt aversion.

Another example of a substantive experiment concerned ethical behavior and
class status (Trautmann et al. 2013). In this experiment, randomly selected LISS
panel members had to make decisions that determined how much money they
and someone else would earn. Trautmann et al. showed that ethical behavior is
affected by moral values, social orientation, and the costs and benefits of taking
various actions. Strong class differences emerged in each of these areas, leading to
differences in behavior.
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2.3 Innovations in Data Collection

One of the goals in LISS is to innovate data collection methods through experiments
with new technologies. The first large-scale experiment started in 2010. A random
sample of (about) 1000 LISS households was provided with an advanced bathroom
scale. This scale measures body weight and impedance (on which fat and muscle
percentage is based). The scale establishes a wireless connection with the gateway
via a radio signal. This minimizes the respondents’ burden to provide the data; they
are requested only to step on the scale (once a day, once a week, or at an unspecified
frequency). A first empirical analysis is reported in Kooreman and Scherpenzeel
(2014), based on almost 80,000 measurements collected in 2011.

The measurement of time use typically relies on paper diaries. As this is quite
burdensome for the respondents, response rates in time-use surveys are generally
low. In addition, the traditional setup is rather expensive. A smartphone allows time-
use data to be collected in a more efficient way. In close collaboration with the
Netherlands Institute for Social Research (SCP), a pilot study was carried out in
the LISS panel to test the feasibility of collecting time-use data with smartphones.
A total of 2000 LISS panel members participated in the study; some members of
the sample did not own a smartphone and were lent one for a short period of time.
A time-use app was developed specifically for this study, which had similarities with
the paper version. There were also differences with the paper version, such as the
possibility of copying repeated activities from a previous time slot and of filling in
activities such as sleeping and working for longer time periods. The results of this
feasibility study can be found in Sonck and Fernee (2013).

Smartphones can also be used to track travel behavior, using the phone’s global
positioning system (GPS) functionality. Traditionally, data on travel behavior are
collected through cross-sectional travel surveys using a paper diary. This entails a
serious time investment by the respondent, especially when travel data are collected
for a longer period of time. Moreover, due to memory effects, the accuracy of the
data is rather low. Using a dedicated app, travel data were collected from a random
selection of LISS panel members. Data collection took place in 3 years (2013, 2014,
and 2015); in each year a random selection of 500 panel members participated in
the study, using their own smartphone with the app installed or a loan smartphone.
Geurs et al. (2015) analyzed the first dataset and concluded that using the app is a
promising alternative to traditional travel diaries.

The measurement of physical activity is a final example of an experiment with
a new measurement device. The goal of this experiment was to form a more
realistic and complete picture of physical activity when objective measures and
self-reports are combined, particularly in the context of international studies on
physical activity. The study involved an accelerometer, developed by GENEActiv
(https://www.activinsights.com/products/geneactiv/). The device is wearable as a
watch and is waterproof. It measures acceleration in three dimensions, body
temperature, and light intensity, at a frequency of 60 measurements per second
(60 Hz). Approximately 1000 LISS panel members participated in the main study,

https://www.activinsights.com/products/geneactiv/
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using 300 devices. Panel members wore the device for 8 consecutive days, day and
night. For each participant this resulted in a large dataset; for the entire sample in
the experiment, approximately 5 terabytes of raw data were produced. The same
devices were shared with research teams running the English Longitudinal Study of
Ageing (United Kingdom) and the Understanding America Study (United States).
Interesting results were obtained. Kapteyn et al. (2018) showed that self-reports
and objective measures of physical activity tell a strikingly different story about
differences between the Netherlands and the United States: for the same level of self-
reported activity, the Dutch are significantly more physically active than Americans.

2.4 Open-Access Data Policy

Access to the data collected in LISS is open to every researcher, free of charge,
both in the Netherlands and abroad. Data are made available through the advanced
LISS Data Archive (www.dataarchive.lissdata.nl/). This archive, based on exist-
ing international specifications, has been awarded the Data Seal of Approval
(www.datasealofapproval.org), confirming adherence to the guidelines for trusted
digital repositories. Any researcher who signs a confidentiality statement can use
the data. Use of variables collected in different waves (or studies) is facilitated by
allowing researchers to collect such variables in a “shopping basket,” which then
automatically generates a dataset according to the user’s specification(s).

In June 2018 more than 2800 users were registered, affiliated with more than
100 institutes worldwide (including top universities such as Harvard, Stanford,
and the University of Michigan). Data are used for both scientific and policy-
relevant/socially relevant research. So far, more than 491 papers based on LISS data
have been published, including 236 articles in peer-reviewed international scientific
journals and 31 PhD theses.

2.5 Linking to Administrative Data

SN collects a large variety of data which can be accessed by researchers under very
strict privacy and confidentiality procedures. Through collaboration between SN and
CentERdata, all LISS data can be linked to administrative data. This is only possible
within the remote access environment of SN. Researchers can send LISS data to SN
through a secure connection. SN then matches identification numbers from LISS
panel members with the identification numbers available in SN’s records. LISS
panel members are informed about this linking and can opt out at any time. Once a
particular person has opted out, record linkage for that person is no longer possible.
Less than 10% of panel members have opted out. Linkage with administrative data
lays the groundwork for an even richer data resource, as it is possible to augment
survey records with administrative data on, for example, labor, income, wealth,

http://www.dataarchive.lissdata.nl/
http://www.datasealofapproval.org


Experimental and Longitudinal Data for Scientific and Policy Research:. . . 137

pension entitlement, and health care. Section 3 presents some examples of research
projects based on LISS data combined with data from SN registers.

Some studies (pending publication) link LISS data to external data sources
available from institutes other than SN. One study links data from the core study
(“Health” module) to data on air pollution (available from the Dutch National
Institute for Public Health and the Environment (RIVM)). A second example is a
study that links LISS data to weather data (available from the Royal Netherlands
Meteorological Institute (KNMI)). In both cases files with postal codes and the
variable of interest are merged to create a file with LISS data enriched with postal
codes. The merging of files is performed by CentERdata; the researcher receives the
merged file excluding the postal codes. As long as the variable of interest is at a
sufficiently high level of aggregation, no individual panel member can be identified
in this way.

3 Use of LISS Data for Policy-Relevant Research

3.1 Societal Challenges

Society is currently experiencing a number of significant trends, with a host of
attendant challenges:

– The population is aging, with implications for the cost of health care, sustain-
ability of the social security and pension systems, and the structure of labor and
product markets.

– Health disparities are substantial, and health status varies strikingly by socioeco-
nomic status. Obesity rates are rising sharply, and levels of physical activity are
falling.

– The immigrant population has become sizeable and has not been effectively
integrated into the labor market, the educational system, or the social fabric.

– Volatility in the international financial system has put savers’ investments at risk.
– Work patterns are changing across generations and age groups, as well as by

gender. With people now working until later in life, older workers often require
adaptations in workplaces and shorter working hours. Female participation in the
labor force has increased dramatically, but women are much more likely to work
part time than men, with implications for career prospects and compensation.

Through its open-access data policy, LISS offers a rich and valuable source of
information that can be used to address the challenges posed by these and other
trends. Sound policy that can positively shape the future of citizens will depend
on high-quality research in the social sciences to inform decision-making, both in
government and in industry.
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Survey data from LISS in combination with administrative data have played an
important role in policy discussions on the future of the Dutch pension system.
Results have also been used for a “pension coach” app to help the Dutch public
prepare for retirement. The next three subsections describe policy-relevant research
based on combinations of LISS panel data and administrative data and its impact on
society.

3.2 Retirement Savings Adequacy

Population aging and the poor performance of financial markets in recent years
have put the sustainability of pension arrangements in many Western countries
under pressure. To investigate if the Dutch population will be able to cope with
possible cutbacks in pension benefits, De Bresser and Knoef (2015) analyzed their
preparedness in 2008, on the eve of the prolonged economic slump. To do so they
compared self-reports of minimal and preferred expenditures during retirement with
annuitized wealth from administrative data. The rationale for this approach is that
preferences and constraints are likely to vary across individuals and households.
Measuring readiness against a single universal threshold, such as a retirement
income equal to or greater than 70% of previous earnings,1 fails to capture relevant
differences in coping strategies.

For the subjective assessment of minimal and preferred expenditure levels during
retirement, De Bresser and Knoef (2015) used data elicited from the LISS panel
in January 2008 on the initiative of Johannes Binswanger and Daniel Schunk
(Binswanger et al. 2013). Due to the open-access policy of LISS, these data were
still available 5 years later and could be merged with other data from the LISS data
archive.

A question about minimal retirement expenditure was raised at the beginning of
the survey, after a couple of items regarding housing costs during retirement. The
question was phrased as follows:

This question refers to the overall level of spending that applies to you [and your
partner/spouse] during retirement. What is the minimal level of monthly spending
that you want during retirement?

Please think of all your expenditures, such as food, clothing, housing, insurance,
etc. Remember, please assume that prices of the things you spend your money on
remain the same in the future as today (i.e., no inflation).

The quality of any evaluation of retirement readiness depends on ability to
measure financial resources. Survey reports of assets are known to suffer from sub-
stantial non-response and under-reporting, particularly when it comes to categories
of ownership such as stocks and savings accounts (Bound et al. 2001; Johansson and
Klevmarken 2007). Therefore, De Bresser and Knoef (2015) preferred to use more

1This is a widely accepted standard in the literature (Haveman et al. 2007).
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reliable administrative sources. They matched the LISS survey data with tax records
and data from pension funds and banks that are available at SN. This allowed them to
construct a complete and precise measure of the resources available to households.

The quality of the self-reported expected retirement expenditures is also impor-
tant. This depends on the degree to which people can predict their expenditure
needs during retirement. De Bresser and Knoef (2015) showed that people report
reasonable expenditures compared with their current income level. Furthermore,
young people provide similar answers to retirees, who know what it is like to be
retired. Finally, the model controls for the fact that some individuals have thought
about retirement more than others and that some people will find it more difficult
than others to answer questions about consumption needs during retirement.

De Bresser and Knoef (2015) found that, overall, the Dutch population was well
prepared for retirement. The median difference between the after-tax annuity that
can be obtained at age 65 and the individual-specific level of minimal expenditure
was 25%, taking into consideration public and occupational pensions. Still, for a
sizable minority of the sample, close to 20%, the annuity falls short of minimum
expenditure, even if all sources of wealth are taken into account (including private
savings and housing wealth, in addition to public and private pensions). The size
of those deficits is large enough to be problematic, with a median shortfall of
around 30%. The self-employed and the divorced stand out as vulnerable groups
with relatively modest pension entitlements.

The results of De Bresser and Knoef (2015) stimulated the policy debate in
the Netherlands on shortages but also on households that save more than they
need to finance their retirement. As explained by Knoef et al. (2015),2 there is
considerable variation in retirement savings adequacy. The results of the study
were commented on print media, on the radio, and on televised news programs
in the Netherlands. The advisory report by the Social and Economic Council on
the future of the Dutch pension system referred to the results (SER 2015). This
advisory report was taken seriously by the relevant ministries in their plans to
reform the pension system. Furthermore, the results were used by pension funds
and insurance companies in the pension field to gain insight into the composition of
wealth in Dutch households. The results were also presented to the State Secretary
of the Ministry of Social Affairs and Employment, who was especially interested in
vulnerable groups (regarding pension accumulation). Finally, the Dutch central bank
made use of the results in its paper on Dutch household balance sheets (DNB 2015).
With this paper the Dutch central bank aimed to limit disruptive tax incentives with
regard to the accumulation of wealth by Dutch households.

2This is a policy brief in which the results of De Bresser and Knoef (2015) play an important role,
together with those of Knoef et al. (2016).
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3.3 Retirement Expenditure Goals After the Crisis

The Dutch Authority for the Financial Markets raised the question of whether or not
retirement expenditure goals changed after January 2008, in response to the financial
crisis. Therefore, a new questionnaire was fielded in the LISS panel in December
2014, again asking about retirement expenditure goals. In addition to the question
on minimal retirement expenditure described above, De Bresser et al. (2018) also
asked a question about preferred retirement expenditure.

Figure 1 shows the median of minimal and preferred retirement expenditure
goals by income quintile.3 Both minimal and preferred retirement expenditure goals
increase with income. However, when retirement expenditure goals are divided by
current income, these ratios decline with income. Whereas the median poor person
needs about 100% of current income after retirement, the median rich person needs
about 60%.

Descriptive statistics about minimal and preferred expenditure are in themselves
interesting. Therefore, they are used by a large Dutch insurance company in its
“pension coach” app, which is available for the whole Dutch population free
of charge. After filling in retirement expenditure goals and wealth and pension
entitlements, the app indicates what the person must do to reach his/her retirement
expenditure goal. To help people determine their retirement expenditure goal, they
are offered information on the interquartile range of retirement goals that peers with
the same income and household situation reported in the representative LISS panel.

Fig. 1 Retirement expenditure goals by income quintile. Note: This figure shows preferred and
minimal retirement expenditure goals (left) and preferred and minimal retirement expenditure goals
divided by current income (right). Source: Own calculations based on data described in De Bresser
et al. (2018)

3Retirement expenditure goals are standardized and divided by standardized net income. Income
quintiles are based on standardized gross income.
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Comparing the data for January 2008 and December 2014, De Bresser et al.
(2018) show that minimal retirement expenditure goals (in real terms) declined by
about EUR 200 per month over that period. In particular, high-income individuals,
homeowners, widows, and men with self-employed individuals in their households
reduced their retirement expenditure goals.

People may have adjusted their pension ambitions downward because of gloomy
media reports about pensions. Or, in line with the life cycle model of Modigliani and
Brumberg (1954), individuals may smooth out exogenous wealth shocks from the
crisis over their remaining life cycle by changing their expenditure and/or labor
supply. De Bresser et al. (2018) show that a shock in pension wealth of EUR
100 reduced retirement expenditure goals on average with EUR 23-33. In addition,
gloomy media reports may have led to lower expectations regarding the future (for
all people, not related to individual declines in expenditure goals).

The results were presented at a World Economic Forum expert meeting and
were used by insurance companies to inform their financial advisors on “what is an
adequate pension.” The Dutch Authority for the Financial Markets and the Ministry
of Finance used the results in Fig. 2 to identify groups that are vulnerable in terms
of retirement savings adequacy. For the year 2017, the Ministry of Finance has
announced a focus on divorced people, based partly on these results.

Fig. 2 Retirement savings adequacy in subgroups of the population. Source: Authority for the
Financial Markets (2015)
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Expected pension annuities are also calculated in Knoef et al. (2017) for a large
administrative dataset (the Income Panel Survey, covering about 90 000 Dutch
households). Here, as a benchmark to judge savings adequacy, a 70% replacement
rate was used (e.g., Haveman et al. 2007) but also income-dependent replacement
rates based on the self-reported expenditure goals in the LISS panel (Fig. 1). These
results were used by the Ministry of Social Affairs and Employment (SZW 2016) to
formulate policy options to reform the Dutch pension system (ahead of the elections
in March 2017). Policies were proposed to stimulate pension accumulation for the
self-employed (since the results showed the self-employed to be a vulnerable group
with regard to pension accumulation). The report also proposed to differentiate
between pensions for homeowners and renters, since the results showed large
differences in the pension accumulation of renters and homeowners. The Ministry
of Finance used the results for its study group on sustainable growth and also in the
annual government report that clarifies the expected income and expenditure of the
national government.4

3.4 Stated Preference Analyses to Guide Policies

Sometimes preferences for policies cannot be measured, for example, because
the policy is not yet in place. In such cases, surveys can be used to estimate
the behavioral responses of individuals to certain policies by a stated preference
analysis. In a stated preference analysis, respondents are typically placed in a
hypothetical decision context and are asked to make several choices. In this way
preferences can be elicited which can guide policies in the near future. Below
the authors describe three stated preference analyses in the LISS panel that guide
policies in an aging society. The first two are about the labor market for older
workers, and the third is about the design of long-term care.

Kantarci and Van Soest (2013) estimated preferences for retirement plans. By
using a stated preferences analysis, they studied the effects of pension incentives
and increasing retirement age on the preferences for retiring full time or part time
at a later age. They find that two in five respondents prefer partial retirement over
early or delayed abrupt full retirement. This suggests scope for policy interventions
that emphasize partial retirement plans, offering flexible solutions for employees
to optimize their retirement paths. Furthermore, the results show that individuals
are responsive to an increasing retirement age at both the extensive and intensive
margins.

Oude Mulders et al. (2014) fielded a stated preference analysis among all
managers in the LISS panel, to examine a manager’s considerations in the decision
to rehire employees after mandatory retirement. This information is important for
governments that want to increase the labor force participation among the elderly.

4Known as the Miljoenennota.
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The results show that employers are strongly affected by employees who offer to
work for a significantly lower wage. Overall, employers are disinclined to rehire
employees after mandatory retirement, although large differences exist between
employees.

More recently, Van Ooijen et al. (2017) investigated the public’s willingness to
pay for long-term care in the Netherlands. Their first results show that people are
more willing to pay for household chores and personal care than for chaperoning,
entertainment, or insurance for the purchase of medical devices. First results also
show that people who expect to need relatively more long-term care are more
inclined to buy an insurance plan for long-term care. This means that adverse
selection is likely to be a serious concern when long-term care responsibilities are
transferred from the government to the individual and insurers wish to enter the
market.

4 Future Developments and Challenges

This chapter explained the LISS panel, an ultramodern and (cost-)efficient research
infrastructure that is now solidly in place. More than 9 years’ worth of rich and
innovative data has now been collected through this infrastructure. Researchers
worldwide have accessed the data for use in scientific, policy, and societal studies.
The open data policy has facilitated a vast amount of monodisciplinary research,
but multidisciplinary research is also possible by merging data from different
disciplines. The authors have shown how results of the LISS panel in combination
with administrative data have an influence in the political arena.

The world of primary data collection will change. New forms of data collection,
including wearable computing and data collected through sensor technology, will
replace the more traditional ways of collecting information. Lengthy surveys might
be replaced by shorter high-frequency surveys. Infrastructures such as the LISS
panel can provide a natural environment to launch new forms of data collection
and to conduct high-frequency data collection. Disseminating the data may become
a challenge, however, in part due to the size of databases—as in the accelerometer
example described in Sect. 2.3—but also on account of privacy regulations. The
more detailed information that becomes available on individuals, the easier it might
become to identify individual respondents. Take, for example, the high-frequency
data that were collected on travel behavior (Sect. 2.3). The daily GPS data can easily
reveal where the respondent lives and works. It is impossible to make these data
openly available for the research community, especially in combination with all the
other data collected in LISS. All data need to be thoroughly anonymized before they
can be made available (e.g., by disseminating only distances travelled).

The biggest challenge concerns the funding of infrastructures such as LISS.
It is a public benefit and needs budgets from scientific funding agencies to
maintain its high-grade scientific standards. Generating income through users of
such infrastructures might be an option, but this may not be to the advantage of
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the open data policy. Users who pay for their data are, in general, not in favor of
immediately sharing their data with others. And even if they are willing to share the
data, resources are required to make the data dissemination—including accessible
metadata—feasible. It seems unfair to charge these costs to the individual researcher
or research team who commissioned the survey. Budget is also needed to make the
administrative data more easily accessible for both scientific and policy-relevant
research. Investments need to be made in computational power and software tools,
and to serve the international research community, all documentation of metadata
needs to be made available in English.

We live in a society where policies are improved by insights derived from data.
These can be survey data but also administrative data, unstructured data, or a
combination of these. As a research community, we need to make sure that data
remain as accessible as possible.
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Public Policy, Big Data,
and Counterfactual Evaluation:
An Illustration from an Employment
Activation Programme

Pedro S. Martins

1 Introduction

Joblessness can be a major source of a number of wide-ranging individual and social
problems, including poverty, loss of skills, crime, poor health and unhappiness.
A key goal of public policy in many countries is therefore to ensure that the
labour market operates smoothly and delivers low levels of unemployment over the
business cycle. In this context, active labour market policies have been regarded as
an important tool that governments can use to increase employment levels. These
active policies translate into a potentially large number of programmes, typically led
by public employment services, sometimes in partnerships with private providers.
Examples of such programmes include registration, profiling and matching of both
jobseekers and vacancies, traineeships, hiring subsidies, vocational counselling,
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training, recognition of prior learning, entrepreneurship support, workfare, and job
search monitoring and sanctions (OECD, 2007).

Given the importance of these programmes—Organisation for Economic Co-
operation and Development (OECD) member countries spend an average of 0.5%
of their gross domestic products (GDPs) on such policies (OECD, 2013)—several
evaluations have been conducted across different countries and time periods, in
particular from a labour economics perspective (see Martins and Pessoa e Costa
(2014) for references). This chapter contributes to this literature by discussing one
specific activation programme, but from a broader perspective, emphasising issues
of public policy, data and evaluation methods. Instead of focusing exclusively on the
econometrics of the evaluation of the programme, as done in most of the literature
and in a companion paper (Martins and Pessoa e Costa, 2014), the analysis presented
here also draws on the author’s role in the design and the implementation of the
programme.

The programme evaluated here was based on requiring that certain groups
of unemployed individuals in receipt of unemployment benefits participate in
meetings in job centres at specific times in their jobless spell. This programme,
Convocatórias (‘summonings’), emerged following from the realisation that the
degree of support provided to jobseekers in Portugal was particularly low, with an
average of fewer than three job centre meetings per year, compared with averages
of more than one per month in some OECD countries. During these new job
centre meetings, the jobseekers would be directed towards active labour market
measures, including counselling, traineeships, job subsidies, training or workfare.
The specific activities would depend on the individual assessment conducted by
the jobseekers’ caseworkers, including further monitoring of the job search efforts
conducted until then, and on the measures available in each job centre. Some
unemployed individuals would also be directed towards job interviews, if good
matches with available vacancies could be found.

As indicated above, and crucially for identification purposes, the programme
was targeted at specific groups of unemployed individuals. These groups were
unemployment benefit receivers (UBRs) of a certain age (45 years or above) and
those receiving unemployment benefit (UB) for a particular duration (6 months or
more). These criteria establish clear differences in programme eligibility across
UB duration levels, which are explored in the counterfactual evaluation of the
programme through a regression discontinuity (RD) approach (Hahn et al., 2001;
Lee and Lemieux, 2010). In particular, the focus is on those aged 44 or below who
are targeted exclusively by the UB duration criteria. The effects of the programme,
in terms of re-employment and other outcome variables for UBRs unemployed for
6 months or more, in comparison with UBRs employed for less than 6 months,
are presented. Given that not all eligible jobseekers actually participated in the
programme, owing to capacity constraints, the estimates need to be adjusted in terms
of the fuzzy RD approach, as described below.

The empirical analysis draws on two detailed administrative datasets, each
including longitudinal individual information on the population of those unem-
ployed over the first 12 months of the programme. The first dataset is drawn from
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the records of the public employment service and includes information such as the
date of registration in the job centre and the date when the unemployed person
came into contact with the Convocatórias programme (if applicable), as well as
several individual variables. The second dataset is extracted from the social security
records and includes records on the employment status, salary and UB status of
each individual in each month. The two anonymised datasets were merged at the
individual level, allowing individuals to be followed from the point at which they
became unemployed, through their involvement or not with the Convocatórias
intervention, and eventually to their return to employment, or not.

The results, presented in detail in Martins and Pessoa e Costa (2014), indicate
that the increased activation efforts delivered by the programme had large positive
effects in terms of re-employment. This is an important result, particularly given the
challenging economic and labour market conditions and the relatively light nature of
the intervention. In fact, the estimates imply a doubling of the probability of next-
month re-employment for those subject to the programme. The effects estimated
are typically of at least 4%, a percentage that exceeds the average monthly re-
employment probability over the relevant unemployment duration range.

2 The Convocatórias Programme

The background to the programme studied here can be found in an action plan
launched by the Portuguese government in March 2012 aimed at the modernisation
of the public employment service (PES). This plan included a number of measures,
most of which were directed at increasing the activation of the unemployed. The
programme studied in this chapter, Convocatórias, is one such measure and is based
on the requirement that the Portuguese PES (IEFP) calls up all UBRs of specific
profiles for meetings with caseworkers in job centres. Moreover, the programme
allows job centres to establish the content of meetings and their follow-up, subject
to the broad guidelines that the PES should take actions that can activate UBRs and
increase their rates of transition to employment. Convocatórias strengthened both
the extensive and intensive margins of activation, by widening the range of UBRs
subject to job centre meetings and by increasing their involvement in active labour
market policies (ALMPs), respectively.

In practical terms, the content of the initial meetings and their follow-up actions
were varied, depending on the specific profile of each unemployed individual.
In general, the job centres monitored the job search effort exerted by the UBR
and updated their records regarding the profile of the UBR with a view to
facilitating matches with available vacancies. On several occasions, the UBR’s
personal employment plan, which sets requirements such as a minimum number of
monthly job applications to be submitted, was also updated. Moreover, depending
on the specific profile of each individual, the job centre would conduct a number of
additional actions. These included job search counselling, job interview participa-
tion requirements, training, self-employment support, and workfare or traineeship
placements.



152 P. S. Martins

An additional important aspect concerns the UBR profiles targeted by the
programme. Two specific groups were considered, namely UBRs aged 45 or older
and UBRs unemployed for at least 6 months. These two groups were considered to
be of greater interest in terms of more intense activation work to be delivered by
the PES. Moreover, from an operational perspective, the Convocatórias programme
was implemented gradually, given capacity restrictions across job centres, in some
cases also involving a greater priority being given to meetings with UBRs of lower
schooling levels. This chapter focuses exclusively on the second group (subsidised
unemployment spells of 6 or more months), in particular UBRs with unemployment
spells of between 1 and 12 months and not older than 44 years. The latter restriction
ensures an exclusive focus on the UBRs subject only to the 6-month stream of
Convocatórias. The group of unemployed aged 45 or older is more challenging
to examine, at least based on the RD approach used here, given that individuals
who register as unemployed when they are 45 or older are typically entitled to
unemployment benefit for a longer period.

Overall, the Convocatórias programme introduced an important strengthening of
the activation efforts delivered by the Portuguese PES towards UBRs and the long-
term unemployed, involving over 240,000 individuals over its first year of operation.

3 Data

This study draws on two administrative datasets, each one including rich, longitu-
dinal monthly individual information on the population of individuals unemployed
at least once over the first 12 months of the programme. The first dataset was drawn
from the records of the PES (IEFP) and, in its original version, includes the stock
of all individuals registered as unemployed in February 2012 plus the flows of all
newly registered unemployed persons from March 2012 up to March 2013. Most
activities that were conducted by job centres over that period are also recorded, such
as interviews, job placements, training placements and deregistrations, including the
specific Convocatórias intervention studied in this chapter. The data also include
additional information such as the full dates of registration in the job centre and
when the unemployed individual was subject to each intervention, as well as several
background variables at the individual level, including gender, age, schooling and
marital status.

The second dataset was drawn from the records of the social security data agency
(II). These data include information on the employment status of each individual in
each month over the period under analysis, as well as all earnings, social security
contributions and UBs registered. The two datasets were then merged, creating a
new dataset that follows individuals as they are unemployed and eventually return
to the labour market (such as several of those who were unemployed in February
2012) or are employed, become unemployed and eventually return to employment
(such as those individuals who were first unemployed at some point from March
2012).
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The merged dataset contains one observation for each individual in each month
from February to December 2012. Some individuals or observations are eliminated
from this dataset, leaving the final sample that is used to estimate results. First, given
that the Convocatórias programme was targeted at subsidised unemployed persons,
only individuals who have been enrolled in the PES and have received regular
UB at least once during the reference period are kept in the sample. Individuals
whose potential maximum UB duration is shorter than 12 months are also excluded,
because, as UB potential duration influences transitions to employment, they may
not be comparable to those who potentially receive UB for a longer period.

As mentioned previously, Convocatórias has two eligibility criteria: UBRs who
are 45 years or older and UBRs unemployed for at least 6 months. Because the aim
is to focus exclusively on those eligible through UB duration, the sample excludes
all UBRs who are at least 45 years old (these UBRs would automatically have been
eligible as soon as the programme was introduced, implying the need for a different
identification strategy). Moreover, the focus here is on UBRs who receive UB for a
maximum period that is neither shorter nor much longer than the threshold level of 6
months, given the use of the regression discontinuity approach. Therefore, exclude
all observations relating to individuals who received UB for more than 12 months
are excluded. Finally, given the focus on transitions out of unemployment, namely
of those subject to the programme, the final sample considers only the observations
relating to individuals who are unemployed, keeping a record of the timing of a
possible transition to employment.

Following the adjustments above, the sample contains 105,595 individuals and
611,061 (individual-month) observations. A total of 25,241 individuals (24%) were
subject to the programme. The difference between this figure and the 80,000
reported above is driven by the focus on the stream of the programme targeted at
the unemployed on UB for at least 6 months (and aged 44 or below) and the related
elimination of those in receipt of UB for more than 12 months. As this programme
was targeted initially at unemployed persons, many of whom receive UB for 12
months or more, this naturally leads to a smaller treatment group under analysis.
Other individuals are dropped because of data issues, including those who receive
different types of UBs (i.e. income support) or exhibit several changes between
employment and unemployment over the period considered.

As to the variables used, the main outcome considered is the transition from
(subsidised) unemployment to employment, a dummy equal to 1 if a UBR becomes
employed in the following month. Other related outcome variables, such as tran-
sitions out of subsidised unemployment and transitions to non-subsidised unem-
ployment, are also considered. As in the main case, the transition is assessed
from the perspective of the month when the individual is still in a subsidised
unemployment situation and analyse possible changes in that situation over a 1-
month time window. A fourth dependent variable concerns the income of the
individual over the following month. This variable can increase, for instance when
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a UBR takes a job that pays a salary higher than the UB, or fall, for instance when a
UBR moves to non-subsidised unemployment.

The treatment variable is a dummy equal to 1 if the individual was treated, that is,
was required to attend a meeting at a job centre under the context of Convocatórias,
in that month. The analysis also draws on an eligibility variable, which is a dummy
indicating whether or not the unemployed person’s receives UB for 6 months or
more. This variable will be used as an instrument for the treatment, in the context
of the fuzzy RD approach (see below). Moreover, several potential explanatory
variables are considered: age; gender (a female dummy variable); marital status
(married or cohabitant); nationality (foreigner); and schooling years. Other variables
used are the potential UB duration and the daily UB amount. These indicate,
respectively, the number of days of UB and the amount in euros the unemployed
person is entitled to at the time they become unemployed.

Table 1 presents descriptive statistics on all the variables mentioned above on all
the observations of the sample used for estimations. It is found that the probability
of re-employment in the following month is only 4.4%, while the probability of a
transition out of unemployment is 6.2% (and the probability of a transition to non-
subsidised unemployment is 1.7%). Average monthly income increase is 1%.

Table 1 Descriptive statistics, pooled data

Means S.D.

Transition to employment 0.044 (0.21)

Transition out of unemployment 0.062 (0.24)

Transition to non-subsidised unemployment 0.017 (0.13)

Income percentual variation 0.010 (0.58)

Treatment variable 0.041 (0.20)

Eligibility 0.563 (0.50)

UB elapsed duration 6.21 (2.76)

Age 34.50 (5.66)

Female 0.497 (0.50)

Married 0.514 (0.50)

Foreigner 0.059 (0.24)

Schooling 10.01 (3.86)

Initial UB duration 588.94 (142.10)

UB daily amount 17.57 (6.79)

Observations 611,061

Source: Martins and Pessoa e Costa (2014). Statistics based on pooled monthly data, from February
2012 to February 2013. Transitions measured in terms of following month. Eligibility is dummy
variable equal to one if UB duration is 6 months or more. Schooling measured in years. Initial UB
duration denotes maximum number of days of unemployment subsidy at the beginning of the spell.
UB daily amount denotes euros per day of unemployment subsidy, at the beginning of the spell
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4 The Regression Discontinuity Approach

The analysis of the effects of the Convocatórias programme is based on regression
discontinuity (RD). Econometric identification in this case draws on the treatment
discontinuity that occurs at the UB duration of 6 months. Indeed, the unemployed
are eligible only when their spell in receipt of UB hits that threshold.

Before explaining the approach in greater detail, some key concepts and their
notation are introduced. First of all, the so-called forcing (or running) variable, Zit ,
is the UB duration of individual i at month t . This is the variable that will determine
the participation in the programme, at some specific value only. (Moreover, to
facilitate the interpretation of results, the forcing variable is centred using instead
Z̃it = Zit − Z0, where Z0 is the discontinuity point (Z0 = 6, in this case).)
The treatment status variable, denoted by Dit , is a dummy variable equal to 1 if
individual i is called to a Convocatórias job centre meeting in month t . Moreover,
the outcome variable, denoted by Yit , is a dummy variable equal to 1 when the
unemployed individual became employed in month t + 1.

As mentioned above, not all eligible individuals are treated at that point. Indeed,
as Convocatórias was implemented gradually, not every UBR participated in the
programme as soon as they became eligible. Hence, the probability of treatment
does not jump from 0 to 1 at the specific UB duration threshold, Eit = 1[Z̃it ≥ 0], as
in a ‘sharp’ RD. Instead, the probability increases from zero to a significant positive
value at the eligibility threshold—the case of a ‘fuzzy’ RD design. This jump is
illustrated in Fig. 1, which presents the percentage of the unemployed at each UB
duration level that are subject to the programme (dots). The figure indicates that the
probability of being treated is zero up to the threshold and then jumps to about 0.1
at that level.

The main assumption of the RD approach is that the forcing variable is contin-
uous around the threshold. This assumption is not directly testable, but a graphical
analysis is a useful check. Figure 1 also indicates the number of observations for
each value of the forcing variable (solid line): unlike in the case of treatment, the
evidence is in favour of the continuity of the forcing variable around the threshold.

It is important to note that the profiles of the unemployed persons present
will typically be different in each level of unemployment duration, in terms of
both observable and unobservable characteristics. This will drive the duration
dependence commonly observed in outflows, from some combination of direct
effects from unemployment duration (in terms of reduced human capital, for
instance) and composition effects (in terms of greater prevalence of individuals who
are less likely to find jobs at all levels of unemployment). However, to the extent that
the 6-month threshold considered here is not associated with systematic differences
across the unemployed in terms of their likelihood of finding employment other
than through the effects of the programme (which is indeed the case, to the best
of the author’s knowledge), the results can be interpreted as the causal impact of
Convocatórias.
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Fig. 1 Probability of treatment and number of observations by (centred) unemployment benefit
duration. Source: Martins and Pessoa e Costa (2014). The horizontal axis indicates the (centred)
values of UB duration (for instance, zero corresponds to 6 months of UB and 6 corresponds to 12
months of UB). The left vertical axis (and the blue dots) indicate the percentage of observations
that are subject to a Convocatórias intervention. The right vertical axis (and the red line) indicates
the total number of observations used in the pooled cross-section analysis at each specific level of
the centred UB duration distribution

More specifically, in the case described here, the fuzzy design is implemented
econometrically in terms of two-stage least squares (2SLS), by estimating the
following equation:

Yit = α + βDit + S(Z̃it ) + δXit + εit (1)

in which Eit is used as an instrument for Dit and Xit is a vector of covariates
(gender, age, etc.), while S(Zit ) is a polynomial function of the (centred) forcing
variable.

Given that, in the fuzzy design, the probability of being treated is no longer
a deterministic function of the forcing variable, the discontinuity in the outcome
variable at the threshold cannot be interpreted as an average treatment effect.
Nevertheless, Hahn et al. (2001) show that it is possible to recover the treatment
effect by dividing the jump in the outcome variable at the threshold by the jump
in the probability of treatment, also at the threshold. The latter increase in the
probability of treatment is driven by the fraction of individuals induced to be treated
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(‘compliers’) who would not be treated in a setting without treatment. This treatment
effect is a weighted local average treatment effect (weighted LATE), where the
weights are the ex ante likelihood that the individual’s Zit is near the threshold.

5 Results

Given the important visual component of a regression discontinuity analysis,
this section begins by presenting the graphical evidence of the effects of the
Convocatórias programme on a number of variables regarding the programme’s
target group. Specifically, Fig. 2 describes transitions to employment in proportion
of the unemployed at different UB duration levels, pooled across different months
over the period covered. The figure also includes solid lines on either side of the
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Fig. 2 Re-employment probabilities by (centred) unemployment benefit duration. Source: Mar-
tins and Pessoa e Costa (2014). The horizontal axis indicates the (centred) values of UB duration.
The vertical axis indicates the probability of re-employment in the subsequent month. The red and
green lines correspond to fitted linear equations over the four and five observations at the left and
right of threshold UB duration, respectively. The left line was extended towards the threshold value
by computing its predicted value at that level of UB duration
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threshold obtained from linear splines estimated, respectively, over the (centred)
UB duration intervals [−4;0] and [0;5].1

Figure 2 presents a downward trend in re-employment probabilities (average
transitions to employment) as UB duration increases, consistent with evidence of
negative duration dependence observed in studies of unemployment. However, at the
threshold UB duration, there is graphical evidence of a (discontinuous) increase in
the re-employment probability, after which it resumes its downward trend, although
at a flatter rate. Moreover, the gap between the predicted re-employment probability
and the actual value at the threshold unemployment duration is sizable, about 1
percentage point. In the context of the RD approach, this discontinuous increase in
the re-employment probability can be interpreted as a treatment effect, especially
after adjusting for the fact that many eligible individuals were not treated. A very
similar pattern in transitions out of unemployment is seen. The average values
are higher across the range of unemployment durations given the wider coverage
of outcomes (transitions to both employment and non-employment), ranging from
5 to 8%, while before this range was 3 to 7%, but again there is a pronounced
discontinuity at the threshold duration.

On the other hand, it is observed that transitions to non-subsidised unemployment
increase steadily with UB duration, although at a lower probability than transitions
to employment. More importantly, there is virtually no discontinuity at the 6-month
threshold, nor any sizeable change in the slopes of the best-fit lines. Finally, there
is no evidence of a discontinuous change in income levels at the threshold UB
duration.

The robustness of the graphical evidence above is now tested, estimating the
model described in Sect. 4. In particular, 2SLS models with a linear spline, S(Z̃it ) =
π0Z̃it + π1Z̃itDit , are estimated, using the eligibility variable Eit as an instrument
for the treatment variable Dit resulting in the following second-stage equation:

Yit = α + βD̂it + ϕ0Z̃it + ϕ1Z̃it D̂it + δXit + εit (2)

The key dependent variables considered, Yit , are, in turn, the transitions to
employment (re-employment probability), to being out of unemployment, to non-
subsidised unemployment, and the income variation in the following period. The
remaining terms of the equation are the same as explained above. The coefficients
on the treatment effects are the β’s for each equation, according to the outcome
variable.

The results following the estimation of the model above are presented in Table 2.
Also presented are the results from different spline specifications (across rows).
The first-stage estimates are presented in the last column and are the same for all
outcome variables. Each coefficient and standard error pair across the first four
columns corresponds to a separate estimation of a different model in terms of

1See Martins and Pessoa e Costa (2014) for additional figures on transitions out of unemployment,
transitions to non-subsidised unemployment and income level percentage changes.
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Table 2 Convocatórias programme effects, different dependent variables and polynomials

Treatment effect on 1st stage

Transitions. . . results—

Polynomial Re-employment Out of To non-subsidy Income eligibility

function probability unemployment unemployment level effect

Linear 0.021∗∗∗ 0.023∗∗∗ 0.003 0.007 0.130∗∗∗

(0.007) (0.008) (0.004) (0.022) (0.001)

Quadratic 0.083∗∗∗ 0.080∗∗∗ −0.003 −0.011 0.114∗∗∗

(0.009) (0.010) (0.004) (0.026) (0.001)

Cubic 0.040∗∗∗ 0.047∗∗∗ 0.008∗∗ 0.017 0.133∗∗∗

(0.009) (0.010) (0.004) (0.028) (0.001)

Linear spline 0.041∗∗∗ 0.041∗∗∗ 0.000 0.002 0.106∗∗∗

(0.009) (0.009) (0.004) (0.023) (0.001)

Quadratic spline 0.097∗∗ 0.099∗∗ 0.002 0.237∗∗ 0.110∗∗∗

(0.040) (0.041) (0.012) (0.109) (0.001)

Outcome mean 0.044 0.062 0.017 0.010 –

Obs. 611,061 611,061 611,061 600,412 –

Source: Martins and Pessoa e Costa (2014). Each coefficient and standard error pair is obtained
from a separate 2SLS regression under a specific spline structure (indicated in the left column) and
dependent variable (indicated in the top row). The last column presents the results for the first-stage
results on programme eligibility term without interactions, under each polynomial function. All
specifications include a large set of control variables (see main text). Standard errors in parentheses
∗∗p ≤ 0.05; ∗∗∗p ≤ 0.01

the outcome variable and the polynomial function. Turning to the analysis of the
estimates, considering the first column, which focuses on the key dependent variable
(transitions to employment), the results across polynomials confirm the graphical
evidence in Fig. 2 and support its robustness. In all models, participation in the
Convocatórias programme results in significantly positive effects in terms of re-
employment probabilities. The magnitude of the coefficients varies from 2% (linear
polynomial) to 9% (quadratic spline). These coefficients represent an increase in re-
employment probabilities from 50 to 225%, taking into account the outcome mean
of 4.4% (see the second last row in the table).

In terms of the remaining dependent variables, the results on the transitions
out of unemployment are very similar to those on the equivalent specification for
transitions to employment, as predicted from the graphical evidence. In the case
of transitions out of unemployment, the coefficients also range between 2 and 9%.
Consistently, the transitions to non-subsidised unemployment are found not to be
affected by the programme, with virtually all results insignificant. In other words,
most individuals who leave unemployment find jobs. Similarly, no effects are found
in terms of income variation, defined as the percentage change in the sum of all
UB and employment earnings. The last result indicates that employment earnings
obtained are similar to the income wage from benefits, which is consistent with
the generally high levels of replacement rates (nearly 100% for individuals on low
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wages) and the previous results about most transitions being to employment (rather
than to non-employment).

It is also important to note that the first-stage coefficients on eligibility (the
instrument) are always significantly positive, with coefficients of around 12%, and
little variability across polynomial functions. This result confirms the relevance of
the eligibility status as established in the programme in terms of actual participation
in Convocatórias, namely through a request that the UBR attends a job centre
meeting.

Overall, the findings on re-employment effects can be regarded as larger than
those commonly found in the literature. Of the 15 studies surveyed, only Geerdsen
(2006) has a similar magnitude, although that programme was implemented when
the unemployment rate was only 6.1%. One explanation may be related to the
relatively light activation efforts that had been conducted, in general, by the
Portuguese PES up until the introduction of Convocatórias, especially following
the large increase in the number of unemployed and the decline in vacancies. This
situation may give rise to higher than average marginal re-employment benefits
even from relatively moderate levels of activation, such as interviews for available
vacancies or 1-day job search training sessions, despite the poor labour market
conditions.

Another related explanation concerns the role of ‘threat’ effects (Black et al.,
2003). As the Convocatórias programme consists of a meeting with a caseworker,
generally followed by referrals to ALMPs, some UBRs may perceive participation
as an increased cost of being unemployed. Those UBRs may therefore increase
job searches and/or decrease their reservation wage even before participation or
soon after it begins, leading to the documented increase in transitions out of
unemployment. Moreover, the programme may have prompted some targeted UBRs
who were employed informally to stop collecting UB and to register their jobs with
social security instead, given the impending likelihood that they would be required
to participate in training or workfare, for instance. On the other hand, as mentioned
above, the results on transitions out of unemployment are exclusively driven by an
increase in re-employment probabilities and not by an increase in transitions to non-
subsidised unemployment, unlike in Manning (2009) and Petrongolo (2009).

6 Lessons Drawn

This chapter illustrates the strong interplay between policy, data and (counterfactual)
evaluation with an illustration from a key social and economic area—the labour
market. It traces the development, implementation and evaluation of an ALMP in
Portugal, which involved the participation of over 200,000 individuals in its first
year of operation alone.

One first important lesson that can be drawn from this process concerns the
value of international benchmarking and benchlearning exercises. In the case of
the Convocatórias programme, its motivation largely stemmed from the awareness
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that there were important gaps in the support provided to jobseekers in the country
compared with provision in other OECD economies. In fact, before the programme,
jobseekers in Portugal had very few meetings with representatives of the PES, and
very little job search monitoring took place. This contrasts with the roles of public
employment services in a number of other EU countries, especially those that may
be regarded as closer to the technological frontier in this area. A considerable part
of the success of this policy can be attributed to the gap between the intensity of
previous activation practices and the intensity of practices implemented following
the deployment of the programme, something which would not be apparent without
a benchmarking exercise.

To take this point one step further, additional efforts towards clearer bench-
marking and benchlearning in the many specific dimensions of the work conducted
by public employment services, ideally involving greater interaction with research
centres and their analytical perspectives, may pave the way for further improvements
in the EU and elsewhere in terms of the support provided to jobseekers and in pursuit
of lower unemployment. Such benchmarking exercises are of course a key area from
the perspective of data, even if not necessarily in terms of counterfactual evaluation
methods.

A second lesson concerns the importance of building in an evaluation compo-
nent in new public policies even before they are implemented. This perspective
can greatly facilitate a rigorous evaluation, in contrast to attempts at measuring
impacts on a strictly ex post basis. In the case of Convocatórias, while the sharp
discontinuities at the 6-month unemployment duration threshold were introduced
to facilitate a counterfactual approach, in hindsight more could have been done to
enhance the insight provided by the programme and prevent some pitfalls, including
the mismatch between job centre capacity and eligible jobseekers. For instance, a
more staggered approach towards the roll-out of the programme, because of the
capacity issues above, could have been exploited in terms of greater randomisation.
In other words, given that not all jobseekers could have been supported immediately,
randomisation of targeted jobseeker profiles across the 80 job centres would have
greatly increased the potential insight from the evaluation, for instance in terms of
the potential interactions between profiles and impacts.

A related lesson is about the effects of the evaluation of a programme on
the impact of the programme itself. Although this ’impact of impact’ parameter
cannot easily be measured quantitatively, it might be argued that, when the main
stakeholders involved in the implementation of a programme are aware of its
ongoing rigorous evaluation, there are stronger incentives for a more successful
implementation of that same programme. On the contrary, when no such rigorous
evaluation is in place, the impact of the programme may suffer. This may also
generate a form of ‘publication bias’, whereby evaluated programmes will tend to
add greater value than non-evaluated programmes.
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Finally, a fourth lesson from this case study relates to the critical relevance of
quality microdata, perhaps ideally based on administrative sources. The evaluation
conducted here was based on the matching of two individual-level longitudinal
datasets, one collected by social security, the other by the public employment
services. In both cases, these data would be collected with or without the programme
and therefore did not generate opportunity costs, other than the anonymisation
and matching processes. On the other hand, their analysis, through state-of-the-art,
transparent regression discontinuity methods, offered great insight in terms of the
impact of the underlying programme. Moreover, the public good nature of such
(big) data—as they are ‘non-rival in consumption’—also enhances their economic
impact: many individuals can use them without additional costs of production.
Additional efforts by public agencies towards making such anonymised datasets
freely available can become an important source of value added, economic growth
and also higher levels of employment.
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The Use of Administrative Data
to Evaluate the Impact of Active Labor
Market Policies: The Case of the Italian
Liste di Mobilità

Enrico Rettore and Ugo Trivellato

1 Introduction

High-quality data are essential to design an effective evaluation of the effects of
a public intervention. Leaving aside the notion of quality relevant in all scientific
fields—available information should provide valid and reliable measurements for
the concepts they are intended to measure—this chapter takes “high quality” to
have two different but equally relevant meanings. First, the data should provide
information on the outcomes relevant for the evaluation of the intervention, i.e., the
individual status and behaviors the intervention might have an impact on, whether
intentionally or as a side effect. Second, the data should allow identification of a
comparison group, made up of individuals not exposed to the intervention under
evaluation and equivalent to the group of individuals exposed to the intervention, in
all respects relevant to the outcomes considered in the evaluation.

The first condition—which may seem obvious—often requires a great deal of
effort by the analyst to recover information on the outcomes the intervention might
have an impact on.

The second condition is more technical. To identify the average causal effect
of an intervention on the pool of individuals exposed to it, one needs to properly
approximate what those individuals would have experienced in the so-called
counterfactual world, i.e., one in which the intervention does not happen. This
counterfactual experience being by definition unobservable, one has to resort to
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the factual experience of a pool of individuals not exposed to the intervention,
the comparison group. To be a credible approximation of the counterfactual, the
comparison group must be made up of individuals as similar as possible to those
exposed to the intervention.

By far the most convincing way of obtaining two groups that are equivalent in
all respects—one exposed to the intervention, the other providing the approximate
counterfactual—is to select them at random in the same way as experiments run in
laboratories to test the effectiveness of a new drug. In an observational study—i.e.,
where the analyst has no control over who is going to receive the exposure—an
effective impact evaluation design requires the analyst to understand the selection
process as well as possible, i.e., the set of rules and behaviors according to which
the exposure state of the individuals is determined. Knowledge of the selection
process implies knowledge of the differences in composition of the two groups of
individuals.

This raises an important issue. Knowledge that, as a result of the selection
process, individuals exposed to the intervention are on average, for example,
younger, more educated, or less experienced, specifies the information required
to select a proper comparison group. This entails observing age, education, and
previous labor market experience for each individual included in the study. With
this information at hand, the analyst is in a position to compare the two groups of
individuals, controlling for the characteristics with respect to which the two groups
are on average different as a result of the selection process.

Administrative data are a valuable source of information in several ways for
the design of an impact evaluation. Their obvious main limitation is that they are
developed and maintained to meet the specific administrative requirements of their
reference institution and are not primarily intended to serve scientific purposes. As
a straightforward implication, the (sub)population covered by the archive and the
information it provides may be useless for the specific problem in which the analyst
is interested. On the other hand, conditional on providing the information required
for the evaluation, administrative data feature major advantages: they cover the
whole (sub)population of reference for their administrative purposes, and not just
a sample of individuals, very often they extend over long time periods, they are not
susceptible to the typical measurement errors of survey data, and, finally, they are
free of charge.

To illustrate the potential as well as the limitations of administrative data for
evaluating public interventions, this chapter presents the case of the Italian Liste di
Mobilità (LM), a program to handle collective redundancies which was introduced
in the early 1990s and was in operation until recently. All the existing studies on
the LM have exploited administrative data, with a clear distinction between first-
generation studies, which relied on poor information, and subsequent studies that
over the years have had access to much richer data, which gave insight into the
effects of the LM unknown to first-generation studies.

This chapter is organized in five sections. Section 2 presents the basic provisions
of the LM program. Section 3 describes the evaluation questions on which existing
studies focused. Section 4 presents a review of the evaluation designs adopted by
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researchers and of the results obtained. The emphasis in this section is on the
advantages and limitations of the administrative archives from which researchers
drew their data. Section 5 concludes. For those unfamiliar with the econometrics
of program evaluation, an appendix briefly describes the basic ideas on which the
evaluation of LM has so far been developed.

2 Basic Provisions of the Liste di Mobilità Program

The LM program was introduced by Law 233 (1991) and then slightly modified by
Law 236 (1993). It was in operation until the end of 2016. Some provisions varied
according to industry, worker’s occupation, geographic area, etc. and underwent
frequent modifications over time. Here, the main provisions relevant to the area and
the period covered in this chapter are outlined. For additional details, see Paggiaro
et al. (2009) and references therein. Firms with more than 15 employees—referred
to here as “large” firms—could collectively dismiss redundant workers, because of
plant closure or restructuring, and automatically enroll them in a special register
maintained by a regional authority. Workers dismissed by firms with up to 15
employees—referred to here as “small” firms—could also enroll in the LM on a
voluntary basis. Evidence indicates that most eligible workers dismissed by small
firms did register in the LM. To be eligible for the LM, a worker must have had been
on a permanent contract with the dismissing firm for at least 1 year. Workers in the
LM were in principle required to fulfill some obligations with respect to training
and job offers. An LM worker who refused an appropriate job offer from the local
public labor exchange was dropped from the program. However, enforcement of
these rules was largely absent. In practice, a worker’s willingness to accept a job
offer was not tested, and a worker enrolled in the LM could refuse any job offer
and retain LM status up to the end of the eligibility period. The basic features of
the program are summarized in Table 1. It is apparent that there were two separate
subprograms, targeted at two non-overlapping populations:

1. The first subprogram applied to workers who had been collectively dismissed
by large firms. Upon dismissal, they entered the LM by default and received
a monetary benefit, which was partly transferred to any firm that later hired
them. The same firm also benefited from a rebate on social security contributions
(SSCs) for up to 2 years. This subprogram was fundamentally different for
workers aged 50 years or over who met the requirements for “long mobility.”
For these workers, the active component of the program was largely dominated
by the passive component.

2. The second subprogram applied to workers either collectively or individually
dismissed by small firms. They entered the LM on a voluntary basis and
were eligible only for the active component of the program, which could be
supplemented with the much less generous standard unemployment benefits
where applicable.
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Table 1 Basic features of the Liste di Mobilità (LM)

Firm size

Workers collectively dismissed
by large firms (>15 employees)

Workers collectively
dismissed by small
firms (≤15 employees)

Age at dismissal <40 40–49 ≥50 <40 40–49 ≥50
Eligibility
duration (years)

1 2 3 1 2 3

Monetary benefits
(replacement rate,
with a ceiling)

80% First year: 80%
Second year: 64%

–b –b –b

Rebate on SSCs 97% of the standard SSCs, for 18–24 months
Benefit transfer to
the hiring firm

50% of 1 year at
most

50% of 2 years at
most

– – –

aWorkers ≥50 years old eligible for monetary benefits maintain their eligibility status even longer
if they are close to being eligible for retirement benefits (the so-called long mobility)
bSSC Social security contribution. These workers may draw the standard UI (over the period of
this study, replacement rate 30%), provided they meet the eligibility criteria
Source: Paggiaro et al. (2009)

The common feature of the two subprograms was the duration of eligibility as
determined by the worker’s age at dismissal. However, the effect of the eligibility
duration was very likely to vary across subprograms, as well as across the 40- and
50-year thresholds. Calculations by Paggiaro et al. (2009) show that the best strategy
for the employer was to hire a worker from the LM on a temporary 1-year contract
and then to switch it to a permanent one. If the worker was not eligible for monetary
benefits, this strategy provided a saving over 2 years, worth approximately 23% of
the labor cost. The employer saved an additional 13% of the labor cost by hiring a
worker eligible for monetary benefits on his or her first day in the LM, irrespective
of the duration of eligibility.

The bulk of savings for the hiring firm was represented by the significant rebate
on SSCs. In the case of the best hiring strategy, it ranged from 65% to 70% of total
savings. In addition, it coincided with total savings—which at 23% of the 2-year
labor cost were still substantial—in all circumstances when there was no benefit
transfer and specifically at the end of the eligibility period. One implication is that
it might not have been all that relevant to a potential employer whether or not an
LM worker to be hired was entitled to monetary benefits and whether he or she was
above or below the 40-year threshold, because in all cases the employer received the
same rebate on SSCs, as long as the worker was eligible.

3 The Evaluation Problem

Most of the studies on the LM so far have focused on the effect of the length of the
eligibility period. As an example, looking at the effect of being eligible for 2 years in
the LM instead of just 1 year, the issue can be formulated as follows: does allowing
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workers just above the 40-year threshold to stay in the program for 2 years affect
their chance of reemployment—and the quality of the job they eventually find—
relative to what would happen to them with 1-year eligibility? With the standard job
search model as a background (Mortensen and Pissarides 1999), it is apparent that
the LM provides two contrasting incentives: (i) the incentive to firms, which benefit
from the rebate on SSCs (and in some cases from the benefit transfer), to provide
workers enrolled in the LM with more job offers than they would otherwise receive
and (ii) the incentive to workers drawing monetary benefits from the LM program
to lengthen their unemployment spell by increasing their reservation wage and to
refuse any job offers they receive, at least over a large fraction of their eligibility
period.

In comparative terms, both these incentives tend to be higher under the 2-year
regime than under the 1-year regime. From a theoretical point of view, indication of
the effect is a priori uncertain and depends on which of the two incentives prevails.
Furthermore, it is difficult to isolate the effects of these incentives from those of
provisions about engagement in temporary employment. Thus, the effect can be
identified only empirically.

Research on the LM so far has focused largely on program participants aged
under 50 years, focusing on the causal effect of being eligible for 2 years versus
1 year either on the duration of the unemployment spell or on the probability of
having working status at selected post-enrollment periods (see Brunello and Miniaci
1997, Paggiaro and Trivellato 2002, Paggiaro et al. 2005). The prevailing evidence
can be summarized in two statements: (i) for workers entitled only to the active
component of the LM, i.e., dismissed by small firms, the additional year of eligibility
has no effect on reemployment probabilities or on the time spent waiting for the first
permanent job, and (ii) for workers also entitled to monetary benefits, i.e., dismissed
by large firms, the additional year of eligibility has a negative impact: older workers,
who draw benefits longer, have significantly lower reemployment probabilities and
a significantly longer time spent waiting for a first permanent job than their younger
colleagues. This effect tends to be larger for women, but not consistently across all
the case studies.

4 How the Availability of Data Drove the Design
of the Evaluations

There are three main sources of administrative information relevant to the evaluation
of the impact of the LM:

1. The archive resulting from the management of the LM itself
2. The archive resulting from the operations of the public labor exchange (Centri

per l’Impiego (CPI))
3. The archive of the Italian social security agency (INPS)
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These three sources differ greatly in terms of the information they provide on
the labor market history of workers enrolled in the LM. Broadly speaking, the first
archive provides information only on transitions to permanent employment after
enrollment in the LM; the CPI archive is much more detailed, providing information
on each single employment spell, whether temporary or permanent, and both before
and after enrollment in the LM; and, finally, the INPS archive adds data on employee
wages to the CPI information.

The first-generation studies on the LM made use of the first archive only. More
recent studies had access to the CPI archives and in some instances to the INPS
archive. All these studies are broadly similar in terms of the basic feature of the
evaluation design: one way or another, they exploit the discontinuity along the age
dimension in the duration of eligibility. But they are quite different with respect
to the variety of outcomes taken into consideration as well as with respect to the
robustness of the results obtained. All these differences across studies are driven
entirely by the administrative information available to the researchers. The main
studies are reviewed below, focusing specifically on the value of each piece of
information to the design of the impact evaluation.

4.1 Studies Based on the Liste di Mobilità Archive

The LM was managed by regional employment agencies, which were also respon-
sible for data collection. There was no common format for collecting individual
data on the program across the country; therefore, there is no consistent national
database available in Italy resulting from the operation of those agencies. To
illustrate what first-generation studies did, the work of Paggiaro and Trivellato
(2002) is considered here. They use data from the administrative records of the
Veneto Regional Employment Agency. The Veneto region is a large, relatively well-
developed region of Northeastern Italy. With more than 4.4 million inhabitants, it
makes up 7.7% of the Italian population. At the time the authors refer to (the late
1990s), Veneto had an employment rate close to 42%, an unemployment rate around
5.2%, and a per capita gross national product (GNP) some 15–20% higher than
the national average. These traits of comparatively low unemployment and high
economic activity characterize Veneto as similar to the rest of Northern Italy but far
from representative of the much less developed South.

The analysis by Paggiaro and Trivellato (2002) is restricted to the period from
January 1995 to March 1999. Each worker is followed from enrollment in the LM
up to the occurrence of one of the following events: (i) exit into a permanent job and
(ii) exit from the lists at expiration of the eligibility period. Incomplete durations are
registered for workers still enrolled in the lists at the end of the observation window.
There are clear limitations arising from these data.

The main limitation is that there is no explicit information on spells of temporary
work. It is clear that some of these spells did exist because there were cases where
the duration of enrollment in the lists was longer than the legal duration. This
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prevented the authors from discriminating between periods spent in the lists as
temporarily employed and time spent unemployed (drawing income support, if so
entitled). Those periods are then collapsed into a single spell of enrollment in the
lists, waiting for one of the two alternative final events, i.e., transition to a permanent
job or expiration of the eligibility period.

In principle, there is also a problem of self-selection into the program, since
workers dismissed by small firms who decide not to register are not included in
the study. Fortunately, in practice this problem turned out to be irrelevant: evidence
provided by officials of the Veneto Regional Employment Agency indicates that,
essentially, all workers dismissed by small firms did register in the lists.

The analysis focuses on the first two age groups, while workers aged 50 or over
are excluded. The final sample is thus reduced to 36,405 workers. The parameter of
interest is the effect of being offered 2 years of eligibility instead of 1 on the rate
of transition to permanent employment. The analysis is performed separately for
workers entitled and not entitled to income support, and by gender. Since duration
of eligibility depends only on age at dismissal, the assignment process fits the sharp
regression discontinuity design (RDD). In principle, one could exploit this feature
to identify and non-parametrically estimate the causal effect of the additional year
of eligibility by comparing workers just above the 40-year threshold with those just
below it.

Considering the size of the sample and the relatively low rate of transition to
permanent employment, the authors chose a semiparametric strategy exploiting the
whole sample. They fit a proportional hazard model to the duration of the spell
in the lists, estimating the difference between the two groups of workers—up to
39 and 40–49, respectively—controlling for age (as well as for other observable
characteristics of the workers). Figure 1 reports their main results.

For workers entitled to income support, the additional year of eligibility appears
to have a significant positive effect on the time spent searching for permanent
employment, varying with the duration of the spell and by gender. For men, the
effect is negligible during the first year but has a strong negative peak just at the
end of the first year, i.e., when the eligibility period for younger workers expires.
Within the second year, the effect is still negative but less pronounced, possibly
because the reference group of workers under 40 is somewhat selected, as it consists
only of workers who obtained temporary contracts. The pattern of the effect is
quite different for women. It is negative from the start of the spell, stays essentially
constant throughout the first year, including the last week, and then increases during
the second year up to its end. Similar differential treatment effects, but much less
pronounced, are also found for workers dismissed by small firms, for whom benefit
packages do not include any benefit transfer component.

Summing up, the passive component of LM appears to drive the results. A major
open question is that with these data, there is no way of understanding what happens
to the overall employment chances—rather than simply permanent employment—
of workers enrolled in the LM, both during enrollment and in the years after expiry
of the eligibility period.
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Fig. 1 Estimated baseline hazards controlling for age. Source: Paggiaro and Trivellato (2002)

4.2 Studies Based on the Archives of the Public Labor
Exchange and the Social Security Agency

Compared with the LM archive, the key additional piece of information provided
by the CPI archive is a much more detailed description of the labor market history
of workers enrolled in the LM, before, during, and after the eligibility period. Two
major advances are thus possible with respect to the first-generation studies. First,
the causal effects of the duration of eligibility are established with respect to the
monthly employment rate in each month since enrollment in the lists. This provides
a much richer picture of the short- and medium-term effect of the program on the
pattern of reemployment of these workers.

Second, the rich set of information on preenrollment labor market history of
workers entering the LM allows implementation of a set of specification tests to
validate the design of the impact. This strengthens the credibility of the results.

Finally, access to the INPS archive allows addition of information on wages to the
analysis. The next part of this chapter presents the analysis developed by Paggiaro
et al. (2009). They refer to workers enrolled in the LM in Veneto, 1995–1998. Their
analysis is carried out separately (i) for the two LM subprograms, (ii) by gender,
and finally (iii) both at the 40-year and at the 50-year thresholds.
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As in the first-generation studies, Paggiaro et al. (2009) identify the causal
effect by exploiting the discontinuity along the age dimension in the duration of
the eligibility. The internal validity of this strategy rests on the assumption that,
if individuals just above and just below the threshold were assigned to the same
eligibility regime, they would experience the same average outcome. Clearly, any
evidence providing support to this claim would be most welcome. The authors also
argue that, at least in principle, one could imagine reasons why the assumption
might be violated. For instance, one could argue that workers enrolled in the LM
and over the threshold are on average different from those below it, if firms and
unions bargain on the composition of the pool of workers to be dismissed.

Figure 2 shows the distribution of enrolled workers by age, separately for the
two groups of entitlement to monetary benefits and for gender. The main evidence
is a large discontinuity at the 50-year threshold for workers with monetary benefits.

Fig. 2 Distribution of workers enrolled in the Liste di Mobilità by age, 1995–1998, Veneto.
Source: Paggiaro et al. (2009)
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The McCrary (2008) test turns out to be statistically significant for both men and
women. As this is the threshold at which most of the workers are entitled to “long
mobility,” it is clear that workers dismissed by large firms have been selected in
consideration of the peculiar differential advantages brought to them by the “long
mobility” provisions. In principle, this selection opens the door to a violation of the
identifying restriction of the RDD.

To investigate this, the authors follow Lee (2008) and carry out a set of
overidentification tests to validate the strategy. These tests are based on comparing
individuals just above the threshold and their younger colleagues just below it
with respect to their preprogram employment history. As it is hard to think of a
causal effect of the LM program on employment status and wages experienced
by a worker 3 years before entering the LM, for example, any discontinuity with
respect to those variables at the cutoff points should be interpreted as a sign of
a differential composition around the cutoff point with respect to characteristics
relevant to subsequent employment status and wages. Hence, it should be taken as
evidence against the validity of the RDD restriction.

Figure 3 plots the employment rate by age for workers enrolled in the LM 3
years before enrollment. No significant discontinuity appears at the cutoff points.
Similar evidence is presented in the paper for the weekly wages of workers, as well
as looking at other preenrollment periods. This evidence confirms that workers aged
39 and 40, as well as workers aged 49 and 50, had the same employment histories
before entering the program.

Figure 4 shows the age profile of the reemployment probability 3 years after
enrollment, when most workers have already dropped out of the LM. The age profile
shows no significant discontinuity at the thresholds, except for a major statistically
significant drop at 50 years for workers with monetary benefits, i.e., those who can
use “long mobility” as a bridge to retirement. The drop is as large as 32.6% for men,
whereas it is 27.1% for women.

Having established that adding a second year of eligibility did not affect the
chances of getting a job, the issue is whether or not it affected the quality of the
jobs these workers in their early 40s eventually found. In particular, did it have any
effect on wages once a worker enrolled in the LM secured a new job? Keeping the
standard job search model as a background, it might well be the case that entitlement
to a longer eligibility period allows a worker to be more selective during the job
search, particularly if he or she draws monetary benefits, ultimately obtaining a
higher wage.1

The evidence presented by Paggiaro et al. (2009) shows that there are no
significant effects for all the groups taken into consideration. The only slight
difference discernable is again at the 50-year threshold for both men and women
with monetary benefits. However, this difference is hardly significant and is of the

1This issue raises an additional econometric problem pointed out by Ham and Lalonde (1996). The
authors argue that the problem does not arise in this specific case, since there is no causal effect (at
least on average) on the probability of having working status.
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Fig. 3 Employment rate 3 years before enrollment in the Liste di Mobilità (95% confidence
interval represented by the dashed lines; the vertical dashed lines represent threshold ages). Source:
Paggiaro et al. (2009)

same size as that observed for wages 3 years before enrollment (not reported here;
see Figure 3 in Paggiaro et al. 2009). Overall, the evidence is that the additional year
of eligibility has no impact on wages 3 years after enrollment in the LM.

Summing up, the main substantive evidence on the LM program is that at 40
years, there is no effect of the 2-year vs. 1-year eligibility regime on reemployment
rates 3 years after enrollment. There is also no effect for workers eligible only for the
active component or for those eligible for the additional passive component. That is,
the active component exactly counteracts the passive one. Moreover, the additional
year of eligibility has no effect on wages once a new job is secured.

There is some evidence (not reported here) that women with monetary benefits
postponed their reentry to work: after 2 years, the effect of the additional year of
eligibility on the employment rate is −15%, which disappears 1 year later.
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Fig. 4 Employment rates 3 years after enrollment in the Liste di Mobilità (95% confidence
interval represented by the dashed lines; the vertical dashed lines represent threshold ages). Source:
Paggiaro et al. (2009)

There is a strong negative effect at 50 for workers with monetary benefits: the
effect is as large as −35% and −30% for men and women, respectively. This is the
effect of providing them with the option of using LM as a bridge to retirement.

4.3 Disentangling the Roles of the Active and Passive
Components

Studies on the effects of the LM reviewed in the preceding sections have been
motivated by the fact that, from a theoretical point of view, the sign of the effect
of the 2-year regime of eligibility vs. the 1-year regime is a priori uncertain. Indeed,
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the same uncertainty is faced with respect to the effect of the “passive + transfer”
component, since it is apparent that this component provides two contrasting
incentives: on the one hand, the monetary benefit to the worker increases his or
her reservation wage, lengthening the unemployment spell; on the other hand, the
benefit transfer to the hiring firm makes the worker more likely to receive job offers.

Mazzarella et al. (2014) exploit the discontinuity along the firm size dimension
to identify the causal effect of the monetary benefit provided to workers dismissed
by firms above the 15-employee cutoff. Because of errors in measuring the exact
status with respect to eligibility for the monetary benefit, even if the probability
of receiving the monetary benefit as a function of firm size is discontinuous at 15
employees, the size of the discontinuity is smaller than 1 (see the case of workers
up to age 39 in Fig. 5; there is similar evidence for older workers). This problem is
dealt with by resorting to the so-called fuzzy RDD.

Figure 6 summarizes the results for workers aged 40 to 49. The estimated causal
effect of the “passive + transfer” component on the reemployment probability is

Fig. 5 Probability of receipt of the “passive + transfer” component as a function of firm size by
age group and gender (point estimates and 95% confidence interval). Source: Mazzarella et al.
(2014)

Fig. 6 Causal effect of the “passive + transfer” component on employment rate at the 15-
employee threshold, from 36 months before to 36 months after enrollment in the Liste di Mobilità
(LM), by age group and gender (point estimates and 95% confidence intervals). Source: Mazzarella
et al. (2014)



178 E. Rettore and U. Trivellato

nearly always negative over months 1 to 36 for each age–gender group, suggesting
that the effect of the passive component prevails over the effect of the transfer
component. The only exception is the group comprising men younger than 40. The
order of magnitude of the estimated effect is around −5% for all groups except
young men and is fairly stable over the 36 months.

5 Conclusions

This chapter concludes by emphasizing a collateral aspect of the story of LM
and its evaluation exercises. The LM has been in operation since the early 1990s.
First results on its effects started becoming available only at the end of the
1990s (Brunello and Miniaci 1997), when first-generation studies provided some
estimates, albeit confined to transitions to permanent employment. Preliminary
results on the impact of the LM on overall post-enrollment labor market history
became available in 2005 (Paggiaro et al. 2005). Evidence of the dramatic impact
of the “long mobility” clause on the labor market participation of over 50 workers
became available only 4 years later, along with evidence for the lack of any impact
of the duration of eligibility on earnings (Paggiaro et al. 2009). This was some 15
years after the program started its operations.

One might wonder what caused this large delay in the availability of a credible
estimate of the impact of the LM. The answer is clear: it is not due to a lack of
data. The administrative data required for the evaluation have been there since the
very beginning. This means that there were conditions for obtaining a complete
picture on the (mal)functioning of the program at least by the mid-1990s. The delay
is first of all due to a lack of demand for evaluation on the part of policy-makers. In
addition, and perhaps on a related note, the delay has been caused by the lack of an
established protocol to access data for scientific purposes. Researchers took the lead
in providing evaluations of LM even in the absence of explicit demand, making use
of the information they were able to obtain.

There is still a missing piece of evidence on the effect of LM. It is known
that at the 40-year threshold, the additional year of eligibility did not cause any
improvement in the probability of securing a job nor did it boost wages once a job
had been obtained. What has yet to be established is the impact of that additional
year of eligibility on the costs of the program: how much did it cost to realize that
zero impact on employment and wages? Again, the data to answer this question do
exist. However, they were simply not accessible to researchers at the time the papers
reviewed here were developed.
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A.1 Appendix: A 30-second Overview of the Econometrics
of the LM Studies

The institutional rules of the program induce discontinuities in the level and/or
type of benefits received by eligible individuals, either along the age dimension
or along the firm size dimension. One way or another, all the studies reviewed in
this chapter exploit those discontinuities to identify causal effects, following the
logic of the regression discontinuity design (RDD) (Imbens and Lemieux 2008, Lee
and Lemieux 2010). Here the RDD identification strategy is briefly reiterated, with
reference to the 40-year threshold.

The duration of the eligibility period is assigned on the basis of a worker’s age
at dismissal only, the running variable in RDD terminology. Comparing workers
assigned to the 2-year regime with those assigned to the alternative 1-year regime,
the econometric problem is how to disentangle the causal effect of the second year of
eligibility from a pure age effect. Let treatment I, denoting eligibility for the second
year, be equal to 1 for individuals aged 40–49 and 0 for those aged up to 39.

The outcomes are the economic performances in the post-enrollment months of
workers enrolled in the LM, e.g., employment status, duration of unemployment,
earnings, and so on. Let Y1 and Y0 be the potential outcomes a specific worker would
experience after being exposed to and being denied the treatment, respectively. Let
Y be the outcome observed for a specific individual. It is linked to the potential
outcomes and to the treatment status by the following identity:

Y = Y0 + I × (Y1 − Y0) , (A1)

i.e., for each specific individual, either Y0 or Y1 is observed, depending on
eligibility status.

By contrasting the average outcome experienced by the treatment group with the
average outcome experienced by the comparison group, the following identity is
obtained:

E [Y |I = 1 ] − E [Y |I = 0 ] = E [Y1 − Y0 |I = 1]

+ {E [Y0 |I = 1 ] − E [Y0 |I = 0 ]} (A.2)

where E[Y1 − Y0|I = 1] is the average treatment effect on the treatment
group (ATT) and the difference in brackets is the so-called selection bias, i.e., the
difference observed between the two groups even in the absence of any difference
in the duration of eligibility. It is induced by the differential composition of the two
groups with respect to age.

By conditioning on age = 40, the only age around which there are both
individuals assigned to the 2-year regime and individuals assigned to the 1-year
regime, the selection bias becomes:

E
[
Y0 |I = 1 , age = 40

] − E
[
Y0 |I = 0 , age = 40

]
. (A3)
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The classic sharp RDD identifying restriction states that this selection bias is
zero by claiming that the conditional mean E[Y0 |age] is a continuous function of
age in a neighborhood of age = 40. The rationale for this restriction is that, since
age is by design the only individual characteristic relevant for the assignment of
the duration of eligibility, it is the only individual characteristic possibly raising a
selection bias problem. Hence, by comparing individuals who are very similar with
respect to age, the selection bias shrinks to zero, implying that the quantity:

E
[
Y |I = 1 , age ≈ 40

] − E
[
Y |I = 0 , age ≈ 40

]
(A4)

identifies a meaningful causal parameter.
The drawback of this design is that if the program impact is heterogeneous across

subjects—as is likely in most cases—then the quantity (A4) identifies the ATT only
near the threshold, i.e., the RDD is useless to identify the causal effect away from
the threshold value. An additional problem is that by the very nature of the causal
parameter identified by the RDD—it is a causal parameter at a specific value of
the running variable—only units within a certain distance of the threshold value
contribute to the estimation of the causal effect. Hence, it is not the overall sample
size that matters for the precision of the estimate but the number of units in a suitably
defined neighborhood of the threshold value.

To estimate the ATT at the threshold value requires estimating the conditional
expectations of the two potential outcomes to the left and to the right of the
threshold, respectively. There are several methods available; one of the most popular
is the local linear regression as proposed by Hahn et al. (2001).

A too small sample size is precisely the problem that Paggiaro and Trivellato
(2002) deal with. Instead of restricting the analysis to individuals close to the
threshold value (in their case, workers enrolled in the LM in an age range around
40), they use the whole sample to model the relationship between the outcome and
age using a semiparametric model. Then they use the estimated model to evaluate
the average outcome just above the threshold and the average outcome just below it.

The fuzzy RDD used by Mazzarella et al. (2014) arises when it is not the exposure
to the treatment that jumps suddenly from 0 to 1 as the running variable crosses the
threshold. Rather, it is the probability of being exposed that jumps suddenly but
with the size of the jump smaller than 1. Mazzarella et al. (2014) observe that this
happens essentially because of a measurement error problem on the running variable
(see the discussion in Sect. 4.3). In this instance, the difference in average outcome
between those just above the threshold (i.e., eligible for the passive component of the
LM) and those just below it (i.e., not eligible for the passive component of the LM)
understates the average causal effect because there are units below the threshold
receiving the passive component as well as units above the threshold not receiving it.
To correct for this bias, it is sufficient to rescale the difference in outcome across the
threshold by dividing it by the jump at the threshold in the probability of exposure
to the treatment. Mazzarella et al. (2014) consider it to be the jump documented in
Fig. 6.
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Hahn et al. (2001) show that the resulting estimate is an instrumental variable
(IV) locally at the threshold value. The eligibility status—as defined by the running
variable being above/below the threshold value—acts as an IV for the actual
exposure to the treatment.
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Negative Home Equity and Job Mobility

Andrea Morescalchi, Sander van Veldhuizen, Bart Voogt, and Benedikt Vogt

1 Introduction

During the recent global financial crisis (2007–2009), the large decline in house
prices led many homeowners into negative home equity (NHE). NHE occurs when
the value of the house is lower than the outstanding debt on it. It has been suggested
that the large increase in NHE hindered the mobility of workers and had negative
consequences on the labour market (Stiglitz 2009; Krugman 2010; Katz 2014). The
increase in the proportion of homeowner households with NHE was particularly
high in the Netherlands. Indeed, it increased from less than 10% to more than 20%
in the period 2006–2011. This increase was especially due to homeowners who fell
into NHE as a result of the unexpected decline in house prices.

Several empirical studies have tested the impact of NHE on residential mobility,
with mixed findings. While some studies find that NHE reduces the probability of
moving (Henley 1998; Ferreira et al. 2010; Modestino and Dennett 2013; Andersson
and Mayock 2014), some others find the opposite (Donovan and Schnure 2011;
Schulhofer-Wohl 2011; Coulson and Grieco 2013; Bricker and Bucks 2016).
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However, whether or not homeowners with NHE, also called ‘underwater’
homeowners, are more or less mobile, only limited attention has been devoted
to investigating the effect of NHE on the labour market. To our knowledge, only
Mumford and Schultz (2014) have investigated the relationship between NHE and
job transitions using survey data from the Panel Study of Income Dynamics (PSID).
The present chapter makes use of Dutch administrative data to estimate the effect of
NHE on job-to-job transitions. This is the first study investigating the impact of NHE
on the labour market based on administrative data. Panel fixed-effects estimation is
carried out by making use of a panel data on Dutch homeowners from the period
2006–2011.

To account for self-selection into NHE based on unobserved characteristics, the
authors consider homeowners who fall into NHE because of an exogenous price
decline and compare them with homeowners with positive home equity (PHE).

The impact of NHE on job mobility is expected to work via the effect on
residential mobility. Although existing evidence on the effect of NHE on residential
mobility is mixed, a negative effect has been found in the Dutch case (van
Veldhuizen et al. 2016). Reduced propensity to relocate should render homeowners
with NHE less likely to change jobs because they are more prone to discard job
opportunities requiring relocation. A reduction in the probability of changing jobs
may prolong inefficient job matches and deprive homeowners of interesting job
opportunities that could have improved the quality of their job match (Munch et
al. 2006, 2008).

The study is structured as follows: Section 2 describes the place of the study in
the literature; Sect. 3 describes the dataset; Sect. 4 describes the methodological
approach; Sect. 5 presents the results, including a robustness analysis; Sect. 6
provides the conclusions; and Sect. 7 reflects on policy lessons learned from this
study.

2 Literature Review and Theoretical Background

The present study is related to two strands of literature. The first deals with the
impact of NHE on residential mobility. The second deals with the impact of
homeownership on labour market outcomes.

In the first strand of literature, there exist theories that describe either a negative
or a positive impact of NHE on residential mobility. On the one hand, three reasons
have been put forward to explain the well-known ‘lock-in effect’, predicting a
negative effect of NHE on residential mobility. First, underwater homeowners may
be less mobile because of liquidity constraints on making a down payment on
a new home (Stein 1995). Second, nominal loss aversion may make underwater
mortgagers less willing to sell their home after its price has fallen (Genesove and
Mayer 2001; Engelhardt 2003; Cunningham and Engelhardt 2008). Third, Chan
(2001) notes that the lock-in effect can be present only in the case of localised price
declines. On the other hand, NHE could provide an incentive to default and hence
could even increase mobility (Coulson and Grieco 2013).
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Several empirical studies have tested the impact of NHE on residential mobility,
with mixed findings reflecting the ambiguity of theoretical predictions. While some
studies find that NHE reduces the probability of moving (Henley 1998; Ferreira et
al. 2010; Modestino and Dennett 2013; Andersson and Mayock 2014), some others
find the opposite (Donovan and Schnure 2011; Schulhofer-Wohl 2011; Coulson
and Grieco 2013; Bricker and Bucks 2016). Ambiguity in results can be related
to the fact that these studies investigate different countries, which differ in their
institutional settings.

A problem with the available evidence is the potential selection of less mobile
individuals into high debt levels. To the authors’ knowledge, there is only one study
that tries to tackle the issue of self-selection: van Veldhuizen et al. (2016) exploit
exogenous switches from PHE to NHE resulting from unexpected decreases in
house prices. They find that households falling into NHE are 18% less likely to
move. This chapter tackles self-selection in a similar way.

In the second strand of literature, since the 1980s many scholars have maintained
that homeownership should impair the functioning of the labour market.1 This claim
is based, to a large extent, on the argument that higher costs for selling and buying
houses render homeowners less mobile, which has become popular under the label
‘Oswald’s thesis’ (Oswald 1996, 1997, 1999; Blanchflower and Oswald 2013).
Reduced residential mobility makes homeowners less prone to relocate for jobs,
and hence they are expected to have higher reservation wages, lower search intensity
and lower job-finding rates for non-local jobs but opposite outcomes for local jobs
(Munch et al. 2008; Morescalchi 2016).

Empirical evidence consistently reports that homeowners are less prone to
relocate for jobs (Henley 1998; Munch et al. 2006; Battu et al. 2008; van Vuuren
2009). Most microeconometric studies have found that unemployment periods of
homeowners are not longer, or even shorter, than those of renters (Goss and Phillips
1997; Coulson and Grieco 2013; Flatau et al. 2003; Munch et al. 2006, 2008; Battu
et al. 2008; van Vuuren 2009; Morescalchi 2016). This evidence has led to the well-
known puzzle of homeowners experiencing shorter unemployment periods despite
being less prone to making job-related moves (Morescalchi 2016).

Fewer microeconometric studies have investigated the impact of homeownership
on transitions from employment. Evidence shows that homeownership reduces
unemployment risks (van Leuvensteijn and Koning 2004; de Graaff et al. 2009; de
Graaff and van Leuvensteijn 2013) as well as the likelihood of job-to-job transitions
for employees. To check if lower job-to-job transitions of homeowners are explained
by lower regional mobility, Battu et al. (2008) and Munch et al. (2008) break down
job-to-job transitions into transitions to local jobs and transitions to jobs associated
with regional relocation. They both find that homeownership reduces the likelihood
of transition to non-local jobs. They also find a negative effect on transitions to local

1See Havet and Penot (2010) for a survey of earlier studies on the effect of homeownership on the
labour market.
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jobs, but this effect is smaller in both studies and not significant in the study by
Battu et al. (2008).

To reconcile the argument underlying Oswald’s thesis and empirical evidence,
some microeconometric studies have made distinctions between outright owners
and mortgagers.2 Unemployed mortgagers should have greater incentives to search
for a job to prevent foreclosure (Rouwendal and Nijkamp 2010). Consistently with
this argument, unemployed mortgagers are found to have the shortest unemploy-
ment duration (Goss and Phillips 1997; Flatau et al. 2003; Brunet et al. 2007; Kantor
et al. 2012) as well as the highest search intensity (Morescalchi 2016).

The two strands of literature described so far have limitations. First, investigation
of the impact of NHE on residential mobility does not explicitly quantify the
consequences for the labour market. Second, existing studies on the effect of
housing tenure on labour market outcomes do not explicitly take into consideration
the role of NHE. The present study fills these gaps by investigating the impact of
NHE on the labour market. The authors are aware of only one study investigating
the relationship between NHE and the labour market: Mumford and Schultz (2014)
investigate the effect of NHE on the probability of becoming unemployed and on
the probability of changing job using survey data from the PSID. They did not find a
significant effect in either case. The present study makes use of administrative data
and is based on a much larger sample, which contains more than 400,000 unique
observations compared with fewer than 8000.

The impact of NHE on job mobility is expected to occur via its effect on
residential mobility. Although existing evidence of the effect of NHE on residential
mobility is mixed, a negative effect has been found in the Dutch case (van
Veldhuizen et al. 2016). Analysis here is therefore based on the assumption that a
negative relationship prevails in the Dutch case. Thus, reduced propensity to relocate
can make homeowners with NHE less likely to change jobs, as they are more prone
to discard job opportunities requiring relocation. The reduction in the probability
of changing jobs may prolong inefficient job matches and deprive homeowners
of interesting job opportunities that could improve the quality of their job match
(Munch et al. 2006, 2008).

3 Dataset and Descriptive Statistics

The analysis in this chapter is based on data from 438,057 individuals followed
during the period 2006–2011. This section describes the most important features
of the data. The dataset is based on the full population of homeowners in the
Netherlands who bought a house after 1995. This section will give an overview
of the construction of the dataset and the most important descriptive statistics.

2Some studies have also compared social renters to private renters (McCormick 1983; Hughes and
McCormick 1987; de Graaff et al. 2009; Flatau et al. 2003; Battu et al. 2008; Morescalchi 2016).
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3.1 Constructing the Dataset

The dataset used for the analysis was constructed from multiple independent
administrative data records, which can be obtained from Statistics Netherlands
(Centraal Bureau voor de Statistiek (CBS)). CBS provides access to administrative
datasets with information collected from various sources, such as registry records
from municipalities or information on individual income based on tax files. The data
are strictly confidential and may be used only for research purposes. The results
may be published only after rigorous verification, which guarantees individual
anonymity. The different datasets can be merged using an encrypted individual
identifier, based on the individual social security number. This makes it possible
to combine several sources of information on the same individual over time.3

In total, 17 independent administrative datasets were merged. These sets contain
information on the individual’s current job, address, house value and household
balance-sheet information, such as income, financial assets and the value of the
mortgage on the house. Information was also obtained on household composition,
including number of individuals living in the household and changes in household
composition, such as through marriage, divorce or registered partnership. Table 1
gives an overview of the most important datasets used in the analysis. The datasets
are presented in the order used during the merging and cleaning process.

For the statistical analysis, a panel of male heads of households during 2006–
2011 was used. To avoid attrition bias, all individuals who were continuously
employed in all years were considered. An individual is defined as being employed
in a certain year if they work for at least 10 months of the year. Robustness checks
with four different employment periods are also reported.

3.2 Dependent Variable

Unique job identifiers from CBS were used at the individual level to identify job-to-
job mobility.4 An indicator variable was constructed that takes the value 1 if a job
identifier changes in a given year with respect to the previous year. The job identifier
was corrected for the following confounding factors: merging of companies, change
of job within a company and renewal of (temporary) contracts at the same company.

3For a very detailed description of the construction of the dataset, see van Veldhuizen et al. (2016).
This study uses their dataset and merges two additional datasets that contain labour market infor-
mation for each individual, namely, the BAANKENMERKENBUS and BAANSOMMENTAB
datasets.
4We used the variable BAANID, which is retrieved from the BAANKENMERKENBUS dataset.
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3.3 Independent Variables

The dataset contains rich information on the balance sheet of the households.
Information was obtained on the outstanding mortgage and the current value of
the house on 1 January in each year. The outstanding value of the mortgage was
extracted from administrative tax records. The value of the property was obtained
using the official valuation of property (waardering onroerende zaken (WOZ)
value), which is estimated by the municipality. Each household in the Netherlands
receives a letter every year with information on the current value of the property.
This is an approximation for the actual market value of the house. The ratio of the
transaction price and the WOZ value in the sample period was 99% (CBS 2014).5

The mortgage loan and the value of the house were used to calculate loan-to-
value ratio (LTV). Individuals were defined as having NHE if the LTV exceeded
100. To capture the effect of NHE, outcomes were compared between underwater
mortgagers and mortgagers with LTVs of less than 100. However, the division
between the two states may depend on unobserved heterogeneity. Therefore, two
types of underwater mortgagers were defined. More specifically, the authors distin-
guished between voluntarily and involuntarily underwater households. Individuals
can opt into a high LTV by getting a very large mortgage. An increase in debt may
reflect unwillingness to move in the foreseeable future. In this case, the straight
comparison between underwater mortgagers and those with PHE may simply
capture a different propensity for mobility rather than an impact of NHE.

Individuals were defined as having involuntary NHE if they experienced a decline
in their house value that was sufficiently large to increase the LTV to above 100. In
cases where an individual’s mortgage went underwater because of a combination of
an increase in the mortgage and a reduction in the house price, they were considered
to have voluntary NHE only if the ratio between the current mortgage and the value
of the year before was also above 100. For individuals who were underwater in the
first year of the sample, this distinction cannot be used. However, if they bought
a house in the first year and the LTV exceeded the cutoff, they were allocated to
the category of those with voluntary NHE. Once an individual was categorised as
underwater, they were defined as being underwater in the same category as long
as the LTV remained above 100. If the LTV fluctuated above or below 100, the
underwater status was updated in accordance with these rules.

5This information was obtained from CBS (2014), p. 8, Table 2.3.2.2. This is the average ratio of
the yearly average transaction price and the yearly average WOZ value in the sample period from
2006 to 2011. To calculate this ratio, the reference date in t + 1 was used as the value is determined
on 1 January each year. Hence the corresponding ratio for the year 2006 is the reference date in
2007.
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To capture the effect of NHE, the relevant comparison was made between
mortgagers who were involuntarily underwater and those with PHE. To distinguish
between voluntarily and involuntarily underwater mortgagers, two binary indicators
were included in the regressions.

The data also contain a large set of control variables. In particular, use was
made of housing tenure in years, household size, disposable real household income,
real financial assets, household composition and changes in household composition,
year and 40 regional indicators (local labour market level, COördinatie Commissie
Regionaal OnderzoeksProgramma (COROP) regions) as control variables.

3.4 Descriptive Statistics

Table 2 shows descriptive statistics for each year. The table shows means of the
variables and the corresponding standard errors in parentheses below. There are two
important messages from the descriptive statistics. First, there is a general decline
in job mobility in the sample period. In 2006 about 8.18% of the individuals in the
sample changed job, whereas only 4.39% in 2011. Second, a striking “exogenous”
increase in home equity status was observed. In 2006, only 0.24% of the households
had involuntary NHE. This number increased to 9.7% in 2011. In the same period,
the number of households with voluntary NHE increased only slightly (8.6% in
2006 compared with 10.93% in 2011).

4 Methodology

In estimating the impact of NHE, the authors took into consideration the fact that
the NHE status can be related to unobserved characteristics that in turn may have an
impact on the outcome variable. This issue was tackled using three measures.

First, a panel fixed-effects method was employed to remove the potential
endogeneity bias arising from time-constant unobserved heterogeneity. Second, a
set of control variables was introduced to account for time-varying heterogeneity.
Third, the group of homeowners with NHE was divided into the following two
groups: mortgagers who fell into NHE (1) because of a house price decline and (2)
because of a voluntary increase in the mortgage loan. To capture the impact of NHE,
group (1) was compared with homeowners with PHE. In this way the assignment to
one of the two categories was determined exogenously.
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Fig. 1 No relationship between change and level of average house prices in municipalities. Notes.
The grey line shows a linear regression with 95% confidence intervals

One crucial assumption of the identification was that the change in house prices
was random and unexpected. Figure 1 shows the relationship between the growth
rate and the level of the average house price per municipality in a given year for
the period 2006–2011. The picture that emerges from this figure is that there is no
relationship between the two variables. Coefficients of year-by-year regressions are
also very close to zero and generally non-significant. This evidence suggests that
house prices follow a random walk process, providing support to the assumption
made here.

Using the sample of all employed homeowners in year t, job-to-job transitions
can be modelled by the outcome variable yt + 1, indicating a change of job in the
following year. Hence, the following linear probability model is estimated as:

yit+1 = αi + β1 (InvoluntaryNHEit ) + δ1 (VoluntaryNHEit ) + γXit + εit (1)

In Eq. (1), β is the main coefficient of interest. αi is an individual fixed effect,
which captures all time-invariant unobserved individual heterogeneity. The parame-
ter vector γ captures the effects of other observable time-varying characteristics that
are summarised in the matrix Xit (Xit contains also a constant). It contains housing
tenure, disposable household income and household financial assets. Indicator
variables were also included for partnership status, marriage status and divorce
status, as well as indicator variables for household size. In addition, year dummies,
region dummies and region dummies interacted with year dummies were included
to control for potential local labour market shocks, which can vary over time. εit is
an error term with the usual assumptions.
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5 Results

5.1 Negative Home Equity and Job-to-Job Mobility

The effect of NHE on job-to-job mobility was analysed. Estimates of parameters in
Eq. (1) are reported in Table 3. Coefficients in Table 3 have to be interpreted in terms
of percentage point changes of the probability of changing jobs in the subsequent
year.

Column 1 reports the results of the baseline specification. This specification con-
tains year dummies and dummies for housing tenure. The main variable of interest
is the home equity status of the household. This is a categorical variable reflecting
three states defined as follows. The first is mortgagers who are underwater because
of a decline in the house price. They are considered to be involuntarily underwater.
The effect of NHE is captured by the coefficient of this indicator. The second category
corresponds to mortgagers who are underwater because they deliberately chose a high
LTV either at the very outset of purchasing their home or as a result of an increase in the
mortgage. They are considered to be voluntarily underwater. The third and baseline
category describes the situation in which a household has PHE.

Column 1 shows that NHE reduces the probability of changing jobs in the
following year by 0.339 percentage points. The results remain nearly unchanged
when we add further control variables. In column 2 the study controls for disposable
household income, financial assets and household size.6 The estimates of household
income show a negative association between higher household incomes and the
propensity to change job in the consecutive year. Higher financial assets show a
modest but mostly significant negative association with job mobility.

The results do not change if further controls are added for the change in household
composition in column 3. Namely, three indicator variables are added that capture the
household composition and changes to thehousehold composition.A dummy variable
is included that takes the value 1 if ahousehold head is living in a registered partnership
or marriage. The other two indicator variables take the value 1 if a household head is
divorced in year t or is going to divorce in the following year.

The results also remain unchanged if the study controls for local labour market
conditions. Since job mobility patterns can differ between labour markets, control
variables are added for local labour market conditions. The Netherland is divided
into 40 local labour markets, named COROP regions. Region dummies as well
as their interactions with year dummies are added in columns 4–6 to control
for differences in labour markets and yearly local shocks, respectively. The same
sequence of regressions is in columns 1–3, so, for example, column 4 contains the
same control variables as column 1. All regressions reveal point estimates that are
very similar to the initial specification in column 1. Column 6 shows that plunging
into NHE is associated with a 0.295 percentage point decrease in the probability
of changing jobs. Since the average probability of changing jobs across all years is
5.65%, this boils down to a relative effect of about 5.2% ( 0.00295

0.0565 × 100).

6All financial variables are converted to 2011 euros.
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Fig. 2 Effect of involuntary negative home equity on job-to-job mobility for different periods
of employment. Notes. The figure shows point estimates with 95% confidence intervals of linear
panel regression, with job-to-job mobility as a dependent variable for different samples. The x-axis
indicates the minimum employment length per year. The point estimate for an employment length
of 10 months is from column 6 in Table 2. The full regression results are available upon request

Table 3 also shows no relation between voluntary NHE and job-to-job mobility.
None of the coefficients in columns 1–6 are significantly different from zero.7

5.2 Robustness

A crucial selection was made with regard to the sample about the length of
employment. The main analysis focused on an employment period of at least
10 months in each year. One important question was hence to check if the results
changed if longer or shorter employment periods were allowed.

To address this question, the same analysis was conducted with samples based
on different employment periods. The authors looked at periods of 8, 9, 11 and
12 months of employment in each year and ran the same analysis as in Table 3.

The analysis reveals that the choice of the length of the employment period
does not influence the main results. Figure 2 shows the point estimates with 95%
confidence intervals of the key variable of interest. The x-axis shows the length

7As an alternative estimation, we also run an instrumental variable (IV) regression, pooling the
category of voluntary NHE with the reference category of no NHE. The binary indicator for NHE
has been instrumented with residuals of a house price equation containing the full set of regressors.
The coefficient of the binary indicator is not significant in the second stage, consistent with the fact
that voluntary and involuntary NHE are associated with similar effects in Table 3. Results are
available from the authors on request.
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of employment in each year. Regardless of the choice of employment period, a
statistically significant and negative relation is found between plunging into NHE
and the propensity to change jobs. The figure also shows that the point estimates for
each employment period are not statistically significantly different from each other.
NHE is associated with a moderate decrease in job-to-job mobility.8

6 Summary

This study investigated the effect of NHE status on job-to-job mobility. It used a
Dutch administrative panel dataset of homeowners for the period 2006–2011. The
analysis reveals a small negative effect of NHE on job-to-job mobility. Households
that plunge into NHE involuntary as a result of an unforeseen fall in house prices
are 5.2% less likely to change jobs than households remaining with PHE. No
relationship is found between voluntary NHE and job-to-job mobility.

The effect of NHE on job-to-job mobility is relatively small, especially if
compared with the effect on household residential mobility. There are three main
reasons why the effect might be so small. First, the institutional setup, such as
the National Mortgage Insurance Scheme, covers the mortgage payments in case
of default due to involuntary unemployment. This mitigates the potential risks of
changing jobs as a homeowner.

Second, in the Netherlands, high levels of mortgage debt are not associated
with weak borrower characteristics or higher default probabilities (Mocking and
Overvest 2015). This is one of the key differences from the United States and
some other countries, where high levels of mortgage debt are often associated
with weaker borrower characteristics, such as low income, low socio-economic
background or low educational levels. When the housing market collapsed, many
of these ‘subprime’ mortgages defaulted because many of the mortgagers became
unemployed as a result of their weaker positions in the labour market.

Third, homeowners with NHE might be prone to longer commuting distances.
In this case they might take up new opportunities in distant areas almost as often as
homeowners with positive equity, but avoiding relocation. The metropolitan region
‘Randstad’ covers the four biggest cities in the country: Amsterdam, Rotterdam,
The Hague and Utrecht. In this region the infrastructure is such that individuals do
not have to move when they change jobs. The impact of NHE on commuting is a
topic for future research.

8The full set of regression results of this robustness check is available upon request.
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7 Policy Lessons

The reduced labour mobility of homeowners plunging into NHE can have adverse
effects on the economy through reduced labour market matching efficiency, which
can lead to lower productivity levels. Two types of policies can be identified to
reduce these adverse effects: policies targeted at homeowners facing negative equity
and policies targeted at the flow of future homeowners with low equity levels.

Policies regarding homeowners facing negative equity could be aimed at reduc-
ing barriers to refinancing of residual debt. In general, mortgage lenders typically
do not (re)finance high LTVs. In the United States, most mortgage lenders will
not finance over 80% loan-to-home value, whereas in the Netherlands the cutoff
is 101%. Policies to refinance underwater mortgages could be government-run pro-
grammes that offer high LTV loans, like the Home Affordable Refinance Program
(HARP) in the United States, which offers loans with LTVs up to 125% to cover the
home’s reduced value. In addition to such government-run programmes, another
policy could be to make the interest paid on the refinanced debt tax deductible.
This is done in the Netherlands, for example, to incentivise households to accelerate
repayments of residual debt. Finally, governments could reduce transaction costs by
lowering stamp duty on residential moves that accompany job changes.

Policies aimed at the future flow of homeowners with low equity levels are
typically targeted at reducing the incentives to enter into high mortgage debts.
This can be achieved by lowering mortgage interest-rate deductions, which are
typically found in some advanced economies (such as the United States and the
Netherlands). A home mortgage interest deduction allows taxpayers who own their
homes to reduce their taxable income by the amount of interest paid on the loan
that is secured by their principal residence. An additional regulatory policy could be
(the introduction of) stricter mortgage standards, such as limits on loan-to-value
or loan-to-income ratios. These macroprudential tools are frequently considered
to dampen credit growth and avoid boom and bust cycles on housing markets.
However, the institutional setting should be taken into consideration when planning
restrictions in the availability of credit. In the Netherlands, for example, households
face relatively large mandatory pension savings that restrict any additional savings
for most households, which could lead to reduced access to the housing market (van
Veldhuizen et al. 2015).
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Microdata and Policy Evaluation at CPB

Rudy Douven, Laura van Geest, Sander Gerritsen, Egbert Jongen,
and Arjan Lejour

1 The Activities of CPB Netherlands Bureau for Economic
Policy Analysis

CPB Netherlands Bureau for Economic Policy Analysis was established in 1945.
CPB is the acronym for the Dutch name Centraal Planbureau. CPB is an inde-
pendent economic think tank, funded by the government, and aims to provide
independent, impartial economic analysis that is policy relevant and academically
up to standard. CPB’s main challenge is to contribute to better economic policies,
predominantly through applied empirical research. Theory and good intentions
alone are not enough to ensure effective and efficient policy. It is important to
establish whether or not these policies will really bear fruit. According to a Dutch
saying, ‘measurement is the key to knowledge’.
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Over time, research at CPB has moved from mainly macroeconomic research to a
more balanced approach between macro and micro. With the increased accessibility
of microdata and the rising power of computers, new research avenues have opened
up. At CPB, various routes are explored to enhance evidence-based policies using
microdata.

First of all, CPB conducts microeconometric analysis, over a wide range of topics
including taxation, education, health care, labour market policies and wealth and
income inequality. Academic papers, simulation models and policy briefs are the
main outlets. CPB’s value added is the focus on the Dutch context, in terms of the
data used, the underlying institutions and the choice of research topics.

CPB tends to use microdata that are readily available. Occasionally, CPB
collects or compiles its own microdata, undertakes surveys or conducts experiments.
Statistics Netherlands, the Dutch Health Care Authority, the Tax and Customs
Administration Office and the Dutch Central Bank are CPB’s main data providers.

CPB sometimes advises Dutch government ministries on the design of evalua-
tions or experiments undertaken by others: what are viable routes forward? On other
occasions CPB draws up guidelines. These guidelines are often used by ministries
when they tender evaluations or experiments. In this way, CPB ensures that research
projects set out by ministries meet a certain minimum standard.

CPB also assesses new policy proposals, using available international microe-
conometric research. Governments may want an assessment of policies before
their actual implementation. In the absence of reliable Dutch data, it may still be
possible to make an assessment by using information from international research.
CPB followed this approach, for example, when the government was contemplating
various options for an increase in the minimum wage for young people.

Box 1 ‘Promising Policies’—A Toolbox for Policy-Makers
Aim: the series ‘Promising Policies’ aims to foster evidence-based policies.
Insight into the effectiveness of policies helps policy-makers to make better
policy choices. Academic research becomes more accessible for policy-
makers in the form of a practical toolbox, drawing from existing literature
or models.

Format: a typical report contains (1) an overview of the state of knowledge
in a certain policy area, in terms of both outcomes and existing policies,
benchmarked against international peers, and (2) a series of policy options.
The options are summarized in a table. The text is geared towards policy-
makers and the public at large, rather than academics.

Choice of topics: a broad range of topics, on the intersection of political
priorities and expertise of the agencies, are involved. The choice of topics
should be validated to avoid the appearance of political bias. The series
contains reports on the labour market, innovation, education, mobility, science
policy and housing.

(continued)
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Choice of policies: policy options are distilled from academia, the public
debate (politicians, ministries, social partners, civil society) and international
peers. Reports provide an overview of options that cater to a wide political
spectrum.

Choice of indicators: trade-offs are the rule in economics. The reports
provide scores on various quantitative indicators and often also a qualitative
indicator, enabling policy-makers to weigh the various pros and cons of a
policy.

An example: the reports on labour market policies (CPB 2015, 2016a)
include policy options on fiscal policy, social security, employment protec-
tion, retirement age and old age pensions, wage formation and active labour
market policies. The table reports effects on budgetary impact, employment,
productivity, income distribution and miscellaneous factors.

More generally, CPB tries to bridge the gap between academia and policy-makers
by making academic research accessible to a broader audience. Therefore CPB uses
various channels: policy reports, scientific publications and books and seminars and
presentations suited for various audiences. A new series, ‘Promising Policies’,1 aims
to provide an overview of reform options in the Dutch situation for certain policy
areas (see Box 1). This series is aimed mainly at policy-makers and provides a
toolbox with many interesting and promising policy options. Most of the reports are
presented in a hearing for members of parliament.

This chapter provides a short overview how CPB approaches the issue of ‘better
data, for better studies for better policies’ using microdata. After having discussed
CPB’s main type of activities in this area, Sect. 2 will briefly stipulate CPB’s
position in the debate between the use of experimental methods and structural
models. The chapter also provides some examples of recent research. It concludes
with a summary of the challenges that must be faced while undertaking this type of
research and how to overcome them.

2 Policy Evaluations with Microdata at CPB

2.1 The Pros and Cons of Policy Evaluation Studies
and Structural Models

There are two major strands of literature using large micro datasets. These are policy
evaluation studies and structural models. Both approaches have their strengths and
weaknesses. The main issues are briefly summarized here.

1‘Promising Policies’ (Kansrijk beleid in Dutch) is a series produced by CPB and PBL Netherlands
Environmental Assessment Agency and SCP Netherlands Institute for Social Research. The
publications are in Dutch.
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Policy evaluation studies use randomized control experiments or ‘natural exper-
iments’ (typically a policy intervention) as exogenous variation to estimate the
impact of a particular policy (for an overview, see Angrist and Pischke 2008; Imbens
and Wooldridge 2009). The basic idea is that the policy intervention cannot be
influenced by the agents, which generates exogenous variation between the treated
group and a control group. Popular techniques of studying policy evaluations are the
use of instrumental variables, the differences-in-differences approach and regression
discontinuity (Angrist and Pischke 2010). The strengths of these approaches are the
identification of the causal impact of an intervention, the possibilities for replication
and the relative ease of undertaking robustness analysis (Angrist and Pischke 2010).
However, policy evaluation studies also have their weak points. One of these is
the external validity of the effects on other environments and other target groups.
Moreover, there is often a weak link between economic theory and the estimated
effects. The latter point complicates interpretation of the results and often precludes
welfare analysis (Heckman 2010; Keane 2010).

Structural models derive the estimating equations from economic theory and
estimate policy invariant parameters, such as preference parameters. External
validity is one strength of structural models. Another is the close link between theory
and the estimated effects (Keane 2010). However, weak points are the identification
of the causal relations, that the identifying variation is not always clear or credible
and that replication and robustness checks are rather labour intensive (Angrist and
Pischke 2010; Heckman, 2010).

Considering the strengths and weaknesses of both approaches, they appear to be
the mirror image of each other. Hence, a fruitful way forward seems to combine the
best of both worlds (Chetty 2009; Blundell 2010; Heckman 2010). In particular, in
the ‘Promising Policies’ series (CPB 2015, 2016b), CPB uses the results of both
strands of literature.

There are also two recent empirical approaches that formally integrate both
strands of literature, starting from different strands. First, the so-called sufficient
statistics approach uses economic theory to provide a theoretical underpinning of
the treatment effect in policy evaluation studies and considers counterfactual policy
reforms in the ‘vicinity’ of the policy reform on which the effect is estimated
(Chetty 2009). The second approach is to ‘validate’ structural model with (natural)
experiments (Todd and Wolpin 2006). Specifically, in this approach the authors
estimate a structural model and compare the simulated effects of a policy reform
with the treatment effect using policy evaluation methods.

In the following sections, this chapter considers four case studies using large
micro datasets at CPB. In the first case, the authors validate a structural model for
the labour participation of parents with young children, using the policy evaluation
method of differences in differences. In the second case, the authors estimate
the effect of tax rates on tax evasion by owners of small corporations, using
discontinuities in the tax system. In the third case, the authors estimate the effect of
teacher experience on children’s outcomes, using the random assignment of twins
to different teachers. In the fourth case, the authors evaluate the introduction of
performance-based payment schemes in the mental health-care sector.
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2.2 The Impact of Subsidies for Working Parents with Young
Children on Labour Supply

To promote the labour participation of parents with young children, governments
employ a number of fiscal instruments. In the Netherlands, working parents with a
youngest child up to 12 years of age receive a subsidy per hour of formal childcare
and in-work benefits. Since only working parents qualify for these subsidies and
benefits, they should promote labour participation of parents with young children.
Unfortunately, it is largely unknown which policy works best for employment.
Therefore, CPB studies the effectiveness of different fiscal stimuli in a structural
empirical model of household labour supply and childcare use and validates this
structural model with a policy evaluation study on a large reform in the period
2005–2009.

Bettendorf et al. (2015) use the differences-in-differences approach to estimate
the effect of the 2005–2009 reform in childcare subsidies and in-work benefits for
working parents. Indeed, over the period 2005–2009, there was a major increase
in the childcare subsidy per hour, which halved the effective price for parents, and
also a major increase in the in-work benefits for parents with a young child. In total,
over the period 2004–2009, childcare expenditure increased from EUR 1 billion to
EUR 3 billion, and expenditure on in-work benefits increased from EUR 0.4 billion
to EUR 1.4 billion. The treatment group consists of parents with a youngest child
up to 12 years of age. The control group consists of parents with a youngest child
12–17 years of age. By comparing the labour market outcomes for the treatment and
control after the reform with those before the reform, Bettendorf et al. (2015) can
isolate the effect of the policy intervention. They use data from the Labour Force
Survey (Enquete Beroepsbevolking), from Statistics Netherlands, for the period
1995–2009.

Figure 1 gives a plot of the participation rate of women in the two groups, before
and after the reform. The treatment and control group move (more or less) in tandem
up to the reform. Considering the control group of women with a young child
aged 12–17 years, Bettendorf et al. (2015) observe some convergence between the
treatment group and this control group after the reform. Indeed, a regression analysis
confirms that the reform had a statistically significant positive effect (an increase
of 30,000 persons) on the participation rate of mothers with a young child up to
12 years old. Furthermore, Fig. 1 also shows the participation rate of a potential
alternative control group, women without children. Women without children have
a trend in the participation rate different from that of the treatment group and are
therefore not a valid control group.

De Boer et al. (2015) use a structural model to estimate the preferences over
income, leisure and childcare. They use a discrete choice model, which has become
the workhorse of structural labour supply modelling (Bargain et al. 2014), and a
large and rich administrative panel dataset for the Netherlands, the Labour Market
Panel of Statistics Netherlands. The full dataset contains panel data for 1.2 million
individuals for the period 1999–2009. The dataset combines information on income
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(from various sources, e.g. labour income, profit income and various types of
benefits) and working hours from the Social Statistical File (Sociaal Statistisch
Bestand), data from the municipalities (Gemeentelijke Basisadministratie) on demo-
graphic characteristics (e.g. gender, age, ethnicity, ages of children, household type),
data from the Labour Force Survey (Enquete Beroepsbevolking) on the highest
completed level of education and data on the price and use of childcare per child
(Kinderopvangtoeslag). Thanks to the size of the dataset, the authors can estimate
preferences for a large number of subgroups. Furthermore, they can account for a
large number of observable characteristics and look at a large number of outcomes.
The childcare information is available for the period 2006–2009, which is the
time span used in the estimations for the structural model. Large-scale reforms in
childcare subsidies and in-work benefits during this period benefit the identification
of the structural parameters.

De Boer et al. (2015) then simulate the 2005–2009 reform with the structural
model and compare the simulated results with the estimated effects of the policy
evaluation study for validation. The results are reported in Table 1. The top of the
table gives the results for the participation rate and hours worked of mothers and
fathers with a youngest child up to 3 years (pre-primary school age). The bottom
of the table gives the results for the participation rate and hours worked of mothers
and fathers with a youngest child aged 4 to 11 years (primary school age). Table
1 shows that the results for the structural model are in line with the results of
the policy evaluation study for mothers. The estimated effect on the participation
rate of fathers is again much in line with the prediction from the structural model.
For the intensive margin, for fathers with a young child of primary school age,
the policy evaluation study suggests a smaller negative effect on hours worked per

Fig. 1 Labour participation treatment and control group (differences-in-differences analysis).
Source: Bettendorf et al. (2015)



Microdata and Policy Evaluation at CPB 209

Table 1 Comparison prediction structural model with policy evaluation study (differences in
differences) for the 2005–2009 reform

Outcome Structural model
Policy evaluation study (standard error
in brackets)

Youngest child 0–3 years old (pre-school)
Participation rate (mothers) 0.030 0.020 (0.007)

Hours worked per week (mothers) 1.185 1.222 (0.223)

Participation rate (fathers) 0.004 0.006 (0.004)

Hours worked per week (fathers) 0.075 −0.509 (0.237)

Youngest child 4–11 year old (primary school)
Participation rate (mothers) 0.017 0.022 (0.007)

Hours worked per week (mothers) 0.616 0.750 (0.221)

Participation rate (fathers) 0.001 0.003 (0.004)

Hours worked per week (fathers) −0.001 −0.180 (0.234)

Source: De Boer et al. (2015)

week than the structural model does, although the coefficients are not significantly
different from each other. The only coefficient of the policy evaluation study which
differs significantly from the prediction of the structural model is the hours worked
response by fathers with a youngest child of pre-primary school age, for which
the policy evaluation study suggests a larger negative response than the structural
model.

Given that the structural model gives a good prediction of the estimated effect
of the policy evaluation study, CPB uses this model to study the effectiveness of
a number of counterfactual policy reforms for parents with young children. De
Boer et al. (2015) find that an in-work benefit for secondary earners that increases
with income is the most effective way to stimulate total hours worked. Childcare
subsidies are less effective, as substitution of other nonsubsidized types of care for
formal care drives up public expenditures. In-work benefits that target both primary
and secondary earners are much less effective, because primary earners are rather
unresponsive to financial incentives.

2.3 Tax Shifting by Owners of Small Corporations

In the Netherlands, owners of small corporations determine their own salary and
the distribution of profits from their firm. This gives the owners the possibility
to shift between tax bases. These owners are managing directors, abbreviated as
DGAs (directeur-grootaandeelhouder in Dutch). DGAs thus face various types
of taxation, such as taxation of corporate income, progressive taxation of labour
income and proportional taxation of dividend income. As a consequence, they can
exploit several opportunities to minimize the tax burden by shifting income between
fiscal partners, between labour and dividend income and, in particular, over time.
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From studies in other countries, it is known that the self-employed, like DGAs, are
better able to avoid an increase in tax rates, because they face fewer frictions in
shifting income to forms that are taxed at a lower rate (le Maire and Schjerning
2013; Devereux et al. 2014; Harju and Matikka 2016).

Tax shifting can be observed only using individual tax data of the DGAs and
their corporations. Bettendorf et al. (2017) use the individual tax records of DGAs
and the firms they own for the years 2007 until 2011 from the Tax and Customs
Administration Office. There are about 300,000 DGAs per year and these DGAs
own about 200,000 firms. Over time, their numbers are increasing.

Labour and capital incomes are taxed differently according to various boxes
(Cnossen and Bovenberg 2001). Labour income is taxed at a progressive rate in the
first box. Four tax brackets apply, ranging from 33% for incomes up to EUR 18,000
to the top marginal rate of 52% for incomes beyond EUR 56,000 in 2011. The salary
of the DGA is also taxed in the first box. Different rules govern this salary. The rules
state that the salary should be at least 70% of what is ‘commonly’ paid to managing
directors of similar companies, the so-called reference salary. This reference salary
also has a minimum level (EUR 41,000 in 2010). Many DGAs seem to consider this
level an absolute minimum, whereas the correct interpretation is that the burden of
proof shifts from the tax authority to the DGA at this level.

Distributed profits of DGAs are taxed in the second box. The profits from the
sale of the company, or part of its shares, are also taxed in this box at a rate of 25%.
The corporate tax rate is 20% for profits up to EUR 200,000 and 25% for profits
exceeding EUR 200,000. This implies that the combined corporate and dividend tax
rate is typically 40–44%. This hardly differs from the 42% tariff in the second and
third tax bracket of the personal tax rate. For higher incomes facing the 52% tariff in
the highest tax bracket, it then becomes attractive to shift income from wage income
to profit income (see Fig. 2).

Bettendorf et al. (2017) find that taxable labour income, plotted in the panel on
the right-hand side of Fig. 2, bunches at the cutoffs of the tax brackets, in particular
at the top tax cutoff. The McCrary estimate of the discontinuity shows that the
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density of gross wage income peaks exactly at this cutoff for all years (McCrary
2008). The elasticity of taxable income ranges from 0.06 to 0.11. Bettendorf et al.
(2017) show that bunching at the top tax bracket cutoff is mainly driven by shifting
income over time and to a much lesser extent by shifting between wage and profit
income within a year.

The modest peak around the labour income tax base at nearly EUR 33,000 in the
right-hand side figure may be surprising because, for people below the age of 65, the
tax rate increases by only 0.05% moving from the second to the third tax bracket.
This tiny increase in the tax rate cannot explain any bunching. However, for those
aged 65 and older, the tax rate increases from 17% to 42% between the second and
the third tax bracket. Some further analysis shows that a part of this peak is indeed
explained by DGAs aged 65 and older. With a peak at EUR 18,000, the first tax
cutoff is of nearly the same size as the last cutoff. The excess amount is somewhat
smaller for this kink in the tax system than for the kink at the start of the top tax
rate.

Bettendorf et al. (2017) conclude that DGAs manipulate their taxable wage and
profit incomes to minimize their tax burden. In particular, they avoid the highest tax
bracket. The salaries bunch just before the start of the fourth tax bracket. The effect
is statistically significant, but on the other hand the economic impact in terms of
forgone tax receipts is modest. The strict rules on the salaries prevent many DGAs
from fixing their salaries just below the highest tax brackets. Their opportunities to
determine their salaries are limited. These rules seem to achieve their goal, at least at
the lower end of the wage distribution. The administrative burden is high, however,
and discussions between the tax authorities and the DGAs consume time and effort.
Moreover, DGAs seem to retain their profits in the firm instead of distributing them.
Policy-makers seem to be aware of this situation. One of the loopholes, avoiding
paying tax on dividends by emigration, has recently been closed. Other policy
proposals are formulated to stimulate DGAs to distribute their profits more evenly
over time, by introducing a two-rate tax structure in the second box of the personal
income tax.

2.4 Teacher Quality and Student Achievement: Evidence
from a Sample of Dutch Twins

The quality of teachers is considered to be a crucial factor for the production
of human capital. Understanding the determinants of teacher quality is important
for improving the quality of education and therefore a key issue for educational
policy. A large literature has investigated the contribution of teachers to educational
achievements of students (Hanushek and Rivkin 2006; Staiger and Rockoff 2010).
A consistent finding in the literature is that teachers are important for student
performance and that there are large differences between teachers in their impacts
on achievement. However, the factors that are important for teacher quality remain
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unclear. The international literature suggests that the only factor that matters
is teacher experience, but evidence is scarce and there are no results for the
Netherlands. Gerritsen et al. (2016) investigate the extent to which this result also
holds for the Dutch context.

Addressing this question is notoriously difficult because students, teachers and
resources are almost never randomly allocated between schools and classrooms.
Using nonexperimental methods may therefore yield biased results. For instance,
more highly educated parents may select better schools or classrooms because they
may be more involved with their children than less educated parents (Clotfelter et
al. 2006; Feng 2009).

Gerritsen et al. (2016) try to circumvent these selection issues by examining the
effect of teacher quality on student achievement using an experimental method.
They use a novel identification strategy that exploits data on pairs of twins who
entered the same school but were allocated to different classrooms in an exogenous
way. The variation in classroom conditions to which the twins are exposed can be
considered exogenous if the assignment of twins to different classes is as good as
random. In many Dutch schools, twins are assigned to different classes because an
(informal) policy rule dictates that twins are not allowed to attend the same class.
As a result, they go to different classrooms. Because twins are more similar than
different in early childhood, it seems unlikely that small differences between twins
will affect the way they are assigned to different classes. In the empirical analysis,
Gerritsen et al. (2016) have tested this assumption and did not find evidence for
non-randomness of the assignment.

The research is designed to study classroom quality, as twins go to different
classrooms. Classroom quality is a multidimensional concept that includes factors
such as peer quality, class size and teacher quality. In the empirical analysis,
Gerritsen et al. (2016) focus on the effects of observed teacher characteristics
on student outcomes because, in applying this design, teachers seem the most
obvious factor differing across classes (Dutch schools equalize other factors such
as classroom facilities and class composition across classes).

For the analyses, longitudinal data of a large representative sample of stu-
dents from Dutch primary education are used. The twins are identified from the
population-based sample by using information on their date of birth, family name
and school from the biannual PRIMA project. This project consists of a panel
of approximately 60,000 pupils in 600 schools. Participation of schools in the
project is voluntary. The main sample, which includes approximately 420 schools, is
representative of the Dutch student population in primary education. An additional
sample includes 180 schools for the oversampling of pupils with a lower socio-
economic background (the low-SES sample). Gerritsen et al. (2016) use all six
waves of the PRIMA survey, including data on pupils, parents, teachers and schools
from the school years 1994–1995, 1996–1997, 1998–1999, 2000–2001, 2002–2003
and 2004–2005. Within each school, pupils in grades 2, 4, 6 and 8 (average age, 6,
8, 10 and 12 years) are tested in reading and math. The scores on these tests are
the main dependent variables. Information on teachers and classrooms consists of
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variables such as class size and teacher experience measured in number of years
working in primary education. These are the explanatory variables.

In line with earlier studies on teacher effects, Gerritsen et al. (2016) find that
teacher experience is the only observed teacher characteristic that matters for student
performance (Staiger and Rockoff 2010; Chetty et al. 2011; Hanushek 2011). Twins
that are assigned to classes with more experienced teachers perform better in
reading and math. On average, one extra year of experience raises test scores by
approximately 1% of a standard deviation. In the Dutch context, this means that at
the end of primary education, a pupil taught by a teacher with 40 years of experience
starts on average nearly one track higher in secondary education than a pupil
taught by a new teacher. The effects of teacher experience are most pronounced
in kindergarten and early grades. Gerritsen et al. (2016) also find that teacher
experience matters in later career stages. This finding contradicts ‘the consensus in
the literature’ that only initial teacher experience (less than 3 years) matters (Staiger
and Rockoff 2010). However, the findings of Gerritsen et al. (2016) are consistent
with the results found by Krueger (1999) and Chetty et al. (2011), using data from
the STAR experiment, in which students and teachers were randomly assigned to
classes, and also with recent findings by Wiswall (2013) and Harris and Sass (2011).

2.5 Evaluation of Performance-Based Payment Schemes
in Mental Health Care

In 2008, the Dutch government introduced performance-based payment schemes
in Dutch curative mental health care. Since these payment schemes were new, and
their impact unclear, the government decided to initially apply the performance-
based payment scheme only for a small group of mental health-care providers: the
self-employed. The self-employed perform about 10% of all mental health services,
while large mental health institutions such as psychiatric hospitals or regional
facilities for ambulatory care perform the majority. These large mental health
institutions receive an annual budget, and their employees, including psychiatrists,
psychologists and mental health-care nurses, receive a fixed salary.

The main idea of policy research by Douven et al. (2015) is to evaluate
the performance-based payment schemes for self-employed mental health-care
providers using the large mental health institutions as a control group. Douven
et al. use administrative data from the Dutch health-care authority covering the
years 2008 to 2010. They have information from 1.5 million treatment records,
where each record describes the total treatment episode of a patient from start
to end. Depending on the severity of the patient’s symptoms, a total treatment
episode can take between a few hours and a whole year. Each treatment record
contains detailed information about patient, treatment and provider characteristics.
The records describe all curative mental health-care treatments that occurred in the
Netherlands between 2008 and 2010.
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A mental health-care provider diagnoses a patient and registers the severity of
the patient’s condition, the face-to-face treatment time with the patient, the type
of treatment and daytime activities. The total time of a treatment is measured as a
weighted sum of face-to-face time and daytime activities. The performance-based
payment scheme depends on total treatment time and follows an incrementally
increasing payment function. Figure 3a shows an example of the tariffs that
providers receive for depression treatments. The incremental payment function
jumps to a higher tariff when total treatment time passes a threshold of 250, 800,
3000 or 6000 min. Douven et al. (2015) distinguish between two types of financial
incentives. First, there is an intended incentive. On the flat part of the payment
scheme, a provider has no financial incentive at the margin to prolong treatment
duration because his or her payment remains the same. Second, however, there is
also an unintended incentive. A provider has an incentive to prolong treatment to
obtain a higher financial reward. For example, at 2900 min a provider has a strong
incentive to prolong treatment by 100 min to obtain a higher tariff. This almost
doubles the income from that treatment, from EUR 3700 to EUR 6400.

Figure 3b shows the distribution of treatment durations for self-employed mental
health-care providers and salaried providers in large mental health institutions.
For the self-employed providers, bunching of treatment durations just after tariff
thresholds is observed. For salaried providers, who do not get paid according to the
performance-based payment scheme in Fig. 3, no bunching behaviour is visible.

Douven et al. (2015) measure both the intended and unintended incentive effects.
For the intended effect, they find that treatment by self-employed providers is
2.6–5.6% shorter than that by salaried providers. However, the unintended effect
of bunching around tariff thresholds is also present. Self-employed providers treat
mental health-care patients 10–13% longer than salaried providers. Indeed, the
unintended effect is stronger than the intended effect. Summing up all effects,
Douven et al. find an increase in total costs of 2.5% to 5.3%, which is on average
an increase of EUR 50–100 per treatment (where the average price of a treatment
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is about EUR 2000). Since self-employed providers treated about 236,000 patients
during that period, total costs have increased by EUR 12–24 million.

This research has been useful because it provides a clear demonstration that
health-care providers are sensitive to financial incentives. Accounting for the
behavioural responses of health-care providers is therefore an important element
in the design of a payment system. In the Dutch system of so-called regulated
competition, health insurance companies will discipline health-care providers.
However, until 2014 health insurance companies did not have information about the
exact treatment duration of health-care providers. Thus, insurers had no opportunity
to perform the type of analysis conducted in this paper. This is gradually changing;
since 2014, health insurers have been able to obtain exact information about
treatment durations and are also becoming more financially responsible for mental
health-care cost containment.

3 Challenges and Solutions

Academics consider evaluations, experiments and analysis a sine qua non for
progress in understanding the workings of the economy. However, policies are
implemented in the political arena, where different mores apply. Differences in
perspective help explain why the road to evidence-based policies is a bumpy one.
Here the topic is addressed from three perspectives: policy questions, data and
methodology and results and policy implications.

3.1 Policy Questions

Policies are not automatically subjected to evaluation. Politicians and civil servants
are not always keen to have their policies evaluated. In general, the public reception
of evaluations is asymmetric. Even in the best of times, not all policies will be
successful. Failures will be showcased in the media, while good results tend to be
ignored. In the short run, evaluations may resemble a game which you can only lose.

Eagerness to undertake experiments varies. Experiments provide a good way
to obtain a sense of what works and what does not. The expectation of success
is more circumscribed. This does make experiments more attractive. However,
experiments take time, and politicians can feel pressured to skip the trial-and-error
phase. Experiments are also criticized on moral grounds. If the policy works, it is
deemed unethical to deny citizens access. The question is, of course, whether or
not this is really the case. Is it ethically responsible to expose the public at large to
policies that may prove to be ineffective and sometimes costly? In medical science,
experiments are daily business, and the difference in outcomes between receiving or
not receiving treatment can be (very) large. Ethical standards have been developed
and ethical issues are assessed by specific boards.
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There are various ways to enhance the chances of this type of analysis. The
law can prescribe evaluations at regular intervals. In the Netherlands, all budgetary
outlays need to be reviewed every 5 years. However, rules are no guarantee for
success. A box-ticking exercise should be avoided; an evaluation of the process
instead of the results is a shortcut, sometimes taken to avoid difficult questions.
Educating civil servants can help to overcome reluctance for a proper evaluation of
the effects of a policy. Alternatively, independent organizations can be established
that are free to undertake this type of research. In the Netherlands, the Court of
Auditors not only covers the classic audit questions but is also tasked with an
assessment of the effectiveness of budgetary outlays. CPB is a government-funded
independent organization that is free to undertake whatever research it deems fit.
Good relations and familiarity with ministries through other activities (in CPB’s
case, the regular forecasts) can also help.

3.2 Data and Methodology

Microeconometric research lives or dies by good data. This is not a hurdle to be
underestimated. Data are seldom cheap, access is not always easily ensured, and
privacy issues need to be addressed. The approach taken here is a pragmatic one.
Data are obtained mainly from the legislative bases where they are made available
(e.g. Statistics Netherlands, the Dutch Health Care Authority). This is relatively
cheap and helps to overcome privacy issues.

Sometimes, CPB tries to obtain data on a more ad hoc basis. On occasion, it buys
or receives data from private companies (e.g. health insurers), which can be more
expensive. Legal requirements to collect data in a proper manner, whenever a major
policy proposal is implemented, would be a step forward for obtaining data.

The accessibility of microdata, and in particular of administrative data, has
increased substantially in the past decade. More and more frequently, Statistics
Netherlands uses administrative data instead of surveys. These data are made
available via remote access by ministries and academics, for research projects.
Because many datasets can be linked, this provides the researchers with a large and
rich set of relevant variables, with sometimes millions of observations (or more).

Academic results of policy evaluations are often derived using sophisticated
methodologies and have sometimes unexpected outcomes. In particular, if these
results are not intuitively clear or desired by policy-makers, it is relatively easy
to blame the method or the data. Sometimes, discussions with policy-makers help
to explain methodologies and results more clearly, but this is not always the case.
Moreover, discussions about the internal and external validity of results (see Sect.
2.1) are frequent. In policy evaluations, it is difficult to defend claims about the
general validity of the results. This is not the case with structural models, but here
other issues arise. It is often argued that a particular policy instrument is not well
modelled or that it misses the specificities of the instrument, for example. This is
often used as an argument that the outcomes of the model do not carry over to the
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policy instrument. In these discussions, it certainly helps if policy evaluations and
structural models deliver the same results, as CPB’s experience on the subsidies for
working parents with young children show.

3.3 Results and Policy Implications

Negative results may lead to a hostile reception: ‘killing the messenger’ instead of
dealing with the matter at hand. To make the reception of the results more effective,
CPB lives by the rule ‘no surprises’. Policy-makers may not like bad news, but they
definitely hate surprises. A factual as opposed to a normative presentation of the
results also helps.

Once evaluations or analyses have been undertaken, they are no guarantee that
policies will be changed as a consequence. This frustrates many Dutch academics.
What can be done? Naturally, results need to be readily available and easily
accessible for policy-makers. This requires short notes, to the point and in layman’s
terms, with attractive infographics. More generally, a sound communication strategy
will help. Moreover, persistence does pay off. The Dutch were at the forefront of
analysing the consequences of ageing for public finances. Early on, it was evident
that linking the retirement age to rising life expectancy would provide a strong
antidote. While it took more than a decade to raise the official retirement age, when
it was increased, the indexation followed shortly after. Frappez, frappez toujours is
an important ingredient for success.
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Long-Term Effects of a Social
Intervention for Vulnerable Youth:
A Register-Based Study

Jacob Nielsen Arendt and Mette Verner

1 Introduction

The number of children with conduct disorder problems is a growing concern in
many countries. Early life problems can settle into permanent life problems with
huge individual and societal costs. Young people with conduct disorder problems
are likely to perform poorly in school and often face difficulties pursuing further
education or employment. They often face a risk of entering a life path involving
criminal activity, drug abuse, and mental health problems. The evidence on effective
interventions for disadvantaged adolescents is limited, as stressed by, for example,
Nobel Laureate James Heckman and co-authors (Heckman et al. 2014). Some of
these young people are placed outside their homes, in foster care, although little is
known about the effectiveness of foster care (e.g., Doyle 2007; Frederiksen 2012).

Multisystemic therapy (MST) is an intervention developed in the United States
(US) in the 1990s by psychologist Scott Henggeler and colleagues (e.g., Henggeler
et al. 1992), with a focus on 12- to 17-year-old violent juvenile offenders. It is
an intensive family-based intervention based on a systemic approach: the therapist
meets the child in the family home or in other familiar surroundings and is available
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on call 24 h a day, 7 days a week. MST has been evaluated in 55 published
studies based on 25 randomized controlled trials and has been adopted in more
than 34 US states and 15 countries worldwide (MST Services 2017). While this is
a strong evidence base, meta-analysis shows great effect heterogeneity, especially
across countries. MST has been implemented in Denmark since 2003, but to date
there have only been two evaluations of the Danish program. The two evaluations
applied a before–after design (Greve 2006; Greve and Thastum 2008), but no effect
measurement was conducted.

Because the Danish implementers of the MST intervention have gathered
social security numbers for all the participants, information from various public
administrative registers can be linked by Statistics Denmark.

This chapter shows how the administrative register data can be used to construct
effect measurements of MST in the Danish setting. It is based on a quasi-
experimental effect design that utilizes access to data for the entire Danish youth
population and their parents, from the time of the children’s birth. By using such
register data, some of the pitfalls in the existing studies can be avoided: most are
based on small samples and have self-reported outcomes, measured over short time
horizons. This creates a risk of self-evaluation bias and attrition bias, which can be
avoided in an analysis based on administrative register data.

The chapter is organized as follows. In the next section, previous findings on
the effect of MST are summarized. This is followed in Sect. 3 by a description of
the data, and a description of the constructed control group is provided in Sect. 4.
Section 5 presents the effect estimates. In Sect. 6 the findings are summarized, and
the section concludes with a further discussion of the benefits of using register data
for impact measurements.

2 Previous Literature

MST was developed in the late 1980s and 1990s by psychologist Scott Henggeler
and colleagues at the Family Services Research Centre at University of South Car-
olina. More than 55 studies have been published on the effect and implementation
of MST for different subpopulations of youth.

Many of these studies have been evaluated using a randomized controlled trial.
Most of these have had a limited number of participants, from 16 (Borduin et al.
1990) to 176 (Borduin et al. 1995), and with Glisson et al. (2010) being an exception,
with 615 observations.

Many of the studies have shown promising results on young people’s behavior,
family relations, and, for example, relapse into crime for juvenile offenders (see,
e.g., Curtis et al. 2004). However, a Cochrane review from 2005 concluded that the
evidence was not strong enough to make final recommendations for the use of MST
in preference to alternative interventions (Littell et al. 2005). However, this review
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was based on only eight randomized controlled trials, and it should be stressed that
no harmful effects of MST compared with alternative interventions were found
and that the overall effect was positive, but not significantly different from zero.
Three possible reasons for the difference in results when compared with previous
reviews (e.g., Littell 2005) are highlighted in the Cochrane review: (1) previous
reviews were narrative rather than systematic; (2) the Cochrane review excluded
unpublished studies; and (3) the Cochrane review did not include studies not using
the intention-to-treat principle. Two Dutch studies using administrative data point
toward the aforementioned self-reporting bias as another potential explanation,
finding positive effects for parent- and youth-reported problem behavior but not
for criminal convictions (Asscher et al. 2013, 2014). Finally, there is a large amount
of effect heterogeneity across countries and across different comparison groups. In
some studies, MST is compared against another specific intervention, while in others
it is compared against treatment as usual. This could in itself explain the divergent
results.

The most recent review of the effects of MST includes 22 studies involving 4066
young people. This study finds that, after correcting for publication bias, there is no
effect of MST on specific delinquency but a small, significant, and positive effect
on general delinquency, psychopathology (e.g., externalizing and internalizing
behavior), and family factors (e.g., self-reported family functioning, parenting skills,
or parental health). The study confirms the finding of great effect heterogeneity, e.g.,
showing that the effect on delinquency is larger if MST is compared with a single
alternative intervention (as opposed to multiple interventions) and if it is conducted
in the United States. It also shows that, although study quality matters, the use of
randomized versus quasi-experimental designs did not affect the results. The fact
that the results of good quasi-experimental designs do not differ from those of
randomized controlled trials has been reported elsewhere (e.g., Card et al. (2015) in
the case of active labor market interventions), but of course this may differ from case
to case (e.g., a famous study from economics by Lalonde (1986) and elaborations
on his findings, e.g., by Dehejia and Wahba (1999)).

It is worth mentioning specifically the results from Norway and Sweden because
the implementation setting in these countries is likely to most closely resemble
the Danish implementation setting. Both were evaluated using a randomized
controlled trial. While the Norwegian studies found that MST improves partici-
pants’ internalizing symptoms and decreases out-of-home placements (Ogden and
Halliday-Boykins 2004), the Swedish experience found no effect of MST when
compared with standard alternative social interventions (Sundell et al. 2008).

The results from the reviews—reinforced by the divergent Scandinavian
findings—show the need for case-by-case evaluation, which may well be
conducted using quasi-experimental designs, at the very least as a cheap first-hand
examination.
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3 Data

The present analysis is based on information from Danish administrative register
data. The relevant group of children were all observed from birth, and, furthermore,
one can link information on parents to information on their children. The data
come from various registers on education, health, crime, drug abuse treatment, labor
market attachment, and the use of social measures. All the data were collected for
administrative purposes, e.g., tax information in employment and health-care use,
or for purposes of tax-financed reimbursement of health-care providers. The data
are therefore considered to be highly reliable. As all Danish citizens have a unique
identifier (CPR number), information from various public registers can be linked by
Statistics Denmark.

The effect analysis is based on data on 436 participants who received MST at
some point during the years 2007–2011. The participants were located in three
municipalities (Herning, Aalborg, and Aarhus). At the time of entering MST
treatment, the individuals were aged 12–17 years, and, since data are available up
until 2013, the early participants can be followed up in the register data to the age
of 22.

Table 1 shows the distribution of MST participation by age and the year of
entering MST treatment. The majority of the participants entered the program
around the age of 14–16 years, and there is a decline in the use of MST over the
period.

Table 2 presents means of selected characteristics for MST participants and all
other vulnerable young people aged 12–17 years in 2007–2011. “Other vulnerable
young people” are defined as young people aged 12–17 receiving alternative social
measures. The social measures under consideration are out-of-home placement
(institution care or foster care) and preventive measures, such as a steady contact
person. These measures are all offered with reference to the Danish Act on Social
Services. The act implies both that vulnerable young people have a right to receive
such measures and that local municipalities must pay for them.

Table 1 Distribution of entrance into MST

Year

Age 2007 2008 2009 2010 2011 All

(years) Number % Number % Number % Number % Number % Number %

12 5 4 7 9 5 6 4 5 0 0 21 5

13 14 12 10 12 12 13 9 10 7 12 52 12

14 22 19 18 22 13 14 22 25 11 19 86 20

15 30 26 21 26 19 21 18 20 17 29 105 24

16 30 26 16 20 26 29 20 23 13 22 105 24

17 16 14 10 12 15 17 15 17 11 19 67 15

All 117 100 82 100 90 100 88 100 59 100 436 100
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Table 2 Background characteristics of MST participants and other vulnerable young people (no
corrections)

MST participants Other vulnerable young people
Mean Standard deviation Mean Standard deviation

Background characteristic, treatment year

Age (years) 14.97 1.402 14.88 1.660
Girl 0.40 0.491 0.42 0.493
First- or second-generation
immigrant

0.15 0.357 0.12 0.321

Living with single parent 0.61 0.487 0.72 0.448
Number of children in the
family

1.94 1.159 1.17 1.317

Mother social welfare recipient 0.25 0.432 0.29 0.453
Father social welfare recipient 0.26 0.437 0.24 0.425
Characteristics year before treatment

Father sentenced 0.13 0.335 0.12 0.319
Mother sentenced 0.03 0.182 0.05 0.223
Father in drug abuse treatment 0.01 0.117 0.02 0.154
Mother in drug abuse treatment 0.01 0.095 0.02 0.152
Father in psychiatric treatment 0.21 0.410 0.20 0.403
Mother in psychiatric treatment 0.37 0.117 0.37 0.482
Child in psychiatric treatment 0.23 0.421 0.24 0.425
Father prescription medicine 0.51 0.500 0.47 0.499
Mother prescription medicine 0.65 0.478 0.64 0.479
Child prescription medicine 0.30 0.457 0.31 0.462
Father hospitalized 0.37 0.583 0.36 0.479
Mother hospitalized 0.40 0.490 0.46 0.498
Child hospitalized 0.43 0.495 0.44 0.497
Institution care (1–2 years
before)

0.05 0.219 0.26 0.437

Foster care (1–2 years before) 0.02 0.126 0.20 0.399
Other preventive measures
(1–2 years before)

0.17 0.376 0.44 0.497

N 436 79,259

The group means in Table 2 are given prior to any correction for background
characteristics. The table shows that the two groups (MST participants and other
vulnerable young people) are quite similar in terms of, for example, family
background, parental characteristics, and health treatment. For instance, 13% of the
MST participants have fathers with a criminal conviction. This is true for 12% of
other vulnerable young people. It is also seen that a very large share of young people
in both groups have parents who were in psychiatric treatment or hospitalized in
the year before they received MST or an alternative social treatment. In contrast
to these results, Table 2 also shows that the share of children and young people
that were placed out of the home in the years before the comparison year was
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Fig. 2 Share of MST participants and other vulnerable young people receiving social measures in
the years prior to treatment

substantially higher for the group of other vulnerable young people than for the
MST participants. These patterns of similarity between the groups with respect
to health-care usage and parental characteristics but divergence with respect to
previous social interventions—are also found when looking further back in time
during the children’s lives. Figure 1 shows, as an example, the similarity in father’s
outcome for MST participants and other vulnerable young people, averaged over the
years when the child was aged 0–5 years and when the child was aged 6–11 years.
In contrast to this result, there is a marked difference between MST participants
and other vulnerable young people with respect to the share who have previously
received social treatment. This is shown in Fig. 2.

In a similar manner, the paths for some of the outcome variables of the analysis
are compared in Fig. 3. Figure 3a–c shows the share of young people that was



Long-Term Effects of a Social Intervention for Vulnerable Youth: A Register-. . . 227

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

-4 -2 0 2 4 6

a. Convicted 
for theft

Other vulnerable youth MST

Years before/after treatment

0

0.05

0.1

0.15

0.2

-4 -2 0 2 4 6

b. Convicted 
for violence

Other vulnerable youth MST

Years befrore/after treatment

0

0.05

0.1

0.15

0.2

0.25

-4 -2 0 2 4 6

c. Other 
convictions

Other vulnerable youth MST

Years before/after treatment
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

-4 -2 0 2 4 6

d. Imprisonment

Other vulnerable youth MST

Years before/after treatment

Fig. 3 (a–d) Share of young people convicted and imprisoned, by years before and after treatment

convicted in a given year. The conviction rates are shown both before and after
the year of treatment. In the pretreatment period, the shares were close to zero for
both groups, which is explained by the fact that the age of criminal responsibility
in Denmark in the period of observation was 15 years. For all types of convictions,
the rates increased after the treatment year, particularly for the MST participants.
The gaps between MST participants and other vulnerable young people are as high
as 10–15 percentage points. Hence, these descriptive measures do not indicate that
MST has a crime prevention impact. It is, however, stressed that these numbers have
not yet been corrected for differences in background characteristics between MST
participants and other vulnerable young people and hence should not be interpreted
causally. The corrected estimates are shown in the next section.

Figure 3d presents the share of young people sentenced to imprisonment. The
difference between the two groups is lower and shifts over time. As imprisonment
is a sentence reserved for more severe crimes, this indicates that the higher rates of
convictions for MST participants can primarily be attributed to less severe types of
crime.
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4 Method

Evaluating an intervention such as MST is a challenge when the participants are not
randomly selected from among the group of vulnerable young people. To handle the
nonrandom selection, propensity score matching is applied to evaluate the effects of
MST. This procedure matches each MST participant to a number of other vulnerable
young people with a propensity to be treated with MST similar to that of the actual
participants.

The MST participants were located in three municipalities (Herning, Aalborg,
and Aarhus), and in this study, these participants are matched with similar young
people in the same age group, who were living in other municipalities and
receiving social measures. The matching is performed using the rich Danish register
information on their childhood, health, family situation, and parents, observed every
year from birth until the age at MST intervention.

As seen in the preceding section, the MST participants and other vulnerable
young people are very similar, even without matching. What seems to be a major
difference between the two groups is the extent to which they received social
measures prior to the age at which they are compared. Prior social care is thus a
key observable characteristic for which MST participants need to be matched with
other vulnerable young people. Prior social care is also likely to be related to prior
occurrence of conduct disorder and family problems. The design is illustrated in
Fig. 4, highlighting that both the MST participants and their comparison groups are
identified as vulnerable young people and therefore to a large extent similar at the
outset. This study measures outcomes in the years after treatment and is able to
follow MST participants and their comparison group for up to 5 years. Therefore,
those who are MST participants at the age of 12 are tracked until the age of 17, and
likewise those who are MST participants at the age of 17 are tracked until the age
of 22. The follow-up period also depends upon the nature of the outcome, because
education, crime, and employment outcomes are relevant at different ages.

The matching procedure includes register information on a very long list of
variables including age, sex, family type, health-care history measures for children
and their parents, criminal records, psychiatric treatment, drug abuse treatment,
education of children’s parents, and previous use of social measures.

MST 

Comparability prior to treatment: previous out-of-
home placements, preventive measures, health 
services, parental background, etc.

Outcomes measured after the year 
of treatment

Vulnerable 
young people of same 

age in a given year

Comparable 
young people

Fig. 4 Evaluation design
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Matching on this very rich set of characteristics of the child’s past—including
detailed annual lagged information on the social intervention history—enables a
reliable comparison group to be identified for the effect evaluation (Lechner and
Wunsch 2013).1

5 Effects

This study estimates effects of MST on outcomes measured from both short-
and long-term perspectives. The outcomes include secondary education, youth
education, employment, welfare dependency, criminal convictions, and use of social
measures after MST treatment. All estimates are obtained by the use of matched
controlled groups, as described in the previous section.

5.1 Education Outcomes

Compulsory schooling in Denmark is completed by a series of exams at the end
of the 9th or 10th grade. The grade point average of the exam results is used as
an outcome measure of secondary schooling, and the estimated effect (Table 3) is
−0.083 and insignificant. However, a substantial share of vulnerable young people
do not attend the exams, and, as is shown in Table 3, MST has a positive effect on
the likelihood of attending the exam of 8.8 percentage points. It can be concluded,
therefore, that although MST substantially increases the participation rate in exams,
performance in the exams is not significantly affected.

From a longer-term perspective, it is relevant to see whether or not MST
participants also complete the next level of education, youth education. Both
branches of youth education, high school and vocational education, are taken into
account. Table 4 presents the estimated effect of MST on the completion rate of
youth education at various ages. For high school completion, no significant effects
are found; whereas, for vocational education, the effect of MST is significantly
negative at the ages of 20 and 22 years. This result is also seen in the overall
completion rate of youth education, as the MST effect is −4.8 percentage points
at the age of 20 and as high as −7.7 percentage points at the age of 22.

1Technically, propensity score matching with one nearest neighbor is used. The matched control
group has good balancing properties, e.g., as seen in the relative difference on matched covariates
between treated and controls after matching. It never exceeds 5%. The common support assumption
is also fulfilled, and the estimates are not sensitive to the use of other matching techniques.
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Table 3 Effect on secondary schooling outcomes

Grade point average, mean (SE) Attended exam, mean rate (SE)

Effect −0.083 (0.122) 0.088*** (0.032)
Number treated 152 271
N 19,470 30,374

*p < 0.1, **p < 0.05, ***p < 0.01
Notes: Estimates from matched control groups. SE = standard error

Table 4 Effect on youth education completion (high school and vocational education)

Age (years), mean completion rates (SE)
20 21 22

High school education −0.024 (0.013) −0.008 (0.020) 0.010 (0.051)
Vocational education −0.024 (0.018) 0.029 (0.026) −0.087* (0.034)
Youth education, total −0.048* (0.020) 0.021 (0.033) −0.077* (0.015)
Number treated 105 71 39
N 15,709 10,715 6771

*p < 0.1, **p < 0.05, ***p < 0.01
Notes: Estimates from matched control groups. SE = standard error

5.2 Employment and Welfare Dependency

The effect of MST on employment and welfare dependency is calculated at every
age level between the ages of 18 and 22 years. It should be noted that the number
of MST participants observed declines with age due to the distribution of MST
participants as described in the previous section. Welfare dependency refers to any
transfer income received from the state and includes, for example, social welfare
payments, unemployment benefits, and study grants. Employment is registered as
any month with positive earnings. Both welfare dependency and employment are
registered as a number of weeks in a given year. Table 5 shows that, on average,
duration of employment of MST participants is 2–2.5 weeks less than that of young
people in the comparison group at ages 20–22. This also corresponds with a higher
dependency on public transfer income, amounting to 2–3 weeks per year at ages
19–22. The two lower rows of estimates in Table 5 show the separate effect on
weeks with study grants and weeks on social welfare. Study grants are universal
and require only admittance to an ordinary education institution. The results show
that the larger share of participants dependent on public transfers is mainly due to
more time on social welfare and not more time in education with study grants.
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Table 5 Effects on employment and welfare dependency

Age (years), mean weeks (SE)

18 19 20 21 22

Employment 0.549 (0.845) −0.527 (0.823) −2.465* (1.019) −2.048* (0.953) −2.130** (0.816)

Welfare
dependency

0.328 (0.911) 2.093* (1.021) 2.830 (1.132) 2.942* (1.231) 2.784* (1.009)

Study grants −1.253 (0.841) −0.163 (1.019) 2.747 (1.174) 0.282 (1.085) 3.901 (2.932)

Social welfare 2.203** (0.678) 2.802** (1.065) 1.023 (1.329) 3.935** (1.230) 1.909 (2.983)

Number
treated

342 283 171 117 56

N 58,211 45,299 28,174 18,855 9252

*p < 0.1, **p < 0.05, ***p < 0.01
Note: Estimates from matched control groups. SE = standard error

5.3 Crime

As seen in the descriptive section of this chapter, another highly relevant outcome in
this evaluation is crime rate. Again, individuals are followed up to 5 years after the
intervention year. Table 6 shows that most of the estimated effects, and in particular
all significant effects, are positive. This means that MST participation increases the
probability of having been convicted of a crime by up to 9.1 percentage points. No
significant effects are found on the probability of being sentenced to imprisonment.

MST was originally developed as a measure directed toward criminal young
people and has previously been shown to be effective in reducing young people’s
crime rates. Therefore, the sample is reduced to focus on young people who
were convicted before the year of intervention, and similar effect estimates can
be calculated for this subgroup. These are presented in Table 7. In this case, most
effect estimates are insignificant. However, in the case of violence during the first
year after the intervention, a significant negative effect of −5.5 percentage points is
found, and, similarly, for imprisonment, the effect is −2.8 percentage points. This

Table 6 Effects on criminal convictions and prison sentencing

Years after treatment, mean conviction rates (SE)

t + 1 t + 2 t + 3 t + 4 t + 5

Violence −0.003 (0.014) 0.0287 (0.015) 0.047*** (0.009) 0.091*** (0.009) 0.075 (0.051)

Theft 0.057*** (0.016) 0.043* (0.019) 0.040* (0.018) 0.009 (0.024) 0.048 (0.042)

Other
convictions

0.008 (0.013) −0.002 (0.006) 0.038* (0.018) 0.049* (0.024) 0.104 (0.059)

Imprisonment −0.003 (0.005) −0.007 (0.007) 0.002 (0.013) 0.011 (0.014) −0.005 (0.026)

Number treated 421 411 386 331 275

N 25,282 20,933 15,974 11,266 6835

* p < 0.1. ** p < 0.05. *** p < 0.01
Notes: Estimates from matched control groups. SE = standard error
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Table 7 Criminal convictions and prison sentences, for individuals with previous convictions

Years after treatment, mean conviction rates (SE)

t + 1 t + 2 t + 3 t + 4 t + 5

Violence −0.055*** (0.234) 0.002 (0.015) −0.005 (0.063) −0.008 (0.077) 0.0346 (0.091)

Theft 0.018 (0.020) 0.021 (0.0422) 0.064 (0.059) −0.077 (0.045) 0.004 (0.077)

Other
convictions

−0.020 (0.172) −0.014 (0.021) 0.009 (0.066) −0.044 (0.087) 0.039 (0.101)

Imprisonment −0.028** (0.131) −0.006 (0.034) −0.043 (0.046) −0.031 (0.046) −0.031 (0.064)

Number treated 71 65 56 39 26

N 3448 3224 2794 2312 1731

* p < 0.1. ** p < 0.05. *** p < 0.01
Notes: Estimates from matched control groups. SE = standard error

suggests that, in this subsample of young people with previous criminal convictions,
MST has reduced crime rates.

5.4 Social Measures

In a similar manner, the effect of MST on subsequent use of social interventions,
in terms of out-of-home placement and preventive measures, can also be analyzed.
From Table 8, it is seen that only in the first year after treatment is the number of
days in out-of-home placement lower for the MST group than for the control group.
However, caution should be taken when interpreting these effects. Because part of
the control group is in out-of-home placement, which usually lasts more than a
year, the control group will on average tend to have a higher out-of-home placement
prevalence in the following year. For other preventive measures, the MST group
receives significantly fewer days than the control group throughout the observation
period, with the magnitude of the difference ranging between 15 and 50 days.

6 Discussion

This chapter has presented an example of how to use administrative register data
to obtain new knowledge about the effectiveness of social interventions. It has
examined the case of a small-scale social intervention—multisystemic treatment
(MST)—which is targeted toward vulnerable young people and which has been
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applied to young people with conduct disorder problems and juvenile offenders.
The intervention has been evaluated numerous times in various countries using
randomized controlled trials but often with highly divergent results across target
groups and across countries.

MST has been used in Denmark for more than 13 years, but its effect there
has never been evaluated. The gold standard for effect evaluation is a randomized
controlled trial. However, randomized controlled trials are expensive and are often
difficult to conduct because of resistance from social workers and decision-makers
when it comes to social interventions. But randomized controlled trials are not
without other limitations, both with respect to potential contamination of control
and treatment groups and because they are often based on small-scale interventions
that are sometimes difficult to extrapolate to real-world settings. They are often also
dependent upon survey measurements of outcomes, with problems of attrition over
time and measurement error or self-reporting biases.

This is not to say that randomized controlled trials are not worth pursuing, but
alternatives might be worth pursuing in difficult cases. Administrative register data
are a hugely valuable source of information which, applied in the right way, can
provide new insights at relatively low costs. This chapter has shown how to obtain
effect measures, 13 years after the first use of MST in Denmark. The approach
benefited from access to life-cycle data on children and their parents and the
opportunity to track children and young people over time with very limited attrition
and measurement error. The possibility that the estimates may have biases cannot
be excluded, but it seems very unlikely that the biases are large enough to remove
the negative effects documented.
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Does the Road to Happiness Depend
on the Retirement Decision? Evidence
from Italy

Claudio Deiana and Gianluca Mazzarella

1 Introduction

Retirement is a fundamental decision in the life-cycle of a person. For this reason
many studies try to assess the effect of retirement on outcomes such as consumption,
health, and well-being. Due to Italy’s aging population, a trend which started in the
second half of the twentieth century, it is fundamental to understand the effect of
retirement on mental health and well-being. Charles (2004), among others, focuses
on the effect of retirement in the United States (US), finding a positive effect of
retirement on well-being. Using Canadian data, Gall et al. (1997) provide some
empirical evidence in support of the theory first proposed by Atchley (1976), in
which there is a positive short-term effect of retirement (defined as the honeymoon
period) on well-being, but a negative mid- to long-term effect. Heller-Sahlgren
(2017) identifies the short-term and longer-term effects of retirement on mental
health across Europe. He shows that there is no effect in the short term, but that there
is a strong negative effect in the long term. Bonsang and Klein (2012), Hershey and
Henkens (2013), in Germany and in the Netherlands, respectively, try to disentangle
the effects of voluntary retirement compared with those of involuntary retirement,
finding that involuntary retirement has strong negative effects that are absent in the
case of voluntary retirement. Börsch-Supan and Jürges (2006) analyze the German
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context and find a negative effect of early retirement on subjective well-being.
Indeed, Coe and Lindeboom (2008) do not find any effect of early retirement on
health in the US. The paper by Fonseca et al. (2015) shows a negative relationship
between retirement and depression, but a positive relationship with life satisfaction.
Finally, Bertoni and Brunello (2017) performed an analysis of the so-called Retired
Husband Syndrome in Japan, finding a negative effect of the husband’s retirement
on the wife’s health.

This chapter provides some new evidence of the effect of retirement on well-
being, an effect which is characterized by self-reported satisfaction with the
economic situation, health, family relationships, relationships with friends and
leisure time, and by the probability of meeting friends at least once a week.

The remainder of the chapter is organized as follows: Sect. 2 illustrates the
background of the literature on retirement. Section 3 details the data sources and
provides some descriptive statistics. Section 4 illustrates the identification strategy
and the empirical specification. Section 5 shows the effect of retirement on well-
being, obtained using standard instrumental variables (IV) regression. Section 6
briefly discusses the Two-Sample Instrumental Variables estimator that will be
applied to generalize result in Sect. 7. Conclusions follow.

2 Pension Reforms in Italy

Among developed economies, increasing life expectancy and reduced birth rates in
the second half of the twentieth century have led to aging populations. In addition,
empirical findings suggest an increase in anticipated retirement and consequently
a reduction in the participation of elderly people at work (see, for example, Costa,
1998). These two trends have progressively unbalanced the ratio between retired
and working people, compromising the financial sustainability of the social security
system (see Galasso and Profeta, 2004).

This is primarily why policy-makers are typically deciding to increase the
retirement age. Like many industrialized countries, Italy has experienced many
pension reforms since the early 1990s. In Italy the first change in regulation was
put in place in 1992, with the so-called Amato’s law, which modified the eligibility
criteria for the old age pension. Three years later, in 1995, a new regulation
was introduced under the name of Dini’s law. After a short period, the Italian
government approved a new version (Prodi’s law) in 1997. Finally, Maroni’s law
was implemented in 2004, which changed all of the eligibility criteria for the
seniority pension.

This paper focuses on the changes made during the 1990s to the ‘seniority
pension’ scheme. In particular, Dini’s law introduced two alternative rules regulating
pension eligibility, stating that the pension can be drawn either (1) at the age of 57,
after 35 years of contributions, or (2) after 40 years of contributions regardless of
age. As with Amato’s law, the introduction of Dini’s law was gradual, with age and
contribution criteria increasing from 1996 to 2006, and with further evolution of
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Table 1 Seniority pension:
evolution of eligibility rules

Age and Contribution

Period contribution (years) only (years)

–31/12/1995 – 35

01/01/1996–31/12/1997 52 and 35 36

01/01/1998–31/12/1998 54 and 35 36

01/01/1999–31/12/2000 55 and 35 37

01/01/2001–31/12/2001 56 and 35 37

01/01/2002–31/12/2003 57 and 35 37

01/01/2004–31/12/2005 57 and 35 38

01/01/2006–31/12/2007 57 and 35 39

01/01/2008– 57 and 35 40

the contribution criteria from 1996 to 2008. Prodi’s law, in 1997, anticipated the
changes of age and contribution criteria set by Dini’s law. Table 1 summarizes the
changes in the eligibility criteria provided by these laws.

The progressive tightening of the pension’s requirements is associated with a
decreasing retirement probability, which is evident comparing different cohorts
given a certain age. However, neither law causes a drastic change in the retirement
likelihood, and there is no expectation of a discontinuity at the threshold point, rather
a gradual decrease provided by the progression of the law.

The individuals most likely to be affected by the reforms are those aged 52 so that
we compare individuals at the same age but in different cohort. Table 1 summarizes
the issue: before the reforms an individual was eligible to draw a pension after 35
years of contributions (having started work at 17, for example), but for the next 2
years would need to have 36 years’ worth of contributions, and from 1999 would
need 37 years’ worth (which in the case of someone aged 52 would mean that
they started work at 15, i.e. the minimum working age, and had no interruptions in
their working career). Furthermore, workers cannot retire at any of the year because
Dini’s law also introduced the so-called retirement windows, fixed periods in which
it is possible to stop working. For this reason most retirements are on 31 December
and the first day of retirement is 1 January of the following year. So one would
expect the first reduction in the number of retired workers to be in 1997. Due to
differences in career paths, this study concentrates on male workers because females
usually register more labor market interruptions to their working careers than men,
and are automatically less affected by pension reforms.

3 Data

This section introduces the data sources used to obtain the two sets of results that
are shown in Sects. 5 and 7. Furthermore, it provides some descriptive statistics on
the variables considered.
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3.1 Survey Data: AVQ

The study exploits a survey called Aspetti della Vita Quotidiana ((Aspects of Daily
Life’) (AVQ) carried out by the Italian Bureau of Statistics (Istat). It is an annual
survey and each year involves about 50,000 individuals belonging to about 20,000
households, and it is a part of an integrated system of social surveys called Indagine
Multiscopo sulle Famiglie (“Multipurpose Surveys on Household”). The first wave
of the survey took place in 1993 and it includes different information about
individual quality of life, satisfaction with living conditions, financial situation, area
of residence, and the functioning of all public utilities and services.

All males aged 52 in the waves between 1993 and 2000 are selected, to give four
cohorts from the pre-reform period and four from the post-reform period, for a total
sample of 3143 individuals.

Table 2 presents the descriptive statistics of the outcomes involved in the analysis.
Five outcome variables related to individual satisfaction were extracted from the
AVQ, across various surveys. Respondents could choose from a Likert scale of four
values, where a value of 1 means Very much and a value of 4 means Not at all. The
authors created a set of dummy variables that are equal to 1 if the original variable
is equal to 1, and 0 otherwise. A final dummy variable relates to the frequency with
which individuals meet their friends, and takes a value equal to 1 if the answer
is at least once a week. It is observed that almost 3% and 17% of the sample are
satisfied with their economic situation and their health, respectively. More than 37%
and 24% of the individuals are satisfied with their relationships with family and
friends, respectively. The percentage of people who report satisfaction with leisure
and meeting friends is 11% and about 70%, respectively.

3.2 Administrative Data: WHIP

The Work Histories Italian Panel (WHIP) is a statistical database constructed from
administrative data from the National Institute of Social Security (INPS). It includes
the work histories of private sector workers. INPS has extracted all the records

Table 2 Descriptive statistics

Sample Variable Mean Standard error

AVQ Satisfaction with the economic situation 0.029 (0.168)

Satisfaction with health 0.164 (0.371)

Satisfaction with family relationships 0.376 (0.485)

Satisfaction with relationships with friends 0.241 (0.428)

Satisfaction with leisure 0.114 (0.318)

Meet friends at least once a week 0.690 (0.463)

Retired 0.149 (0.356)
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contained in its administrative archives relating to individuals born on 24 selected
dates (irrespective of the year of birth), creating a sample size of about 1/15 of the
entire INPS population. The dataset is mainly structured in three different sections:
the first relates to employment records, including yearly wage and type of contract;
the second collects information on unemployment periods; and the third part is
wholly dedicated to pensions, including first day of retirement, initial income from
pension, etc.

The full sample initially included all male individuals aged 52 in the years
covered by the AVQ survey, but the sample was not comparable with the survey data,
mainly because the administrative data include individuals who cannot be included
in the survey data (such as foreign citizens who have worked in Italy for just a few
months, Italian citizens who have moved abroad and are therefore not represented
in the survey data, etc.). For this reason, all individuals who worked less than 12
months in the 4 years between 1987 and 1990 were excluded from the sample (these
years were selected to obtain a window that is removed from the years implemented
in the analysis). The final sample includes 90,891 individuals.

4 Empirical Strategy

Retirement is a complex choice that involves multiple factors. This is an obvious
reason why it is not possible simply to compare retired people with individuals
who are not retired. These two groups are probably not comparable in terms of
observed and unobserved characteristics. Indeed, one needs to look for an exogenous
variation to help identify the effect of the retirement decision on well-being. In this
context, this study exploits the changes to the pensions rules instigated by Dini’s
and Prodi’s laws to instrument the retirement decision.

As summarized in Table 1, the progression provided by the two reforms
does not allow identification of the retirement effects using a standard regression
discontinuity design (see Hahn et al., 2001; Lee and Lemieux, 2010, for reviews).
This is the reason why the effect of retirement is identified using the change
of slope (kink) in the retirement probability. The identification strategy was first
proposed by Dong (2016) and it mimics a binary treatment setting (where some
individuals can be considered as treated and others as not treated) the Regression
Kink Design (see Card et al., 2015; Nielsen et al., 2010; Simonsen et al., 2015). This
allows the identification of the local average response for a continuous treatment
setting (in which all the individuals can be considered as treated, but the amount
of the treatment changes following certain predetermined rules). In this setting the
change in slope at the threshold point becomes the additional instrument for the
endogenous treatment decision (in this case the retirement choice). Then, the first-
stage regression can be illustrated as follows:

Di = α0 + α1(Xi − 1997) + α2(Xi − 1997)Zi + υi, (1)
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where Di is a variable that is equal to 1 if the individual i is retired, 0 otherwise;
X indicates the year in which the individual i reached age 52 and Z = 1

¯{X≥0}. The
structural equation becomes:

Yi = β0 + β1(Xi − 1997) + β2Di + εi, (2)

where Y is the outcome of interest. The coefficient β2 that comes from this
specification corresponds to the ratio γ2/α2, where γ2 is the coefficient related to
(X − 1997)Z in the intention to treat equation:

Yi = γ0 + γ1(Xi − 1997) + γ2(Xi − 1997)Zi + ζi,

and α2 is as in Eq. (1) (see Appendix A in Mazzarella, 2015, for a formal proof).
In this setting one can estimate Eq. (1) using both data sources, but the outcomes
of interest Y are observed only in the survey data, so Eq. (2) can be computed
only using AVQ data. The next sections present the results using the standard IV
and TSIV estimators and then we compare the empirical evidence from the two.
Specifically, we study the precision of the estimates born out from the survey and
administrative data.

5 Results Using Survey Data: IV Estimates

This section discusses the main empirical results obtained using survey data. The
first-stage coefficient (reported in the bottom row of Table 3) is equal to −0.0485

Table 3 Results

Panel Outcomes IV (AVQ) TSIV (AVQ + WHIP)

(A) Satisfaction 0.1094 0.1192

with the economic situation (0.1212) (0.1259)

(B) Satisfaction 0.0089 0.0098

with health (0.2576) (0.2907)

(C) Satisfaction −0.0761 −0.0811

with family relationships (0.3488) (0.3665)

(D) Satisfaction 0.1086 0.1206

with relationships with friends (0.2953) (0.332)

(E) Satisfaction 0.4402∗ 0.4829∗∗

with leisure (0.2254) (0.2353)

(F) Meet friends 0.6399∗ 0.7393∗∗

at least once a week (0.3283) (0.3555)

First stage Coeff. −0.0485∗∗∗ −0.0419∗∗∗

Stand. err. (0.0112) (0.0022)

Test F weak instrument 18.60 369.13

Standard errors in parentheses using bootstrap
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01
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and is statistically significant at any level. This is consistent with the hypothesis that
the reforms have progressively reduced the retirement probability. The F -statistic is
equal to 18.60, which is larger than the threshold value of 10, so one can reject the
hypothesis of weakness of the instrument.

The discussion now turns to the second-stage results. The first row in Table 3
shows the main findings. Each row shows different outcomes. The results in the first
two rows demonstrate that retirement decisions are positively associated with an
increase in economic and health satisfaction, even though statistical significance
is not reached at any conventional level. On the one hand, one can observe a
decrease in satisfaction with family relationships, but here too the estimates are not
significant (third row). On the other hand, there is a positive relationship between
retirement decision and satisfaction with relationships with friends, but again this is
not significant.

That the decision to retire is generally associated with increased quality of
relationships with friends can be related to better use of time—leisure versus
work. In fact, the fifth row shows a positive relationship between retirement and
satisfaction with leisure, and the sixth row reveals that retirement is associated with
a higher probability of meeting friends at least once a week. Both coefficients are
significant at 10%.

6 The Two-Sample Instrumental Variables Estimator

This section explains how the two-sample instrumental variables (TSIV) estimator
can be implemented, since it is used to improve the precision of the estimates
presented in Sect. 5.

The TSIV estimator was first proposed by Angrist and Krueger (1992) and, more
recently, improved by Inoue and Solon (2010). It allows estimation of different
moments from diverse data sources which are representative of the same population
but which cannot be directly merged due to the lack of a unique identifier cross-
database. The idea behind the TSIV estimator is to estimate the first stage regression
using one sample, then use the coefficients estimated from this sample to compute
the fitted value of the endogenous variables in the second sample. Finally, it exploits
the fitted values to estimate the structural equation in the second sample.

Here this is briefly discussed in formal terms. Y (s) is defined as the (n(s) × 1)

outcome, X (s) as the (n(s) ×p+k) matrix which includes the set of the endogenous
(p) and exogenous variables (k), and lastly Z(s) as the (n(s) × q + k) (with q ≥ p)
matrix which comprises the set of additional instruments (q) and the exogenous
variables, where s = 1, 2 denotes whether they belong to the first or to the second
sample. The first-stage equations estimated with the second sample are, in matrix
form:

X (2) = αZ(2) + υ,
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where υ is an (n(2) × p + k) matrix with the last k columns identically equal
to zero. The previous equations could be estimated using standard ordinary least
squares (OLS) to recover the value α̂, which serves to obtain the fitted values of the
endogenous variables in the first sample as:

X̂ (1) = α̂Z(1).

Finally, the structural equation could be estimated with the regression:

Y (1) = βX̂ (1) + ε.

The previous equations show how it is necessary to observe (Y ;Z) in the first
sample and (X ;Z) in the second sample, so Z has to be observed in both samples.

The TSIV estimator was originally proposed to allow the estimation of an
IV regression when it is missing the required information of interest in both
samples. In contrast, this study sheds some light on how the TSIV estimator can
be used to improve the efficiency of the IV coefficient in estimating the first-stage
regression with administrative data, even though the investigator can obtain the same
information from survey data.

7 Results Combining Administrative and Survey Data: TSIV
Estimates

This section presents results obtained by combining the survey data and the
administrative data, in comparison with the standard IV results. The first-stage
equation is estimated using WHIP, and the coefficients obtained with WHIP are
then exploited to predict the fitted values of the endogenous retirement probability
in AVQ. Finally the structural equation is estimated using AVQ. Standard errors are
computed using the bootstrap method.

In general the estimates in Table 3 show how the TSIV estimator works with
respect to the standard IV strategy. The first-stage coefficient is equal to −0.042
and it is highly statistically significant, with an associated F -statistic of 369.13.
This is roughly 20 times larger than the coefficient obtained with survey data. The
improvement of the precision of the first-stage estimates is also shown in Fig. 1,
which compares the fitted values of the two samples, and their confidence intervals.
All the sizes of the coefficients are almost unchanged, and they fall within the
estimated confidence intervals of those calculated using survey data. The effects
of retirement on satisfaction with economic situation, health, and relationships with
family and friends are still not sizeable, and indeed the effects on satisfaction with
leisure and on the probability of meeting friends at least once a week increase their
significance from 10 to 5%, due to the increase of first-stage precision.
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Fig. 1 First-stage comparison. (a) First stage with survey data. (b) First stage with administrative
data

8 Conclusions

This study analyzes the retirement effect using as an exogenous variation the
pension reforms that took place in Italy in the mid-1990s. It explains how to
integrate survey and administrative data that are not directly linkable, estimating
different moments from different data sources to obtain the two-sample instrumental
variables estimator. In the empirical analysis all the required information is
available in the survey data, but administrative data guaranteed a considerable
improvement in the precision of the first-stage regression. The results from survey
data are compared with those obtained by integrating the two data sources. The
study shows that men increase their life satisfaction when they retire, providing
further evidence that some men were adjusting their retirement decision, and that
pension regulations prevented some men from locating precisely at the kink.

These results also have important implications. Administrative data have
the advantage of giving detailed and precise information on large sample
characteristics—in this case, retired men—over repeated periods of time. This
chapter provides relevant evidence that the estimates’ precision strongly depends
on big data availability. This implies that policy-makers and politicians in general
should foster access to administrative data to make the policy evaluation more
systematic and estimates more accurate.

Appendix: Asymptotic Variance Comparison Using Delta
Method

This appendix describes the conditions under which the estimator based on TSIV is
more efficient than the simple IV estimator.



246 C. Deiana and G. Mazzarella

The approach is intentionally simplified and is based on delta method. Further-
more, it is assumed that the two samples are representative of the same population,
and so the estimators are both unbiased for the parameter of interest.
The IV estimator βIV could be defined as:

βIV = γS

αS

,

where γS is the coefficient of the intention to treat regression and αS the coefficient
of the first stage regression, both computed using survey data (represented by the
subscript S). They are asymptotically distributed as:

(
γ̂S

α̂S

)
.∼ N

⎛
⎝

(
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α

)
;
⎛
⎝ σ 2
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⎠
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So the asymptotic variance of β̂IV is equal to:

AVar
[
β̂IV

]
= AVar

[
γ̂S

α̂S

]
= σ 2

α/nS

α2 − γ 2σ 2
γ /nS

α4 − γ σγ,α/nS

α3 (3)

Similarly βTSIV could be defined as γS/αA (where the subscript A denotes the
fact that it is computed with admin data), and:
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where the correlation between the two estimates is equal to 0 because they come
from different samples.

Using similar arguments one can establish that the asymptotic variance of β̂TSIV
is equal to:

AVar
[
β̂TSIV

]
= AVar

[
γ̂S

α̂A

]
= σ 2

α/nS

α2 − γ 2σ 2
γ /nS

α4 . (4)

From Eqs. (3) and (4) one can obtain that:

AVar
[
β̂TSIV

]
< AVar

[
β̂IV

]
↔ σ 2

α (nA − nS)

α2nA

> 2
γ σγ,α

α3
. (5)
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From Eq. (5) one can obtain the following conclusion:

1. If the policy has no effect (i.e., γ = 0), the TSIV estimator is even more efficient
than the IV estimator (obviously if the sample size of the administrative data is
bigger than that of survey data.)

2. Even if nA → ∞ it does not imply that AVar
[
β̂TSIV

]
< AVar

[
β̂IV

]
, and as a

matter of fact Eq. (5) reduces to:

σ 2
α

α2 > 2
γ σγ,α

α3 ,

so the comparison still depends on quantities that could be both positive and
negative (such as γ , α, σγ,α).
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The Impact of Age of Entry on Academic
Progression

Julio Cáceres-Delpiano and Eugenio P. Giolito

1 Introduction

This chapter studies the impact of age at entry on school performance using public
administrative data for Chile.1 In contrast to previous literature, the authors are
able to track this impact on a selected group of outcomes by following a cohort
of students over 11 years of their school life. This not only allows the authors to
understand the evolution of the impact, but also sheds light on alternative channels
that explain the pattern over time.

Since Deming and Dynarski (2008) pointed out a trend in the United States
(US) towards delayed school entry, an increasing number of studies have explored

1 Age at entry is expected to affect educational achievement over divergent channels, with various
effects on individual outcomes. First, holding back a student is associated with a higher propensity
to learn (school readiness). Second, delaying school entry means that students will be evaluated at
an older age than other students who started earlier (age at test). In comparing children in the same
grade, these two channels cannot be set apart from each other due to the perfect multicollinearity
of these variables (Black et al. 2011). Third, by altering age at entry, parents affect the relative
age of the students with ambiguous effect on educational outcomes. Fourth, the combination of
minimum age entry rules and rules on mandatory education has been shown to affect dropout
decisions (Angrist and Kruger 1991). Finally, a late start in school implies delaying entry into the
labor market, that is, a reduction in the accumulation of labor experience (Black et al. 2011).
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the short- and long-term effects of age at entry.2,3 Despite the observed positive
correlation between age at entry and academic achievements (Stipek 2002), a series
of recent studies reveal mixed results for these and other long-term outcomes once
the endogeneity of age at entry is addressed. Among children in primary school, age
at entry has been negatively associated with grade retention and positively linked
with scores in standardized tests (McEwan and Shapiro 2006). The evidence for
older students shows that age at entry is associated with lower IQ and increased
rates of teen pregnancy and mental health problems (Black et al. 2011). Earlier
age at school entry is also associated with a negative effect on completed years of
education (Angrist and Kruger 1991), lower earnings in young adulthood (20s and
early 30s) (Angrist and Kruger 1991; Black et al. 2011), and an insignificant effect
on the Armed Forces Qualifying Test (Cascio and Lewis 2006). Therefore, although
a positive effect occurs in early school outcomes, age at entry seems to have an
ambiguous long-term effect.

In this chapter, the analysis is focused on the impact of age at school entry on
children of school age. This work is closely related to that of McEwan and Shapiro
(2006), who also study the benefits of delaying enrollment on educational outcomes
in Chile. They show that an increase of 1 year in the age of enrollment is associated
with a reduction in grade retention, an increase in grade point average (GPA) during
the first years, and an increase in higher education participation. Also, like McEwan
and Shapiro (2006), the authors address the endogeneity of age at entry by using the
quasi-random assignment stemming from the discontinuity in age at entry produced
by the minimum age requirements. In the present study, however, the authors use the
complete population of students.4 This is important given the recognized sorting of
better students into schools with better teachers (Tincani 2014). Second, the authors
follow a cohort of students for over 11 years of their school life. By following this
cohort, there is no need to restrict the analysis to a specific grade, which is a function
of the number of grades repeated; rather, the analysis considers the number of years
elapsed since a child started primary school. This is particularly relevant for Chile,
where over 30% of the students in a particular cohort have repeated a grade at
least once during the course of their school life. Third, by following a cohort of
students for 11 years, the authors investigate the evolution of the impact of age at
entry and its reported decline over the student’s school life. In Chile, in contrast
to other countries, laws on mandatory education are linked to years of education
rather than to a student’s age. In fact, for the period under analysis, the completion
of secondary education is mandatory. This institutional feature enables study of

2As mentioned by the authors, one-fourth of this change is explained by legal changes, while the
rest is attributed to families, teachers, and schools.
3A related part of the literature has focused on the impact of age per se, rather than age at entry.
Among these studies is that of Kelly and Dhuey (2006), who found, among a sample of countries
that are members of the Organisation for Economic Co-operation and Development (OECD), that
younger children obtain considerably lower scores than older ones at fourth and eighth grades.
4 McEwan and Shapiro (2006) focus part of their analysis on publicly funded schools in urban
areas.



The Impact of Age of Entry on Academic Progression 251

the long-term return of delaying school entry over a child’s school life, even into
secondary education, without concern that the impact of dropping out is captured
simultaneously. Finally, by using other outcome variables going beyond school
achievements, the authors are able to study the channels by which age at entry affects
educational performance, and to assess the evolution of the impact associated with
a delay in the age at entry. Specifically, the authors study the impact on school type,
the type of academic track followed by the students and whether or not delaying
school entry is associated with being in a school where higher cream skimming can
be observed.5

The findings confirm that delaying school entry has a positive effect on GPA,
attendance, and the likelihood of passing a grade, but also that this impact tends
to wear off over time.6 Nevertheless, in contrast to previous studies, the findings
reveal that this impact may still be observed 11 years after a child has started school.
Moreover, evidence on the effect of age at entry on school type provides a potential
explanation for the decline in the impact of age entry on academic achievement
over a child’s school life. Specifically, a higher age at entry decreases the likelihood
that a child is enrolled in a municipal school, such schools being characterized by
less active selection of students and lower-quality teachers. Consistent with these
differences in academic selection, children who are older when they start school
have a higher probability of being enrolled in schools where children coming from
other schools have a GPA that is higher than the mean in the school where the
student was enrolled for first time. There is also evidence that age at entry has
a positive effect on the likelihood that a child follows an academic track in high
school. Finally, the authors provide evidence that age at entry is associated with
an increase in the probability that a child is enrolled in a school which is actively
engaged in cream skimming, which also explains the drop in the impact of age at
entry on school achievements.

The chapter is organized as follows. Section 2 describes the authors’ empirical
strategy. Section 3 briefly sketches Chile’s educational system, presents the dataset

5The term cream skimming has been used in the voucher literature to describe the fact that a
voucher is more likely to be used by the parents of “high-ability” students or, more generally,
students who are less costly to teach. These parents/students move from public, lower-performing,
schools to better, private, ones, leaving the students who are more costly to teach to the public
schools. In this chapter the concept of cream skimming is used to describe the active or passive
process by which some schools end up capturing high-achievement students while other schools,
as a result of this process, are left with students from lower levels of capacity/achievement.
6As mentioned above, (footnote 1), the channels by which age at entry can affect individual
outcomes are diverse. Depending on which channel is more important, it will be more likely to
observe a particular long-lasting effect associated with holding back a student. For example, it is
argued that an age at test channel should wear off over time (Black et al. 2011). So, whether or
not a positive long-lasting effect may be observed is an empirical question. Moreover, this study
explores an additional channel that is often ignored, but which is of relevance in a system using a
voucher scheme. This is the progressive sorting of students into schools, which we refer to in this
chapter as cream skimming.
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used in the analysis, and defines the sample and the selected outcomes in the
analysis. In Sect. 4 the results are presented, and Sect. 5 concludes.

2 Empirical Specification

The specification of interest in this analysis can be expressed as follows:

yit = αt + γ tAentryi + βt ∗ Xi + gn(xn
i ) + vit (1)

with yit as one of the educational outcomes observed for a student, i, t years after
she/he started school. Aentryi corresponds to the age at entry and Xi to other
predetermined variables. The parameter of interest is γ t , which corresponds to the
impact of age at entry on a selected outcome. The time superscript highlights the
fact that this impact is allowed to change over time. As extensively reported in the
literature, it is suspected that estimating Eq. (1) by ordinary least squares (OLS) will
produce inconsistent estimates of γ.t Families who decide to delay school entry
are more likely to have relatively higher (lower) gains (costs) associated with this
delay.7 Unobserved variables correlated with these gains and costs, such as parents’
education, parents’ motivation, and so on, can also have a direct effect on a student’s
achievement; the OLS estimates are likely to pick up the impact of these unobserved
factors as well as the impact of age at entry.

To overcome the problem of this omitted variable and to estimate the impact of
age at entry, γ t , the minimum age at entry rules is used as a source of variation in the
age at enrollment in first grade of primary school. These rules establish that children,
in order to be enrolled in first grade at primary school, must have turned 6 before a
given date in the academic year. Children whose birthday occurs before this cutoff
date are entitled to start school the year they turn 6. Those whose birthday is after
this cutoff must wait until the next academic year to start school. This discontinuity
in the age at entry, together with the assumption that parents cannot fully control the

7Parents decide to delay a child’s school entry based on individual benefits and costs. On the
side of benefits, the literature has stressed the concept of “readiness” for learning (Stipek 2002).
On the cost side, families must face the cost of the labor income forgone by the household
member responsible for childcare, or the market cost of childcare for the unenrolled children.
These and other factors defining the decision to delay school entry are not always observed by
the researcher, and are potentially correlated with school outcomes. For example, a mother’s
labor force participation has been shown to affect her child’s health, which might affect school
performance (Sandler 2011).
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date of birth, provides a potential quasi-experimental variation in the age at entry
that constitutes the core of our “fuzzy” regression discontinuity (RD) strategy.8

Chile’s official enrollment cutoff used to be 1 April but, since 1992, the Ministry
of Education has provided some degree of flexibility to schools, allowing them to
set other cutoffs between 1 April and 1 July. In fact McEwan and Shapiro (2006)
show that in practice four cutoff dates are used in Chile: 1 April, 1 May, 1 June, and
1 July.

Hahn et al. (2001) show that the estimation of causal effects in this regression
discontinuity framework is numerically equivalent to an instrumental variable (IV)
approach within a small interval around the discontinuity.9 In particular, following
the equivalence with an IV approach, the instruments in the analysis correspond to
four dummy variables taking a value of 1 for those children whose birthday is just
after one of the cutoffs, and 0 otherwise.

Finally, in Eq. (1), we include gn(xn
i ), which is a flexible polynomial specifica-

tion in the date of birth for a student whose birthday is around the n cutoff.10 By
including gn(xn

i ) in the previous equation the authors recognize that students born
at different times of year might differ in a systematic manner. In fact, Buckles and
Hungerman (2013), for the US, show that season of birth is correlated with some
mothers’ characteristics. Specifically, they show that the mothers of children born in
winter are more likely to have lower levels of education, to be teen mothers, and to
be Afro-American. The fact that these mothers’ characteristics are correlated simul-
taneously with birthday and child’s educational outcomes does not invalidate the
RD approach taken here. The fact that these observed and unobserved factors do not
change discontinuously in the mentioned cutoffs is the basis for this identification.

8In a fuzzy RD treatment, status is not perfectly determined by the running variable. On the other
hand, where the treatment is a deterministic function of date of birth, the probability of treatment
would change from 1 to 0 at the cutoff day. For more details, see Lee and Lemieux (2010).
9By focusing on the observations around these four discontinuities, the study first concentrates on
those observations where the age at entry is as if it were randomly assigned. This randomization of
the treatment ensures that all other factors (observed and unobserved) determining a given outcome
must be balanced on either side of these discontinuities. Second, and for a given parametrization
of g(.), the estimated function can be seen as the non-parametric approximation of the true
relationship between a given outcome and the variable date of birth, that is, it is less likely that
the estimated impacts are driven by an incorrect specification of gn(.). In particular, use is made
of a bandwidth of 15 days around each of the discontinuities in the baseline specification. Two
of the most popular methods are used to define this bandwidth. First, using the rule-of-thumb
approach (Lee and Lemieux 2010), the bandwidth ranges from 5 to 10 days. Alternatively, using
a method based on the calculation of the cross-validation function (Lee and Lemieux 2010) leads
to a bandwidth of 20 days around the discontinuities. Moreover, the authors show in the working
paper version that their results are robust to different bandwidths but also to the degree of g(.).
10Specifically, xn

i = BDi − C,n, where BDi is the birth date in the calendar year of a student and
Cn is one the four cutoffs.
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3 Data and Variables

Since a major educational reform in the early 1980s,11 Chile’s primary and
secondary educational system has been characterized by its decentralization and
by a significant participation of the private sector. By 2012, the population of
students was approximately 3.5 million, distributed in three types of school: public
or municipal (41% of total enrollment), non-fee-charging private (51% of total
enrollment), and fee-charging private (7% of total enrollment).12 Municipal schools,
as the name indicates, are managed by municipalities, while the other two types of
schools are controlled by the private sector. Though both municipal and non-fee-
charging private schools receive state funding through a voucher scheme, only the
latter are usually called voucher schools.13

Primary education consists of 8 years of education while secondary education
depends on the academic track chosen by a student. A “Scientific-Humanist”
track lasts 4 years and prepares students for a college education. A “Technical-
Professional” track in some cases lasts 5 years, with a vocational orientation
aiming to help transition into the workforce after secondary education. Until
2003, compulsory education consisted of 8 years of primary education; however,
a constitutional reform established free and compulsory secondary education for all
Chilean inhabitants up to the age of 18. Despite mixed evidence on the impact of a
series of reforms introduced in the early 1980s on the quality of education,14 Chile’s
primary and secondary education systems are comparable, in terms of coverage, to
any system in any developed country.

11The management of primary and secondary education was transferred to municipalities, payment
scales and civil service status for teachers were abolished, and a voucher scheme was established
as the funding mechanism for municipal and non-charging private schools. Municipal and non-fee-
charging private schools received the same rates, tied strictly to attendance, and parents’ choices
were not restricted by residence. Although with the return to democracy some of the earlier reforms
have been abolished or offset by new reforms and policies, the Chilean primary and secondary
educational system is still considered one of the few examples in a developing country of a national
voucher system. In 2009 it covered approximately 93% of primary and secondary enrollment. For
more details, see Gauri and Vawda (2003).
12There is a fourth type of school, “corporations,” which are vocational schools administered by
firms or enterprises with a fixed budget from the state. In 2012, they accounted for less than 2% of
the total enrollment. Throughout this analysis, they are treated as municipal schools.
13Public schools and subsidized private schools may charge tuition fees, with parents’ agreement.
However, these complementary tuition fees cannot exceed a limit established by law.
14The bulk of research has focused on the impact of the voucher funding reform on educational
achievements. For example, Hsieh and Urquiola (2006) find no evidence that school choice
improved average educational outcomes as measured by test scores, repetition rates and years of
schooling. Moreover, they find evidence that the voucher reform was associated with an increase
in sorting. Other papers have studied the impact of the extension of school days on children’s
outcomes (Berthelon and Kruger 2012), teacher incentives (Contreras and Rau 2012), and the role
of information about the school’s value added in school choice (Mizala and Urquiola 2013). For a
review of these and other reforms since the early 1980s, see Contreras et al. (2005).
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The data used in this analysis come primarily from public administrative records
on educational achievement provided by the Ministry of Education of Chile for
the period 2002–2012. These records contain individual information for the whole
population of students during the years that a student stays in the system. Moreover,
an individual’s unique identification allows each student to be tracked over her/his
whole school life. This dataset is essential to this study for four reasons. First,
for every student in the system, there are several measures of school performance.
Second, for the cohort of children born in 1996 or later, one can observe the age at
which students were enrolled in first grade of elementary school. In fact, we define
“age at entry” as the age at which a student is observed at the beginning of the school
year when she/he was enrolled in first grade. The analysis is focused on the oldest
cohort that was eligible to start school the first year for which there are data, that is,
children born in 1996. These children, in complying with school’s minimum age at
entry rule, should have started school either in 2002 (those eligible to start school
the year they turned 6) or in 2003 (in the case of those children whose entry into
school was delayed until the year they turned 7). Third, these administrative records
provide an opportunity to follow every child over her/his complete school life, and
to analyze the impact of age at entry beyond the first year of enrollment. Depending
on the age at entry in primary school, these children are observed either 11 or 12
times (years) in the records. Given this last constraint, the analysis is focused on
the impact of age at entry over the first 11 years of a student’s school life. Finally,
because the whole population of students is observed, and the student’s school can
be identified at every year, it is possible to determine not only some characteristics
of the school, but also whether or not a student is enrolled in a school engaged in
cream skimming.

By using students’ records two sets of outcomes are constructed. The first
group of variables attempts to characterize the impact of age at entry on school
performance. The first variable, attendance, corresponds to the percentage of days,
out of the total, that a child has attended school during a given school year.
Attendance, however, might well be capturing a school’s effort, since, for those
institutions receiving funding through the voucher system, funding is a function
of students’ attendance. To account for the fact that attendance is able to capture
this and other school effects, we define a dummy variable “attendance below the
median,” which takes a value of 1 for students with attendance below the median
in the class, and 0 otherwise. The next variable is the annual average GPA over
all subjects. As well as the variable attendance, GPA could reflect a school’s
characteristics rather than a student’s own achievements.15 As with attendance, a
dummy variable is defined as indicating whether or not the GPA for a student in a
particular year is above the class median. Finally, for this group of outcomes, the
variable “Pass” is defined as a dummy variable taking a value of 1 when a student
passes to the next grade, and 0 otherwise.

15Anecdotal evidence exists on grade inflation, which has not been equally observed among all
schools.
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The second group of variables is composed of variables describing the movement
of students between schools and variables related to the school’s characteristics.
First, a dummy variable describes the movement between schools in a given year
and takes a value of 1 when a child is observed in two (or more) different schools for
two consecutive years. The rest of the outcomes in this second group characterize a
school in three dimensions. The first dummy variable, “Public school,” takes a value
of 1 if a child is enrolled in a public school, and 0 otherwise. A second variable,
“Scientific-Humanist,” takes a value of 1 if a child who is attending secondary
education is enrolled in a school following an academic track to prepare students for
college, and 0 otherwise. Finally, since the classmates in the cohort may be observed
over the 11 years followed in this study, the rest of the outcomes are useful for
measuring the degree of cream skimming observed in the school, that is, the extent
to which schools are able to select better students and remove students at the bottom
of the distribution. First, a variable is created with the fraction of students among
those coming from other schools who had grades above the median in the previous
school. Since a standardized examination comparable across schools is not used
here, this variable also helps to assess something about the quality of classmates.
Specifically, this variable will increase when the rotation of students into the school
is lowered (smaller denominator), or when more of the students who move come
from the upper part of the distribution in their previous school (larger numerator).
Both of these movements could be related to a higher quality of school. The next
dummy variable takes a value of 1 if the GPA in first grade is higher than the median
of the students that still remain from the first grade. For a child with a GPA above
the median in first grade, this variable will take a value of 1. However, if the school
is actively cream skimming, this variable will be less likely to take a value of 1 later
on. Two dummy variables are also defined that indicate whether or not a particular
student has, first, a GPA higher than that of the median of students who have ever
moved and, second, a GPA higher than that of the students just moving into the
school.16 Finally, the last outcomes correspond to the average GPA of the rest of the
classmates, not counting in this average the student’s own GPA.

The descriptive statistics are presented in Table 1. The sample is composed of
approximately 250,000 students observed for approximately 10.2 years; 13% of
the students attend schools in rural areas and 91% of the children starting primary

16These two variables make an attempt to capture whether or not a student is doing better than
other students who remain in a given school, or in relation to those just moving into this school. By
looking at the evolution of this parameter over time, together with other outcomes, one is able to
establish a better picture of the relative return of age at entry and the type of schools these students
are moving to over time. Although the absolute impact of this sorting process on average GPA
is ambiguous, the relative advantage associated with age at entry should decrease with average
quality of classmates. Where some of these schools were actively engaged in cream skimming, the
probability of having a GPA higher than the median of the students moving into the school should
not only be lower but should also fall over time, specifically in relation to the new students in these
schools.
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Table 1 Descriptive statistics

Attendance 91.00 GPA higher than median 0.52

(15.37) grade classmates ever-moved

Attendance over the median 0.57

GPA 5.57 GPA higher than median 0.65

(1.06) classmates just moving

IN to school

GPA over p50 0.56 Average grade 5.54

other classmates (0.62)

Pass 0.93 Become 6 the year of Entry 0.40

Move school 0.20 Age at entry (days) 2282.63

(115.63)

Public school 0.47 Male 0.51

Scientific or humanistic track 0.16 Same municipality 0.91

Fraction of incoming students 0.52 Class size first grade 32.17

over the median in previous (0.26)

First grade GPA higher 0.73 Rural 0.13

than median classmates Periods 10.22

coming from first grade Individuals in first grade 253,794

Standard deviations in parentheses. Standard deviations for proportions are not reported

school do so in a school in their own municipality. The average age at entry is
6.23 years (2282 days), with 40% of the students starting school the year they
turn 6. In terms of the selected outcomes, the average attendance in a given year
is over 91%. The average GPA is 5.6,17 with approximately 93% of the students
being promoted to the next class in every period. In a given year over the period
under analysis, approximately 20% of students change school. In relation to the
school type, approximately 47% of the students in a given year are enrolled in
a public school. Although approximately 16% of the children are following an
academic track, this fraction is driven down for the periods in primary school. When
the sample is restricted to students in secondary school, this fraction increases to
approximately 60%.18

17The grade scale in Chile goes from 0 to 7, with 7 being the highest grade. To pass a subject or
test, students must obtain a grade of 4 or higher.
18The graphic analysis presenting the relationship between each of the outcomes and the student’s
date of birth is reported in the working paper. For each outcome, a flexible second-degree
polynomial is fitted at every side of the four discontinuities. Two observations are noticeable
from the figures: first, the existence of a series of discontinuities around the cutoff, and, second, a
heterogeneous jump around them.
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4 Results

4.1 Discontinuity in the Age at Entry

The RD design as a source of randomization of the treatment not only should ensure
that other observed and unobserved factors are uncorrelated with the treatment,
but also, and equally importantly, provides a significant variation of the treatment
defined as the age at entry to the educational system.19 Figure 1 presents the source
of variation associated with the minimum age at entry using two definitions of the
variable of interest: age at entry (in days) and a dummy variable indicating whether
or not a child started school in the year she/he turned 6. Firstly, it is observed that
those children born at the end of the calendar year are older when starting school
and are also less likely to start school the year that they turn 6 (they are more likely
to start school the year that they turn 7 or even later). However, conditional on
being eligible to start school the year they turn 6 (being born before 1 April or
being subject to the same eligibility rule as those born after 1 April but before 1
July), those students born later but to the left of a particular cutoff are the younger
ones in their class. Secondly, a distinguishable jump in the age of starting school is
observed for children born around 1 April, 1 May, 1 June, and 1 July. However for
each of these thresholds a discontinuity in the treatment can be observed; the largest
jump, for those children born around the threshold of 1 July, is noteworthy. This
large jump around 1 July is explained by the perfect compliance associated with the
rule of turning 6 before 1 July. In fact, the fraction of students starting school the
year that they turn 6 (as opposed to the alternative of turning 7 or more) drops to
practically zero for those children born after 1 July.

Table 2 presents the estimated discontinuities for the “age at entry” (in days) at
start of primary school. The results confirm the graphical analysis. Being born after
the cutoff date causes entry to be delayed for some students, that is, increases the
average age at entry. This impact is significant for each of the cutoffs, but the largest
discontinuity is observed for those individuals born after 1 July, who experience
an average increase of approximately half a year in the age at entry. The average
increase for the rest of the cutoffs is between 15 and 45 days approximately. The
results are robust to the selection of the bandwidths, the degree of the polynomial,
and the inclusion of other covariates in the specification. Finally, following the

19Analysis using an RD design is built on the fact that the variation of the treatment (age at entry)
is as good as a randomized assignment for those observations near a particular discontinuity.
Formal testing was carried out for discontinuities in baseline characteristics (highest parent’s
education and gender) for alternative polynomial specifications and different bandwidths. Finally,
following McCrary (2008), testing was also carried out for a discontinuity in the distribution of
the running variable, by estimating the density of the variable date of birth and formally testing
for a discontinuity for each of these cutoffs. First, no evidence was found of a discontinuity in the
baseline characteristics. Second, for any of the four thresholds the null hypothesis which supports
the graphical analysis can be rejected, and there is no evidence of a precise manipulation of the
date of birth. For reasons of space, these checks were left in the working paper version.
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equivalence with an IV approach, the value of the F-statistic for the null of the
relevance of the excluded instruments is large enough to disregard any concern about
weak instruments in all the specifications and selected bandwidths.

4.2 Impact of Age at Entry on Selected Outcomes

The impact of age at entry on the two selected groups of outcomes is reported in
Table 3. The overall picture from Table 3 regarding the impact of increasing age
at entry on the different school achievement outcomes is not only that it is positive
but also that the impact is still present 11 years after starting primary school. The
only exception regarding this positive impact of increasing age at entry is observed
for some of the outcomes (attendance) for the ninth year after school entry, which
would correspond to the first year of secondary school for those children who had
not repeated a grade.

Specifically, first, for the variable “attendance” it is observed that children with
a higher age at entry increase their attendance by between 1 and 2 percentage
points during the first 2 years after starting primary school and the second year of
secondary school. This impact in terms of school days, given an average attendance
of 91% in the population, means that increasing age at entry by 1 year is associated
with approximately 2–5 more days of classes during a specific school year. The
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exception in the size of the impact of age at entry is found for the first year of
secondary school, when attendance falls by an average of 3 percentage points.
However, even in the ninth year after starting school, by looking at the impact on the
probability of having an attendance rate higher than the median in the class, one can
discern a positive effect associated with age at entry. This finding suggests that the
negative effect on attendance rate captured during the first year of secondary school
reflects some school effects rather than an individual reduction in attendance.

Second, a higher age at entry is associated with a higher annual GPA for all years
for which this cohort of students is followed. However, this impact tends to diminish
with time. Specifically, the impact on average GPA falls from approximately 0.5
points for a child during her/his first year in the school system to 0.15 points
11 years after entry into the system (which would be the third year of secondary
school for those children who have not repeated a grade). These magnitudes are not
only statistically significant but also economically important. The magnitude of the
increase in GPA (0.5 or 0.15 points) is equivalent to the difference between a student
on the median of the GPA distribution and one on the 75th (60th) percentile of this
distribution. Can this observed impact on GPA be driven by differences in grade
inflation between schools, or differences in the requirements established in schools?
The results for the outcomes indicating the place on the distribution of GPA in
relation to the students within the same school cohort do not support this hypothesis.
A higher age at entry increases by almost 31 percentage points the likelihood that
a child’s GPA is above the median in their first year of school, and increases it by
approximately 7 percentage points 11 years after school entry.20 Consistent with this
positive impact on GPA, it is found that a higher age at entry is associated with an
increase in the probability of passing a grade of between 2 and 5 percentage points.

In this way, and in contrast to other studies, these results show an impact of age
at entry that is still observed 11 years after the start of primary school. Tincani
(2014) shows that, in Chile, private schools (privately and voucher funded) not
only specialize in higher-ability students, but are also able to attract higher-quality
teachers from public schools and from other sectors, by offering them better salaries.
In relation to the current problem, it has been shown that a higher age at entry
provides some advantage in terms of school achievement. Thus, in light of Ticani’s
findings, these better students will be more likely (at some point in their school life)
to sort into better schools. Although the absolute impact of this sorting process on
average GPA is ambiguous,21 the relative advantage associated with delayed entry

20Although the same qualitative results are observed for the other variables indicating whether or
not a student is above the 75th, 50th, or 25th percentiles, the strongest impacts are observed in the
upper part of the distribution of the GPA. In fact, only in the first years of school life it is observed
that a higher age at entry increases the probability of being above the 10th percentile in the GPA
distribution of the class.
21Anecdotal evidence suggests higher grade inflation among worse schools (http://www.uchile.
cl/portal/presentacion/historia/luis-riveros-cornejo/columnas/5416/inflacion-de-notas), that is, the
effect of age at entry should be negatively correlated with grade inflation, and the impact of age at
entry will be more likely to be observed among better schools. If, on the other hand, better schools

http://www.uchile.cl/portal/presentacion/historia/luis-riveros-cornejo/columnas/5416/inflacion-de-notas
http://www.uchile.cl/portal/presentacion/historia/luis-riveros-cornejo/columnas/5416/inflacion-de-notas
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should decrease with average quality of classmates. The rest of the analysis seeks to
measure the effect of age at entry on schools’ characteristics and movement between
schools.

Mixed results are observed for the outcomes characterizing movement between
schools. Although children whose entry to school is delayed are less likely to
change schools in the fourth year after the start of primary school, a year later
they are more likely to move to other schools. In fourth grade, children take a
National Examination (SIMCE). This examination aims to measure the quality of
the education provided by schools, and the results might later be used by parents
to choose schools. Moreover, there is anecdotal evidence indicating that schools
have some leeway in selecting which students take this examination. Along these
lines, this finding that a higher age at entry is associated not only with better grades
but also with being less likely to change school in the year when this national
examination takes place suggests that schools might have some power to retain
these better students, at least in the short run (the year that this examination takes
place). Also, during the first year of secondary school it is observed that delayed
entry is associated with an increase in the chance of changing schools. In fact,
an additional year in child’s age at school entry is associated with an increase of
approximately 6 percentage points in the likelihood of changing school between the
ninth (first year of secondary school) and tenth years after starting primary school.
The start of secondary school in Chile is characterized by approximately 50% of
the students in the educational system switching schools. This amount of friction
might induce some students to actively search for a new school. Where this search
effort is positively correlated with early educational outcomes, it would explain why
higher age at entry results in an increased search effort in the periods with higher
friction in the system. In fact, this greater search effort is consistent with a reduction
in the probability of switching schools between the tenth and eleventh years. Also
consistent with this increase in the fraction of students switching school at the
beginning of secondary school is the already reported drop in school attendance
during the first year of secondary school.

Regarding school type, it is first observed that a higher age at entry is associated
with a decrease in the probability that a child attends a public school for almost all
years under analysis. Second, it is observed that delaying school entry increases the
likelihood that a child will follow an academic track by approximately 13 percentage
points. In terms of the sample, this means that this last impact corresponds to an
approximately 25% increase in the fraction of students in the educational track that
aims to prepare students for college.

For the outcomes characterizing the school measured by the classmates choosing
the school (who have moved there), it is observed that increasing the age at entry
is associated with a rise in the fraction of students arriving from the upper part of
the GPA distribution in their previous school, but specifically in secondary school.

set higher standards, it will be harder to observe a stronger effect of age at entry as children move
to better schools.
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Therefore, the results reveal not only that higher age at entry is associated with a
lower probability of being enrolled in schools linked to lower-quality teachers, as
observed in public schools (Tincani 2014), but also that these students have better-
quality classmates in secondary school, where they are more likely to follow an
academic track. In fact, it can be assumed that all of these factors contribute to
the drop in the GPA in secondary school, due to a tougher academic track and the
lower likelihood of grade inflation reported in better schools. It is worth noting that
the timing of these impacts is consistent with the drop in the GPA observed when
starting secondary school. The last four outcomes explore the impact of age at entry
on the probability of being enrolled in a school that is actively cream skimming. It
has been shown that children with a higher age at entry have a greater likelihood of
having a GPA higher than the mean of their classmates. Where some of these schools
were actively engaged in cream skimming, however, the probability of having a GPA
higher than the median of the students moving into the school should not only be
lower but also fall over time. This is what is observed from the impact of age at
entry on the outcomes that measure the probability of having a GPA higher than the
median of students moving into the school in a given year, or of those who have
moved to the school at some point in the past. That is, it is observed that age at
entry increases the probability of having a GPA higher than the median of students
moving into the school, but this increase in the probability is lower than the increase
in the probability of having a GPA higher than the median of all students in the
class (fourth column in Table 3) for almost all the years. Secondly, over the school
life this probability decreases and by the time secondary school is reached it is
not statistically significant. Also consistent with the hypothesis that age at entry
increases the likelihood of being enrolled in a school actively cream skimming,
analysis of the GPA in first grade over the years, but with the mean of the classmates
arriving from first year of primary school, shows that this probability decreases over
time. Finally, it is observed for some years, and with the exception of the first year
of secondary school, that age at entry increases the probability of being enrolled in
a school where classmates have, on average, a higher GPA.

5 Conclusions

The findings of this study confirm not only that delaying school entry has a positive
effect on GPA, attendance and the likelihood of passing a grade but also that this
impact tends to wear off across time. Nevertheless, in contrast to previous studies,
the findings reveal that this impact can still be observed 11 years after a child
has started school. Moreover, evidence of the effect of age at entry on school
type provides a potential explanation for the fading of the impact on academic
achievement throughout the school life. Specifically, a higher age at entry decreases
the likelihood that a child will be enrolled in municipal (public) schools, which
are characterized by a less active selection of students and lower-quality teachers.
Consistent with these differences in academic selection (competition), children with
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a higher age at entry have a higher probability of being enrolled in schools where
the children arriving from other schools were in the upper GPA distribution in their
previous school. Evidence is also found that age at entry has a positive effect on the
likelihood that a child follows an academic track in high school. Finally, evidence
is found that age at entry is associated with an increase in the probability that a
child will be enrolled in a school actively engaged in cream skimming, which also
explains the drop in the impact of age at entry on school achievements.
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Use of Administrative Data for
Counterfactual Impact Evaluation
of Active Labour Market Policies
in Europe: Country and Time
Comparisons

Beatrice d’Hombres and Giulia Santangelo

1 Introduction

Fostering access to administrative data is without doubt one prerequisite to make
policy evaluation more systematic. Administrative data have the advantage of
providing detailed and accurate information on large samples of individuals, over
repeated periods of time. Since administrative information is often collected for
management and monitoring purposes, the possibility of using this data source for
promoting evidence-based policy-making might also be more cost efficient than the
use of alternative sources of information such as survey data.

This chapter documents how widespread is the use of administrative data for
counterfactual impact evaluation (CIE) of active labour market policies (ALMPs).
The analysis is based on articles and working papers published since 2000 that eval-
uate the impact of ALMPs implemented in Europe. After documenting differences
across countries and over time in the use of CIE-based evidence of ALMPs, this
chapter discusses how data availability might affect the choice of the econometric
methods employed for measuring the causal effect of the underlying intervention.
It is argued that the data source, whether administrative or survey based, correlates
with the comprehensiveness of the CIE. In other words, the feasibility of measuring
the impact of the intervention on an array of outcomes, comparing the effectiveness
of alternative interventions and making comparisons across different treated groups,
seems to be related to the type of data used.
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While various meta-analyses have been carried out to assess the effectiveness of
ALMPs (Card et al. 2010; Kluve 2010; Bratu et al. 2014; Card et al. 2017), this is,
to the best of the authors’ knowledge, the first study to document a link between
administrative data availability and CIEs’ use and comprehensiveness.

The analysis presented in this chapter is largely drawn from the report “Knowl-
edge gaps in evaluating labour market and social inclusion policies” (Bratu et al.
2014) and the associated online Counterfactual Evaluation Archive (CEA).1 The
Centre for Research on Impact Evaluation (CRIE) of the Joint Research Centre of
the European Commission was commissioned to write this report by the Directorate-
General for Employment, Social Affairs and Inclusion. It reviews evidence on the
impact of labour market policies of the type funded by the European Social Fund.
The focus on ALMPs was a response to the need for deeper knowledge about the
results of the interventions implemented in Europe to address a wide range of labour
market problems, such as youth unemployment and social inclusion. In the light of
both the increasing focus of the European Commission on policy effectiveness and
of the tightened national budgets for the current 2014–2020 programming period,
the ultimate objective of the report was therefore to identify possible areas of priority
for the CIE of the interventions funded through the European Social Fund.

On the basis of the results of this report, in 2015, the CRIE launched the CEA,
to summarise information on what works for whom in the areas of employment and
social inclusion. The CEA, an online database which is regularly updated, compiles
information on published articles and working papers related to CIE of ALMPs.
The discussion in this chapter is based on the most recent update of the CEA. More
precisely, the information is drawn from 111 CIEs of ALMP intervention-based
papers published over the period January 2000–October 2016. The interventions
evaluated took place in the EU-28.

The remainder of the chapter is structured as follows. Section 2 explains the data
collection protocol, while Sect. 3 discusses the main findings and lessons learnt from
the analysis of the CEA, and Sect. 4 concludes.

2 Data Collection

2.1 Definition of the Active Labour Market Policies Included
in the Analysis

Three broad categories of interventions, corresponding to the classification of
ALMPs used by both Eurostat and the Organisation for Economic Co-operation and
Development, have been considered in the analysis below. These are (1) training,
(2) employment incentives and (3) labour market services.

1https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php.

https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
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Trainings encompass measures aimed at enhancing the human capital of par-
ticipants. A distinction is made between (a) classroom/vocational training, (b) on-
the-job training and (c) other types of training that are neither classroom/vocational
training nor on-the-job training (e.g. training for auxiliary/basic skills).

Employment incentives aim at offering work experience to unemployed individ-
uals to keep them in contact with the labour market. Employment incentives support
both the private and the public sectors. Private sector employment incentives include
hiring and wage subsidies. Start-up incentives (e.g. tax incentives) or grants, which
help unemployed individuals to start their own business, also fall under this category.
Public sector employment incentives include public employment schemes to create
jobs in public firms or in public activities that produce public goods or services.

Labour market services aim at supporting the unemployed throughout their job
search process. They include a wide range of forms of assistance for job seekers,
such as career management, job boards, job search assistance, career coaching and
job referral and placement. For the CEA, in line with the literature, labour market
service interventions have been divided into the following sub-interventions: (a)
job search assistance, (b) counselling and monitoring and (c) job placement and
relocation assistance.

2.2 Search Strategy: Identification of the Literature
Examining the Effect of Active Labour Market Policies

Four online databases were searched for relevant academic articles: (1) Scopus, (2)
RePEc IDEAS, (3) SSRN and (4) IZA Discussion Papers Database.2 The protocol
used to identify the relevant studies involved the following three steps.

First, within each database a search was carried out using the terms (“labour
market” OR “labour market” OR “job”) AND (“evaluation” OR “impact” OR “data”
OR “intervention” OR “program”), to broadly identify studies related to labour
market and evaluation. Each set is connected by AND, while individual search terms
within a set are connected by OR.

Intervention-specific keywords3 and the publication period (between January
2000 and October 2016) were also added to this search process. At this stage there
was no restriction in the query regarding the target groups or the evaluation methods,
to ensure that the search would deliver the most comprehensive set of results along
these dimensions.

Second, given the large number of papers that the search identified, the results
were further filtered by title. Third, the studies in the resulting list were scrutinised

2See http://www.scopus.com, http://ideas.repec.org, http://www.ssrn.com and http://legacy.iza.org/
en/webcontent/publications/papers for additional information.
3See Bratu et al. (2014) for additional information on the keywords used for the search.

http://www.scopus.com
http://ideas.repec.org
http://www.ssrn.com
http://legacy.iza.org/en/webcontent/publications/papers
http://legacy.iza.org/en/webcontent/publications/papers
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to select those to be included in the CEA.4 At this stage, a thorough analysis
of potentially relevant studies was carried out to identify the intervention types,
outcome variables, evaluation methods and target groups.

In order to be selected, the evaluation had to (1) be based on CIE methods
(regression, randomisation, propensity score matching, difference in differences,
regression discontinuity design and instrumental variable methods), (2) be focused
on interventions aiming at individuals5 and (3) examine the impact of ALMPs
on specific labour market outcomes, namely, employment status, duration of
employment or income/wage level. The studies included in the archive are all
reported in the online appendix. For a brief explanation of CIE, see Box 1 below.

Box 1: Counterfactual Impact Evaluation in a Nutshell
The purpose of a CIE is to assess the causal relationship between participation
in an intervention and the outcome of interest (e.g. employment probability).
It therefore requires comparing the participants’ outcome in the actual
situation with that which would have occurred had they not participated. This
is called the fundamental evaluation problem, as it is impossible to observe
the outcomes of the participants in the latter situation, i.e. in the counterfactual
state. Therefore, it is necessary to find an adequate control group of non-
participants with which the participant group can be compared.

The two groups should be as similar as possible so as to ensure that the
difference in their outcomes can be causally attributed to the intervention.
Usually, groups of participants and non-participants are different in dimen-
sions other than participation, either because the intervention is targeted at
a particular group of individuals or because individuals self-select into the
intervention. In either case, this leads to selection bias, making it misleading
to simply compare the outcomes of participants and non-participants.

CIE methods are statistical and econometric techniques to compare the
outcomes of participants and non-participants, while taking into consideration
the selection bias problem by controlling for pre-existing differences between
the two groups. The most compelling way to tackle the selection bias is the
experimental setting (randomised control trial (RCT)), whereby individuals
are allocated randomly to one of the two groups (participants or non-
participants). This eliminates the selection bias problem because, given the
randomised assignment, the two groups are similar in all respects but the
intervention participation. RCTs however have limited external validity, i.e.

(continued)

4Note that papers included in the CEA are evaluations of interventions aimed at individuals, even
if the interventions involved or targeted firms. Examples of such interventions are training or hiring
subsidies.
5In case the intervention targets firms, the units treated should be the employees, for instance,
through training or hiring subsidies.
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results cannot easily be generalised to different contexts. When experiments
are not economically or ethically feasible, nonexperimental evaluation meth-
ods can be applied to ensure the comparability of groups. Nonexperimental
methods include regression6 and matching methods, difference in differences,
regression discontinuity design and instrumental variables. These approaches
consist of statistical methods to control for the selection bias so as to be able
to identify a proper comparison group.

2.3 Article Coding: Collected Information

For each selected paper, the following features were coded: the country where
the intervention took place, the year of the intervention, the target population
(unemployed, young unemployed, disadvantaged young unemployed, elderly unem-
ployed, long-term unemployed, low-skilled unemployed, employed, inactive, dis-
abled and women), the evaluation method (propensity score matching, regression
discontinuity design, instrumental variables, difference in differences, regression)
and the data used (administrative and/or survey) for evaluating the impact of the
underlying intervention.7 For the purpose of this chapter, additional information was
also coded, relating to the data quality (sample size and the number of data sources
used in the empirical analysis) and the comprehensiveness of the CIE analysis
(number of outcome indicators considered, a measure of the intervention impact
on different groups of participants).

3 Findings

3.1 Active Labour Market Policies Subject to Counterfactual
Impact Evaluation Studies, Target Groups and Outcome
Indicators

Applying the search protocol resulted in the identification of 111 relevant papers,
among which, as shown in Fig. 1, 30.6% evaluate training interventions, 30.6%

6Regression methods can be considered similar to matching methods as they rely on the
same identification assumption, i.e. all differences between participants and non-participants are
observable to the evaluator (selection on observables or conditional independence assumption).
Accordingly, this method is included in the CIE category. However, propensity score matching is
generally a more appropriate CIE method because, in contrast to regression, it is based on non-
parametric estimation procedure and includes a check for the common support assumption.
7Additional collected information includes the funding source of the intervention being evaluated,
the authors, the digital object identifier (doi) and the publication year.
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examine the impact of private and public employment incentives and 18% study the
effect of labour market services interventions. The remaining 20.7% measure the
effect of more than one ALMP.

Around 12% of CIE studies examining training interventions look at on-the-job
training programmes, while the other interventions relate to classroom/vocational
training (52.9%) or to a combination of these two categories of intervention (35.3%).
The majority of CIEs on employment incentives assess the impact of private sector
incentives (64.7%), while only 14.7% specifically evaluate incentives in the public
sector and 20.6% assess both sets of interventions. In 50% of the cases, CIEs of
labour market services are related to job search assistance programmes. Counselling
and monitoring make up 20% of these CIEs, whereas the remainder falling under
this category includes an assessment of several labour market services at the same
time.

Most of the interventions target unemployed individuals (91%). In addition,
among these studies, those targeting subcategories of unemployed individuals often
concentrate on the long-term unemployed and the young unemployed.8 Only 7.2%
of the interventions focus on employed individuals. The most common outcome
indicators used in the CIEs measure the labour market status of the participants and
non-participants, namely, the employment rate at the end of the intervention or the

8The evidence on the effectiveness of ALMPs targeting other disadvantaged groups such as the
elderly unemployed, the low-skilled unemployed or the inactive is scant because of the small
number of interventions that address these groups.

https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
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rate of exit from unemployment at different periods of time following the conclusion
of the intervention.

Around 61.3% of the CIEs selected for the CEA examine the impact of an
intervention on more than one outcome indicator. Occasionally this depends on
the availability of longitudinal data, i.e. on whether or not information on the
labour market history of the population targeted by the intervention is accessible.
Such longitudinal information allows an estimation of the intervention effect on
employment status at repeated periods in time. In other instances, CIE studies
examine the effect of the intervention on both employment and income outcome
indicators.

Almost 69.4% of the studies test the presence of heterogeneous effects across
population groups (by age, such as young and elderly, or by gender). More
specifically, the impact of the underlying intervention is frequently measured
separately for males and females and/or for different regional locations within a
given country.

3.2 Distribution of Counterfactual Impact Evaluation Studies
Across EU Countries and Authorship

The 111 studies, published between January 2000 and October 2016, estimate the
effect of interventions taking place in 19 different EU-28 countries, with Germany
being by far the country where most of the interventions subject to a CIE took
place (51 of the 111 CIEs). The preponderance of CIE studies in Germany can
be linked with the introduction of the so-called Hartz labour market reforms, which
took place between 2003 and 2005, the evaluation of which the German government
commissioned from a number of research institutes (Jacobi and Kluve 2006). As
shown in Fig. 2, Sweden and Denmark rank second and third, with ten and eight
CIEs, respectively. In general, there is a contrast between the number of CIE studies
in West and East European countries. Six, five and four CIE studies were found for
France, Italy and the United Kingdom, respectively. CIEs have also been carried
out in Poland, Romania, Slovakia, Slovenia, Bulgaria and Latvia, but generally only
one CIE study could be found per country.9 No interventions subject to a CIE were
found in Greece, Estonia or Lithuania. The majority of German studies concern
training interventions and employment incentives. CIEs of labour market services
are more evenly distributed across the EU countries.

The analysis of scientific collaborations in Germany helps to provide a better
understanding of the distribution of CIE studies within the country.

For this, as in Newman (2001, 2004a, 2004b) and Ball et al. (2013), network
analysis is employed to examine the structure of collaboration networks on the
basis of individuals’ co-authorship. In Fig. 3 two authors are considered connected

9Two studies have been identified in the case of Poland.
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Fig. 2 Number of counterfactual impact evaluation studies per country. Source: https://crie.jrc.ec.
europa.eu/CIE_database/cieDatabase.php; authors’ calculations

if they have co-authored at least one paper. The strength of collaborative ties is
measured on the base of the number of papers co-authored by pairs of authors and
is represented by the thickness of the lines connecting them. The size of the nodes
is proportional to the number of papers authored by each researcher. Although in a
merely visual way, Fig. 3 provides a proxy of how concentrated the authorship of
CIE studies is. Names are shown for the authors who have each published more than
two CIE studies (maximum 13) based on German data. The concentration of studies
among a few core authors may depend on several factors, such as an established
tradition in specific departments of performing CIE of ALMPs or the opportunity
to access more widely administrative data, in particular for the evaluation of the
Hartz reforms. Since most studies build on the IZA/IAB Administrative Evaluation
Dataset provided by the Institute for Employment Research (See Eberle and
Schmucker 2015), the connectedness within the co-authorship networks and the
affiliation of the researchers (at the time of the CIE studies) clearly underline the
importance of access to these data for any CIE of ALMPs in Germany. Since the IAB
database has been opened to researchers from outside Germany, CIEs of ALMPs
in Germany tend to be less concentrated among only a few authors. This is a first
indication that the availability of high-quality administrative data is probably related
to the application of counterfactual methods for data-driven evidence-based policy.

https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php


Use of Administrative Data for Counterfactual Impact Evaluation of Active. . . 279

B. Fitzenberger

M. Lechner

R. Hujer

M. Caliendo

C. Wunsch

R. Miquel

A. Osikominu

S. Gesine

U. Rinne

A. Uhlendorff

J. Wolff

S. Kunn

J. Kluve

Z. Zhao

S. Bernhard

Fig. 3 Network of counterfactual impact evaluation studies in Germany. Source: https://crie.
jrc.ec.europa.eu/CIE_database/cieDatabase.php; authors’ calculations. Note: This network graph
maps the community of authors’ networks, through a “node–link” diagram, where the circular
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relationships given by scientific collaborations. The size of the nodes is a proxy of the number of
papers of each author

3.3 Time Patterns

The number of CIE publications has clearly increased in recent years (Fig. 4), with
91 of the 111 CIE studies published in 2007 or later. While CIE studies could be
identified in 12 countries before 2007, this number increases to 19 when the most
recent period is also taken into account. In particular, CIE studies of interventions
based in Bulgaria, Ireland, Portugal, Slovakia and Slovenia are observed for the first
time in the second period.

The surge of CIE studies in the recent period is certainly partly driven by the
rising demand for evidence-based policy. For instance, in the EU provisions for the

https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
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2014–2020 programming period, impact evaluations have been made compulsory
for ALMPs funded through the European Social Fund. This positive time trend in
terms of the number of CIE studies is also probably associated with the increasing
accessibility of administrative data in several EU countries, as discussed in more
detail below.

3.4 Counterfactual Impact Evaluation Methods

As regards the methodology applied in the CIE studies, Table 1 shows that
propensity score matching is the approach most commonly employed (54.9%) for
evaluating the impact of ALMPs in Europe. The predominance of propensity score
matching is even higher if studies based on the combination of propensity score
matching with other CIE methods are also taken into account (11.71%). This finding
is true for the three categories of ALMPs. Randomised design-based papers rank
second (9.91% of all CIE studies). Designs based on a random assignment to the
intervention under scrutiny are particularly frequent when it comes to measuring
the effect of labour market services (35%). Finally, difference in differences
methodology has been implemented for 8.1% of CIE studies.

The pattern observed for the EU-28 is also valid when the summary statistics
are limited to Germany. More than half of CIE studies in this country are based

https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
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Table 1 Distribution of studies by counterfactual impact evaluation method

CIE method Frequency Percentage

Randomisation 11 9.91
Propensity score matching (PSM) 61 54.95
PSM combined with other methods 13 11.71
Difference in differences 9 8.11
Instrumental variables 8 7.21
Regression discontinuity design 4 3.6
Regression/other combinations of methods 5 4.5
Total 111 100

Source: https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php; authors’ calculations

on propensity score matching. This method is most frequently applied for the
evaluation of training interventions or employment incentives (respectively, 70.6%
and 58.8% of these subject-specific studies), while randomisation is more common
for measuring the impact of labour market services (63.6%).

3.5 Data Sources

The fact that in Germany the IAB made available to researchers a 2% randomly
drawn sample from the integrated employment biographies (IEBs) of the IAB
probably largely contributed to promoting CIE-based evidence. The IEBs contain
observations on unemployment benefits, job search and participation in ALMPs,
combining four data sources.10 In Nordic countries, such as Finland and Sweden,
administrative data have been available to researchers for several years, and hence,
unsurprisingly, these countries also rank high in terms of the number of CIEs of
ALMPs.

More generally, Fig. 5 reports the distribution of CIE studies by data source.
Around 68% of studies are exclusively based on administrative data. The predom-
inance of CIEs based on administrative data is true for the three categories of
ALMP, with CIE of training, employment incentives and labour market services
based on administrative data in 67.6%, 55.9% and 60% of cases, respectively. The
preponderance of administrative data relative to survey data is observed for all
CIE methods, though it is more often associated with nonexperimental than with
experimental CIE methods (67% and 45.4%, respectively).

As shown in Table 2, propensity score matching is strongly associated with the
use of administrative data, with around 67.2% of these studies based on this type of

10There are two versions of the IEB samples: a partly anonymised version, which was created in
May 2008 and contains data from 1990 to 2008, and a scientific use file, which was built in May
2007 and contains data starting from 1993.

https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
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Fig. 5 Counterfactual impact evaluation studies and data sources. (Source: https://crie.jrc.ec.
europa.eu/CIE_database/cieDatabase.php, authors’ calculations

Table 2 Distribution of studies by counterfactual impact evaluation method and data source

Data
Combination of

CIE method Administrative (%) Survey (%) data sources (%)

Randomisation 45.45 27.27 27.27
Propensity score matching (PSM) 67.21 11.48 21.31
PSM combined with other methods 53.85 15.38 30.77
Difference in differences 66.67 33.33 0
Instrumental variables 75 25 0
Regression discontinuity design 100 0 0

Source: https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php; authors’ calculations

data. This figure rises to 88.5% if the CIEs that rely on administrative data merged
with survey data are also taken into consideration. CIEs combining propensity score
matching with other nonexperimental methods, such as the difference in differences
approach, are also largely dependent on administrative data or administrative
data merged with survey data. As highlighted in the literature, among others by
Sianesi (2002, p. 8) with reference to the evaluation of Swedish ALMPs, the
richness of administrative data may justify the use of methods of analysis based
on “selection on observables”. Indeed, in contrast to an experimental approach
(or other nonexperimental methods such as regression discontinuity design), the
reliability of the propensity score matching approach for measuring the impact of
an intervention critically depends on the validity of the “ignorability” assumption.
This CIE approach supposes that the assignment to an ALMP intervention depends
only on characteristics (age, previous labour market experience, educational level,

https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
https://crie.jrc.ec.europa.eu/CIE_database/cieDatabase.php
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etc.) observable by the evaluator.11 If this is indeed the case then, provided that this
selection process is controlled for, variations in the outcome indicators between
the participants and non-participants should be due to the participation in the
intervention. Along the same lines, the reliability of CIEs employing a difference in
differences approach hinges on the availability of longitudinal information (before
and after the intervention).

Biewen et al. (2014, p. 838) summarise the importance of data completeness
as follows: “for the analysis of ALMP, detailed information on employment and
earnings histories prior to program participation seems important to justify matching
estimators for treatment effects that rely on a selection on observables assumption.
Accurate longitudinal information on labor market transitions is also useful to
account for the dynamics of program assignment and to carefully align treated and
comparison units in their elapsed unemployment experience”.

Administrative data, and preferably a combination of several administrative data
sources, allow working on databases containing a large set of information on the
participants and non-participants in the interventions. This type of data makes the
use of nonexperimental methods for CIE more reliable.

3.6 Administrative Data and Completeness of Counterfactual
Impact Evaluation Studies

Although CIE is essential to promoting evidence-based policy, it is also true that
not all CIE methods are equally rigorous and informative. The purpose here is
not to discuss the assumptions underlying each CIE method but to document
whether or not some data characteristics are associated with the comprehensiveness
of the impact evaluation. In particular, although it is necessary to document the
average effect of an intervention on the participants, it is also of the utmost
importance to check if the underlying intervention’s impact varies across subgroups
of participants. A specific ALMP might not work for the participants as a whole but
could be very effective for some subpopulations. If this is not taken into account,
the CIE might produce misleading conclusions.

Administrative and survey data differ in terms of population coverage and hence
sample size. Indeed, administrative records tend to cover the whole universe of a
specific population (for instance, welfare recipients), with this population being
tracked for administrative and monitoring purposes, independently of the CIE or any
research project. This implies that the sample size used for the CIE of an intervention
targeting the population recorded in the administrative database is potentially very
large. In contrast, survey data are usually gathered for research purposes, and, as
such, sample sizes tend to be much smaller. This is confirmed by the CIE studies in

11More specifically, the assignment to the intervention might depend on unobservable characteris-
tics, but these characteristics should not be associated with the outcome of the intervention.
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Fig. 6 Data sources and counterfactual impact evaluation completeness. Source: Authors’ calcu-
lations

the CEA. In almost 85% of CIE studies based on administrative data, the sample size
is ≥5000 observations, while this is the case for only 39% of survey-based CIEs.
Furthermore, the type of data used in the studies is associated with the likelihood of
searching for heterogeneous effects. As shown in Fig. 6, around 72% of CIEs rely
on administrative data test for the existence of heterogeneous effects, while this is
the case for only 55% of survey-based CIEs.

Along the same lines, CIE studies that examine the effect of ALMPs on short-
and long-term outcomes have shown that programme effectiveness can have wide
dynamics, from short-term locking-in effects to long-term positive effects on labour
market outcomes. In that respect, to ensure a comprehensive CIE, it is important to
use a data set allowing for such a dynamic analysis. This is relatively complicated
with surveys that are carried out just once or which often suffer from endogenous
attrition when repeated over time. In contrast, administrative records generally have
a longitudinal component, with the same units being observed repeatedly until being
withdrawn from the specific population monitored in the administrative database
(e.g. an unemployed person registered in the unemployment office exiting the
database when getting hired). As stated in Rehwald et al. (2015, p. 13), “exploring
longitudinal register data also allows us to go beyond a single baseline and a single
follow-up”.
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In addition, linking several types of administrative data, such as tax records
with employment records, provides the option to examine the effect of a given
intervention on a wide range of outcome variables. Among the 93 CIE studies using
administrative data, 77.4% examined the effect of the intervention on more than one
outcome variable or on the same outcome over a long period of time. This is the
case also for the 83.1% of studies that relied on more than one administrative data
source or combined administrative data with survey data.

4 Conclusions

The Counterfactual Evaluation Archive (CEA) is an online database, developed by
the Centre for Research on Impact Evaluation of the Joint Research Centre of the
European Commission, which collects published articles and working papers using
counterfactual impact evaluation (CIE) to assess the impact of active labour market
policies (ALMPs). This archive assembles information on the studies published over
the past 16 years in EU-28 countries.

Using data from this archive, this study observes an unequal distribution of
CIEs of ALMPs across EU member states. In particular, while Germany counts
51 CIE studies, some countries, such as Greece, Estonia and Lithuania, are not
even represented in the database. Even though there has been an increase in CIE
studies in terms of country coverage over recent years, there is clearly still room
for improvement. Why is there a lack of evidence for some countries? There are
various possible reasons, including a lack of CIE expertise and culture within the
country and/or a limitation in data accessibility. In particular, the underutilisation
of administrative data, despite the many benefits of such data sources, ranging from
the sample size to the longitudinal dimension and the near-universal coverage of
the population under study, could explain the still insufficient number of CIEs of
ALMPs in many European countries. In Germany, and in some Nordic countries
such as Finland and Sweden, administrative data have been available to researchers
for several years, and this is probably one of the reasons behind the relatively high
number of CIEs of ALMPs observed in these countries.

Analysing the characteristics of the studies included in the CEA, it is argued that
CIEs based on administrative data tend to be more comprehensive than those relying
on survey data. Administrative data sets have large sample sizes, which facilitate
the analysis of heterogeneous effects. Measuring heterogeneous effects is important
because a specific intervention might not work for the participants as a whole, but
the findings might be different for some subgroups. CIEs based on administrative
data or on a combination of sources are more likely to estimate the effect of an
ALMP on several outcome variables or to study the short- and long-term impacts
of the interventions. Taken together, these statistics suggest that the availability of
administrative data is important for promoting evidence-based policy.
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1 Introduction

Apprenticeships combine paid employment and training, with the aim of devel-
oping occupational mastery and typically leading to a formal qualification. They
have represented an important source of skills since medieval times, and now,
in the twenty-first century, they are alive and well. Inspired by the low youth
unemployment in those OECD countries where apprenticeships play the largest
role—Germany, Austria and Switzerland—more countries are looking to them as
a way to provide young people with the skills needed to find fulfilling and well-paid
employment.

This is true for the United Kingdom, where apprenticeships are considered
an important way of achieving a higher level of skills across the country and a
policy worth rigorously evaluating. In England, the government has announced
its intention that the number of new apprenticeships offered annually should
reach 3 million by 2020 (Department for Business, Innovation and Skills 2015a)
and has recently funded several microeconometric studies of the effectiveness of
apprenticeship schemes (Bibby et al. 2014; Department for Business, Innovation
and Skills 2015b). In Scotland, too, apprenticeships are on the rise, in the form of
Modern Apprenticeships (MAs), Foundation Apprenticeships and Graduate-Level
Apprenticeships. The number of new MAs available annually in Scotland has
increased from 11,000 in 2008/2009 to 25,000 in recent years, and is set to reach
30,000 by 2020. As the livelihoods of more and more young people depend on skills
acquired through apprenticeships, and as training subsidies and administrative costs
consume an increasing proportion of public funds, Skills Development Scotland
(SDS)—the public agency responsible for running MAs in Scotland—has come
under mounting pressure to prove that MAs fulfil their goals: to provide young
people with the right skills and to increase productivity of Scottish businesses (Audit
Scotland 2014).

Up to 2015, SDS evaluated MAs through telephone surveys of employers (Skills
Development Scotland 2015) and apprentices (Skills Development Scotland 2013),
which asked about the impact on outcomes such as skills, career progression and
productivity. Unfortunately, self-report studies are unreliable measures of impact
because respondents may consciously or unconsciously adjust their answers to what
they expect the evaluator hopes to hear, and simply because it is difficult for them
to judge what the outcome would have been without participation. In addition, the
surveys contacted apprentices within the first 6 months after leaving the training,
and, as a result, they did not provide information on longer term outcomes.
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In 2015, SDS decided to examine the impact of MAs through a more rigorous
evaluation. SDS’s aim was to develop an evaluation that would examine the causal
impact of MAs in the long term, could be replicated over time and would allow the
effects of MAs on different levels and in different sectors to be compared.

However, it was clear that the evaluation would not be an easy task. The first
challenge was a lack of data. Apart from the telephone surveys conducted shortly
after the end of training, no information was readily available on outcomes for
participating individuals or firms in the longer term. Furthermore, no information
had been collected on individuals who had not participated in MAs and could,
therefore, serve as a control group. Finally, apprentices had not been selected
randomly or through a centralised mechanism, making it hard to separate causal
effects of apprenticeships from the effect of characteristics of individuals who had
chosen to take up MAs.

Lack of data, absence of a control group and exogenous variation are common
limitations of programmes such as apprenticeships. The aim of this chapter is to
convince the reader that, despite these drawback situations, although challenging,
it is still feasible and valuable to conduct an evaluation that is robust and useful.
To this end, it describes the planned evaluation of MAs in Scotland. It builds on a
collaboration between SDS and the Organisation for Economic Co-operation and
Development (OECD), in which the OECD has prepared an ‘evaluation framework’
setting out recommendations for evaluating MAs (Bajgar and Criscuolo 2016a).

Designing an evaluation involves answering several central questions. On which
outcomes should the evaluator focus? Which data will provide the necessary
information while being reliable and accessible? How should the control group be
constructed? Which estimation methods should the evaluator use to identify causal
effects of the intervention?

Table 1 gives an overview of how some existing studies evaluating impacts of
apprenticeships have approached these questions, and describes their findings. It
focuses on studies that employ more sophisticated estimation approaches. The table
reveals a large diversity of approaches applied by the studies. Many use adminis-
trative data but others rely on existing or new surveys. Analysed outcomes include
wages, probability of employment, subsequent education and job characteristics.
The alternative against which apprenticeships are compared is no training in some
studies, but school-based vocational training, unfinished apprenticeships or general
education in others. Finally, evaluation methods include the instrumental variables
(IV) method, the difference in differences method and randomised control trials.

This chapter describes which evaluation choices are most suitable for evaluating
MAs in Scotland, and why. It argues that an encompassing evaluation of MAs
should analyse outcomes for both individuals and firms, focusing on employment,
wages and several other variables for individuals, and on productivity for firms. It
should rely mainly on existing administrative data, possibly complemented by a new
survey covering information not available in administrative records. The evaluation
could use individuals who started but never completed their apprenticeships (non-
completers) and those who never underwent an apprenticeship experience (never-
starters) as control groups, and conduct estimation over a range of time horizons and
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Table 1 Selected studies evaluating impacts of apprenticeships

Authors Data Estimation Findings

Adda et al.
(2006)

Social security
records

Compare apprenticeships
with school-based vocational
training; use number of
apprenticeship vacancies as
IV for participating in
apprenticeships

Total wage return 10% after
5 years and 25% after
20 years

Fersterer et al.
(2008)

Social security
records

Compare completed
apprenticeships with
unfinished ones; use firm
failures as IV for
apprenticeship duration

Annual wage return 2–4%

Parey (2008) Social security
records

Compare apprenticeships
with school-based vocational
training; use number of
apprenticeship vacancies as
IV for participating in
apprenticeships

Annual wage return 3% (not
significant with IV); initial
reduction in probability of
unemployment by 15%
points per year of training
fades out over time

Malamud and
Pop-Eleches
(2010)

Census and
existing survey

Compare apprenticeships
with general education; use
regression discontinuity
design based on a large
educational reform

No causal difference

Alet and
Bonnal
(2011)

Existing
longitudinal
education
survey

Compare apprenticeships
with school-based vocational
training; use number of
apprenticeship vacancies as
IV for participating in
apprenticeships

Increase in probability of
completing high school
diploma and staying in
education

Reed et al.
(2012)

Programme
administrative
data and
unemployment
insurance wage
records

Compare apprentices with
non-participants and
non-achievers; control for
initial earnings and use
propensity score matching

Participation increases
earnings by 50% and the
probability of employment
by 9% points compared
with non-participants;
completion increases
earnings by 80% and the
probability of employment
by 15% points compared
with non-completers
(effects after 6 years)

Picchio and
Staffolani
(2013)

Administrative
data on job
contracts

Compare apprenticeships
with other types of temporary
contracts; use regression
discontinuity design based on
regional age cut-offs in
eligibility

Increase in propensity to get
a permanent contract after
2 years

(continued)
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Table 1 (continued)

Authors Data Estimation Findings

Bibby et al.
(2014)

Linked
education,
benefit,
employment
and earning
records

Compare apprentice
completers to non-completers;
use differences estimates with
matching for other
qualifications

Total wage returns of 11%
for Level 2 apprenticeships
and of 16% for Level 3
apprenticeships; there is an
initial increase in the
probability of employment
of 3% points but this
declines over time

Schaeffer et
al. (2014)

Dedicated
survey

Compare apprenticeships
with attending standard public
schools; randomised control
trial

No effect on wages;
increase in the probability
of employment of 26%
points; increase in
enrolment in General
Equivalency Diploma of
24% points; no effect on
high school graduation rate

Noelke and
Horn (2014)

Labour force
survey

Compare apprenticeships
with school-based vocational
training; use
difference-in-differences
estimator based on
county-level shifts from
work-based to school-based
vocational education

A 10% increase in the ratio
of school- to
employer-provided places
corresponds to an initial
increase in unemployment
of 3% points, but this effect
declines over time; no effect
on working in non-routine
occupations

Kugler et al.
(2015)

Dedicated
survey, and
education and
social security
records

Compare apprentices with
non-participants from among
preselected candidates;
randomised control trial

Total wage return of 6% if
formally employed; increase
in probability of formal
employment of 5% points
and of days in formal
employment of 13%;
increase in probability of
completing secondary
school of 1.4% points, in the
probability of enrolling in
college of 3.5% points and
in the probability of staying
in college after 5 years of
1.6% points

Note: The table is partly based on Table A.1 in Bajgar and Criscuolo (2016b)

using various econometric methodologies. The chapter illustrates how the evaluator
can use narrower control groups, matching techniques, regression and, if possible,
changes over time to better separate causal effects from mere correlations.

The chapter focuses on apprenticeships, but it also hopes to be informative for
evaluations of other types of programmes, and, in particular, of vocational education
and training (VET), active labour market policies and education.
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Two things should be clarified at this point. Firstly, the chapter does not describe
an evaluation that has already been undertaken but an ex ante framework strategy for
an evaluation that is just starting. Secondly, this chapter focuses on counterfactual
impact evaluation. Other components of programme evaluation, such as input and
output monitoring, process evaluation and cost-benefit analysis, are discussed in the
OECD evaluation framework for MAs (Bajgar and Criscuolo 2016a), but they are
not within the scope of this chapter.

To prepare ground for the subsequent discussion, the following section explains
the rationale for public intervention in apprenticeships and provides a brief back-
ground on MAs. Section 2 then sets out the scope of the impact evaluation by
describing the choice of the units of analysis, the outcomes and the time horizon
over which the impact is assessed. Section 3 discusses the choice of data. The
next two sections provide guidance on constructing control groups and establishing
causal effects for individuals (Sect. 4) and firms (Sect. 5). Section 6 gives illustrative
examples of several past apprenticeship evaluations and Sect. 7 concludes.

2 Context

In Scotland, the vast majority of apprenticeships take place within the umbrella of
MAs, which are co-ordinated by the government agency SDS. MAs are intended to
provide employment opportunities, particularly for young people, and to support
economic growth. The aim of MAs is to give young people the skills and the
confidence that they need to find a good job and progress in their career. At
the same time, they aim to help employers achieve higher productivity and boost
staff retention and morale. MAs combine paid work with training that leads to a
recognised qualification and are offered at several levels, ranging from Foundation
Apprenticeships for secondary-school pupils to Graduate-Level Apprenticeships
that are equivalent to a master’s degree.

A feature of MAs that is important for their evaluation is that SDS does not
run them as a centralised programme but rather provides standards, oversight and
financial contributions to many privately run programmes under the MA umbrella.
A key role, therefore, is played by training providers (e.g. private training providers
and colleges), which deliver learning and assessment. SDS allocates apprenticeship
places to the training providers, and provides a contribution to the training fees,
although in some cases employers are also asked to contribute to the training costs.

3 Scope of Evaluation

This section demarcates the scope of the evaluation in terms of units of analysis,
examined outcomes and time horizon.
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3.1 Units of Observation

The first question to ask when designing an impact evaluation is ‘impact on whom’.
The answer to this question for MAs is that it should examine the impact on
individuals and on firms.

Each type of unit has distinct advantages for measuring the impact of appren-
ticeships on economic growth. The key advantage of using individuals as the unit
is that, for a young person, participating in an apprenticeship potentially represents
one of the most important determinants of his or her labour market performance.
This will imply a strong ‘signal-to-noise ratio’ which in turn allows for a more
precise estimation of MAs’ impact on apprentices’ outcomes. The key advantage of
using firms is that it is easier to measure productivity in a comparable way than it
is when using individuals. However, apprentices represent only a small percentage
of the workforce for most employers; thus, the effect of the apprenticeships on firm
productivity may be difficult to discern even if the effect on any single apprentice is
large.

3.2 Outcomes

The second key question in establishing the scope of the evaluation is ‘impact on
what’: That is, which outcomes should it examine? As illustrated in Table 1, the
answers to this question given by existing studies are most commonly wages and
employment probability, but in some cases also job characteristics and subsequent
education.

As the purpose of MAs is to develop young people’s skills and productivity, these
two outcomes appear to be the most obvious options when evaluating the impact of
MAs on individuals. Unfortunately, measuring either of them in a comparable way
is challenging.

Skills are not readily observed in existing data and would need to be newly
measured in a costly and methodologically demanding survey. Furthermore, the
applied nature of apprenticeship training means that a large part of the acquired
skills is industry or occupation specific. Therefore, measures of such skills cannot
easily be compared across industries or occupations. This is an important limitation,
because comparing performance of different MA frameworks is one of the main
aims of the evaluation as seen by SDS.

Direct measures of workers’ individual productivity are similarly occupation
specific and thus hard to compare across occupations, and even across tasks within a
given occupation. In addition, records of such measures may exist within individual
employers but are unlikely to exist for a representative set of employers.

For these reasons, evaluation of MAs should instead focus on several other
individual-level outcomes:
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• Employment
• Wages
• Unemployment
• Standard/non-standard employment1

• Career progression
• Subsequent education
• Subjective well-being

In the case of impact on employers, productivity plays a central role. MAs aim
to support economic growth, and increasing firm productivity is the main way in
which they can do so. Unlike individual-level productivity, firm productivity can
be measured in a comparable way, most commonly as one of the following two
measures:

• Labour productivity (LP) can be defined as output per hour worked and can
be calculated as the ratio of sales or value added over the number of employees,
measured as head counts or preferably, if the information is available, as full-time
equivalents.

• Multi-factor productivity (MFP) captures the output a firm can produce with
a given amount of inputs (e.g. labour, capital, total intermediate inputs, energy).
It differs from LP in that it also accounts for the amount of physical capital and
intermediates used by each firm. The disadvantage of MFP is that it requires more
information on inputs, such as physical capital and intermediates.

3.3 Time Horizon

The third question for the evaluation is ‘impact, but when’.
This question is important because existing evaluations suggest that estimated

effects vary substantially depending on the time between the end of the appren-
ticeships and the moment when the impact is assessed. The effect on employment
is often large immediately after training but gradually declines over the next few
years.2 In contrast, some studies suggest that the effect on wages grows substantially
over time.3 Mechanisms for the effects may differ over time, too. While short-term
employment effects are probably due to apprentices staying with the same employer
shortly after the apprenticeship ends, the later wage increases may instead reflect
acquired skills.

For individuals, it seems optimal to examine the outcomes over multiple time
horizons. Such an approach will provide richer information on the impact and the
mechanism behind each outcome. This approach, however, requires the use of large

1Standard employment here stands for full-time employment with an open-ended contract.
2See Bonnal et al. (2002), Parey (2008), Noelke and Horn (2014) and Bibby et al. (2014).
3See Cooke (2003) and Adda et al. (2006).
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administrative data sources that can be accessed at different points in time and
still contain information for a large number of apprentices. With survey data, a
particular time horizon would need to be chosen; 2–4 years after the end of the
MAs may provide a sufficient time for the effects to materialise while still allowing
a reasonably precise identification of the effects.

In the case of impact on firms, the question of time horizon concerns the time
between the training of the apprentices employed by a firm and the time when the
outcomes are measured. While the analysis on firms, too, would ideally allow for
a different effect of apprentices depending on the time since training, in reality
the number of apprentices employed by most firms is small and identifying such
a differential effect may not be possible.

4 Data

An essential part of any evaluation is the choice of data. In the case of individuals,
the evaluation requires information on whether or not he or she took part in MAs,
on the examined outcomes and on individual or firm characteristics. The first three
parts of this section discuss three main ways of obtaining all this information: using
a self-standing existing survey, linking multiple data (from administrative sources or
from surveys) and collecting new information via a new survey specifically designed
and conducted for evaluating MAs. The fourth part discusses the choice of data for
evaluating the effect of apprenticeships on employers.

4.1 Data on Individuals: Existing Self-Standing Surveys

The simplest option is to rely on a single existing survey. In the Scottish context,
surveys which could be considered include the Labour Force Survey (LFS) and the
Annual Population Survey (APS).

The LFS gathers quarterly information on demographics, education and labour
market outcomes of 100,000 individuals living in the United Kingdom. It includes
a variable describing if an individual has completed an apprenticeship, but it does
not specifically refer to MAs. The APS is obtained by merging waves 1 and 5 of
the LFS quarters with annual boosts for England, Scotland and Wales. It samples
about 340,000 individuals each year, although it contains fewer variables than the
standard LFS. It also has a panel element: the households at selected addresses are
interviewed annually over four waves and then leave the survey and are replaced by
other households.

Using a single existing survey is a cheap and fast option, because it taps
into information that already exists and is in one place. However, the number of
Modern Apprentices in the surveys is rather small, the surveys cannot be linked
to SDS individual records and they do not identify individuals who started but
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did not complete their apprenticeships. These features limit the potential precision
of estimates, complicate disaggregated analysis and limit options for constructing
control groups.

For these reasons, existing self-standing surveys are not a sound basis for a robust
evaluation of the impact of MAs on individuals.

4.2 Data on Individuals: Linked Administrative and Survey
Data

An alternative approach, one which is taken by most studies described in Table 1, is
to combine information from several sources. In the case of MAs, the main potential
sources of information include programme records held by SDS, Her Majesty’s
Revenue and Customs (HMRC) employment and earnings records, Department for
Work and Pensions benefit histories, Annual Survey of Hours and Earnings (ASHE),
educational records and the business register.4

Programme records held by SDS include the Corporate Training System (CTS)
and the Customer Support System (CSS). CTS contains complete information about
each apprentice’s training. CSS contains information about education, training and
labour market participation of 16- to 19-year-old cohorts, including young people
who did not enter an apprenticeship and could thus serve as a control group.

The relevant administrative records held by HMRC include the P45 employment
data, which include information on employment start and end dates, and on whether
or not individuals are claiming benefits, and the P14 earnings data, which include
information on employment start and end dates, earnings and hours worked. This
information can be complemented with the records held by the Department for
Work and Pensions, which contain detailed information on benefits claimed by each
individual.

ASHE is a survey filled in by employers, and provides job and earnings
information on approximately 140,000–185,000 individuals each year. It covers
only a fraction of the population, but, in addition to employment and wage figures,
it specifies if employees have a permanent contract and if they have a managerial
role; as a result, it allows additional outcomes, such as career progression and
employment stability, which are not covered by the HMRC data, to be examined.

Administrative records on education—the Pupil Census, Scottish Qualifications
Authority (SQA) Attainment Data and the Higher Education Statistics Agency
(HESA) Student Record—provide information on individuals’ schooling and their
qualifications other than MAs. The Pupil Census contains mostly demographic

4A similar approach, linking further education learner information with data from HMRC and the
Department for Work and Pensions, has been used for evaluating outcomes of further education in
England (Bibby et al. 2014).
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information on all pupils in publicly funded schools in Scotland. The SQA
Attainment Data contain information on entry and attainment of SQA qualifications.
The HESA Student Record is an administrative dataset of all students in higher
education in Scotland.

Finally, the Inter-Departmental Business Register (IDBR) can provide comple-
mentary information on employers with which apprentices undertook their training,
and on their current employers. It is a comprehensive list of UK businesses based
mainly on value-added tax (VAT) and pay-as-you-earn (PAYE) systems, both
administered by HMRC, but also on information from Companies House, Dun
& Bradstreet and business surveys. The information covered includes industry,
employment, turnover and country of ownership.

Linking the datasets requires matching records pertaining to each person. This is
preferably done based on a unique individual identifier. A more laborious and less
precise method is to rely on personal information such as name, address and date
of birth, and should be used if only the first option is not feasible. Since the SDS
records on Modern Apprentices (CTS) include the National Insurance number, they
can be linked to HMRC and ASHE data. The records on other SDS programmes
(CSS) can, in turn, be linked to the educational data using the Scottish Candidate
Number, which is allocated to school pupils sitting SQA exams. A link between
CTS and CSS records can then connect the data linked with the National Insurance
number with those linked with the Scottish Candidate Number. Finally, employer
information can be matched to the individual-level data using the IDBR number
and the PAYE number.

The data linking approach has some important advantages. In particular, the very
large sample size of the resulting dataset allows obtaining precise estimates, decom-
posing results by MA types or individual characteristics, defining narrower control
groups better matching people who undertook MAs, and examining outcomes at
different horizons. The approach also provides information that does not appear in
existing surveys, for example type and exact dates of MA or information on career
progression. Moreover, once the data are set up, the marginal costs of adding new
observations and re-running the estimation are relatively low.

Setting up the linked dataset requires a significant initial sunk investment in time
and effort to access, link and clean the data. However, once the data infrastructure
is in place, it will provide a powerful tool for evaluating not only MAs but also
other public interventions in Scotland. It should, therefore, be used as the main
information basis for the impact evaluation of MAs.

4.3 Data on Individuals: Dedicated Survey

The third option is to conduct a new survey specifically for the purpose of evaluating
the impact of MAs. This is the choice made by studies analysing randomised control
trials, such as Schaeffer et al. (2014) and Kugler et al. (2015), although the latter
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study combines newly collected survey data with administrative datasets to look at
longer term outcomes.

The advantage of this option is that it gives the greatest freedom in collecting
the exact information that will be useful for the evaluation. On the other hand, it
is the most costly option, particularly when used for collecting all the information
that is needed for evaluation purposes and in case of repeated evaluations. It also
suffers from the same disadvantages as using existing surveys: limited sample size
and wage information that is less reliable than administrative data, since the data are
self-reported.

The advantages and disadvantages of a dedicated survey mean that it is not the
best option for evaluating the impact on most core outcomes, such as employment
and wages. It could, nevertheless, be beneficially used for evaluating the impact of
MAs on outcomes not captured in administrative data, most notably subjective well-
being and skills. To maximise value for money, the survey should be undertaken
only once in several years and its results should be matched with the linked
administrative and survey data.

4.4 Data on Employers

Since no existing surveys capture which firms participate in MAs, evaluating
the impact of MAs on employers requires either linking employer records with
information held by SDS or conducting a new survey.

The information needed to calculate productivity is available from the IDBR
and from the Annual Business Survey (ABS). The IDBR covers the whole firm
population but allows calculation of labour productivity only measured as turnover
over employees. The ABS, in contrast, covers only a sample of firms but contains
information on value added and investment.

To obtain information on participation in MAs, these datasets need to be linked
to the CTS records held by the SDS. An experimental link between CTS and IDBR
has already been established based on employer names and post codes. ABS data
can then be added based on the IDBR number. In the future, collecting employer
identifiers—IDBR, PAYE, VAT and company registration number—by SDS would
allow a simpler, more comprehensive and more accurate link.

As with individual-level data, an alternative approach is to conduct a new
survey. However, as apprentices represent only a small proportion of employees
for most employers, accurately measuring their effect in a survey of a limited size is
challenging. For this reason, the individual-level survey should be given priority or
the employer survey should focus on small- and medium-sized enterprises (SMEs),
where both benefits and costs of MAs may be easier to measure and which are harder
to observe in the ABS.
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5 Counterfactual Impact Evaluation (Individuals)

Impact evaluation aims to answer this question: ‘What would have happened to the
person/firm had the intervention not taken place?’ The central challenge lies in the
fact that, at a given point in time, it is not possible to observe the same person
or firm both with and without the evaluated intervention (e.g. apprenticeship). The
hypothetical alternative ‘counterfactual’ scenario is fundamentally unobservable.

For this reason, impact evaluation relies on ‘control groups’. These consist of
units (e.g. individuals, firms) which have not been exposed to the intervention
but were initially as similar as possible to units which have been exposed to the
treatment, i.e. the ‘treatment group’.

As it is difficult to find a control group that is the same as the treatment group
in all respects other than participation in the evaluated intervention, a range of
approaches can be used for making the treatment and control groups as similar as
possible, and for taking into account any remaining differences between them.

This section discusses the choice of control groups and evaluation methods for
assessing the impact of MAs on individuals. The subsequent section will then focus
on the impact on employers.

5.1 Control Groups

There are, in principle, two groups of people from which the control group for the
evaluation of MAs could be drawn. One group are individuals who never started an
MA—‘never-starters’. The other group are people who started an MA but did not
complete it—‘non-completers’.

The use of each of these two groups has different advantages and challenges. The
main challenge in the case of never-starters is that starting an MA is not random
and may be related to a person’s characteristics, such as skills, motivation, socio-
economic background and local economic conditions. These characteristics may,
in turn, influence outcomes such as employment, wage and subjective well-being.
Consequently, observed differences in these outcomes between never-starters and
MAs may be due not only to a causal effect of taking an MA but also to differences
in individual characteristics.

The problem of non-random selection into MAs does not apply to non-
completers because they have themselves started an MA. Instead, one challenge
with non-completers is due to a non-random selection into non-completion. Non-
completers may lack skills and determination, or non-completion may be a result
of more attractive outside opportunities. In either case, differences in outcomes
could be due to differences in personal characteristics rather than the causal effect
of completing an MA. An additional challenge with using non-completers as a
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control group is that apprentices are likely to learn from their MA even if they
do not complete it. The difference in outcomes between MA non-completers and
completers, therefore, may capture only part of the full benefit of MAs and thus
underestimate the positive impact of apprentices on individuals.

The preferred solution is to use both types of control groups—non-completers as
well as never-starters—for the analysis. While both control groups face problems
due to non-random selection, the nature of the selection is different in each case.
Finding that both approaches lead to similar results will be reassuring; if the results
differ, the direction of the difference will be informative for interpretation of the
estimates. Furthermore, using multiple control groups is not particularly costly when
administrative data are used for evaluation. However, it may not be a suitable choice
for evaluation based on newly collected survey data.

An important additional decision is how to account for other qualifications that
young people in the treatment and control group achieve. Doing so is important for
separating the causal effect of MAs, on outcomes such as employment and wages,
from the effect of other qualifications. Restricting the treatment and control groups
to individuals with no higher qualifications should be preferred in the baseline
specification, and using the full sample and controlling for other qualifications
would be a useful complementary analysis, providing additional information.

5.2 Evaluation Methods

The aim of the approaches discussed here is to separate the causal impact of Modern
Apprenticeships from mere correlations that may be due to differences in individual
characteristics between the treatment group and the control groups. While some
popular approaches are not feasible in the context of Modern Apprenticeships,
several others can significantly improve the reliability of the estimated impact.

A method that is widely regarded as the ‘gold standard’ in impact evaluation
is randomised control trials (RCTs). RCTs randomly divide individuals into a
treatment group and a control group, thus overcoming the non-random selection
issues discussed above. Unfortunately, applying this approach to the evaluation of
MAs has not proven to be possible.5

An alternative to conducting an experiment would be to rely on factors that make
apprentices more likely to participate in MAs but do not directly affect their labour
market outcomes. Such ‘instrumental variables’ could be related, for example, to
the availability of MA places in a given location and year,6 to regional differences

5For an evaluation of an apprenticeship programme using a RCT, see Schaeffer et al. (2014).
6For examples, see Adda et al. (2006), Parey (2008), Alet and Bonnal (2011) and Noelke and Horn
(2014).
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in relevant regulations7 or to the intensity with which MAs are promoted in different
regions or at different schools. Alternatively, the analysis could rely on factors that
cut some apprenticeships short for reasons that are random from the apprentice’s
perspective.8 Unfortunately, no suitable source of exogenous variation for which
information is available has been identified in the context of MAs.

Several other approaches can instead be used to conduct the evaluation. To begin
with, the control groups can be defined more narrowly, in order to more closely
match the treatment group.

Firstly, the risk that never-starters are systematically different from apprentices
in their characteristics, and that this drives the observed outcomes, can be partly
overcome by restricting the control group to individuals to whom an SDS career
counsellor has suggested entering MAs. This information is available in the CSS
records and should be used to strengthen the estimation.

Secondly, the selection problem in the case of non-completers, which arises
because the factors underlying non-completion may also affect later outcomes, can
be addressed using information on the reason for non-completion, available in the
CTS records held by SDS. One option is to focus only on those individuals who
failed to complete their MA for a reason that is unlikely to affect later labour market
outcomes (e.g. moving to a new location).9 An alternative is to split non-completers
into those whose reason for non-completion is likely to be negatively related to later
outcomes (e.g. lack of motivation) and those whose reason for non-completion is
likely to be positively related to them (e.g. being offered a different job). As the first
control group would likely lead to overestimation of the effect of MAs and the latter
control group to its underestimation, they would provide, respectively, an upper and
lower bound for the estimate.

Thirdly, the issue that even incomplete training is likely to produce some benefits
can be largely addressed by restricting the control group to those non-completers
who left their training shortly after it began.

Matching techniques are another way of making the control group as similar to
the Modern Apprentices as possible. In particular, they can be used to construct a
control group (based on never-starters or non-completers) with individuals who are
similar to apprentices in terms of their observable characteristics, such as gender,
age, socio-economic background, previous education, region and previous labour
market history. Based on these characteristics, apprenticeship completers can be
matched with members of the control group who were initially similarly likely
to start or complete an apprenticeship (using a different version of propensity

7See Picchio and Staffolani (2013).
8See Fersterer et al. (2008).
9A similar strategy has been used to evaluate private on-the-job training (Leuven and Oosterbeek
2008; Görlitz 2011).
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score matching)10 or whose initial characteristics were similar to those of the
apprenticeship completers (coarsened exact matching (CEM)).11

Defining a suitable control group is essential for the evaluation and regression
methods should not be seen as its substitute. But once an appropriate control group
is constructed, regression analysis can be beneficially used to control for further
factors that could distort the estimated relationship between participating in an MA
and the examined outcomes. Such factors may include previous education and the
region, size and industry of the MA employer.

Matching and regression techniques usefully account for observable individual
characteristics but cannot account for the unobservable ones. A complementary
approach could therefore be to analyse changes in outcomes for given individuals
over time, rather than focusing on levels. This would allow controlling for individual
characteristics which are constant over time and hard to directly observe in
the data (e.g. motivation, talent or persistence) but which may be important in
determining the evaluated outcomes. For each individual, the approach would
compute changes in outcomes (e.g. wages) between the periods before and after the
apprenticeships (or the time when individuals in a control group were most likely
to start an apprenticeship), and then it would compare these differences between the
apprentices and the control group. Importantly, this desirable approach is subject to
the availability of a sufficient number of apprentices with work experience prior to
their apprenticeship.12

6 Counterfactual Impact Evaluation (Employers)

Evaluation of impact on employers aims to compare the actual performance (e.g.
productivity) of firms participating in MAs with the performance that the employer
would have achieved had the firm not participated in MAs, or had it participated to a
different extent. As in the case of individuals, the ‘counterfactual’ scenarios cannot

10Introduced by Rosenbaum and Rubin (1983), propensity score matching proceeds in two steps.
The first estimates the probability of being treated (e.g. participating in an apprenticeship) based
on observed individual characteristics. The second step then matches individuals with similar
predicted probability—propensity score—from the estimation. For example, each individual in
the treatment group can be matched with the person in the control group with the most similar
propensity score (‘nearest-neighbour matching’) or can be compared with a linear combination of
multiple individuals, with weights given by differences in the propensity score. For applications in
the context of on-the-job training, see Almeida and Faria (2014) and Kaplan et al. (2015), and for
an application to evaluating apprenticeships see Reed et al. (2012).
11CEM is a more robust way than PSM to construct a control group that is actually similar to the
treatment group. However, CEM requires a very large sample size, and its successful application
would, therefore, require comprehensive administrative data. CEM is described by Iacus et al.
(2011) and has been used in the context of apprenticeship evaluation by Bibby et al. (2014).
12Reed et al. (2012) use changes over time to evaluate apprenticeships, and Bibby et al. (2014) do
so when evaluating further education.
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be directly observed and have to be approximated by other, otherwise similar, firms
which differ only in terms of their participation in MAs.

This section discusses how this could be done. First, it proposes a way in which
the intensity of firm participation in apprenticeships could be measured. Then it
discusses evaluation approaches that can be used to strengthen the estimation.

6.1 Measuring Intensity of Participation in Modern
Apprenticeships

For firms, unlike individuals, participating in MAs is not a binary decision. In
addition to the question of whether or not a firm participates at all, it also matters
how many apprentices it takes on relative to its size.

A recent review of literature on apprenticeship evaluations (Bajgar and Criscuolo
2016b) suggests that employing a regular worker without training is the most
common alternative to training an apprentice. For this reason, the number of Modern
Apprentices relative to the total number of workers employed by a firm is the most
appropriate measure of firm participation in MAs.

It is also important to consider whether the number of Modern Apprentices
should be based on current or past apprentices, because the effect of apprentices
in training, relative to regular workers, is likely to be negative even if the long-term
effects are positive and large. To measure long-term effects that operate through
apprentices’ individual productivity, the evaluation should focus on the effect of
employing past Modern Apprentices. In contrast, a potential evaluation of the short-
term effects of training Modern Apprentices (e.g. the fact that MAs spend less time
than regular employees actually working, boosted staff morale) should focus on the
number of apprentices currently in training.

6.2 Evaluation Methods

Evaluating the impact of MAs on employers also requires the causal effect of
MAs to be separated from other factors that may be correlated with both firms’
involvement in MAs and the examined outcomes. On one hand, firms that take on
apprentices might be better managed. Such firms would be more productive, but
not as a result of their participation in MAs. On the other hand, some firms may
train apprentices in response to underinvestment in training in previous years. They
would probably have lower productivity, but again not as a consequence of training
apprentices.

Several methods can be employed to bring the estimated impact closer to the true
value. An RCT with an ‘encouragement design’ could be used to induce randomly
selected firms to participate (e.g. through a training voucher). Such an experiment
would provide exogenous variation for identifying the true impact of MAs, and, in
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addition, it would provide valuable information on the extent to which financial
incentives help stimulate firms’ interest in MAs. However, a similar experiment
would require strong policy support and would take time to allow the measurement
of long-term outcomes, and as a result will not be part of the initial impact evaluation
of MAs.

Instrumental variable techniques would exploit factors which increase some
firms’ participation in MAs without affecting firm performance other than through
the apprenticeships. Such factors could be related to MA contribution rates or vary-
ing institutional arrangements for MAs across different occupations or regions.13

Unfortunately, there do not seem to be any observed variables that could be used in
this role in the Scottish context.

Instead, matching techniques can be used to construct a control group of firms
that do not engage in MAs, but which are similar to the firms that do in their other
characteristics. The matching could be based on, for instance, industry, size, age and
availability of a training budget.

In addition, regression analysis can be used to take into account observed firm
characteristics that could be related both to participation in MAs and to the examined
outcomes, such as size and training intensity.

For most firms, unlike for many individuals, the examined outcomes can be
observed both before and after participating in MAs. The evaluation should compare
changes in examined outcomes over time between firms that start taking on
apprentices and those that do not and, by doing so, account for unobservable time-
invariant firm characteristics which could otherwise bias the results.

7 Examples of Past Evaluations

This chapter describes a design of an evaluation which has yet to be undertaken.
In this section, the evaluation design is illustrated by briefly describing several
apprenticeship evaluations which have already been conducted and have produced
interesting results. The first two studies, from England and from the United States,
are included because they use data and methods somewhat similar to those proposed
for evaluating MAs in Scotland. Two other studies, both evaluating the same
programme in Colombia, then give an example of an RCT in the context of
apprenticeships.

7.1 Impacts of Apprenticeships in England

The study by Bibby et al. (2014) is among a series of studies conducted by the
UK Department of Business, Innovation and Skills to evaluate effects of further

13Cappellari et al. (2012) examine the effect of apprenticeships on firm productivity using random
staggering of a policy change roll-out across Italian regions and industries.
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education in England. It also examines other types of further education, but it
includes a specific section on apprenticeships. It relies on a linked administrative
dataset, which this chapter also recommends for evaluating MAs in Scotland. This
dataset includes individual education histories, information on benefits from the
Department for Work and Pensions, and employment and earning information from
HMRC.

To estimate the effects of apprenticeships, the study compares outcomes for
apprenticeship completers with those for individuals who start apprenticeships but
do not complete them. It estimates the effects by ordinary least squares (OLS),
controlling for a number of individual characteristics such as gender, age, disability,
region and prior education.

The study finds a daily wage premium associated with completing an apprentice-
ship of 11% and 16% for Level 2 and Level 3 apprenticeships, respectively. It also
finds an employment probability premium of almost 3% points shortly after the end
of the training, which nevertheless disappears by year 4 or 5. It also shows that its
results are reasonably robust compared with several more sophisticated estimation
approaches, although it pursues these only for further education overall and not
specifically for apprenticeships. It applies difference-in-differences or difference-
in-differences-in-differences methods, combined with CEM (Iacus et al. 2011),
and it restricts the control group to individuals who dropped out of their training
early on, finding that this leads to a larger estimated effect of the further education
qualifications.

7.2 Impacts of the Registered Apprenticeships in the United
States

Reed et al. (2012) estimate the impacts of the Registered Apprenticeships in
ten US states using programme administrative data and unemployment insurance
wage records. They estimate a regression comparing apprentices who completed
different proportions of their apprenticeships, controlling for their initial earnings.
Alternatively, they also compare completers and non-completers using propensity
score matching, using the initial earnings as one of the variables for estimating the
propensity score.

The results suggest that completing a Registered Apprenticeship is associated
with annual earnings that are, on average, approximately USD 6600 higher in the
sixth year after the start of the training, with the earnings premium dropping only
slightly, to USD 5800, in the ninth year.

7.3 Impacts of the Youth in Action Programme in Colombia

Three studies analyse the impacts of the Youth in Action programme, which was in
place in Colombia between 2002 and 2005. The programme was targeted at poor
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young people living in cities, and it involved a 3-month classroom-based training
programme followed by a 3-month apprenticeship in a company operating in the
formal sector of the economy. The studies benefit from the fact that, in 2005, the
Colombian Government agreed to conduct an experiment in which it allocated the
oversubscribed training places among preselected candidates based on a lottery. The
evaluations can thus rely on a control group consisting of individuals who were
interested in the training, and well qualified to enter it, but who were not given the
opportunity to participate.

Attanasio et al. (2011) studied the short-term effects of the programme using
a baseline survey carried out shortly before the start of the training and a follow-
up survey conducted 13–15 months after its end. Their results suggest that the
programme increased female employment by 7% points and female total earnings
by 20%. The estimated increase in male employment and earnings was much smaller
and not statistically significant. Both women and men were 5–7% more likely to be
employed in the formal sector of the economy as a result of the programme.

Kugler et al. (2015) explored the long-term effects of the programme using
administrative social security and education records matched to information on
programme participants and control group. They found that even 3–8 years after
the experiment the programme participants were 5% points more likely to be in
formal employment; had spent, on average, 13% more days in formal employment;
and, if they worked in the formal sector, their daily wage was 6% higher compared
to members of the control group who also work in the formal sector. They were also
1.4% points more likely than the control group to have completed secondary school,
3.5% points more likely to have enrolled in college and 1.6% points more likely to
have stayed in higher education 5 years after the training.

8 Concluding Remarks

This chapter has described the planned impact evaluation of MAs in Scotland. It
has focused on the challenges the evaluation faces and on reasons for taking some
approaches over others. It has aimed to encourage and inform similar evaluations
elsewhere. With this aim in mind, this closing section highlights three interlinked
and more general lessons learned from the evaluation strategy for MAs.

The first lesson emphasises the potential of using administrative data for similar
evaluations. The advantages of administrative data, and especially of the large cov-
erage they offer, have been reiterated throughout the chapter: they are instrumental
for estimating effects separately for different types of MAs and individuals with
different characteristics; they allow us to analyse how the effects of MAs evolve
over time after the end of the training; they make it possible to use multiple control
groups; and they facilitate identification of causal effects through the use of narrower
control groups and matching techniques.

Second, setting up a linked dataset and conducting the evaluation can be greatly
facilitated by collecting the right information in programme administrative records
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early on. In the case of MAs in Scotland, this would involve collecting relevant
individual and company identification numbers and ensuring that the collected
variables that are important for the evaluation (e.g. reason for non-completion) are
coded, complete and correct.

The last lesson underlines the importance of having an ex ante strategy for ex post
programme evaluation. Such a strategy highlights the data and variable requirements
of the evaluation and, by doing so, allows early collection of the necessary informa-
tion, as discussed in the second lesson. In addition, the strategy may encourage
designing the programme ex ante in a way that allows robust evaluation approaches
based on RCTs, regression discontinuity design or instrumental variables ex post.
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Pay for Performance in Primary Care:
The Use of Administrative Data
by Health Economists

Rita Santos, Sara Barsanti, and Chiara Seghieri

1 Introduction

Health economists have evaluated pay for performance (P4P) schemes to assess
if they are efficient and effective and if they provide positive incentives regarding
patient health and inequality reduction.

Researchers and policymakers are concerned with efficiency, effectiveness, value
and behaviour in the production and consumption of health and health care. As will
be demonstrated in this chapter, P4P schemes and performance measurements of
health care systems more generally are usually evaluated on those criteria.

Furthermore, studies on P4P mainly use various administrative datasets that are
linkable. The fact that it is possible to link different datasets is essential, since health
care, well-being and economics are parts of a multifaceted society.

National statistics institutes produce publicly available socio-economic and
demographic data for each country at different geographical scales. This is funda-
mental to understanding each country as a whole, but also the wide variation within
a country and even within a city. It is essential to take these characteristics into
account when analysing the performance of primary care providers, because those
characteristics not only shape the health needs of their patients but are also a proxy
for their responsiveness to continuity of care.

Since P4P is based on performance indicators, health authorities collect infor-
mation on these for each primary care provider, which is publicly available in most
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countries. The information relates not only to the performance indicators but also to
the population the provider serves and the main characteristics of the provider (e.g.
number of doctors).

Once a country or a health region starts a P4P scheme in primary care, it is
important to understand the benefits it brings to the health care system in the short
and long term. This chapter will describe primary care P4P evaluation and incentives
schemes in Italy and England.

The chapter describes the experience of the application of two management
tools based on microdata to assist decision makers in monitoring and improving
health care system performance, with a particular focus on primary care. In
particular, the first case study describes the experience of P4P in general practice
in England. The introduction of P4P in England is reported, along with its impact
in improving chronic care conditions, measured through indicators of preventable
emergency admissions (i.e. ambulatory care-sensitive conditions (ACSCs)), since
these emergency admissions are likely to be reduced by improvement in the quality
of primary care. The definition of ACSCs is internationally debated, and various
definitions and measuring methods have been developed. However, it remains one
of the common indicators derived from administrative data to compare primary care
quality across providers.

The second case study refers to the development of a performance evaluation
system (PES) for general practitioners in Tuscany Region (Italy). This section
describes in detail how performance indicators from administrative and ad hoc data
sources are measured, shared and made available to practitioners and policymakers
to support performance improvement and alignment with the strategic goals of the
health care system. Indeed, transparent, systematic benchmarking of performance
and feedback mechanisms for health professionals are of strategic significance in
designing effective P4P systems, based on reliability, recognition and trust of health
care providers.

Considering these two case studies, the reader can be the judge of the importance
of exploring and combining different administrative datasets used in the studies.
Moreover, the England case study shows some results in terms of counterfactual
impact assessment, considering the reduction of some sets of ACSC emergency
admissions in England; the Italian case study focuses mainly on how micro-
administrative data can support policymakers and public management decision-
making, considering the performance reporting system for general practitioners and
the first results in terms of improvements in the quality and appropriateness of care.

The plan for the remainder of the chapter is as follows. Section 2 discusses
P4P schemes at international level, focusing on performance indicators, incentive
schemes and data sources. Section 3 provides evidence on the English P4P scheme
and the use of preventable emergency admissions to evaluate the impact of the
scheme. Section 4 is dedicated to the Tuscany Region PES at primary care level, as
an example of a reporting system for primary care using administrative data sources.
Section 5 provides conclusions.
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2 Pay for Performance in Primary Care

Within health care systems, countries use a combination of payment methods
for doctors, including capitation formulae, salaries, fees for services and P4P
schemes, to compensate for weakness associated with single payment approaches
and suboptimal health care delivery (Eijkenaar et al. 2013).

Considering the principal–agent theory, when the interests of a principal (i.e.
the policymakers) and its agents (i.e. family doctors, also known as general
practitioners (GPs)) are not perfectly aligned, P4P may align agents’ incentives
with the principal’s preferences. By making agents’ reimbursement depend on
their performance with respect to certain performance indicators, the hope is that
agents respond by increasing effort on tasks valued by the principal (Prendergast
1999; Anell et al. 2015). Although P4P systems and PESs are used internationally,
systematic review of P4P schemes report that the effects of the schemes remain
largely uncertain (Houle et al. 2012).

In considering the P4P scheme, there is a need to emphasise that measuring
primary care performance is a complex issue, since this level of care encompasses
a myriad of activities and its functions differ considerably across countries and also
in terms of provider payment and contractual schemes (Roland 2004). Furthermore,
different primary care systems also have important effects on data collected and
measured.

In P4P, care providers (i.e. family doctors or GPs) receive explicit financial
incentives based on their scores on specific measures, which may pertain to certain
performance expectations and standards in key domains such as clinical quality,
resource use, access to services and patient-reported outcomes. In addition to
the United States (USA), where P4P has become widespread, P4P programmes
are being implemented in many other countries, including the United Kingdom,
Canada, Australia, New Zealand, Taiwan, Israel, France, Italy and Germany, and in
both primary care and inpatient care (Milstein and Schreyoegg 2016). Of all P4P
physician’s programmes in the US 10 years ago, more than 41% were related to
primary care; the rest (59%) targeted both primary care physicians and specialists,
or specialists only (Eijkenaar et al. 2013).

As reported by Sutherland et al. (2012), ‘there is no accepted international
definition of pay-for-performance’, which may explain the degree of heterogeneity
seen among P4P programmes. Moreover, P4P in primary care is context dependent
and comparison can be difficult, and the way in which P4P schemes are designed and
implemented can affect both the incentives provided and how physicians respond to
them (Mehrotra et al. 2010; Eijkenaar et al. 2013).

2.1 Performance Domains and Indicators

Primary care P4P programmes usually select measures relating to conditions that
are widespread (such as cardiovascular disease) and contribute significantly to the



316 R. Santos et al.

overall burden of disease (such as coverage of vaccinations). In general, clinical
indicators refer to compliance in following guidelines for common chronic care
conditions, such as diabetes and cardiovascular disease. Considering efficiency,
primary care providers may be incentivised for patients requiring below average
levels of specialist services, inpatient hospital admissions, drugs prescription in
terms of generic drugs consumption (e.g. statins and proton pump inhibitors (PPIs)
dispensed) and pharmaceutical expenditure. France and New Zealand have specific
targets for reducing pharmaceutical expenditure. Influenza vaccination rates for the
elderly (or other target groups, such as children) and cancer screening participation
are the main performance measures for preventative care. In the case of nonclinical
indicators, performance measurement generally reflects the use of information
and communication technology (ICT) (i.e. for registers, appointments and other
facilities). Finally, in some countries, such as New Zealand, some indicators are
measured separately for high-need sections of the population, and reduction in
health inequality and disparities in access to services is also considered a general
aim of the P4P scheme (Cashin et al. 2014).

2.2 Data Source

The role of data, information and reporting systems is crucial. Administrative health
care data are collected by private health maintenance organisations or governmental
institutions, for both managerial and epidemiological reasons (Gini et al. 2013). The
use of administrative data to develop performance indicators related to primary care
has been increasing over the years: case finding and algorithms are developed to
estimate the prevalence of chronic care conditions (CCCs) and the quality of care
for the same conditions. The content of databases varies from country to country:
they may contain records collected at hospital discharge or during visits to GPs or
specialists, or they may relate to drugs prescriptions or diagnostic procedures (Gini
et al. 2013). In Canada, Sweden and the USA, administrative databases contain
diagnosis codes from inpatient and outpatient care, enabling the estimation of CCC
prevalence. In France, where only drugs prescriptions are available, the prevalence
of diabetes, for example, is calculated using records for the prescription of anti-
diabetic drugs. However, some authors (Green et al. 2012; Gini et al. 2013) are
concerned that indicators estimated using administrative databases might not reflect
the actual compliance with standard of care for chronic care patients.

In general, as P4P programmes evolve, data sources move from claim data
to information directly derived from general practice. In the United Kingdom
(UK), New Zealand and other countries, significant investments are being made
in infrastructure for data collection (Eijkenaar 2012).
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2.3 Incentive Payments

P4P programmes tend to have small rewards as a share of GPs’ income; in terms
of bonus payment, the percentages are generally 5% or less, with the exceptions of
programmes in the UK (about 25%), Turkey (20%) and France (10%). Relatively
low payments seem to be preferred because they are aligned with professionals’
norms and values (Eijkenaar et al. 2013). As Cashin et al. (2014) emphasise, the
incentive is more powerful if it increases as performance improves; almost all P4P
in primary care uses higher payment rates for higher achievement levels. There are
three main approaches to measuring achievement against performance (Cashin et al.
2014): (1) the absolute level of a measure towards a certain standard; (2) the change
in terms of improvement of a measure; and (3) the relative ranking of a measure
among the providers.

In general, participation in P4P is on a voluntary base (Eijkenaar 2012). For
physicians participating in a P4P scheme, the rate varies from 99% in the UK, with
the Quality and Outcomes Framework (QOF), to 80% in Poland.

3 The Case Study: Pay for Performance in Primary Care
in England

The National Health Service (NHS) is a tax-financed system and free at point of
demand (apart from a small charge for dispensed medicines). NHS primary care is
provided by family doctors, known as GPs, who are organised in small surgeries
known as general practices. All residents in England are entitled to register with a
general practice, and have incentives to do so, as the practices provide primary care
and act as the gatekeeper for elective (nonemergency) hospital care.

Most general practices are partnerships owned by GPs and they have, on average,
five GPs (four full-time equivalents (FTEs)). They employ other medical staff,
including nurses (an average head count (HC) of three, or two FTEs), direct patient
care staff (average HC of two, or 1.3 FTEs) and administrative staff (average HC
of 12, or eight FTEs) and have around 7500 patients (NHS Digital 2016) The
NHS contracts with the practice rather than with the individual GPs. Practices are
paid through a combination of lump sum payments, capitation, quality incentive
payments and items of service payments. Quality incentives from the P4P scheme,
the QOF (Roland 2004), generate a further 15% of practice revenue. Practices are
reimbursed for the costs of their premises but have to fund all other expenses, such
as hiring nurses and clerical staff, from their revenue.
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3.1 The English Pay for Performance System: The Quality
and Outcomes Framework

The NHS introduced the P4P contract for general practices—the QOF—in 2004/5.1

This contract was intended to increase GPs’ pay by up to 25%, depending on their
performance with respect to 146 quality indicators relating to clinical care for ten
chronic diseases, organisation of care and patient experience (Roland 2004).

Most of the organisation of care and patient experience indicators rely on a
simple characteristic of the practice. For example, organisation of care Record 15
indicator in 2004/5 stated ‘The practice has up-to-date clinical summaries in at least
60% of patient records’, and patient experience indicator PE2 specifies ‘The practice
will have undertaken an approved patient survey each year’. While the clinical
indicators can take the same form (e.g. Coronary Heart Disease indicator one states
that ‘The practice can produce a register of patients with coronary heart disease’),
most of them are set to vary the attribution of points according to the proportion
of patients for whom they achieve each target. On the latest indicators, points are
awarded on a descending scale within the payment range. The payment range for
each clinical indicator is between the minimum and maximum threshold. A practice
whose achievement on a clinical indicator is below 25% does not earn a single point,
while one that reaches the maximum threshold achievement (set between 55% and
90% in 2004/5) earns the maximum number of points.

Since some patients might not be eligible for specific indicators, practices
are allowed to exclude them given certain circumstances. The NHS publishes
the reasons for patient exclusion (in an ‘exception report’), along with the P4P
indicators.

The P4P indicators and disease groups have changed over the years. In 2004/5,
there were four domains: clinical, organisational, patient experience and additional
services. The clinical domain had 76 indicators in 11 areas (Coronary Heart Disease,
Left Ventricular Dysfunction, Stroke and Transient Ischaemic Attack, Hypertension,
Diabetes Mellitus, Chronic Obstructive Pulmonary Disease, Epilepsy, Hypothy-
roidism, Cancer, Mental Health and Asthma), while the organisational domain
had 56 indicators in five areas (Records and Information, Patient Communication,
Education and Training, Medicines Management and Clinical and Practice Man-
agement), the patient experience had four indicators in two areas (Patient Survey
and Consultation Length), and the additional services domain had ten indicators
in four areas (Cervical Screening, Child Health Surveillance, Maternity Services
and Contraceptive Services). The organisational domain was retired in 2013/14. In
2012/13, the organisational domain still had 42 indicators and the average points per
practice was 247.2 out of a maximum of 254 (HSCIC 2013). The patient experience
domain was reduced to one indicator in 2013/14 (the average points per practice was
99.7 out of 100) and retired in 2014/15. The additional services domain was renamed

1The UK fiscal year starts on 1 April and ends on 31 March of the following year.
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‘public health—additional services’ in 2013/2014 and had nine indicators in the
same four areas. However, from 2014/15, the public health—additional services
domain includes only five indicators in two areas (Contraception (age below 55) and
Cervical Screening (age 25–64)), which means that Child Health Surveillance and
Maternity Services are no longer incentivised by the QOF. The clinical indicators
also underwent changes in terms of new clinical areas. In 2015/16, the clinical
domain has 65 indicators in 19 areas (Asthma, Atrial Fibrillation, Cancer, Coronary
Heart Disease, Chronic Kidney Disease, Chronic Obstructive Pulmonary Disease,
Dementia, Depression, Diabetes Mellitus, Epilepsy, Heart Failure, Hypertension,
Learning Disabilities, Mental Health, Osteoporosis, Palliative Care, Peripheral
Arterial Disease, Rheumatoid Arthritis, and Stroke and Transient Ischaemic Attack).
A new public health domain was added to the QOF in 2013/14, with nine indicators
in four areas (Blood Pressure (age above 40), Cardiovascular Disease—Primary
Prevention, Obesity (age above 16) and Smoking (age above 15)).

3.2 The Impact of the Quality and Outcomes Framework
on Preventable Emergency Admissions

The QOF was expected to raise clinical quality and, in particular, to prevent chronic
condition events. However, Roland (2004) highlights that in addition to the expected
benefits, some negative unintended consequences might also be expected, e.g. a
focus on financial reward that is tied to specific tasks and a reduction in the quality
of care for conditions not included in the incentive system.

The first studies on the impact of the QOF showed that English general practices
had high levels of achievement in the first year of the scheme (Doran et al. 2006), but
this did not imply that patients had better continuity of care (Campbell et al. 2009);
on the contrary, once the targets were reached, the improvement in some conditions
slowed.

Preventable emergency admissions, also known as ACSC emergency admissions,
are defined as hospital emergency admissions that could be prevented or reduced
through management of the acute episode in the community, or by preventive
care (Purdy et al. 2009). Therefore, the ACSCs are a set of disease groups
or, more precisely, of diagnosis codes using the tenth revision of the medical
classification named International Statistical Classification of Diseases and Related
Health Problems (ICD-10).

The records are usually retrieved from the patient’s hospital admissions adminis-
trative data, which include several ICD-10 codes (including the principal diagnosis
for which the patient was admitted), treatment codes, admission and discharge
data, the secondary care provider code, the diagnosis-related group, the age and
gender of the patient, the geographical area of his/her address and, depending on the
country, his/her primary care provider. ACSCs may reflect the suboptimal capacity
of health services delivery to effectively prevent, diagnose, treat and/or manage
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these conditions in primary care settings. ACSC rates are, therefore, inversely
correlated with primary care performance, and studies have shown an inverse
correlation between treatment guidelines adherence and ACSC inpatient rate (WHO
2016).

To understand the impact over time of the QOF on hospital emergency admis-
sions, Harrison et al. (2014) analysed the time trends, between 2004 and 2011, of
ACSC emergency admissions that were incentivised2 by the QOF and those that
were not.

Harrison et al. (2014) report a clear increase in non-incentivised preventable
emergency admissions (and non-preventable emergency admissions) and a con-
trasting decrease in incentivised preventable emergency admissions. Analysis of the
period extending from 5 years before the introduction of the QOF scheme to 7 years
after its introduction revealed that the emergency admissions rates for all conditions
increased by 34% between 1998/99 and 2010/11, while non-incentivised ACSC
emergency admissions increased by 39% and non-ACSC emergency admissions
rose by 41%. In contrast, incentivised ACSCs decreased by 10%. This decrease
is even more important given that the rate of emergency admissions for incentivised
ACSCS had been increasing by 1.7% per year before the introduction of the QOF
scheme. The fact that the trends in incentivised ACSCs fell by 2.7–8% compared
with non-incentivised ACSCs, and by 2.8–10.9% compared with non-ACSCs,
between the first year of the QOF (2004/5) and (2010/11), shows that targeting
chronic disease groups in primary care can reduce the emergency admission burden
on resources and health care costs. The difference between the trends shows that
the primary care P4P scheme had a significant impact on hospital emergency
admissions.

To assess the impact of general practice characteristics on preventable emergency
admissions, Gravelle et al. (2015) linked several administrative datasets between
2006/7 and 2011/12, including datasets on the QOF, ACSCs emergency admissions
(from Hospital Episode Statistics), general practice workforce and list characteris-
tics, patient satisfaction and catchment area characteristics. The authors show that
the number of GPs and the different practice quality indicators have a significant
negative effect on the number of ACSC admissions. The proportion of female GPs
has an unexpectedly positive effect on admissions. The effect of GP average age
is nonlinear, with the effect of average age declining and then reversing around 55
years of age. Neither the proportion of non-UK qualified GPs nor the proportion
of salaried GPs has any significant effect. The patient-reported measures of ability
to obtain urgent or advance appointments have negative coefficients, suggesting
that this type of access reduces ACSC admissions. Being able to see a preferred
GP also reduces admissions, hinting at the beneficial effects of continuity or good

2Harrison et al. (2014) included in the incentivised ACSCs group disease groups that had clearly
been continuously incentivised under the QOF since the introduction of the scheme in 2004, and,
as non-incentivised ACSCs, the remaining disease groups that were not targeted under the QOF at
any time between 2004/5 and 2010/11.
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interpersonal relations between patients and GPs. The more objective measure of
clinical quality derived from the QOF also has a small negative effect on ACSCs. A
practice that has a better QOF clinical quality achievement has significantly fewer
ACSC emergency admissions, but the impact is small.

Given the opportunity to link administrative datasets on patient hospital admis-
sions to general practice information, and general practice to census information,
Kasteridis et al. (2016) and Goddard et al. (2016) examined the impact of the
introduction of the 2006 QOF indicator for dementia on discharge destination
and length of stay for patients admitted for dementia and on ACSC emergency
admissions from 2006/7 to 2010/11, respectively. More precisely, Kasteridis et
al. (2016) analysed if patients registered with GP practices that have better QOF
indicator scores for the annual dementia review have a smaller likelihood of a
care home placement following an acute hospital emergency admission. The major
predisposing factors for institutionalisation in a care home were older age, female
gender and the need factors of incontinence, fall, hip fracture, cerebrovascular
disease, senility and total number of additional comorbidities. Over and above those
factors, the dementia QOF review had no significant impact on the likelihood of
care home placement for patients whose emergency admission primary diagnosis
was dementia, but there was a small negative effect if the emergency admission was
for an ACSC, with an odds ratio of 0.998. On the other hand, Goddard et al. (2016)
found a significant and negative effect of the Dementia QOF indicator on length of
stay among urgent admissions for dementia. Patients discharged to the community
had significantly shorter hospital stays if they were cared for by practices that
reviewed a higher percentage of their patients with dementia. However, this effect
is not significant for patients discharged to care homes or who died in hospital.
The authors also report that longer length of stay is associated with a range of
comorbidities, markers of low availability of social care and intensive provision
of informal care. Dusheiko et al. (2011) investigated another link between the
QOF and a specific ACSC. The authors explored the association between general
practices’ quality of diabetic management, given by QOF indicators, and emergency
admissions for short-term complications of diabetes between 2001/2 and 2006/07,
i.e. before and after the introduction of the QOF. They reported that practices
with better quality of diabetes care had fewer emergency admissions for short-
term complications of diabetes. However, they did not find an association with
hypoglycaemic admissions.

Some studies have also used cross-sectional analysis to assess the impact of the
QOF in specific ACSCs. For example, Calderón-Larrañaga et al. (2011) analysed
the association between the specific QOF Chronic Obstructive Pulmonary Disease
(COPD) indicators and COPD hospital admissions in 2008/9 (the year before the
influenza pandemic). The authors reported that smoking prevalence and deprivation
were risk factors for admission, while the QOF indicator for patients with COPD
who had received an influenza immunisation (an increase in the QOF indicator of
1% would be expected to decrease COPD admissions by a factor of 0.825), patient
satisfaction with ability to book a GP appointment within 2 days and the number of
GPs per 1000 patients in the practice were protective factors for COPD admissions.
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The early impact of the QOF on angina and myocardial infarction 2006/7 hospital
admissions was analysed by Purdy et al. (2011). While a higher overall clinical
QOF score was associated with lower rates of admissions for angina and myocardial
infarction, the four specific coronary heart disease indicators were not.

Overall, the NHS England primary care P4P scheme—the QOF—had a positive
impact on the reduction of ACSC emergency admissions, overall and for specific
conditions. The reductions were clear for the conditions incentivised by the QOF,
especially during the period soon after the introduction of the scheme.

4 The Case Study: Pay for Performance in Primary Care
in Italy

4.1 Health Care System and GPs in Italy

The Italian public health care system is inspired by the Beveridge model, and it is
characterised by public taxation funding, free access at the point of delivery (with
some copayments for specific services), and political control over providers.

In the Italian national health system, GPs are the first contact for most common
health problems and act as gatekeepers for drug prescription and for access to
secondary and hospital care. Their activities and responsibilities have three levels
of governance (Barsanti et al. 2014): (1) the national level (through the ‘National
Agreement’ between the central government and the national GPs’ trade unions
(TUs)); (2) the regional level (through the ‘Regional Agreement’ between the
regional government and the regional TUs); and (3) the local level (through the
‘Local Health Authority Agreement’, between the local health authority (LHA)
managers and the local TUs). Primary care physicians are paid through a com-
bination of methods, and regional and local health authorities have some degree
of autonomy in defining additional payment. Each region may introduce economic
incentives to complement the national current payment structure. These economic
incentives can relate to performance, appropriateness of care or the adoption of
patient referral.

The recent health planning legislation (Balduzzi Law No. 189/2012 and the
Patto per la Salute (‘Agreement for Health’) 2014–2016) introduces strategies for
the organisation of primary care according to operational forms that include a
single unit of professional organisation, the Aggregazioni Funzionali Territoriali
(‘Territorial Functional Aggregations’) (AFTs). AFTs represent the highest level
of general practice organisation, and each serves a population of 30,000 patients,
assisted by 25 GPs. Each AFT has a coordinator elected by the GPs. AFTs are
expected to apply the philosophy of ‘clinical governance’ (Scally 1998), whereby
GPs have responsibility for continuously improving the quality of their services and
safeguarding high standards of care.
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Tuscany was the first Italian region to adhere to the new collaborative AFT
model. The Tuscany Region has about 4 million inhabitants, and in 2015 its health
care system comprised 12 LHAs (merged into three LHAs in 2016) and four
teaching hospitals. In 2012, 115 AFTs were created through the Tuscany Regional
Agreement and subsequent local agreements (Barsanti et al. 2016). On average,
each AFT has 28,000 inhabitants with an average age of 52 years. In Tuscany, there
are about 2700 GPs with on average 1100 patients each. The average age of GPs is
about 60 years, with men in the majority.

4.2 The Making of the Tuscan Performance Evaluation System
(PES) for Primary Care

In 2004, Tuscany Region commissioned the Scuola Superiore Sant’Anna of Pisa to
design and implement a multidimensional PES to monitor the results of LHAs in
terms of clinical quality and appropriateness, both for the hospital setting and for
the district setting (Nuti et al. 2012, 2016). Starting from 2007, the performance
indicators within the PES were presented in terms of a benchmark conducted across
the health care providers and made available on a web platform for managers and
professionals. The PES has now become the core of the P4P scheme of the CEOs
of the LHAs. Starting in 2013, selected performance indicators within the PES were
also calculated at AFT level to monitor and compare GPs’ performance with respect
to primary care activities and responsibilities, including (1) management of chronic
disease; (2) prevention of avoidable hospital admission and inappropriate diagnostic
tests; (3) preventive care and home care for the elderly; (4) drug prescriptions; (5)
practice organisation; and (6) patient experience (Barsanti and Nuti 2016).

The Tuscan PES encompasses a large set of indicators grouped into about
25 indexes and classified in five dimensions (Table 1). Indicators are defined in
regular meetings between the regional administration and representatives of general
practices, including the perspectives of both managers and clinicians. The main
source of data for clinical indicators are local health administrative data, which are
centrally collected by the regional administration. Clinical indicators are measured
using regional administrative data, which comprise electronic records of all inpatient
and outpatient activity, as well of pharmaceutical consumption among all residents
from 2009 to 2016. Patient experience and GP organisation measures at AFT level
are collected through sample surveys (De Rosis and Barsanti 2016). Research
and evaluators utilise various sources of microdata through data record linkage,
including:

1. Linkage between patients, their usual GP and the GP’s AFT.
2. Data linkage at individual (patient) level across different administrative databases

(i.e. inpatient, outpatient and drug consumption data), to measure performance
indicators along the different care pathways for chronic patients (e.g. process
indicators for the care of diabetic patients).
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Table 1 Domains, indicators and data sources of the PES for GPs in Tuscany

Domains Example of indicators Data source

Regional primary care
strategy compliance: to
guarantee that strategic
regional goals are pursued in
the appropriate time and
manner, focusing on primary
care setting

− Influenza vaccination rate for older
people
− Percentage of older people with
home care assistance

Ad hoc data sourced
from GPs and LHAs,
and administrative
health data flow

Management of chronic care
patients and preventable
inpatients: focusing on
quality, appropriateness and
continuity of care for
patients with chronic care
disease

− Ambulatory care-sensitive condition
inpatient rate (standardised by sex and
age)
− Access to emergency department for
minor diseases (standardised by sex and
age)
− Percentage of patients with heart
failure receiving angiotensin-converting
enzyme (ACE) inhibitor therapy
− Percentage of patients with heart
failure receiving beta blocker therapy
− Percentage of patients with diabetes
receiving haemoglobin testing
− Percentage of patients with diabetes
receiving eye checks by an oculist

Administrative health
data flow

Patient satisfaction: patient
experience and level of
satisfaction with GPs

− Percentage of patients satisfied with
their GP in terms of communication,
general assistance, time for visiting,
collaboration

Statistical sample
survey

GPs satisfaction: results of
surveys on the satisfaction
level and experience of GPs
with their general practice
organisation

− Meeting to share clinical guidelines
− Frequency of clinical audit

Survey of all GPs

Diagnostic and
pharmaceutical care:
focusing on appropriateness
and compliance of care in
drugs prescription and
diagnostic visits

− Nuclear Magnetic Resonance (NMR)
rate for older people
− Consumption of specific drugs
(statins, PPI)
− Drug prescriptions for generic drugs

Administrative health
data flow

Note: GP General Practitioner, LHA Local Health Authority, ACE Angiotensin-Converting
Enzyme, NMR Nuclear Magnetic Resonance, PPI Proton-pump inhibitors

Indicators were selected on the basis of the following criteria (Vainieri et al.
2016): (1) scientific soundness of the indicators in terms of their validity and
reliability; (2) feasibility of obtaining regionally comparable data for all 115 AFTs;
(3) ability to provide a comprehensive overview of primary care.

Each indicator considers regional, national or literature-based standards in order
to assess performance. Where standards are absent or difficult to set, the regional
variation of the practice is taken into account, benchmarking performances with
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the quintile distribution. Moreover, each performance indicator is measured at a
different level of governance: regional level, LHA level, AFT level and individual
GP level.

PES indicators that are considered as evaluation measures are assigned per-
formance assessment ratings for benchmarking reporting across AFTs. For each
evaluation measure, five performance levels are derived for defining the perfor-
mance of each AFT, from worst to best. These five evaluation tiers are associated
with different colours, from dark green (excellent performance) to red (poor
performance).

The PES considers three main perspectives of performance evaluation for each
indicator:

– Performance assessment with respect to a standard derived either from the
literature or from agreements at local and/or regional level. Data are displayed
as histograms reporting the performance value of all 115 AFTs.

– Variability among AFTS and LHAs (Fig. 1) represented by a box plot with value
of AFTs grouped by LHAs and by a boxplot with individual GPs grouped by
AFT (Fig. 2).

Considering all the performance indicators, the summarising reporting system
is visually represented by a ‘target’ diagram, which is divided into five coloured
evaluation bands. Every year each AFT receives its own target and the more the AFT
is able to reach the yearly defined objectives, the closer the performance indicators
are to the centre (the dark-green area). Scarce and critical performance results are
represented by indicators, which are positioned far from the centre, in the red area
(Fig. 3).

Fig. 1 Box plot of ACSC hospital admission between local health authorities in 2015. Source:
Barsanti and Nuti (2016)
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Fig. 2 Box plot of ACSC hospital admissions between AFTs of local health authorities (LHAs) in
Florence in 2015 (in 2015 there were 22 AFTs grouped in the LHA of Florence). Source: Barsanti
and Nuti (2016)

Fig. 3 Example of the system of reporting performance indicators AT AFT LEVEL in 2014’.
Source: Barsanti and Nuti (2016)
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4.3 The PES and the P4P Programme in Tuscany Region:
First Results

A recent paper (Nuti et al. 2016) examines the various governance models in the
health care sector that the Italian regions have adopted, and investigates the PESs
associated with them, focusing on the experience of a network of ten regional
governments that use the same health care PES as Tuscany Region. Considering
14 indicators measured in 2007 and in 2012 for all the regions, the study shows
how different performance evaluation models are associated with differences in
health care performance and whether or not the use of a PES has made any
difference to the results achieved by the regions involved. In particular, Tuscany
Region registered a high performance in 2007 and was still offering good general
assistance in 2012, even improving both hospital and primary care processes (Nuti
et al. 2016). In this sense, the authors conclude: systematic benchmarking and
public disclosure of data based on the Tuscany PES are powerful tools that can
guarantee sustained improvement of health care systems, if they are integrated with
the regional governance mechanisms.

With regard to primary care, the P4P scheme for general practice in Tuscany
Region has recently been developed following the P4P scheme for the chief
executive officers of LHAs (Nuti et al. 2012). At this stage in the reform of
primary care (see the constitution of the AFT), policymakers and professionals
have some degree of autonomy in the design of the P4P programme, in terms of
selection of performance indicators and incentives (Barsanti et al. 2014). Therefore,
different groups of GPs might be incentivised on different sets of PES indicators.
An analysis of the 12 Local Health Agreements for Tuscany Region in 2015
shows that almost 50% of the PES indicators were used also in the local P4P
programmes for primary care. In particular, all indicators measuring pharmaceutical
care, preventable hospital admission (ACSC inpatient rate) and management of
chronic care disease are used to incentivise GPs. Each AFT has its own standard
to achieve, based on the performance of the previous year. Usually, incentives are
set both at AFT and at individual GP level.

Although the use of PESs in primary care and the linkage to GP incentives have
only recently been introduced, and although the data do not allow for measuring any
causal effect of P4P on performance, preliminary results show a positive impact of
P4P on the quality and appropriateness of primary care in Tuscany (Barsanti et al.
2014), as measured by significant improvement over the years of performance of
selected indicators included in the P4P system. About 50% of indicators improved
from 2014 to 2015 at regional level (Barsanti and Nuti 2016).

In this sense, three selected primary care performance indicators used in the
Tuscany GP PES are compared, in order to assess improvements over the years
2013–2015, considering:

1. The percentage of elderly people who received home care.
2. The rate of hospital admissions for ACSC per 1000 inhabitants (standardised by

age and sex).
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Fig. 4 Percentage receiving home care, ACSC inpatient rate standardised by age and sex and
magnetic resonance imaging of skeletal muscle among the population aged over 65 years: trends
2013–2015 and confidence intervals

3. The rate of magnetic resonance imaging for musculoskeletal disease per 1000
elderly people (standardised by age and sex).

All the selected indicators show significant improvements, considering trend and
confidence intervals (Fig. 4).

In Tuscany, ACSC inpatient rates decreased by 10% between 2013 and 2015
(from 8.35 per 1000 residents in 2013 to 7.54 per 1000 residents in 2015),
whereas, in contrast, the number of elderly people (aged 65+) receiving home
care increased by 20% (from 6.12% in 2013 to 7.33% in 2015). With regard to
indicators of appropriateness, although the rate of magnetic resonance imaging for
musculoskeletal disease among elderly people (those aged 65+) did not change
appreciably from 2013 to 2014, it decreased by 6% from 2013 to 2015 (from 19.14
per 1000 elderly people in 2013 to 20.35 per 1000 in 2015) (Fig. 4).

Finally, considering the use of the PES, GPs use the PES results during clinical
audits to formulate evidence-based improvement strategies for the care of their
patients.

The Tuscan PES for primary care is playing an increasing role, providing valu-
able information to GPs and local decision-makers to support quality improvements,
to define priorities and to set appropriate targets.
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5 Conclusion

As we enter the ‘big data’ era, it is important to rethink the usage of administrative
data to allow for timely evidence-informed clinical and policy decision-making.
Although P4P has high face validity, the evidence for the effectiveness of such
schemes in improving quality remains mixed (Rosenthal and Frank 2006; Mehrotra
et al. 2010; Eijkenaar et al. 2013). A recent literature review on the effects
of P4P programmes found 58 studies related to primary care P4P scheme and
results (Mendelson et al. 2017). The authors found low-strength evidence that
P4P programmes may improve process-of-care outcomes over the short term (2–3
years). Many of the studies reporting positive findings were conducted in the United
Kingdom, where incentives are much larger than any P4P programmes in the United
States. The largest improvements were seen in areas where baseline performance
was poor.

This chapter describes two experiences of using performance measurement and
P4P, whose efficacy and impact can be analysed only by linking data from regional
population and administrative databases (i.e. from the P4P to the population census).
The P4P schemes had a positive impact on the quality of primary care in both
countries. However, more research is needed to understand the expected value of
an indicator in terms of its impact on quality and its lifespan.

In England, the primary care P4P scheme—the QOF—had a positive impact on
quality. However, practices achieved, on average, 958.7 points, representing 91.3%
of the total 1050 points available, in the first year of the scheme. After changes to the
P4P domains, clinical areas and indicators over the following 11 years, practices still
had a high achievement, with an average of 532.9 points out of 559 in the clinical
domain in 2015/16. In addition to the achievement of the P4P indicators, there was
also a reduction in ACSC emergency admissions, especially for incentivised disease
groups. Whether or not the long-term effects will compensate for the costs of P4P
is a topic for further research.

The PES of Tuscany Region is presented as an example of how the combination
of performance measurement and explicit incentives can be effectively used to
promote accountability and to improve the quality of care in a regional health
system. Moreover, the mix of systematic benchmarking between primary care
providers over the years and the identification of best practices offer an overall
strategic framework of evidence-based information to be used by professionals in
everyday practice, and by decision-makers to define priorities and set performance
targets.

It is essential to understand the contribution of the measurement of performance
and use of incentives in primary care to the improvement of health care quality, to
the reduction of unwarranted variation and to the ultimate decrease of secondary
care burden. General practitioners and family practices are on the front line of
prevention and treatment, and are key in any national health system to achieve its
goal: a healthy population.
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The Potential of Administrative
Microdata for Better Policy-Making
in Europe

Sven Langedijk, Ian Vollbracht, and Paolo Paruolo

1 Introduction

This chapter looks at the future of evidence-based policy-making in Europe. It takes
a bird’s-eye view and it uses a stylised approach in tackling the question ‘What
might policy-making and policy evaluation look like in a hypothetical world of
perfect availability of administrative microdata?’ It reviews possible answers to this
question, as well as related benefits and pitfalls.

Evidence-based policy has, since the 1940s and 1950s, been associated with
the rise of empirical social sciences such as sociology, economics, political sci-
ence and social psychology (Head 2015). By the 1970s, leading social scientists
increasingly advocated the importance of rigorous behavioural and experimental
methods. Analysis of quantitative data from social experiments was advocated, as
was the application of advanced analytical methods to data collected by passive
observation; these methods later evolved into the set of tools currently known
as quasi-experimental methods. By the beginning of the new millennium, the
movement had become known as the ‘evidence-based policy’ movement (Panhans
and Singleton 2017).

While this trend was heterogeneous across regions of the world, in recent decades
many government-spending programmes have increasingly been evaluated using
quantitative methods. The objective is to better determine what works, and to
enhance the efficiency and effectiveness of the programmes in question. These
evaluations have often been based on programme data and specifically targeted
surveys.
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In a typical experimental evaluation design, a baseline survey is run before the
policy intervention, and a follow-up survey is repeated to measure the outcomes for
the treated and the control groups. The usual limitations of attrition bias, enumerator
bias, reporting bias,1 etc. apply to survey data; while a few of these sources of bias
may remain when using administrative data (see Feeney et al. 2015), recourse to
such data can greatly reduce them.

In the European Union (EU), the European Commission has embraced the idea of
evaluation for spending programmes in the first decade of the new millennium (Stern
2009). The EU began by setting up evaluation requirements for centrally managed
spending programmes, and joint evaluation schemes with authorities in the member
states for spending programmes managed and executed at national or regional levels.
Examples of the latter are the European Social Fund and the European Regional
Development Fund.

The Commission has gradually expanded the scope and coverage of its policy
evaluations to regulatory and legislative policies. The Juncker Commission made
better regulation one of its core goals, and in 2015 published new guidelines for ex
post policy evaluation, with the aim of improving policies, reducing administrative
burdens, strengthening accountable government and supporting strategic decision-
making (Mastenbroek et al. 2015).

Policy evaluations at first had limited quantification, relying mostly on data
aggregated at country level, sometimes combined with targeted ex post surveys
of beneficiaries and stakeholders. This often limited the ability to make causal
evaluation of what worked and what did not.

Although evaluation techniques and the potential comprehensiveness of data
continue to improve, even today, data (un)availability remains the key limiting factor
preventing the widespread use of more rigorous approaches. At the same time,
public authorities are sitting on a treasure trove of administrative data collected
and used for other purposes, such as social security, taxation, education, communal
administration, cadastres and company registration.

If these data could be effectively reused, then econometric and statistical
techniques would allow disaggregation of the analysis along many dimensions,
such as geographical, social and firm level. For socio-economic policies, enhanced
data availability could allow policy evaluation centred on the life course of citizens
(Gluckman 2017). Detailed and accurate evidence on ‘what works’ would allow a
step change in the quality of public services and legislation.

The rest of the chapter is organised as follows. Section 2 considers current trends
in evaluation, data gathering and storage, automation of data collection processes,
and increased processing and storage capacity. At the end of the section, a number
of simplifying assumptions on the extrapolation of current trends are made. Section

1There may be incentives for either the subject or the collector of data (or both) to misreport data.
For example, an individual may be incentivised to underreport income in an application for social
welfare services.
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3 illustrates the stylised aspects of a world with perfectly functioning access to
microdata for policy research. This abstraction is both useful and valid in relation
to making relevant choices for future developments; it can help to get a conceptual
grip on the direction in which current trends allow policy-makers to steer evidence-
based policy-making. Section 4 looks at the potential pitfalls, while Sect. 5 presents
concluding remarks.

2 Trends in Data and Policy and Programme Evaluation

This section describes current trends in microdata availability that may steer future
developments in evaluation. The last part of the section presents a set of simplifying
assumptions on the continuation of these trends; these assumptions are maintained
in the rest of the chapter.

2.1 Increased Availability of (Micro)data

The world is producing increasing amounts of data. A key indicator of increased
data production and use by private individuals is, for instance, the trend in global
IP (internet) traffic. The industry predicts that this will increase threefold between
2016 and 2021, with the number of devices connected to IP networks at three times
the global population by 2021. The Internet of Everything phenomenon, in which
people, processes, data and things connect to the Internet and each other, is predicted
to show impressive growth; globally, machine-to-machine connections are expected
to increase by 140% over the period 2016–2021 (Cisco 2017).

There have been large strides forward in the past two decades with regard
to computing power, data storage capacity, analytical techniques and algorithm
development. These trends, together with a massive increase in the use of devices
connected to the Internet by private citizens, have allowed big tech companies such
as Amazon and Google to expand at a dramatic rate. While there is little doubt
about the benefits that these innovations have delivered in terms of choice, speed
and access to information, citizens’ concerns about data privacy and security have,
in parallel, become much more visible issues in public policy discourse.2

In the governmental sphere, the use (for evaluation and policy research in
particular) and the potential interlinkage of administrative data held by public
institutions have moved forward at a much slower rate.3 This may reflect some
combination of inertia and data security and privacy concerns. However, some steps
forward have been achieved, as illustrated below.

2The recent EU General Data Protection Regulation, see https://www.eugdpr.org, is addressing the
issue of protection of personal information.
3Discussion of the work of signal intelligence agencies is beyond the scope of this chapter.

https://www.eugdpr.org
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2.2 Administrative Data Linkage Centres

Over the past decade, centres for linking and granting access to microdata to
researchers have been set up in a number of countries. The Jameel Poverty Action
Lab (J-PAL) North America, based at the Massachusetts Institute of Technology,
has compiled a catalogue of administrative datasets available in the United States.4

In Europe, most countries provide (limited) access to microdata, with some states
providing linking services. Statistics Netherlands,5 for instance, provides linking
services to researchers in the Netherlands and other EU countries.

In the United Kingdom, the government’s Economic and Social Research
Council funded the Administrative Data Research Network (ADRN), with an initial
funding period spanning 2013–2018.6 Other examples of data access and linkage
centres are at Germany’s Institut für Arbeitsmarkt-und Berufsforschung (Institute
for Employment Research) (IAB) (see Chap. 7) and New Zealand’s Integrated Data
Infrastructure, see Gendall et al. (2018).

2.3 Trends in Economic Publications

The current increased availability of microdata is moving the focus of economic
research, which has become increasingly centred on data analysis (Hamermesh
2013). A recent analysis of fields and styles in publication in economics by Angrist
et al. (2017) documents a shift in publications and citations towards empirical work,
where the empirical citation share is now at around 50%, when compared with the
two alternative categories of ‘economic theory’ and ‘econometrics’.

Angrist and Pischke (2017) call for a parallel revision of undergraduate teaching
in econometrics, which they argue should be more focused on causal questions and
empirical examples, should have a controlled-experiment statistical framework as
reference and an emphasis on quasi-experimental tools.

Panhans and Singleton (2017) document the rise of empirical papers and
of quasi-experimental methods in economics. They track the citations of quasi-
experimental methods in the major economic journals. A similar interrogation of
Google Scholar for the words ‘counterfactual’ or ‘counterfactual impact evaluation’

4See https://www.povertyactionlab.org/admindatacatalog. All links and Internet searches in this
chapter were accessed or processed in November 2017.
5For microdata at Statistics Netherlands, see https://www.cbs.nl/en-gb/our-services/customised-
services-microdata/microdata-conducting-your-own-research.
6The ADRN (https://adrn.ac.uk/) consists of: a coordinating body (the Administrative Data
Service); four Administrative Data Research Centres, one in each country in the United Kingdom;
national statistics authorities, government departments and agencies (the data providers), the
Economic and Social Research Council (the funders), and the UK Statistics Authority (which leads
the network’s board).

http://dx.doi.org/10.1007/978-3-319-78461-8_7
https://www.povertyactionlab.org/admindatacatalog
https://www.cbs.nl/en-gb/our-services/customised-services-microdata/microdata-conducting-your-own-research
https://www.cbs.nl/en-gb/our-services/customised-services-microdata/microdata-conducting-your-own-research
https://adrn.ac.uk/
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Fig. 1 Percentage citations of ‘counterfactual’ and of ‘counterfactual impact evaluation’ in
economics. The percentages shown on the vertical axis are 100 a/c (solid line) and 100 b/c (dashed
line), where a, b and c are the number of hits for the queries ‘counterfactual AND economics’,
‘counterfactual impact evaluation AND economics’ and ‘economics’, respectively

with ‘economics’ illustrates the increased incidence of counterfactual methods
within economics (Fig. 1).

There is still a debate internal to economics on how reliable quasi-experimental
methods are with respect to controlled experiments, which use randomisation
(Bertrand et al. 2004). This is partly reflected in the idea of classifying studies
according to ‘strength of evidence’ using the Maryland scale, which is often used
to evaluate the evidence in justice cases (Sherman et al. 1997, 1998), and its
modification by the UK What Works Network (Madaleno and Waights 2015).

In the EU policy context, and in particular in the assessment of regulatory
policies, counterfactual impact evaluation methods are still rather novel. Limita-
tions, heterogeneity of study designs and differences across areas and countries in
administrative data access are factors that have limited the speed at which these
methods have been introduced into the policy cycle.

To imagine how methods and policy applications might develop, it is useful to
extrapolate trends in data gathering, access, linking, storage and availability. To this
end, the following simplifying assumptions are made:

1. Microdata will cover all economic and social fields, and will be instantaneously
updated.

2. Datasets will be linked, anonymised and made available to the research commu-
nity.

3. (Unique) identifiers will allow seamless data linkage across policy areas (e.g.
health, education, taxation).
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4. Personal data protection will be fully ensured through effective legislation and
oversight.

5. Micro-datasets will be available internationally in a fully comparable manner
(e.g. pan-EU).

These assumptions may not necessarily appear realistic at present; however, they
provide a useful framework for exploring policy opportunities and risks.

3 Stylised Aspects of a World with Perfect Administrative
Microdata Availability

This section explores the implications of more, better and faster data in shaping
policies, under the above assumptions (1. to 5.) reflecting the continuation of
existing trends.

3.1 Breaking Silos: Multidimensional and Integrated Policy
Design

Social and economic reality is shaped by the complex interplay of many factors
reflecting numerous causal relations due to the actions of individual agents and
groups. To a very significant degree, many policy-makers think in terms of isolated
sectors, i.e. ‘in silos’. Here, an integrated approach, trying to understand the entire
economic and social structure of an economy across sectors, can be contrasted with
a pragmatic one, attempting to carry out intelligent policy analysis at a sectoral level.

The ‘silo culture’ is in no small part due to the data and information that policy-
makers typically receive. Officials working on health policy, for example, generally
read reports providing information and analysis on the workings of the health system
for which they are responsible. Similarly, education departments tend to look at
data from schools and universities, and tax collectors focus on company accounts
and personal tax returns. The data used to evaluate these organisations, in turn, are
based on distinct ‘health’, ‘education’ and ‘revenue’ metrics, respectively, which
creates incentives to maintain the silo approach to policy.

Figure 2 shows this diagrammatically, using three traditional areas of public
policy: education, health and tax collection. It exemplifies some arbitrarily chosen
interlinkages between relevant variables in each silo. (Each link is represented by
a double-headed arrow, even when there can be a one-sided causal link; this is to
simplify exposition.) For example, it is not prima facie controversial to assume
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Silo 1: Education Silo 2: Health Silo 3: Tax collection

Standardised test 
results Health outcomes Tax revenue

↕ ↕ ↕

Textbook quality ↕ ↔ Public health 
information campaign ↕ ↔ Tax rates ↕

↕ ↕ ↕

Teacher quality Number of trained 
health professionals

Aggregate economic 
performance

Fig. 2 Vertical and horizontal policy links. A stylised example with three silos: education, health
and tax collection. Links are represented by double-headed arrows (even when there can be a one-
directional causal link) to simplify exposition. Vertical arrows are within-silo links and horizontal
arrows represent links across silos

the existence of causal links between standardised test results, textbook quality
and teacher quality. For instance, teacher quality and textbook quality may have an
effect on standardised test results. Tax revenue depends significantly upon taxation
rates and aggregate economic performance. These vertical linkages represent the
within-silo links. Moreover, links can exist also across silos. For instance, overall
tax revenue is important for funding expenditure on health and education; these
links are indicated by the horizontal arrows.

The vertical, within-silo stratification of policy silo thinking is legitimate and
has certain advantages. For example, while there are certainly interactions between
education policy and health outcomes, the process of trying to quantify the linkages
can be difficult. In the absence of abundant information about how different fields of
government policy interrelate, there is a certain wisdom in focusing one’s analysis
in an area in which one has a certain level of expertise and understanding. However,
under the assumption of perfect microdata availability, the silo mentality might be
expected to attenuate over time. Subject to their availability, microdata that are easily
linked across policy areas can potentially facilitate research into such cross-silo
linkages.

One of the most important impacts of more readily available micro-datasets
might then be a cultural shift in terms of how policy is designed and evaluated. If
looking at data from the citizens’ perspective—rather than the policy perspective—
were to become predominant, then one might expect a more integrated approach to
policy-making to develop over time.

While the speed at which changes in policy-making will occur is uncertain,
the direction of the impact of greater availability of microdata is relatively clear.
More integrated policy design should be the result, and it will hopefully drive better
targeted and more effective public policy interventions. Indeed, such a ‘cross-silo’
approach is advocated by Gluckman (2017).
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3.2 Ever More Precise Proxies for Citizen Well-Being

While the ultimate goal of public policy should surely be that of enhancing human
well-being, data availability has been a major constraint on measuring the impact of
government policies throughout history.7 For example, in spite of a growing body
of evidence that happiness and well-being are far from perfectly associated with
wealth beyond some modest thresholds (Layard 2005), possibly due to the lack of
better statistical proxies, government policies have focused mostly on measurable
monetary and aggregate growth objectives.

Complete and linked microdata should allow better setting of policy objectives
and targets, better policy design and better measurement of policy outcomes in
terms of the ultimate objective of citizen well-being. Better proxies for well-being
can first be determined on a range of factors including health, social and economic
engagement, access to green areas, etc.

3.3 Reducing Evaluation Lags in the Policy Cycle
and Adjusting Policies ‘On the Go’

At present, both spending and regulatory policy evaluations are often available only
many years after implementation. In many cases, quantitative evidence is missing,
or based on ex post surveys, which are subject to well-known shortcomings. Where
rigorous causal evaluation is undertaken, counterfactual impact evaluation methods
are used. In practice, in the felicitous cases where good data are available, the most
time-intensive part of this work is usually associated with obtaining the relevant
datasets, and cleaning and linking the data across data sources, leaving very little
time for analysis.

Subsequent econometric analysis, report writing and review procedures are also
time consuming. With perfectly available microdata, the time lag from implemen-
tation to evaluation ought to be massively reduced. An evaluation strategy could be
designed upfront, such that results would be available shortly after implementation.
Depending on the type of policy, this could sometimes even be in near-real time.

This would further allow policy-makers to design policies conditional on
intended outcomes (both on desired targets and on side effects), such that
policy adjustment and fine-tuning could—within limits—become semi-automatic
after a given probation or review period. De facto, in many cases, monitoring

7‘Whatever the form or Constitution of Government may be, it ought to have no other object than
the general happiness’ (Thomas Paine, The Rights of Man). The US Declaration of Independence
of 1776 specifies ‘the pursuit of happiness’ as one of the principal inalienable rights of all citizens.
The 1942 Beveridge Report in the United Kingdom, which laid the groundwork for Britain’s
welfare state, referred to ‘the happiness of the common man’ as the basic objective. The above
citations are taken from Duncan (2010).
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and evaluation frameworks could be merged. All this would have profound
consequences for the duration of the policy cycle, and the effectiveness and
efficiency of policies.

3.4 Reducing Other Lags in the Policy Cycle

3.4.1 Need for Policy

At present, the process of problem (or needs) identification in public policy typically
arises from a government or institutional agenda, and/or from popular concern as
expressed in the media and/or by civil society groups. Where an administration
is tasked with designing in detail a policy measure to respond to this demand for
action, the first phase is typically problem identification. This might take in the
order of 1–2 years, to pull together the necessary data and analyse them and their
evolution over time. With perfectly available microdata, this ‘outside lag’ ought to
be cut dramatically, and perhaps to as little as a few months.

There would, in theory at least, be far less scope for controversy—and therefore
far less need for analytical refinement—if microdata could instantaneously deliver
a ‘clear and transparent picture’ of the status quo ante in a particular field of policy.

Moreover, open (but privacy-safeguarding) access to linked data for policy
researchers could even trigger crowdsourcing of such analysis. For example,
experimental opening of a linked labour market dataset at the IAB has led to a
large number of policy research papers of the highest quality. This has placed the
IAB in the top 6% of economic institutions as of September 2017 (for more details,
see Chap. 7).8

However, if the use of such techniques is to become more widespread, they
will have to move in step with measures that respond to citizens’ fully legitimate
concerns about personal data privacy and security, which are discussed in Sect. 4.

3.4.2 Policy Design and Consultation

At present, policy design and consultation for policy areas within the competence of
the EU are the subject of a structured process implementing the Better Regulation
Agenda.9 Feedback is sought from interested stakeholders and impact assessments
are prepared. As a rule of thumb, this process might typically take 1–2 years.
Policy design and consultation processes are fundamentally human, democratic
interactions and should certainly not be made subject to full automation simply
because of the instantaneous availability of microdata.

8See https://ideas.repec.org/top/top.inst.all.html.
9See https://ec.europa.eu/info/law/law-making-process/better-regulation-why-and-how_en.

http://dx.doi.org/10.1007/978-3-319-78461-8_7
https://ideas.repec.org/top/top.inst.all.html
https://ec.europa.eu/info/law/law-making-process/better-regulation-why-and-how_en
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However, if such data were to become more widely available, there would be
great potential to foster a better informed level of policy debate; see Spiegelhalter
(2017). Robust evidence on policy impact would become more available, and at a
more rapid rate. Enhanced knowledge about what works and for whom gained from
fully linked data should facilitate enhanced policy research. The consultation and
engagement process could then focus more on impacts that have been overlooked in
past analyses. This ‘inside lag’ in policy design and consultation could therefore be
shortened, to some degree, by better informed debates.

For the sake of completeness, as regards the legislative process, the main benefit
would be through better informed discussions based on more robust evidence, rather
than any significant time saving. Democratic due process would not necessarily be
sped up by the availability of microdata.

3.5 The Potential of Administrative Data for Better Policy

Under the given assumptions, one would therefore expect to see a very considerable
reduction in time lags in the policy cycle, from the identification of a policy
problem to evaluating the policy’s impact. Moreover, the availability of real-time
administrative microdata would probably encourage processes of near-real-time
policy adaptation. For example, one might imagine that policy redesign might be
directly incorporated into some sort of dynamic evaluation process even during
the course of the implementation phase. In democratic systems of governance, the
challenge here is to ensure that more rapid policy analysis and adaptation, through
improved administrative data availability, foster better informed policy design and
consultation procedures. In this way, policy legitimacy can be ensured.

Summarising, both spending and regulatory policies could benefit from adminis-
trative data in a number of ways: (1) breaking silos to better incorporate interactions
across policy areas; (2) allowing policy decisions and adaptation based on more
robust evidence on what works for whom; (3) better measuring of impacts at
individual or disaggregated group levels, reflecting distributions across income,
age, ethnicity, location, etc.; and (4) much more efficiently and effectively targeting
policy’s ultimate objective of increasing citizen well-being.

4 Avoiding the Pitfalls

The potential benefits of perfect microdata for policy-making are great. Progress
towards perfect microdata for policy could take policy-making to a different level.
However, several threats are evident from both public and private sources. A number
of obvious risks are considered in turn below, indicating how they could best be
mitigated.



The Potential of Administrative Microdata for Better Policy-Making in Europe 343

4.1 Data Privacy and Security

Perhaps the most obvious threat comes precisely from the risk of its de-
anonymisation of microdata. Perfectly linked microdata allow the researcher to
create an entire life narrative according to an individual’s full set of recorded
interactions with the organs of the state, which is, from a research point of view, a
goldmine. From a privacy point of view, it is a potential danger, both at a personal
and at governmental level; the concern is that data could be de-anonymised and
released into the public domain. On this, all democratic countries have developed
some level of right to privacy in their legal structure. This is certainly the case in
the EU, where personal data protection has been significantly enhanced in recent
years.10

Data security is an important issue around the globe. The fact is that, in contrast
to the stylised assumptions in this chapter, data protection standards vary across
different parts of the globe, as do levels of awareness among individual citizens
about how to protect themselves from data theft. Moreover, hacks and data ‘leaks’
are a daily reality,11 and some governments are themselves in the business of seeking
to obtain personal data from other countries by illicit means.

Against this backdrop, citizens of any jurisdiction may not be entirely comfort-
able with perfectly linked and perfectly anonymised datasets being widely available
to researchers around the world. Safeguards can, however, be implemented in the
short term, along the following lines: (a) access to linked datasets can be limited to
authorised researchers and officials; (b) work with those datasets can be restricted to
controlled environments such as secure remote access, rather than the open Internet;
and (c) access to data can further be limited to researchers and institutions that
follow relevant procedures for democratic oversight and potential scrutiny of their
activities.

These measures comply with the ‘five safes’ now common in this area: safe
people (researchers can be trusted to use data appropriately), safe projects (research
focuses on different populations of interest, and must be in the public interest),
safe settings (data can be accessed in a secure environment), safe data (data is de-
identified), safe output (research output must be confidentialised before it can be
released); see Gendall et al. (2018).

Restricted access to microdata may in turn have implications for the development
of open science and for academic peer-review procedures, as currently only a
small number of researchers can replicate the work of selected peers. Moreover,
international cooperation may also be curtailed to some extent by these data security
concerns.12 This appears to be one reason, for example, why some member states

10See http://ec.europa.eu/justice/data-protection/ and https://www.eugdpr.org/.
11See http://breachlevelindex.com/.
12The General Data Protection Regulation (GDPR) came into force in May 2018 and now sets the
framework for the treatment of personal data throughout the EU; see https://www.eugdpr.org/.
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of the EU are only at the earliest stages of discussions about granting access to
non-national researchers.

4.2 Dislocation from Consultative and Legislative Due Process

As briefly discussed in Sect. 3, compressing many elements of the ‘inside lag’ in
the currently conventional policy cycle will bring with it the challenge of ensuring
that improved administrative data availability fosters better informed policy design
and consultation procedures. As a result, some guidelines may become necessary
to ensure enough time for society at large to engage with the policy implications
brought about by faster policy research due to microdata availability.

4.3 Data Accuracy

An additional risk is simply a restatement of the well-known GIGO (garbage in,
garbage out) phenomenon. Clearly, if linked micro-datasets became near-perfectly
available and used in close-to-real-time policy adaptions, then any data imprecisions
would be transmitted through the policy-making cycle at much higher speed. The
implication is that even more attention will need to be paid to ensuring that data is
as accurate as possible at the time of its being inputted into recording systems.

5 Concluding Remarks

The potential of using linked administrative microdata for better targeted policies
in support of well-being appears to be very great, and possible associated pitfalls
can be avoided. The likelihood of the assumptions on the availability to policy
researchers of microdata being borne out in the future in Europe will depend on
actions taken by public administrations, member states and the EU as a whole.

There are therefore strong arguments in favour of the increased use of adminis-
trative data to improve the quality and precision of impact evaluation and related
public policy research. Use of public funds, such as EU strategic investment funds,
could be envisaged for investment in this context. For this to happen, a shared set
of objectives needs to be developed across the research, policy-making and data-
holding communities. This will take time and will certainly need to take full account
of concerns about data privacy and security.

Further refinements of the vision depicted in this chapter are desirable. Imple-
mentation of some of these ideas into legal frameworks and institutional processes
will certainly require additional contributions from many stakeholders; this chapter
attempts to get this discussion started.
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