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PREFACE 

Orthogonal frequency division multiplexing (OFDM) has been shown to be 
an effective technique to combat multipath fading in wireless channels. It 
has been and is going to be used in various wireless communication systems. 
This book gives a comprehensive introduction on the theory and practice of 
OFDM for wireless communications. It consists of seven chapters and each 
has been written by experts in the area. Chapter 1, by G. Stiiber, briefly 
motivates OFDM and multicarrier modulation and introduces the basic con- 
cepts of OFDM, Chapter 2, by Y. (G.) Li, presents design of OFDM systems 
for wireless communications, various impairments caused by wireless chan- 
nels, and some other types of OFDM related modulation. Chapters 3 to 
6 address different techniques to mitigate the impairments and to improve 
the performance of OFDM systems. Chapter 3, by J. Cioffi and L. Hoo, 
focuses on system optimization techniques, including channel partitioning, 
loading of parallel channels, and optimization through coding. Chapter 4, 
by S. K. Wilson, addresses timing and frequency offset estimation in OFDM 
systems. I t  also briefly discusses sampling clock offset estimation and correc- 
tion. Chapter 5 ,  by Y. (G.) Li, deals with pilot aided and decision-directed 
channel estimation for OFDM systems. Chapter 6, by C. Tellambura and 
M. Friese, discusses various techniques to reduce the peak-to-average power 
ratio of OFDM signals. Chapter 7, by G. Stiiber and A. Mody, presents 
recent results on synchronization for OFDM systems with multiple transmit 
and receive antennas for diversity and multiplexing. To facilitate the read- 
ers, about 300 subject indexes and 300 references are given at the end of the 
book. 

This book is designed for engineers and researchers who are interested in 
learning and applying OFDM for wireless communications. The readers are 
expected to be familiar with technical concepts of communications theory, 
digital signal processing, linear algebra, probability and random processes. 



xii Preface 

It can be also used as a textbook for graduate courses in advanced digital 
communications. Nevertheless, to accommodate readers having a variety of 
technical backgrounds, most of the key concepts in our book are developed 
with detailed derivations and proofs. 

Even through each chapter is written by different people, we have tried 
to make symbols, notations, writing styles in different chapters consistent. 

The editors of the book would like to thank L. Cimini, Jr. for initiating 
the book project, discussing skeleton of the book, identifying potential chap- 
ter contributors, and providing insight comments on the first draft of almost 
every chapter. The editors are also deeply indebted to J .  Cioffi, L. Hoo, 
S. Wilson, P. 0. B6rjesson, P. Odling, J .  J. van de Beek, C. Tellambura, 
M. F'riese, and A. Mody, who not only have done important and crucial 
work in OFDM related research topics but also contributed chapters in this 
book. 

In particular, Y. (G.) Li would like to thank Professor S.-X. Cheng of 
Southeast University, P. R. China, who first introduced the concept of par- 
allel modem (an OFDM related modulation) to him about 20 years ago. He 
wishes to thank some of his pervious colleagues at  AT&T Labs - Research, in- 
cluding, L. Cimini, Jr., N. Sollenberger, J. Winters, and J. Chuang, for their 
technical advising and help in his OFDM related research. He also thanks 
his wife, Rena, for constant support and his sons, F'rank and Micheal, for 
understanding while carrying out the book project. 

We wish to thank the National Science Foundation, the U.S. Army Re- 
search Lab, Bell Labs of Lucent Technologies, Hughes Network Systems, 
Nortel Networks, Nokia Research Center, Mitsubishi Electric Research Labs, 
Motorola Labs, and Yamacraw Program of Georgia for their support of re- 
lated research and educational activities of the editors. 

Finally, A. N. Greene and M. Guasch of Springer deserve our special 
thanks for their tireless efforts in editing and promoting this book that we 
would otherwise have been unable to complete. 

Ye (Geoffrey) Li and Gordon Stiiber 
Atlanta, Georgia 



Chapter 1 

INTRODUCTION 

Gordon Stiiber 

Digital bandpass modulation techniques can be broadly classified into two 
categories. The first is single-carrier modulation, where data is transmit- 
ted by using a single radio frequency (RF) carrier. The other is multi- 
carrier modulation, where data is transmitted by simultaneously modulat- 
ing multiple RF carriers. This book is concerned with a particular type 
of multi-carrier modulation known as orthogonal frequency division multi- 
plexing (OFDM). OFDM has gained popularity in a number of applications 
including digital subscriber loops, wireless local area networks. It is also a 
strong contender for fourth generation cellular land mobile radio systems. 

OFDM transmits data in parallel by modulating a set of orthogonal sub- 
carriers. OFDM is attractive because it admits relatively easy solutions to 
some difficult challenges that are encountered when using single-carrier mod- 
ulation schemes on wireless channels. Simplified frequency domain equaliza- 
tion is often touted as a primary advantage of OFDM over single-carrier mod- 
ulation with conventional time-domain equalization. However, frequency do- 
main equalization can be applied just as easily to single-carrier modulation 
techniques as it can to OFDM. Perhaps the greatest benefit of using OFDM 
is that the modulation of closely-spaced orthogonal sub-carriers partitions 
the available bandwidth into a collection of narrow sub-bands. Motivated by 
the water-pouring capacity of a frequency selective channel, adaptive trans- 
mission techniques can be readily used to increase the overall bandwidth 
efficiency. One such possibility is to use adaptive bit loading techniques, 
where the modulation alphabet size on each sub-carrier is adjusted accord- 
ing to channel conditions. A larger signal constellation is used on sub-carriers 
where the received signal-to-noise ratio is large, and vice versa. As will be 
shown later in this book, OFDM waveforms are resilient to timing errors, 
yet highly sensitive to frequency offsets and phase noise in the transmitter 
and receiver RF and sampling clock oscillators. These characteristics are op- 
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posite those of single-carrier modulation, which is more sensitive to timing 
errors and less sensitive to frequency offsets. This is a manifestation of the 
long OFDM modulated symbol duration and the closely-spaced orthogonal 
sub-carriers. Hence, OFDM has its own set of unique implementation chal- 
lenges that are not present in single-carrier systems. This book provides a 
comprehensive treatment of these challenges and their solutions. 

1.1 High Rate Wireless Applications 

The demand for high speed wireless applications and limited RF signal band- 
width has spurred the development of power and bandwidth efficient air 
interface schemes. Cellular telephone systems have gone through such a 
growth process. After the introduction of the first analog cellular systems in 
the early 1980s, subscriber growth for basic cellular voice services increased 
dramatically. This lead to the introduction of several second generation 
digital cellular standards in the early 1990s, such as the Global System for 
Mobile communication (GSM) and Code Division Multiple Access (CDMA), 
with the objective of providing greater system capacity so that the growing 
demand for voice services could be accommodated with scarce bandwidth 
resources. 

The 1990s also seen a tremendous growth of Internet related services 
and applications, mostly using a wired Internet Protocol (IP) infrastructure. 
With the growing demand for wireless data and multimedia applications, 
cellular telephony and the Internet have become convergent technologies. 
This has lead to the development of third generation cellular standards, 
such as Wideband CDMA (WCDMA) and cdma2000, that support wireless 
voice, data, and multimedia applications. With the pervasiveness of the 
Internet, the cellular telephone network is evolving from a circuit switched 
to a packet switched IP-based core network. Such an infrastructure can 
support not only delay insensitive applications such as mobile data, but 
delay sensitive applications such as voice over IP (VoIP) as well. 

The growth of the Internet also led to the development of various wire- 
less local area network (WLAN) standards, such as those developed under 
IEEE802.11, to permit mobile connectivity to the Internet. Such services 
typically operate in unlicensed bands. With a surging demand for wireless 
Internet connectivity, new WLAN standards have been developed including 
IEEE802.11b, popularly known as Wi-Fi that provides up to 11 Mb/s raw 
data rate, and more recently IEEE802.lla/g that provides wireless connec- 
tivity with speeds up to 54 Mb/s. IEEE802.11b uses a signaling technique 



Section 1.2. Wireless Channel 3 

Data Rate 6, 9, 12, 18, 24, 36, 48, 54 Mb/s 
Modulation BPSK, QPSK, 16-QAM, 64-QAM 
Coding 112, 213, 314 CC - , . , . ,  

Number of subchannels 52 
Number of pilots 4 
OFDM symbol duration 4 PS 

Guard interval 800 ns 
Subcarrier spacing 312.5 kHz 
3 dB bandwidth 16.56 MHz 
Channel spacing 20 MHz 

Table 1.1. Key parameters of the IEEE 802.11a OFDM standard, from [I]. 

based on complementary code keying (CCK), while IEEE802.11a uses OFDM 
which is the subject of this book. The main physical layer parameters of the 
IEEE 802.11a OFDM standard are summarized in Table 1.1. Dual mode 
radio access devices have been developed allowing access both public cellu- 
lar networks and private WLANs, to provide a more ubiquitous and cost 
efficient connectivity. 

More recent developments such as IEEE802.16 wireless metropolitan area 
network (WMAN) standard address broadband fixed wireless access (BFWA), 
that provides a last mile solution to compete with wireline technologies 
such as Asymmetric Digital Subscriber Loop (ADSL), coaxial cable, and 
satellite. Similar to IEEE802. l l a ,  IEEE802.16 uses OFDM. The emerging 
Mobile Broadband Wireless Access (MBWA) IEEE802.20 standard extends 
IEEE802.16 to mobile environments. Once again, IEEE802.20 is based on 
OFDM. OFDM is also being considered in the IEEE802.11n standard that 
considers Multiple-Input Multiple-Output (MIMO) systems , where multiple 
antennas are used at the transmitter for the purpose of spatial multiplex- 
ing or to provide increased spatial diversity. Finally, OFDM has also found 
application in Digital Audio Broadcast (DAB) and Digital Terrestrial Video 
Broadcast (DVBT) standards in Europe and Japan. 

1.2 Wireless Channel 

To comprehend the benefits and drawbacks of OFDM, we must first under- 
stand the basic characteristics of the radio propagation environment. Ra- 
dio signals generally propagate according to three mechanisms; reflection, 
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diffraction, and scattering. The appropriate model for radio propagation de- 
pends largely on the intended application, and different models are used for 
the different applications such as cellular land mobile radio, WMANs, and 
indoor WLANs. In general, however, radio propagation can be roughly char- 
acterized by three nearly independent phenomenon; path loss attenuation 
with distance, shadowing, and multipath-fading. Each of these phenomenon 
is caused by a different underlying physical principle and each must be ac- 
counted for when designing, evaluating, and deploying any wireless system 
to ensure adequate coverage and quality of service. 

1.2.1 Path Loss and Shadowing 

It is well known that the intensity of an electromagnetic wave in free space 
decays with the square of the radio path length, d, such that the received 
power at distance d is 

where at is the transmitted power, A, is the wavelength, and k is a constant 
of proportionality. Although it may seem counter-intuitive, path loss is 
essential in high capacity frequency reuse systems, the reason being that a 
rapid attenuation of signal strength with distance permits the bandwidth to 
be reused within a close physical proximity without excessive interference. 
Such principles form the basis for cellular mobile radio systems. 

Free space propagation does not apply in a typical wireless operating 
environment, and the propagation path loss depends not only on the distance 
and wavelength, but also on the antenna types and heights and the local 
topography. The site specific nature of radio propagation makes theoretical 
prediction of path loss difficult, except for simple cases such as propagation 
over a flat, smooth, reflecting surface. A simple path loss model assumes 
that the received power is 

where pflp (,B~) (do) = E[R, ( d ~ ~ ) ( d ~ ) ]  is the average received signal power 
(in dBm) at a known reference distance. The value of pop (do) depends 
on the transmit power, frequency, antenna heights and gains, and other 
factors. The parameter P is called the path loss exponent and is a key 
parameter that affects the coverage of a wireless system. The path loss 
exponent lies in the range 3 5 p 5 4 for a typical cellular land mobile 
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radio environment. Usually, the path loss exponents are determined from 
empirical measurement campaigns. 

The parameter ~ ( d * )  in (1.2.2) represents the error between the actual 
and estimated path loss. It is usually modelled as a zero-mean Gaussian 
random variable (in decibel units). This error is caused by large terrain 
features such as buildings and hills, and is sometimes known as shadowing 
or shadow fading. Shadows are generally modelled as being log-normally 
distributed, meaning that the probability density function of received power 
in decibel units, !2(dBm) (d) , is 

where 

The parameter an is the shadow standard deviation, and usually ranges 
from 5 to 12 dB, with on = 8 dB being a typical value for cellular land 
mobile radio applications. Shadows are spatially correlated, and sometimes 
modelled as having an exponential decorrelation with distance. 

1.2.2 Multipath-Fading 

A typical radio propagation environment exhibits multipath, where the plane 
waves incident on the receiver antenna arrive from many different directions 
with random amplitudes, frequencies and phases. Since the wavelength is 
relatively short (approximately 30 cm at 1 GHz), small changes in the loca- 
tion of the transmitter, receiver and/or scattering objects in the environment 
will cause large changes in the phases of the incident plane wave components. 
The constructive and destructive addition of plane waves combined with mo- 
tion results in envelope fading, where the received envelope can vary by as 
much as 30 to 40 dB over a spatial distance equal to a fraction of a wave- 
length. Multipath-fading results in a doubly dispersive channel that exhibits 
dispersion in both the time and frequency domains. Time dispersion arises 
because the multipath components propagate over transmission paths having 
different lengths and, hence, they reach the receiver antenna with different 
time delays. Time dispersion causes intersymbol interference (ISI) that can 
be mitigated by using a time- or frequency domain equalizer in single-carrier 
systems, a RAKE receiver in CDMA systems, or frequency domain equal- 
ization in OFDM systems. Channel time variations due to mobility are 
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characterized by Doppler spreading in the frequency domain. Such time- 
variant channels require an adaptive receiver to estimate and track channel 
the channel impulse response or parameters such as the signal-to-noise ratio 
that are related to the channel impulse response. 

A multipath-fading channel can be modelled as a linear time-variant filter 
having the complex low-pass impulse response 

where g(r,  t) is the channel response at time t due to an impulse applied at 
time t - r ,  and b( . ) is the dirac delta function. In (1.2.5), Cn, &, and T, are 
the random amplitude, phase, and time delay, respectively, associated with 
the nth propagation path, and N is the total number of arriving multipath 
components. The time-variant phases &(t) are given by [2] 

where 4, is an arbitrary random phase uniformly distributed on the interval 
[-T, T ]  and 

f ~ , n  = frn cos on (1.2.7) 

is the Doppler frequency associated with the nth propagation path, where 
fd = v/X,, A, is the carrier wavelength, and fd is the maximum Doppler 
frequency occurring when the angle of arrival 0, = 0. 

1.3 Interference and Noise 

All communication systems are affected by thermal noise or additive white 
Gaussian noise (AWGN). However, wireless systems that employ frequency 
reuse are also affected by the more dominant co-channel interference (CCI). 
Co-channel interference arises when the carrier frequencies are spatially 
reused. In this case, the power density spectra of the co-channel signals 
overlap causing mutual interference. CCI places a limit on the minimum 
spatial separation that is required such that the carrier frequencies can be 
reused. CCI is the primary additive impairment in high capacity frequency 
reuse systems, such as cellular land mobile radio systems. Fig. 1.1 depicts 
the worst case forward channel co-channel interference situation in a cellu- 
lar radio environment, which occurs when the mobile station is located at 
the corner of a cell at the maximum possible distance from its serving base 
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station. With omni-directional antennas, there are six primary co-channel 
interferers; two at distance D - R, two at distance D,  and two at distance 
of D + R, where R is the cell radius. Using the simple path loss model in 
(1.2.4) and neglecting shadowing, the worst case carrier-to-interference ratio 
is 

where ,B is the propagation path loss exponent. The parameter DIR is called 
the co-channel reuse factor. In a hexagonal cell deployment DIR is related 
to the reuse cluster size, N, by DIR = a. Clearly, the C I I  increases with 
the cluster size, thereby providing better link quality. However, at the same 
time the available bandwidth (and number of channels) per cell decreases, 
thereby increasing the new call and handoff call blocking probabilities. 

co-channel 
base stations 

Figure 1.1. Worst case co-channel interference on the forward channel. 

Frequency reuse also introduces adjacent channel interference (ACI). 
This type of interference arises when adjacent cells use channels that are 
spectrally adjacent to each other. In this case, the power density spectrum 
of the desired and interfering signals partially overlap. Although ACI de- 
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grades link quality it is less severe than CCI, since the interfering signals do 
not completely overlap in frequency. 

1.4 Orthogonal frequency Division Multiplexing 

OFDM is a multi-carrier modulation technique where data symbols modu- 
late a parallel collection of regularly spaced sub-carriers. The sub-carriers 
have the minimum frequency separation required to maintain orthogonality 
of their corresponding time domain waveforms, yet the signal spectra cor- 
responding to the different sub-carriers overlap in frequency. The spectral 
overlap results in a waveform that uses the available bandwidth with a very 
high bandwidth efficiency. OFDM is simple to use on channels that exhibit 
time delay spread or, equivalently, frequency selectivity. Frequency selective 
channels are characterized by either their delay spread or their channel co- 
herence bandwidth which measures the channel decorrelation in frequency. 
The coherence bandwidth is inversely proportional to the root-mean-square 
(rms) delay spread. By choosing the sub-carrier spacing properly in rela- 
tion to the channel coherence bandwidth, OFDM can be used to convert a 
frequency selective channel into a parallel collection of frequency flat sub- 
channels. Techniques that are appropriate for flat fading channels can then 
be applied in a straight forward fashion. 

1.4.1 O F D M  Concept 

An OFDM modulator can be implemented as an N-point inverse discrete 
Fourier transform (IDFT) on a block of N information symbols followed by 
digital-to-analog converter (DAC) on the IDFT samples [3]. In practice, the 
IDFT can be implemented with the computationally efficient inverse fast 
Fourier transform (IFFT) as shown in Fig. 1.2. Let isk, k = 1 , .  . . , N} rep- 
resent a block of N complex data symbols chosen from an appropriate signal 
constellation such as quadrature amplitude modulation (QAM) or phase shij? 
keying (PSK). The IDFT of the data block is 

yielding the time-domain sequence {S,, n = 1 , .  . . , N}. To mitigate the ef- 
fects of IS1 caused by channel delay spread, each block of N IFFT coefficients 
is typically preceded by a cyclic p r e f i  (CP) or a guard interval consisting of 
N, samples, such that the length of the CP is at least equal to the channel 
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length Nh in samples, where p = %N, Th is the length of (continuous) chan- 
nel, and T, is the duration of a OFDM block or symbol. The cyclic prefix is 
simply a repetition of the last Ng IFFT coefficients. Alternatively, a cyclic 
suffix can be appended to the end of a block of N IFFT coefficients, that is 
a repetition of the first Ng IFFT coefficients. The guard interval of length 
N, is an overhead that results in a power and bandwidth penalty, since it 
consists of redundant symbols. However, the guard interval is useful for 
implementing time and frequency synchronization functions in the receiver, 
since the guard interval contains repeated symbols at a known sample spac- 
ing. The time duration of an OFDM symbol is N + Ng times larger than 
the modulated symbol in a single-carrier system. 

Figure 1.2. Block diagram of basic OFDM transmitter, from [2]. 

At the receiver, the received complex baseband signal is sampled with an 
analog-to-digital converter (ADC), usually with a sampling interval, AT = 

3. Sometimes fractional sampling is used, where the sample period is &AT, 
where M is an integer greater than one. For simplicity, assume here that 
M = 1. Then the combination of the DAC in the transmitter, the waveform 
channel, and the ADC in the receiver creates an overall discrete-time channel 
with tap spacing AT. After ADC, the Ng samples received during the guard 
interval of each OFDM symbol are discarded in the case of a cyclic prefix; in 
case of a cyclic suffix the Ng received samples at the beginning of an OFDM 
symbol are replaced with the p received samples at the end of the OFDM 
symbol. Under the condition that Ng 2 Nh, the linear convolution of the 
transmitted sequence of IFFT coefficients with the discrete-time channel is 
converted into a circular convolution. As a result, the effects of the IS1 
are completely and easily removed. After removal of the guard interval, 
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each block of N received samples is converted back to the frequency domain 
using an FFT as shown in Fig. 1.3. The FFT operation performs baseband 
demodulation. The N frequency domain samples are each processed with a 
simple one-tap Frequency Domain Equalizer (FDE) and applied to a decision 
device to recover the data symbols or to a metric computer if error correction 
coding is used. The one-tap FDE simply multiplies each FFT coefficient by 
a complex scalar. 

Figure 1.3. Block diagram of basic OFDM receiver, from [2]. 

Ease of equalization is often touted as the primary advantage of OFDM. 
However, as mentioned earlier, similar equalization techniques can be applied 
to single-carrier systems as well. Such a technique is called single-carrier fre- 
quency domain equalization (SC-FDE). Similar to OFDM, SC-FDE systems 
transmit data in blocks of N symbols at a time. Each block of N data sym- 
bols is preceded by a cyclic prefix of length Ng that is simply a repetition 
of the last Ng samples in each length-N block. Alternatively, a length-Ng 
cyclic suffix can be appended to each length-N block that is a repetition of 
the first G samples in the block. The length-N + Ng block is then applied 
to a DAC, upconverted to RF, and transmitted over the waveform channel. 
The received waveform is downconverted to complex baseband and applied 
to an ADC. The receiver then removes the guard interval in exactly same 
fashion as an OFDM receiver. Afterwards, the length-N time-domain sam- 
ple sequence is converted to the frequency domain using an N-point FFT. 
Frequency domain equalization (FDE) is then applied to the N FFT coeffi- 
cients. Similar to OFDM, the FDE simply multiplies each FFT coefficient 
by a complex scalar to perform zero-forcing or minimum mean square er- 
ror equalization. Afterwards, the equalized samples are converted back to 
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the time-domain using an N-point IFFT and applied to a decision device 
or metric computer. The overall system complexity of SC-FDE is compa- 
rable to OFDM. The main difference is that OFDM uses an IFFT in the 
transmitter and an FFT in the receiver, while SC-FDE does not perform 
any transformation in the transmitter but employs an FFTIIFFT pair in 
the receiver. 

1.4.2 Channel Capacity and OFDM 

Consider a time-invariant frequency selective channel with transfer function 
H( f ), such that the amplitude response I H ( f )  1 varies across the channel 
bandwidth W. The power spectral density of the additive Gaussian noise 
is Snn(f) and may not be flat either. Shannon [4] proved that the capacity 
of such a non-ideal additive Gaussian noise channel is achieved when the 
transmitted power Rt(f) is adjusted across the bandwidth W according to 

where K is a constant chosen to satisfy the constraint 

with R, being the average available power to the transmitter. One method 
for approaching the channel capacity is to divide the bandwidth W into N 
sub-bands of width W/A f ,  where A f = l/Ts is chosen small enough so that 
I H (  f )  I2/snn( f )  is essentially constant within each sub-band. The signals in 
each sub-band may then be transmitted with the optimum power allocation 
Rt (f ), while being individually coded to achieve capacity. F'rom (1.4.2), the 
transmitter power should be high when I H( f )  12/snn(f) is large and small 
when H(f)/Snn(f)  is small. In a practical system with a target bit error rate, 
this implies the use of a larger signal constellation and/or higher rate error 
correction code in sub-bands where I H( f )  12/snn( f )  is larger. The technique 
of using adaptive modulation and coding on the different OFDM sub-carriers 
requires knowledge of the channel at  the transmitter. Such channel knowl- 
edge at  the transmitter is readily available in OFDM systems that employ 
time-division duplezing (TDD), where the same set of sub-carrier frequen- 
cies are alternately used for transmission and reception in each direction of 
a full-duplex link. Reciprocity ensures that the channel in each direction 
has the same impulse response provided that the channel time-variations 
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are slow enough. Adaptive bit loading is more complicated in OFDM sys- 
tems that employ frequency division duplexing (FDD) since the reciprocity 
principle does not apply due to the significant frequency decorrelation of the 
forward and reverse channels. With FDD, the channel must be estimated 
and, afterwards, full or partial information of the channel is relayed back to 
the transmitter for adaptation purposes. 

1.5 Synchronization and Channel Estimation 

An OFDM receiver operating in the acquisition mode must perform time 
synchronization, RF and sample clock frequency offset estimation and correc- 
tion, and initial channel estimation. For systems that transmit information 
in a packetized or burst mode, these synchronization processes are usually 
aided by a synchronization preamble consisting of a training sequence or 
the concatenation of several training sequences. Training sequences in the 
synchronization preamble have length Np = NII,  where N is the OFDM 
block length and I is integer. Each training sequence must have an appro- 
priate cyclic guard interval. The synchronization preamble is periodically 
inserted into the stream of OFDM symbols containing the transmitted data. 
Synchronization algorithms can also exploit the cyclic guard interval of the 
OFDM symbol, since the guard interval consists of repeated symbols sepa- 
rated in time. The guard interval can be used to estimated the change in 
phase due to the channel and oscillator frequency offsets. 

After acquisition has been achieved, the receiver enters the data mode 
and tracks the drift in the RF and sample clock oscillators, and variations in 
the channel. For applications characterized large Doppler spreads, such as 
land mobile radio, the channel coefficients are usually tracked by inserting 
additional OFDM pilot symbols or by using pilot sub-carriers followed by 
time and frequency interpolation. In WLAN and WMAN applications, the 
channel is relatively static since the user terminals are usually stationary 
or slowly moving. However, even in this case channel time variations are 
expected due to the presence of frequency offsets between transmitter and 
the receiver local RF and sample clock oscillators. Generally, the compo- 
nents used in the customer premises equipment are low cost and have low 
tolerances. A typical drift of 10-20 parts per mill ion (ppm) is expected in 
the oscillators. Therefore, an OFDM signal with a bandwidth of 4 MHz, for 
example, may produce a sampling offset of 80 samples for every one second of 
transmission. Such RF and sampling frequency offsets cause phase rotation, 
amplitude distortion and may result in a complete loss of synchronization. 
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1.6 Peak-to- Average Power Ratio 

Consider again the time-domain IFFT coefficients in (1.4.1). For purpose of 
illustration, suppose data symbols are chosen from binary phase shift keying 
(BPSK), such that sr, E (-1, f l ) .  In this case (1.4.1) can be rewritten as 

N-l 
2nnk + 2nnk 

= C SkCOS - 
AT 

sk sin - AT , n = O , l ,  ..., N - 1 .  

(R)  When N is large, the central limit theorem can be invoked such that Sn 
and sL? can be treated as independent zero-mean Gaussian random vari- 
ables with variance a2 = N/2. Under this assumption, the / & I 2 ,  n = 

0,. . . , N - 1 are exponentially distributed random variables and E[/s,~~] = 

2a2 = N. Treating the ISnl2 as independent exponential random vari- 
ables and applying order statistics, the peak value of ISnl2, denoted as 
s:, = m a ~ ~ < ~ < ~ - ~ I ~ ~ 1 ~ ,  - - is a random variable with cumulative distribu- 
tion function FsAax(y) = (1 - e - ~ / ~ ) ~ .  The peak-to-average power ratio 
(PAPR) can be defined as 

Note that the PAPR is a random variable due to the random data {sk, k = 
0, .  . . , N - I), and the probability that the PAPR exceeds a specified level 
z is 

Observe that Prob(PAPR > z )  increases with the number of sub-carriers, 
N,  for any level z 2 1. We can also compute the mean PAPR using the 
probability density function fSkaY(y) = (1 - e - ~ / ~ ) ~ - ' e - y / ~ .  The result is 
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Again, observe that the average PAPR increases with N. For N = 16, 
PAPR = 3.38 and for N = 32, PAPR = 4.06. Note that the above analysis 
of PAPR is based on a simple central limit theorem approximation. A more 
accurate and detailed analysis of PAPR is considered in Chapter 6 of this 
book. 

The high PAPR of OFDM signals is a fundamental drawback when com- 
pared to single-carrier modulation. Practical power amplifiers are linear only 
over a finite range of input amplitudes. In order to prevent saturation and 
clipping of the OFDM signal peaks, the amplifiers must be operated with 
sufficient " back-OF' or head room. The required back-off increases with the 
PAPR and, hence, the number of sub-carriers N. However, increased back- 
off reduces the efficiency of the power amplifier. Generally, there are two 
solutions to the high PAPR problem of OFDM signals. The first is to re- 
duce the PAPR of the transmitted signals through such methods as clipping 
and filtering, constrained coding, and selective mapping. The second is to 
use linearization techniques to increase the range of linearity of the power 
amplifier. Such PAPR reduction methods, however, reduce PAPR while 
sacrificing complexity and/or bandwidth efficiency. 

1.7 MIMO OFDM 

Wireless communications systems with multiple transmit and receiving an- 
tennas can exploit a dense scattering propagation environment to increase 
the channel capacity [5], [6]. Generally, there are two categories of MIMO 
techniques. One category improves the power efficiency by maximizing spa- 
tial diversity. Such techniques include delay diversity, and space-time block- 
and trellis-coding (STBC and STTC). The other category uses linear pro- 
cessing to increase data rate, typically under conditions where full spatial 
diversity would not be not achieved. Such techniques include Bell Labs 
Layered Space-Time (BLAST) [7]. 

The first transmit diversity approach for MIMO systems was delay di- 
versity. Multiple transmit antennas send delayed copies of same signal, and 
maximum likelihood sequence estimation (MLSE) is used at the receiver to 
estimate the transmitted sequence. Decision feedback equalizers can also be 
used in such systems. The delay-diversity approach is simple and can be 
considered as a particular space-time code. 

STBC and STTC can provide full spatial diversity for MIMO systems. 
STBC utilizes the orthogonality property of the code to achieve full diver- 
sity; however, it cannot achieve full-rate transmission when the number of 
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transmit antennas is greater than two. STTC uses enough trellis coding to 
guarantee full diversity; but the decoding complexity increases exponentially 
with the number of transmit antennas. Both STBC and STTC lack scalabil- 
ity with number of transmit antennas. As the number of transmit antennas 
is changed, different space-time codes are needed. STBC and STTC was de- 
veloped for quasi-static flat fading channels. To apply STBC and STTC to 
frequency selective fading channels, they must be used in conjunction with 
other techniques such as equalization or orthogonal frequency division mul- 
tiplexing (OFDM), that effectively generate one or more flat faded coding 
channels. 

MIMO-OFDM arrangements have been suggested for frequency selective 
fading channels, where either STBC or STTC is used across the different an- 
tennas in conjunction with OFDM. Such approaches can provide very good 
performance on frequency selective fading channels. However, the complex- 
ity can be very high, especially for for a large number of transmit antennas. 
Another approach uses delay diversity together with OFDM on flat fading 
channels. For frequency selective fading channels, a cyclic delay diversity 
approach can be used with OFDM something we call multi-carrier delay di- 
versity modulation (MDDM). Our work has shown that full spatial diversity 
can be achieved for MDDM on flat fading channels, provided that the mini- 
mum Hamming distance of the outer (pre-IFFT) error correcting code either 
equals or exceeds the number of transmit antennas, and to obtain good cod- 
ing gain, a simple block interleaving will do [8]. Unlike STBC and STTC the 
scheme is scalable; the number of transmit antennas can be changed with- 
out changing the error correcting code. MDDM can easily handle frequency 
selective fading using MRC, or other type of combining depending on the 
environment. 

1.8 Outline of This Book 

Chapter 2 introduces the basic concepts of OFDM including FFT imple- 
mentation, comparison with single-carrier modulation, and basic system de- 
sign. Chapter 2 also analyzes the impact of the various impairments intro- 
duced by the wireless channel on OFDM performance. These impairments 
include frequency offsets in the RF and sample clock oscillators, channel 
time variations, sample timing offsets, multipath delay spread, and ampli- 
fier non-linearities. Finally, Chapter 2 briefly considers other approaches to 
multi-carrier modulation. 

Chapter 3 is concerned with performance optimization of OFDM systems 
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with the objective of maximizing bandwidth efficiency. These optimization 
methods often rely on full or partial information of the channel transfer func- 
tion at the transmitter. This information is used, for example, to adaptively 
load the OFDM sub-carriers, a technique commonly referred to as discrete 
multitone modulation (DMT). Chapter 3 discusses issues of partitioning the 
available bandwidth, (adaptive) loading of the parallel sub-channels, and 
optimization through error correction coding. 

Chapter 4 addresses the synchronization of OFDM signals, including 
details of time and frequency synchronization. The time and frequency syn- 
chronization methods considered in Chapter 4 use either pilot-based meth- 
ods or non-pilot-based methods that exploit the redundant symbols in the 
cyclic guard interval. Time and frequency synchronization processes can be 
implemented in a separate or joint fashion. Generally, the synchronization 
functionality has two modes, acquisition and tracking. Finally, the problem 
of sampling clock offset estimation and correction is considered. 

Chapter 5, is concerned with channel estimation. With OFDM the chan- 
nel transfer function must be estimated at each sub-carrier. There are three 
basic methods for channel estimation. The first is pilot-symbol aided estima- 
tion, where known pilot symbols are transmitted in the 2-D time-frequency 
grid. The second is decision directed estimation, where decisions on data 
symbols are used to update the channel estimates. The third category are 
blind channel estimation techniques that do not rely on the transmission of 
known data symbols. 

Chapter 6 considers the important issue of OFDM peak-to-average power 
ratio (PAPR) reduction techniques. As mentioned earlier, multi-carrier mod- 
ulation techniques such as OFDM exhibit a high PAPR. One method for 
reducing the PAPR is to intentionally limit or clip the OFDM waveform 
prior to amplification. Such methods distort the OFDM waveform that may 
result in a bit error rate degradation. Another class of methods uses distor- 
tionless methods such as constrained coding and selective mapping. Such 
methods do not distort the OFDM signal, but at the cost of bandwidth or 
computational complexity. 

Finally, Chapter 7 considers MIMO-OFDM with an emphasis on syn- 
chronization. A complete suite of signal acquisition and tracking algorithms 
is presented for MIMO-OFDM systems. Our algorithms use a preamble to 
perform signal acquisition, which consists of time synchronization, RF and 
sampling frequency offset estimation, and channel estimation. This is fol- 
lowed by open loop tracking of the RF and sampling frequency offsets, and 
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the channel. We suggest a preamble structure and pilot matrix design for 
MIMO-OFDM systems with any number of transmit antennas that enable 
our algorithms to work efficiently. Simulation results are presented that ac- 
count for all required signal acquisition and tracking functions in a system 
very similar to IEEE 802.16a. 

1.9 Summary and Further Reading 

This introductory chapter briefly introduced the main concepts of OFDM, 
while provided the motivation and outlining the scope of the remainder of 
the book. 

Several systems have previously used OFDM or other multicarrier tech- 
niques [3], [9], [lo], [ll], [12]. In particular, in the early 19607s, this multi- 
carrier techniques were used in several high-frequency military systems, such 
as KINEPLEX [13], ANDEFT [14], KATHRYN [15], [16], where fast fading 
was not a problem. Similar modems have found applications in voice band- 
width data communications [17] to alleviate the degradations caused by an 
impulsive noise environment. More information on multicarrier related re- 
search in 1960's and 1970's can be found in [18], [19], [20] and the references 
therein. In 1985, Cimini first investigated OFDM for mobile wireless commu- 
nications systems in [21]. In [22], Casas and Leung discussed the application 
of multicarrier techniques on mobile radio FM channels. Willink and Wittke 
[23] and Kalet [24] investigated the theoretical capacity of multicarrier sys- 
tems. In 1990, Bingham [25] studied the performance and implementation 
complexity of OFDM and concluded that the time for OFDM had come. 
The application of original OFDM, clustered OFDM, and MC-CDMA in 
mobile wireless systems can be found in [26], [27], [28], [29]. For MIMO and 
BLAST, see the work of Foschini, [5], [7], [6]. Recently, serval books [30], 
[31], [32] on OFDM have been published. 



Chapter 2 

BASIC CONCEPTS 

Ye (Geoffrey) Li 

In this chapter, we first introduce the basic concepts of orthogonal frequency 
division multiplexing (OFDM), discuss the advantages and disadvantages 
compared single-carrier modulation, and present an implementation exam- 
ple. We then address various impairments of wireless channels on OFDM 
systems. Finally, we briefly describe other forms of multicarrier modulation. 

2.1 Basic OFDM 

High data-rate is desired in many applications. However, as the symbol 
duration reduces with the increase of data-rate, the systems using single- 
carrier modulation suffer from more severe intersymbol interference (ISI) 
caused by the dispersive fading of wireless channels, thereby needing more 
complex equalization. OFDM modulation divides the entire frequency selec- 
tive fading channel into many narrow band flat fading subchannelsl in which 
high-bit-rate data are transmitted in parallel and do not undergo IS1 due to 
the long symbol duration. Therefore, OFDM modulation has been chosen 
for many standards, including Digital Audio Broadcasting (DAB) and ter- 
restrial TV in Europe, and wireless local area network (WLAN). Moreover, 
it is also an important technique for high data-rate transmission over mobile 
wireless channels. Here we introduce the basic concepts of OFDM. 

OFDM was first introduced in [3], which is the form used in all present stan- 
dards. It can be regarded as a time-limited form of multicarrier modulation. 

Let {sk)fsl be the complex symbols to be transmitted by OFDM mod- 

'Subchannel is sometimes also called subcarrier or tone. 
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ulation; the OFDM (modulated) signal can be expressed as 

ej2"fkt if 0 < t < T,, 
otherwise, 

for k = 0, 1,. . . , N - 1. T, and A f are called the symbol duration and 
subchannel space of OFDM, respectively. In order for receiver to demodulate 
OFDM signal, the symbol duration must be long enough such that T,A f = 1, 
which is also called orthogonality condition. 

Because of the orthogonality condition, we have 

= b[k-11, 

where b[k - 11 is the delta function defined as 

if n = 0, 
6[n1 = { i: otherwise, 

Equation (2.1.3) shows that {cpk(t))rsl is a set of orthogonal functions. 
Using this property, the OFDM signal can be demodulated by 
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2.1.2 FFT Implementation 

From (2.1.4), an integral is used for demodulation of OFDM signals. Here 
we describe the relationship between OFDM and discrete Fourier transform 
(DFT), which can be implemented by low complexity fast Fourier transform 
(FFT), as briefly indicated in Section 1.4.1. 

From the previous discussion, an OFDM signal can be expressed as 

If s(t) is sampled at an interval of T,, = %, then 

Without loss of generality, setting f,, = 0 ,  then fkTs = k and (2.1.5) becomes 

where IDFT denotes the inverse discrete Fourier transform. Therefore, the 
OFDM transmitter can be implemented using the IDFT. For the same rea- 
son, the receiver can be also implemented using DFT. 

The FFT algorithm provides an efficient way to implement the DFT and 
the IDFT. It reduces the number of complex multiplications from N~ to 
$ log2 N for an N-point DFT or IDFT. Hence, with the help of the FFT 
algorithm, the implementation of OFDM is very simple, as shown in Figures 
1.3 and 1.4. 

2.1.3 Cyclic Extension, Power Spectrum, and Efficiency 

To deal with delay spread of wireless channels, a cyclic extension is usually 
used in OFDM systems. There are three different types of cyclic extensions, 
which are shown in Figure 2.1. Denote Tg the length of a cyclic extension 
that is inserted between OFDM blocks. From Fig. 2.1 (b), OFDM signal, 
s(t), can be extended into ~ ( t )  by 
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With the cyclic extension, the actual OFDM symbol duration is increased 
from T, to T = T,+Tg. In the following discussion, the cyclic suffix extension 
in Fig. 2.1 (b) is assumed. However, the results can be also applied to the 
other types of cyclic extension. 

0 r, 
(a) OFDM signal 

4- 

I 
I 

I 

I I 
I I 

I I 

I 
I I 

I 
I 
I 

0 r, T,+T, 

(b) OFDM signal with cyclic suffix 

- 
0 T, 

(c) OFDM signal with cyclic prefix 

-'I 0 
2 

T, T' + 'I 
(d) OFDM signal with cyclic prefix and sufflx 

Figure 2.1. OFDM signal with different cyclic extensions. 
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Because s(t) in (2.1.1) is a summation of truncated complex exponen- 
tial functions with different frequencies, the power density spectrum of s(t) 
consists of I sin(f)/ f 12-shaped spectra, as sketched in Fig. 2.2. 

Figure 2.2. Power spectrum of OFDM Signal. 

Fig. 2.2 shows that, for an OFDM signal consisting of N subchannels, 
the signal bandwidth is about ( N  + l )A  f .  Since the transmission rate of 
each subchannel is symbols/sec., the total transmission rate of OFDM 
signal is $ symbol/sec. Therefore, the bandwidth efficiency of the OFDM 
system is 

in symbols/sec/Hz. For most practical OFDM systems, N is much larger 
than 1 and the guard interval or cyclic extension is much smaller than the 
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OFDM symbol duration, so W = 1. If each symbol carries k bit information, 
the bandwidth efficiency will be k bits/sec/Hz. 

2.1.4 Comparison with Single-Carrier 

As indicated in [33], the dispersive Rayleigh fading in wireless channels limits 
the highest data rate of single-carrier systems. To reduce the effect of IS1 
in unequalized systems, the symbol duration must be much larger than the 
delay spread of wireless channels. In OFDM, the entire channel is divided 
into many narrow subchannels, which are transmitted in parallel, thereby 
increasing the symbol duration and reducing the ISI. Therefore, OFDM is 
an effective technique for combating multipath fading and for high-bit-rate 
transmission over mobile wireless channels. 

Single-Carrier with DFE 

Overall SNR (dB) 

Figure 2.3. Transmission rate of OFDM and single-carrier systems for 
AWGN channel. 

Figure 2.3, from 1231, compares the transmission rate of an OFDM system 
with that of a single-carrier system using a decision-feedback equalizer (DFE) 
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or a linear equalizer (LE). Note that the curve for the DFE in the figure is 
obtained by assuming that the feedback symbols at the DFE are error free, 
so it is in fact an upper bound for the transmission rate of the DFE. From 
the figure, for the same overall SNR, the normalized transmission rate of the 
OFDM system is much higher than that of the single-carrier system. 

2.1.5 Design Example 

Here, we present a simple example to demonstrate the design of an OFDM 
system. Consider a sample system that is required to transmit 1.2 Mbitslsec 
using quadrature PSK (QPSK) over an 800 kHz bandwidth in a wireless 
environment with a maximum delay span up to 40 psec. Note that from 
the results in [33], for a channel with a 40-psec delay span, the maximum 
symbol rate is only 5 kbaud. It is obvious that the required transmit rate 
can not be obtained by a single-carrier system. However, it can be easily 
achieved using OFDM modulation. 

To construct the OFDM signal, we assume the entire channel bandwidth, 
800 kHz, is divided into N=128 subchannels or tones. Thus, the subchannel 
or subchannel space is 6.25 kHz. Let the 4 subchannels on each end be 
used as guard tones to facilitate filtering, and the rest (120 tones) are used 
to transmit data. To make the tones orthogonal to each other, the symbol 
duration is T, = 160 psec. An additional Tg = 40 psec cyclic extension 
is used to provide protection from intersymbol interference due to channel 
multipath delay spread. This results in a total block length T = 200 psec 
and a subchannel symbol rate rb = 5 kbaud. For QPSK, each symbol carries 
2 bit information; consequently, the data transmission rate of the OFDM 
system is 

120 x 2 bits 
Rb = = 1.2 Mbitslsec. 

200 psec 

2.1.6 Baseband versus Passband 

In Sections 2.1 .l-2.1.5, the OFDM signals are complex baseband signals. 
However, in wireless communication systems, complex baseband signals must 
be converted into real passband signals. In this section, we briefly introduce 
the baseband and passband representations. 

The baseband signal, s ( t ) ,  is usually a complex function of time. There- 
fore, it can be written into rectangular form as 
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where the real part, sI(t), is called in-phase component of the baseband 
signal; and the imaginary part, sQ(t), is called quadrature component. For 
the baseband OFDM signal in (2.1.1), we have 

and therefore, 

and 
N-1 

SQ = x (3{sx} cos(2nfkt) + Risk) sin(2afkt)) , 
k=O 

where 'R{sk) and S{sk) denote the real and imaginary parts of the complex 
symbol sk, respectively. 

Figure 2.4 shows conversion between baseband and passband signals. 
From the figure, the passband signal can be expressed as 

sp(t) = R { s ( t ) e ~ ~ ~ f ~ ~ )  

= SI (t) cos(2nfct) - sQ (t) sin(2n f,t), 

where f, is the carrier frequency of a communication system. It is assumed 
that the variations of the signal are much slower than the carrier frequency. 
For OFDM, the passband signal can be further simplified as 

If we denote the magnitude and the phase of complex symbol, sk, as dk and 
Ok, respectively, that is, sk = dkeJ0k, then 
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Figure 2.4. Baseband versus passband: (a) baseband to passband conver- 
sion, and (b) passband to baseband conversion. 

At the receiver, the baseband signal can be obtained from the pass- 
band signal. Figure 2.4 (b) shows conversion from the baseband signal to 
the passband signal, where FL represents a low-pass filter operation. From 
Fig. 2.4 (b), we have 
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Similarly, the linear distortion of any physical channel can be also equiv- 
alent to a baseband (complex) channel, h(t), so that the baseband channel 
output is the convolution of the baseband signal and the baseband channel 
impulse response, i. e. 

More detailed information about baseband and passband conversion can be 
obtained from Proakis [34]. 

2.2 lmpairments of Wireless Channels to OFDM Signals 

In this section, we introduce the impairments in OFDM systems, includ- 
ing Doppler shift, dispersive fading, timing and frequency offsets, sampling 
clock offset, and nonlinear distortion due to large peak-to-average-power ratio 
(PAPR) of the OFDM signal. 

2.2.1 Time-Varying lmpairments 

Both Doppler shift and frequency offset can be modelled as time-varying 
impairments. Here we first derive a general expression for the effect of the 
time-varying impairments and then discuss the effect of Doppler shift and 
frequency offset, respectively. 

Consider an OFDM signal, 

where fa = f, + kA f and sa is the signal transmitted over the k-th subchan- 
nel. If there is a multiplicative time-varying distortion, y(t), that is caused 
by either frequency offset or Doppler spread, the received signal will be 
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The demodulated signal will be 

where a1 is defined as 

a0 is usually a complex number, whose magnitude and phase represent the 
attenuation and the phase shift on the desired signal, respectively. alls, for 
1 # 0, are complex gains of the interchannel interference (ICI). If y(t) is not 
a constant, then a1 # 0 for some 1 # 0, and ICI exists. 

Effect of Frequency Offset 

If there is a frequency offset, 6 f ,  between the transmitter and the receiver, 
then y(t) in (2.2.1) is a deterministic function and can be expressed as 

where a = 8. From (2.2.3), we have 

2For simplicity, an integral is used here instead of the DFT. However, the integration 
is almost the same as the DFT for systems with a large number of carriers. 
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Let a! = k, + 6 ,  where k, is an integer and c is a fractional number with 
€ 1  < 112, then I - 

When a! 5 112 (k, = 0 and E = a), 0 < lall < lao[. The desired signal 
is the dominant component in the demodulated signal. However, there is 
also ICI since a1 # 0 for 1 # 0. When a is an integer (k, = a and E = O), 
aka = 1, a1 = 0 for 1 # k,, and Xl = sl-ko. Therefore, the frequency offset 
causes a simple tone shift and there is no ICI. In general, neither k, nor E 

is zero; consequently, tone shift, attenuation, phase shift, and ICI all exist. 
However, the signal distortion caused by frequency offset is deterministic. 
Furthermore, once the frequency offset is known, its effect can be corrected. 
Chapter 4 will present techniques for frequency offset estimation and cor- 
rection in OFDM systems, where coarse and fine synchronization is used to 
cancel the effects of 5, and E ,  respectively. 

Effects of Doppler Shift 

For channels with Doppler spread, y(t) is can be modelled as a zero-mean 
and narrow-band wide-sense stationary (WSS) stochastic process. For the 
classical Doppler spectrum [35], the spectral density of y(t) is 

if If 1 < fd ,  
pdf) = (Classical) 

otherwise, 

where fd is the maximum Doppler frequency. Two extreme cases of the 
Doppler spectrum are the uniform and the two-path models, which have 
been studied in [36]. For these two models, the spectral densities are 

ij; if I f  1 < fd. (Uniform) 
Pu(f) = { 0, otherwise, 

and 
1 

pt(f) = [ 6 ( f  + f d )  + 6(f - fd)], (Two-path) 

respectively. The correlation function of y(t), defined as r(r) = E{y(t + 
r)y*(t)), is easily obtained as 
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The correlation functions for the three models given above are 

rJ(r) = J0(27r fd7), (Classical) 

r, (7) = sin,( fd7), (Uniform) 

and 
rt ( r )  = cos(2n fdr), (Two-path) 

respectively, where Jo(x) is the zero-order Bessel function of the first kind 
and 

a sin(7rx) 
sinc(x) = - . 

7rx 
It should be noted that the two-path model corresponds to an OFDM system 
with a fixed frequency offset of fd Hz. 

Since y( t )  is a stochastic process, from (2.2.3), a1 is a random variable. 
Furthermore, it is proved in [37] that a1 is zero mean and with variance 

and the total ICI power due to Doppler spread is 

Once the time-domain correlation or the Doppler spectral density of the 
time-varying channel is known, the ICI power can be calculated. For the 
classical model, we have 

which was first derived by Russell and Stiiber [38]. For the uniform and 
two-path models, we have 
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Table 2.1. a l ' s  and a2's for different time-varying models 

and 
P I ~ I  = 1 - sinc2(fdTs), 

model 

Classical 

respectively, where 

The expressions in (2.2.8) and (2.2.9) were first derived by Robertson and 
Kaiser [36]. 

Using the expressions derived above, the ICI power can be exactly calcu- 
lated. However, the exact expressions are complicated and do not easily pro- 
vide much insight. Furthermore, in many instances, the exact time-domain 
correlation or power spectrum is not available. Here, we introduce several 
bounds on the ICI power, which are derived in [37]. These bounds are less 
complicated and the insight is more readily obtained. 

It has been proved in [37] that the ICI power has the following lower and 
upper bounds: 

a1 a 2  
PIC1 > z(2nfd~s)2 - -(2afdT~)*, 360 (2.2.10) 

a1 

112 

and 
a 1 

PICI 5 E ( 2 ~ f d ~ . ) 2 ,  

where ails, for i = 1, 2, are defined as 

a 2  

318 

The constants a1 and a 2  are easy to calculate and are given in Table 2.1 for 
the three models introduced before. 

It should, be indicated that without knowing the Doppler spectrum, a1 

and a 2  can be also evaluated using other approaches. For example, it can 
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be proved that 

k 
where --y("(t) = 9. Then, a k  can be evaluated by 

which is much simpler than obtaining by the Doppler spectrum. 
From the definition of al, it is clear that a1 5 1. Using this fact, together 

with (2.2.11), we can obtain a universal upper bound on the ICI power, which 
depends only on fdTs, 

This universal upper bound can be used in OFDM systems with any Doppler 
spectra, including with frequency offset. Since a1 is no more than 1, the 
above bound is looser than the bound in (2.2.11). However, (2.2.12) is much 
easier to calculate since it only depends on fdTs. For the two-path model, 
cxl = 1, and the universal bound is also the tight bound. 

In the above discussions, we have introduced tight and universal bounds 
for time-varying flat fading channels. For OFDM systems with a proper 
cyclic extension, the exact expressions for the ICI power and the various 
bounds are also applicable to time-varying dispersive channels. 

In Figure 2.5, we compare the upper and the lower tight bounds and 
the universal bound with the exact value of the ICI power for the classical 
Doppler spectrum. From Fig. 2.5, the tight bounds are very close to the 
exact ICI power. When designing OFDM systems, if symbol duration, T,, 
is chosen so that fdTs is very small, then the ICI due to Doppler spread will 
be negligible. In the design example in Section 2.1.1, T, = 160 psec, then 
PIcI < 0.168%(-27.7 dB) when fd = 200 Hz. Therefore, the PIcI is much 
less than the noise or co-channel interference level. 

Though Doppler shift has only minor effect on the ICI of OFDM signals 
when fdTs is very small. It does make the channel parameters to vary from 
one OFDM block to another. Therefore, when channel parameters are used 
for coherent detection or adaptive'antenna arrays in mobile wireless systems, 
channel tracking is still essential in most environments. In Chapter 5, we 
describe different channel parameter estimation approaches. 
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- exact 
- --  upper bound 
.. .. .. . .. .. . lower bound 
--- universal bound 

10 - 

0 
0.0 0.1 0.2 0.3 0.4 

Figure 2.5. Comparison of exact PIcI, its upper and lower bounds, and 
universal bound for the classical model. 

2.2.2 Effect of Sampling Clock Offset 

In practice, the sampling clock at the receiver is often different from that at 
the transmitter. The sampling clock difference will degrade the performance 
of the systems. As discussed in Section 2.1.2, OFDM signal can be simply 
demodulated by performing DFT to the samples if the continuous signal 

N-l ~ ~ e ~ ~ ~ f k ~  is sampled at a sampling interval of T,, = % at the s ( t )  = C k = O  
receiver. However, if the sampling interval at  the receiver is T;, = T,, +PT,,, 
other than T,,, then the samples will be { s ( n ~ , ' , ) ) z .  If DFT is still used 
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for OFDM demodulation [39], then we will have 

where 

From (2.2.13), the demodulated signal, Xm, consists of the desired symbol 
component, sm, and ICI. The desired symbol is modified by 

which is a subchannel-dependent phase rotation. In the above approxima- 
tion, we have assumed that N >> 1 and PN << 1, which is usually true in 
practice. It can be also shown in [39] that the average ICI power at  the m-th 
subchannel is 

which is also subchannel-dependent. 
In Section 4.4, we will briefly discuss sampling clock offset estimation 

and correction. 

2.2.3 Effect of Timing Offset 

In Figure 2.6, the effect of timing offset on an OFDM signal is shown. When 
there is a timing offset, r > 03, between the transmitter and the receiver, 
the observed signal will be 

3Even through we assume that T > 0 here, the derived result can be also used t o  the 
case with T < 0 
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where e(t) denotes interference due to the timing offset. For OFDM systems 
without a guard interval or cyclic extension, e(t) is a part of next OFDM 
block, as shown in Fig. 2.6 (a). For OFDM systems with a guard interval 
larger than T,  e(t) = 0, as shown in Fig. 2.6 (b). For OFDM systems with a 
cyclic extension period larger than T,  e(t) = s(t) ,  as shown in Fig. 2.6 (c). 
For OFDM systems with a cyclic extension period or guard interval less than 
T, e(t) is a mixture of the above two or three signals. 

0 T Ts Ts + T 

(a) e(t) is a part of the next block 

0 T Ts Ts + T 

(b) e(t) is a part of guard interval 

0 T Ts Ts + T 

(c) e(t) is a part of cyclic extension 

Figure 2.6. Effect of timing offset on OFDM signal. 
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When there is a timing offset, the demodulated signal at the receiver is 

From (2.2.14), timing offset introduces a phase shift to the desired symbol 
component and an additive interferer depending on whether a cyclic exten- 
sion or a null interval is used. When the system has no guard interval or 
cyclic extension, then as shown in Fig. 2.6, e(t) is a part of the next OFDM 
block, which is independent of s(t). Therefore, the resulting average inter- 
ference power is the summation of the powers & So7 s(t)e~~"fm(~-')dt and 

2 T, ST 0 e(t)e32"fm(t-')dt. When the system has a guard interval that is larger 
than 7, then e(t) = 0, only single term remains. However, if a proper cyclic 
extension is used as in Fig. 2.6 (c), then e(t) = s(t) and there is no inter- 
ference. Therefore, a proper cyclic extension can effectively cancel additive 
interference caused by timing offset. 

In Chapter 4, timing offset estimation is introduced. With estimated 
timing offset, the sampling time and integration region can be adjusted to 
reduce the induced phase shift on the desired symbol and to mitigate additive 
interference. 

2.2.4 Effect of Delay Spread 

For a channel with multipath delay spread, the received signal is a summa- 
tion of the transmitted signal with different (complex) gains and delays, as 
shown in Fig. 2.7. Here we assume that the transmitted signal has a proper 
cyclic suffix extension and the length of the cyclic extension, Tg, is larger 
than the delay span or channel length, Th, of the multipath fading channel. 
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Furthermore, we assume that the starting time of integration/observation is 
between Th and Tg, that is, Th 5 r < Tg. 

Figure 2.7. Effect of delay spread on OFDM signal. 

Let the gain and delay of each path be yi and ri, respectively. As shown 
in Figure 2.7, the received signal can be expressed as 

Therefore, the demodulated signal at the receiver is 

When rm,, < T 5 Tg, from (2.2.14), we have 
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Hence, 

where H ( f )  is the frequency response of the multipath channel defined as 

From (2.2.15), the received symbol is the original symbol with a phase 
shift determined by the timing offset, and multiplicative distortion deter- 
mined by the frequency response at each subchannel, which makes signal 
detection very simple and is also a crucial difference between OFDM and 
single-carrier modulation. For single-carrier modulation, delay spread or 
frequency selectivity of wireless channels will cause ISI, which makes signal 
detection very complicated. 

In Chapters 4 and 5, we will introduce various timing offset estimation 
and channel estimation approaches, respectively. Once the timing offset and 
channel parameters are estimated, the phase shift and the multiplicative 
distortion can be corrected. 

2.2.5 System Nonlinearity 

Nonlinear devices in wireless systems will distort OFDM signals. In this 
section, we will briefly discuss the impact of system nonlinearity on OFDM 
signals. 

In Chapter 1.6, the PAPR of OFDM signals has been discussed. It can 
be easily checked that for an OFDM signal with N  subchannels the peak 
power can be as large as N~ while the average power is N  when ~ ( 1 ~ ~ 1 ~ )  = 1; 
consequently, the largest PAPR will be 

PAPR = N.  

For an OFDM signal with 128 subchannels, PAPR=21 dB, while it is about 
6 dB for single carrier modulation. It should be noted that the probability 
for an OFDM signal to have a large PAPR is very small even though the 
largest possible PAPR is very large. 
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Figure 2.8. (a) Spectral spread and (b) inband distortion caused by clip- 
ping. 

When an OFDM signal is passed through a nonlinear device, such as 
a transmitter power amplifier, it will suffer significant nonlinear distortion, 
which generates spectral spreading and in-band noise. Figure 2.8 demon- 
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strates inband distortion and spectral spread due to the nonlinearity of an 
amplifier. If the amplifier is modeled as a 3-dB clipper, then it will cause 
about 14 dB inband noise, about 22 dB adjacent channel interference. As 
indicated in [40], adjacent channel interference or spectral spread can be 
mitigated by a clipping-and-filtering algorithm. However, inband noise still 
degrades the system performance. In Chapter 6, we will present different 
PAPR reduction techniques for OFDM systems. 

2.3 Other Multicarrier Modulation 

In the previous sections, we have introduced OFDM modulation, which be- 
longs to a more general group of multicarrier modulation,. In this section, 
we briefly present two band-limited multicarrier approaches: orthogonal and 
filter modulation. 

2.3.1 Orthogonal Approach 

The orthogonal approach was proposed by Chang in [9]. It is shown in Fig- 
ure 2.9, where sn,k and Xn,k are the transmitted and demodulated symbols, 
respectively, at  the k-th subchannel of the n-th OFDM block. The filters 
in the figure are band-limited and with overlap in the frequency domain. 
Therefore, their frequency responses must satisfy certain conditions so that 
the transmitted signal can be demodulated at the receiver. 

Denote ak(f) = Iak(f)l exp{jOk(f)) the frequency response of the k-th 
filter in Fig. 2.9. The receiver can recover the transmitted signal without any 
IS1 and ICI at the receiver if the amplitude and the phase of the frequency 
response satisfy the following conditions [9]. 

Amplitude condition: The amplitudes for different subchannels have 
the same shape, i.e., 

fork = 0, 1, . . .  ,N-1, where fk = f,+kAf is thecenter frequencyof 
the k-th subchannel. Furthermore, Q(f)  is a symmetric real function 
that is zero outside [-A f ,  A f ]  and satisfies 

and 
Q(f) = -Q(Af - f )  for all 0 5 f 5 A f ,  
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(a) transmitter (b) receiver 

Figure 2.9. An orthogonal approach based band-limited multicarrier 
scheme. 

and C in the above is a constant such that C + Q(f)  is nonnegative 
for I f 1  5 Af. 

0 Phase condition: The phases for different subchannels also have the 
same shape, i.e., 

The 0( f )  in the above equation satisfies 

where m is any odd integer and an's for all integer n's are arbitrary 
(real) numbers. 

One of example in this category of multicarrier modulation is to choose 
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Figure 2.10. An example of amplitude shaping 

and C = 112. Then 

and 
f - f k  

l @ k ( f ) l  = CO~T-), 
2Af 

which is shown in Figure 2.10 

2.3.2 Filter Approach 

Filter bank based multicarrier modulation was proposed by Saltzberg in [lo]. 
The modulator and demodulator of this scheme are shown in Figure 2.11. All 
filters F(f) ' s  in the transmitter and receiver are identical and are assumed 
to be real. It is demonstrated in [lo] that the use of the same filtering 
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at transmitter and receiver assures optimum performance for the AWGN 
channels. In order to eliminate the possibility of interference between any 
channels that are not immediately adjacent, the filters are bandlimited to 
the subchannel space, A f ,  that is 

F(f)=O, Ifl 2 A f ,  

and the transmit and receive filters in tandem have a Nyquist roll-off, 

~ ~ ( f ) + ~ ~ ( ~ f - f ) = l ,  O S ~ S A ~ .  (2.3.1) 

cos(2x f l  t )  
sin(2x f i t )  

(a) transmitter 

COS(2;rflt) 

sin(2x f i t )  

x:h 

I 
I 

(b) receiver 

Figure 2.11. A filtering based multicarrier scheme. 

The symbol duration for each stream is T, = l / A  f ,  and the timing of 
the two streams for the same subchannel are staggered by T,/2. Adjacent 
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channels are staggered oppositely so that the data streams that modulate the 
cosine carriers of the even numbered channels and the sine carriers of the odd 
numbered channels are in phase. Consequently, the pass-band expression of 
the modulated signal from the transmitter is the following: 

s(t) = x x s$ f (t - nT,) cos (%fkt) 
k odd n=-co 

+ x siQi f (t - nTs - Ts/2) sin (2a fkt) 
k odd n=-co 

+ x s:! f (t - nTs - T,/2) cos (27r fkt)  
k even n=-co 

+co 

+ x x siQi f (t - nT,) sin (2afkt) , 
k even n=-co 

where f (t) is the inverse Fourier transform of F(f), fk = f, + kA f ,  and s$ 

and sLQi are the information-bearing real random variables. 
It can be shown that for the ideal channel (distortionless and noiseless), 

the demodulator can recover the transmitted sequences an,k and bn,k without 
the IS1 and ICI, if F( f )  satisfies (2.3.1). 

For channels with linear distortion, the IS1 and ICI are analyzed in [lo]. 
The equalization for the filter based approach to reduce IS1 and ICI is studied 
in [41]. 

2.3.3 General Multicarrier Modulation 

We have discussed two special multicarrier modulations: time-limited form 
(OFDM) and band-limited form. Here we describe general multicarrier mod- 
ulations. 

To facilitate the basic concept of orthogonal multicarrier modulations, we 
first introduce (T,-shijl) orthogonal complex functions. A set of N complex 
functions, cpk(t) for k = 0, 1,. . . , N - 1, are called Ts-shift orthogonal if for 
any k, 1 and n ,  m,  

pk(t  - nTs)cpl* (t - mTs)dt = cS[k - 1]6[n - m], (2.3.2) 

where c is a positive constant. For simplicity, we may assume that the set 
is normalized, i. e. c = 1. 
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Based on a Ts-shift orthogonal complex function set, a general multicar- 
rier transmitter and receiver can be designed. Let sn,k represent the infor- 
mation to be transmitted at the k-th subchannel of the n-th block. Then, 
the complex baseband signal transmitted over the channel can be expressed 
as 

-Coo N-1 

In an AWGN channel, the received signal is 

where n(t) is additive white complex Gaussian noise with zero mean and 
variance No. The transmitted sequence can be detected by 

x (t) cpi (t - nT,) dt 

Because of the orthogonality of {cpk(t - nT,)), (2.3.5) reduces to 

where 

Since {cpk(t-nT,))'s are orthonormal for different n's or k's, the noise Nn,k is 
zero-mean and with variance No, and is uncorrelated (therefore independent) 
for different n's and k's. 

OFDM introduced in Section 2.1 is clearly a special case when cpk(t) = 
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PERFORMANCE 
OPTIMIZATION 

John M. Cioffi and Louise M. C. Hoo 

Optimization of an OFDM signal enables the highest data rates and/or most 
reliable performance in the bandwidth of transmission. Optimization is 
important simply because it leads to greater spectral efficiency, i.e., more 
bits/second/Hz in the given bandwidth allocated to the OFDM signal. Op- 
timization can thus lead to better use of the scarce spectrum available for 
wireless transmission. As this chapter will show, use of every frequency is not 
always best and that shift of information and energy from channel frequen- 
cies of poor SNR to frequencies of comparatively higher SNR can be good 
and lead to higher performance. Optimized OFDM transmission systems 
then often carry information unequally among the subchannels or tones. An 
OFDM system with optimization is often given a special name, Discrete 
Multitone (DMT), and is often known better by that name in applications 
where optimization is used. For example, DMT is a well-known name in dig- 
ital subcriber line systems. Optimization methods have not yet been used in 
practical wireless applications of OFDM, but are particularly well suited to 
the emerging area known as spatial-temporal wireless transmission, which is 
briefly described in the conclusion. 

Optimization includes any or all of the component subproblems of par- 
titioning, loading, and coding that are addressed in Sections 3.2, 3.3, and 
3.4 respectively. Optimization through partitioning determines the best set 
of modulation basis functions as a function of channel characteristics. Op- 
timization through loading basically consists of the best allocation of bits 
and energies to each of the OFDM subchannels. Coding additionally im- 
proves performance and some caution is necessary when using coding with 
loading. All optimization depends on the channel and thus estimation of 
the channel through handshaking is a crucial prerequisite. Since channels 
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can change with time, each of the optimization subproblems (and especially 
loading) need to have an ability to vary with channel changes, as discussed 
individually in each of the relevant subsections. 

This chapter specifically investigates the areas of partitioning, loading, 
and coding, with the intent of enabling the reader to design a system that 
can take advantage of the optimization of any or all. The objective will be 
the reader's facility with optimization, enabling their study of the feasibility 
of optimization for various specific applications of OFDM. 

3.1 History of OFDM Optimization 

Shannon's classic 1948 work [4] found that the highest data rate on a ban- 
dlimited channel is achieved when the sum of the channel noise energy (nor- 
malized by the channel attenuation) and the transmit energy at each fre- 
quency is constant, a classic result now known as water-filling. ~hannon's 
construction of this optimized transmission used a multicarrier system with 
an infinitely dense set of tones. Indeed, transmission engineers know today 
that no amount of conventional coding alone, without OFDM's water-fill 
energy distribution, can achieve the best performance. Shannon thus laid 
a foundation for future practical realizations and thus motivated the load- 
ing and partitioning areas of multitone transmission. Holsinger [18] verified 
Shannon's work with some experimental prototypes where he measured ban- 
dlimited channels and then altered the energy and information distribution 
of a rudimentary OFDM transmitter, observing the improvements of the 
method. His thesis [18] revisited the whole area of bandlimited channel ca- 
pacity and formalized the concepts, which were subsequently popularized in 
Gallager's Information Theory text book [42], including the popular nomen- 
clature of "water-filling." The work of these three does not appear to be 
known to several at Bell Laboratories in the late 1960s [9] [lo] who inde- 
pendently studied the channel partitioning or generation of a finite set of 
parallel independent subchannels, but who subsequently did not optimize 
bit and energy distributions. 

A series of voiceband modems over a 30-year period each independently 
used multitone transmission to achieve data rates approximately double (or 
more) those of competing standardized modems, including a 3000 bps mo- 
dem in 1958 by Collins Radio (now Rockwell), a 9.6 kbps modem in the early 
1970's by Gandolf, and a 20 kbps modem in the early 1980's by Telebit (and 
again IMC). IBM independently studied optimized OFDM for disk-drives 
and voiceband modems in the early 1980's, including the work of Ruiz [20], 
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who later took his experience .with him to Stanford University, where he 
initiated a more complete study of the area [43]. Each of the incompatible 
modem products was sold into niche markets for highest-speed private-line 
data transfer. A concerted effort to standardize the technique did not occur 
until 1992 when Amati Communications Corporation (now Texas Instru- 
ments, and directly related, as a Stanford spin-out, to Ruiz' early work) 
convinced the American National Standards Institute to standardize on the 
optimized OFDM (called DMT there) for digital subscriber line transmission 
(the next generation of data modems running at speeds from .5 to 50 Mbps 
on ordinary phone lines). Today, optimization of OFDM is taken for granted 
in wireline transmission, but not in wireless. Perhaps, this chapter will help 
motivate the transcension of some of the more ominous practical hurdles 
in such wireless application, which will be discussed as this development 
progresses. 

3.2 Channel Partitioning 

All multicarrier modulation techniques are based on the concept of channel 
partitioning. Channel partitioning methods divide a wideband, spectrally- 
shaped transmission channel into a set of parallel and ideally independent 
narrowband subchannels to which the loading algorithms of Section 3.3 can 
be applied. Loading algorithms optimize the amount of energy and also the 
number of bits in each subchannel to maximize the overall performance over 
a given channel. 

Ideal OFDM transmission, also known as multitone transmission (MT) 
here, is an example of channel partitioning where each subchannel has a fre- 
quency index, and all subchannels are independent because each subchannel 
exists only over a finite band of continuous frequencies and is zero outside 
that band. The ideal OFDM basis functions {p,(t) = L s i n c  ($) e'?} 0 
form an orthonormal basis while also exhibiting the desirable property that 
the set of channel-output functions {h(t)  * p,(t)} remains orthogonal for any 
h(t). The ideal OFDM basis functions, when combined with continuous-time 
water-filling, and N -t oo, are optimum. For a finite N ,  the ideal OFDM 
basis functions are not optimum because the channel shaping induced by 
h(t) in each frequency band is not flat in general. Furthermore, the ideal 
OFDM basis functions use sinc functions and exist over an infinite time 
interval, which is not suitable for practical implementation. Thus, ideal 
OFDM transmission makes a useful example for the introduction of multi- 
channel modulation, but is not a particularly good initial choice for channel 
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Figure 3.1. Transmission system using optimum channel partitioning. 

partitioning unless N is large. 
This section introduces optimum basis functions for modulation based on 

a finite time interval of T of channel inputs and outputs, and presumes input 
basis functions also only exist over this symbol-period interval, presuming 
that preceding and succeeding transmission of additional symbols over the 
channel is desired. Subsection 3.2.1 show that the optimum basis functions 
become channel-dependent and are the eigenfunctions of a certain channel 
covariance function. Subsection 3.2.2 investigates the interference between 
subchannels, and its elimination with guard periods. Subsection 3.2.3 intro- 
duces discrete-time channel partitioning and the discrete-time equivalent of 
modulation with the continuous-time eigenfunctions, known as Vector Cod- 
ing (VC). Subsection 3.2.4 determines OFDM to be a special case of Vector 
Coding. 
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3.2.1 Eigenfunction Transmission 

Figure 3.1 depicts a transmission system that uses optimum channel parti- 
tioning. 

Define the pulse response as 

The set of sampled outputs of the N matched filters pk(-t) at all symbol 
instants kT forms a sufficient statistic or complete representation of the 
transmitted signal as shown in Figure 3.1. The transmission system can be 
compactly represented as a multiple-input multiple-output (MIMO) system 
that is characterized by an N x N square matrix Q(t)  whose entries are 
given by 

Its sampled-time representation is thus 

Generalization of the Nyquist Criterion 

A generalization of the Nyquist Criterion for no intersymbol interference, 
which is also known as inter-block interference, nor intra-symbol interference, 
which is also called inter-carrier or inter-subchannel interference, is for 

that is, the sampled MIMO channel matrix is an identity matrix. Thus, to 
avoid inter-symbol and intra-symbol interference, the designer could choose 
basis functions so that (3.2.4) holds. In general, there are many choices for 
such a function. Although there are many approaches to the selection and de- 
velopment of these functions, all other studies that the authors are currently 
aware of, essentially restrict attention to the situation where h(t) = S(t). 
Bandlimitations in the form of a channel impulse response where h(t) # 6(t) 
for PAM or QAM transmission cause loss of the orthogonality of what would 
otherwise be Nyquist transmit pulse shapes. So then too will bandlimited 
channel filters cause loss of orthogonality of generalized Nyquist functions, 
except in some well-known special cases to which this development will now 
progress. 
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Choice of transmit basis 

The channel impulse response forms a channel autocorrelation function ac- 
cording to 

r(t) = h(t) * h*(-t) . (3.2.5) 

This channel autocorrelation function defines a possibly countably infinite- 
size set of orthonormal eigenfunctions, {pn(t)}, possibly nonzero only over 
the time interval [-T/2, T/2), that satisfy the relation1 

That is, a filter pn(t) convolved with the matched-filtered channel over the 
interval [-T/2, T/2) produces that same filter, scaled by a constant pn, called 
the eigenvalue. The set of eigenvalues is unique to the channel autocorrela- 
tion r(t) ,  while the eigenfunctions are not necessarily unique. The eigenfunc- 
tions are generally difficult to compute (unless the symbol period is infinite), 
and are used here for theoretical purposes. Each eigenfunction represents 
a "mode" of the channel through which data may be transmitted indepen- 
dently of the other modes with gain pn. The use of the channel-dependent 
orthonormal set of eigenfunctions (the N with largest eigenvalues) as a basis 
for modulation is called Modal Modulation (MM). 

From Figure 3.1, 
N 

The receiver's matched-filter-output signal is then 

where fi(t) is the matched-filtered noise with autocorrelation function q r ( t ) .  
Through (3.2.6), the output signal y(t) is 

N 

~ ( t )  = C ( ~ n X n ) ~ n ( t )  , (3.2.9) 
n=l 

'Most developments of eigenfunctions develop the functions over the causal time interval 
[0, T). We instead non-causally center this interval about the origin at [-T/2, T/2) in this 
theoretically abstract case so that taking the limit as T --+ oo produces a true two-sided 
convolution integral, which will then have eigenvalues as the Fourier transform. 
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which is a sum of the orthonormal basis functions, weighted by the channel 
input samples, p,x,. This summation has the same form as any modulated 
waveform where each symbol element x, is now replaced by p,x,. 

The MAP/ML receiver is thus also the same and recovers p,x, by pro- 
cessing each filter output with a matched-filter/sampler for each of the basis 
functions, as shown in Figure 3.1. The noise samples at the output of these 
matched filters are independent for different n because the basis functions 
are orthogonal. Equivalently, 

Thus, the joint-probability density function pg/, factors into N indepen- 
dent component distributions, and an ML/MAP detector is equivalent to an 
independent detector on each sample output. Therefore, an MM transmis- 
sion system generates a set of parallel channels whose SNR's are SNR, = 

( ~ E f n ) / ( ~ n % )  = ~ n f n / F .  
The functions p,(t) defined by MM clearly satisfy the generalized Nyquist 

criterion because of the independence of the subchannels created and because 
they are zero outside the interval [-T/2, T/2), thus averting inter-symbol 
and intra-symbol interference. 

MM is optimum given observation of a finite time interval [-T/2, T/2). 
It is then natural to expect that MM converges to MT modulation as both 
allow the number of dimensions N to go to infinity while also allowing the 
time interval to span (-00, 00). In other words, for sufficiently large N and 
T, the designer can use either the MM method or the MT method and be 
assured that the design is as good as can be achieved on a linear IS1 channel 
with Gaussian noise. 

Periodic Channels 

A channel with periodic r(t) = r ( t  + T) will always have eigenfunctions 
p,(t) = 1 9 % ~ ~  for the interval [-T/2,T/2). Periodic channels do not exist 
in practice, but designers often use extra bandwidth in the design of a trans- 
mission problem to make the finite-duration channel appear as if it were 
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periodic. In this case, MT and MM would again be the same, subject to any 
loss incurred in creating the periodic channel. 

3.2.2 Overlap, Excess Bandwidth, and Guard Period 

A realistic transmission channel has most or all its nonzero impulse response 
confined to a finite time interval Th. Thus, convolution of the (necessarily 
causal) channel impulse response with nonzero input basis functions existing 
over [0, T) produces an output with duration longer than the symbol period 
T ~ .  The first Th seconds of any symbol are thus possibly corrupted by 
intersymbol interference from the last symbol if that previous symbol had 
nonzero transmit energy over (T - Th, T)  . Thus, the receiver then usually 
ignores the first Th seconds of any symbol. If Th << T, then this overhead 
penalty, or "excess bandwidth" penalty, is small and no equalization (see 
Section 3.2.5 and 3.2.6) need be used. For a fixed channel and thus fixed 
Th, as T -t oo, this excess bandwidth becomes negligible. This time period 
where the receiver ignores channel outputs is often called a guard period 
in multichannel modulation. For a finite symbol period, the multichannel 
system then has an excess bandwidth given by the factor a = Th/(T + Th) . 

3.2.3 Discrete-Time Channel Partitioning 

While MM restricts attention to a finite time interval for construction of the 
transmit basis functions, these functions remain continuous-time and a func- 
tion of the channel. Such functions would be difficult to implement exactly 
in practice. Discrete-t ime channel  partitioning partitions a discrete-time de- 
scription of the channel. This description is a linear matrix relationship 
between a finite number of output samples (presumably sampled at  a rate 
l/AT exceeding twice the highest frequency to be transmitted) and a corre- 
sponding finite set of channel input samples at the same rate that constitute 
the transmitted symbol. It is assumed that the combined effect of transmit 
filters, transmission channel and received filters can be approximated by a 
finite impulse response (FIR) filter. Such a description can never be exact in 
practice, but with a sufficient number of input and output samples included, 
this description can be very close to the exact action of the IS1 channel. Fig- 
ure 3.2 illustrates general N-dimensional discrete-time channel partitioning. 

2 ~ h i s  section will now begin to pursue realizable transmission systems and not theo- 
retical abstractions. Thus, the basis functions will necessarily have to be causal in the 
remainder of this section. 
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Figure 3.2. Digital realization of channel partitioning. 

Discrete-time basis vectors, mn replace the continuous basis functions of 
MM or MT. These basis vectors have a finite length of N + v samples over a 
duration of time T. The sampled pulse response, p(kAT), of the channel is 
assumed to span a time interval of no more than v + 1 sample periods, where 
(v + l )AT = Th. Each basis vector, m,, multiplies a subsymbol element 
Xn before being summed to form the transmit symbol vector x. Then, 
x is passed through a Digital-to-Analog Converter (DAC). Some transmit 
filtering of the output DAC occurs (typically analog lowpass anti-aliasing) 
before the signals pass through the IS1 channel. The combined filtering 
and channel form a pulse response cp(t) * h(t) . The sampling rate l /AT = 

(N + v)/T is higher than twice the highest frequency that the designer hopes 
to use for the transmitted signals. The modulator attempts to use basis 
vectors, m,, that will remain orthogonal after undergoing the dispersive 
effect of the IS1 channel, just as orthogonality is maintained with MM. 

The receiver low-pass filters (with gain 1 1 6  to maintain noise per 
dimension at %), and then samples at  rate l /AT the received modulated 
signal. The matched filters f: are discrete-time and also finite length. The 
matched filters are only complex if the entire set of modulated signals had 
been passband modulated by an external passband modulator that is not 
shown in Figure 3.2, and would in this case correspond to a complex baseband- 
equivalent channel. There are N + v input samples that lead to N matched- 
filtered output samples, with v samples lost to the guard period to avoid 
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intersymbol interference. The samples can be real or complex, which in the 
latter case tacitly implies a doubling of the number of real dimensions. 

Optimal Partitioning Vectors - Vector Coding 

The last N ADC channel-output symbol samples in Figure 3.2 have vector 
representation, with time indexed within a symbol from k = -v to N - 1, 

or more compactly, 
y = P x + n  . 

The N x ( N  + v )  matrix P has a singular value decomposition (SVD) given 
by 

(3.2.15) 

where F is an N x N unitary ({FF* = F*F = I )  matrix, M is an ( N  + v )  x 
(N+v)  unitary ( M M *  = M*M = I )  matrix, is an N x v  matrix of zeros 
and A is an N x N diagonal matrix with singular values An, n = 1, ..., N 
along the diagonal. The vector x  is a data symbol vector. 

Vector Coding creates a set of N parallel independent channels by using 
the transmit basis vectors, m ,  that are the first N columns of M .  In other 
words, the transmit vector x is obtained from the N vector components Xn, 
n = 1, . . . , N according to 
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The last v columns of M do not affect P because they are multiplied by zeros 
in (3.2.16). These v columns does not contribute to the channel output and 
can be ignored in implementation. The corresponding vector-coding receiver 
uses discrete "matched filters" as the N rows of F*, forming 

The mathematical description of the resultant N parallel channels is 

Each independent channel or entry in Y is represented by 

Since F is unitary, the noise vector N is also additive white Gaussian with 
variance per real dimension given by 9, which is identical to that of n. 

Theorem 3.2.1: Optimality of Vector Coding 
Vector Coding has the maximum multichannel SNR, SNR,,, (see 
Section 3.3.2), for any discrete channel partitioning. 

Proof: See [44]. 

Thus, vector coding is optimum for the N-dimensional channel of (3.2.13). 
This optimality is only strictly true when capacity-achieving codes with 
"Gaussian" distributions are used on each of the subchannels. The restric- 
tion to independent symbols, requiring the receiver to ignore the first v 
samples of any symbol also restricts the optimality. If this latter restriction 
were relaxed or omitted, then, it is possible that a better design exists. For 
N >> v, such a potentially better method would offer only a small im- 
provement. Thus, only the case of v > . l N  would be of interest in further 
investigation of this restriction. 

In a discrete-time system as modelled in (3.2.13), the noise is unlikely to 
be white. To convert any channel into an equivalent white-noise channel, the 
designer may add receiver preprocessing by a canonical noise-whitening filter 
with the equivalent channel frequency response becoming the ratio of the 
channel to the square-root of the power-spectral density of the noise. Since 
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this filter may be difficult to realize in practice, the discrete-time processing 
of factoring the noise covariance to 

E [nn*] = R,,02 = R A ~ ~ R ; ; / ~ ~ ~  , (3.2.20) 

can be used. Then, a discrete white-noise equivalent channel becomes 

The extra matrix multiplication is absorbed into the receiver processing as 
F C y  t F * R $ / ~ ~ .  The preceding development then continues with P re- 
placed by the matrix R ~ ; / ~ P ,  the latter of which then undergoes SVD. The 
matrix P will not be Toeplitz any longer, but will be very close to Toeplitz 
if the duration of the noise whitening filter is much less than the symbol 
period. 

3.2.4 Partitioning for OFDM 

OFDM is a common form of Vector Coding that adds a restriction to reduce 
complexity of implementation. The OFDM channel partitioning forces the 
transmit symbol to have x -k  = XN-k  for k = 1, ..., v. Such repeating of the 
last v samples at the beginning of the symbol is called a cyclic prefix. The 
cyclic prefix is simply a structured guard period. Its use eliminates both 
inter-symbol and inter-subchannel (intra-symbol) interference, and results 
in tremendous processing simplification. The use of any guard period that 
is not in the form of a cyclic prefix and that spans the length of the channel 
impulse response will only eliminate inter-symbol or inter-block interference. 

With the cyclic prefix, the matrix description of the channel has a square 
N x N circulant P matrix: 
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Singular value decomposition produces unique singular values if those 
values are restricted to be nonnegative real values (even when P is complex). 
For transmission, this restriction is superfluous and a variant of SVD will 
be simpler to compute. For the case of the cyclic prefix, the SVD may 
be replaced by the eigen-decomposition or "spectral factorization" of the 
circulant matrix P, 

P = MAM* (3.2.23) 

where M M *  = M * M  = I and A is a square diagonal matrix with eigenval- 
ues An on the anti-diagonal. The magnitudes of the eigenvalues are equal to 
the magnitudes of the singular values. Furthermore, effectively, M and F 
become the same matrix for this special case. The product SNR for this alter- 
native factorization in (3.2.23) is the same as for SVD-factorization because 
the magnitude of each eigenvalue equals the magnitude of the corresponding 
singular value3. 

The DFT of an N-dimensional vector x = [ X N - ~  . . . zoIT is also an N- 
dimensional vector X = [ X N - ~  . . . xOIT whose components are given by, 

The corresponding IDFT is given by 

In matrix form, the DFT and IDFT are 

where Q is the orthonormal matrix given by 

1 .  
Q = -  f l :  

e-~g(~-1) . (~-2)  ... e-~g2(~-1)  e - ~ g ( ~ - 2 )  1 

. . . . . . 
e - ~ g  (N-1)  . . . -J g2 e-JF zrr 1 
1 ... 1 1 1 - - 

- 
- [ 9 ~ - 1  ..., q01 . (3.2.28) 

30ne should recall that this section always whitens noise first before proceeding with 
developments, and white noise always has a circulant covariance. 
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Both x and X can be presumed to be one period of a periodic sequence 
to generate DFT/IDFT values for indices k and/or n outside the interval 
(0, N - 1). 

For baseband modulation schemes where the time-domain signals are 
real, the restriction of XN-, = Xi for n = 1, ..., N - 1 must hold. This 
restriction implies that there are = N/2 independent complex dimensions 
when N is even4. 

Lemma 3.2.1 (DFT is M for circularly prefixed VC) The 
circulant matrix P = MAM* has a eigen-decomposition with 
M = Q. Furthermore, the diagonal values of A are A, = P, - 
that is, the eigenvalues of this circulant matrix are found through 
the DFT.  

Proof: The eigenvalues and corresponding eigenvectors of a ma- 
trix are found according to 

which has matrix equivalent QA = PQ.  By investigating the 
effect of the bottom element of the product Pq,, where q, is 
the column of Q corresponding to the nth point in the DFT, one 
finds 

The next row up is then 

Clearly, repeating this procedure, one finds 

making q, an eigenvector of P. Thus, a choice of the eigenvectors 
is simply the columns of the DFT matrix Q. For this choice, the 
eigenvalues must exactly be the DFT values of the rows of P.  
QED. 

4Actually, there are m- 1 complex dimensions and two real dimensions corresponding to 
n = 0 and n = N. The extra two real dimensions are often grouped together and considered 
to be one "complex" dimension, with possibly unequal variances in the 2 dimensions. 
Usually, practical systems use neither of the real dimensions, leaving m - 1 subchannels 
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Thus, the equivalent of the F and M matrices for VC with a cyclic 
prefix becomes the well-known DFT operation. Compared to the N2  oper- 
ations required by a full matrix multiplication, the DFT operation can be 
implemented with N log2(N) operations, thereby offering a very large com- 
putational reduction for large N.  Clearly, since an additional restriction of 
cyclic prefix is applied only to the case of OFDM channel partitioning, then, 
it can only perform as well or worse than VC without this restriction. When 
N >> v, the difference will be small simply because the difference in P is 
small. The designer should take care to note that the total transmit energy 
available for OFDM when executing loading algorithms is reduced by the 
factor N/(N + v) because of the "wasted energy" in the cyclic prefix, the 
price for the computational simplification. 

For the case of N -+ oo, the cyclic prefix becomes negligible and vec- 
tor coding becomes OFDM. This is consistent with our earlier finding that 
eigenvector coding in the limit of large symbol size and infinite number of 
subchannels becomes MT. VC is a discrete form of eigenvector coding while 
OFDM is a discrete form of MT. In the limit, with sufficiently high sampling 
rate, OFDM, MT, VC and eigenvector coding all have the same performance. 
However, only OFDM is easily implemented. No other channel partitioning 
can perform better as long as N is sufficiently large. 

An alternative view of OFDM 

If the input sequence is periodic with a period of N samples, then, the 
corresponding output sequence from an FIR channel is also periodic. The 
output of the channel may be computed by taking the IDFT of the sequence 
Yn = PnXn (where P, are the samples of the DFT of the channel pulse re- 
sponse samples). When the cyclic prefix is used, however, the input appears 
periodic as far as the last N samples of any symbol, which are all the receiver 
processes. OFDM thus can also be viewed as a circular convolution "trick," 
although this obscures the optimality and connections to VC. 

Noise-Equivalent Channel Interpretation for OFDM 

Colored Gaussian noise generally has power spectral density 9 R, (f) . The 
channel pulse response of the equivalent AWGN is the pulse response of the 
original channel adjusted by the inverse square-root autocorrelation of the 
Gaussian noise: 
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The receiver uses a "noise-whitening" filtering 1/Jm as a preprocessor 
to the matched-filter and sampling device. The noise-equivalent viewpoint 
construes this whitening filter as part of the channel, thus altering the chan- 
nel pulse response according to (3.2.33). 

For OFDM, the noise equivalent view discussed earlier leads to a set of 
subchannels with signal gains zxW and AWGN variance $, as long 
as Rnn is also circulant. In practice, it is not unless N -+ oo; however, 
for reasonable noises, the autocorrelation matrix can be close to circulant 
for moderate values of N. A more common view, which avoids the use of 
the whitening filter, is that each of the subchannels has gain zxIP(n/T)12 
and noise +R,(~/T).  The set of SNR's remains the same in either case, 
but the need for the whitening filter is eliminated in the second viewpoint. 
The second viewpoint has the minor flaw that the noise variances per sub- 
channel are not completely correct unless the noise n(t) is cyclo-stationary 
with period T or NAT is large with respect to the duration of the noise 
autocorrelation function. In practice, the values used for N are almost al- 
ways more than sufficiently large that implementations corresponding to the 
second viewpoint are ubiquitously found. 

Partitioning using Filter Banks 

By lifting the requirement on the basis functions of the multicarrier scheme 
to be DFT-based, better spectral containment properties or a greater reduc- 
tion of out-of-band spectral energy can be obtained. To this end, Filtered 
MultiTone (FMT) modulation in the context of filter banks is argued in [45]. 
As discussed in [45], FMT-based scheme allows for efficient spectrum man- 
agement while transferring the transmission overhead from the time to the 
frequency domain. 

3.2.5 Stationary Equalization for Finite-length Partitioning 

A potential problem in the implementation of OFDM and VC channel- 
partitioning methods is the use of the cyclic prefix or guard period of extra 
v samples, where v + 1 is the length in sampling periods of the channel pulse 
response. The required excess-bandwidth is then v/(N+v). On many practi- 
cal channels, v can be large - values of several hundred occur in both wireless 
and wired transmission problems, especially when equivalent channels with 
narrowband noise are considered. To minimize the excess bandwidth, N 
needs to be very large, potentially 10,000 samples or more. Complexity is 
still minimal with OFDM methods with large N,  when measured in terms 
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of operation per unit time interval. However, large N implies a large mem- 
ory requirement (to store the bit tables, energy tables, FEQ coefficients, 
and intermediate FFTIIFFT results), often dominating the implementation 
complexity. Further, large N implies longer latency (delay from transmitter 
input to receiver output) in processing. Long latency can create problems 
with synchronization and can also be unacceptable with certain higher-level 
data protocols used and/or with certain types of carried applications signals 
(like voice signals). 

One solution to the latency problem, invented and studied by Chow [46] 
(not to be confused with the Chow of Loading Algorithms, see also the 
continuing work of Al-Dhahir [47]), is to use a combination of short-length 
fixed equalization and OFDM (or VC) to reduce v, and thereby the required 
N ,  to reach the highest performance levels with less memory and less latency. 
The equalizer used is known as a t ime equalizer (TEQ), and is studied in 
this section. Subsection 3.2.6 reviews the performance of the finite-length 
TEQ for a target v that is potentially less than the channel pulse-response 
length. 

The very stationarity of the TEQ renders it suboptimum because the 
OFDM and VC transmission systems are inherently cyclo-stationary with 
period N + v samples. Thus, an optimum equalizer is likely also cyclo- 
stationary or periodic (see [44]). There are several "simplifications" in the 
following development of the TEQ that are disturbing: 

1. The equalizer should be periodic and is not. 

2. The input sequence xk will be assumed to be "white" or i.i.d. in the 
analysis when it is not in a system that optimizes the channel input. 

3. A scalar stationary mean-square error is minimized rather than S N k , , .  

Nonetheless, TEQs are heavily used and often very effective in bringing 
performance very close to the infinite-length multitone/modal-modulation 
optimum. 

3.2.6 Finite-Length TEQ 

Like Decision Feedback Equalization [48], the finite-length MMSE-TEQ prob- 
lem is characterized by the error 
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where x k - a  = [ x ~ - ~  xk-a-1. . . ~ k - n - , ] ~ ,  b* = [bz b; . . . b:] is not neces- 
sarily causal, monic nor minimum-phase, w* = [w: w; . . . w;-~], L is the 
number of equalizer coefficients and may be at another sampling rate for the 
fractionally spaced case5, and yk = [yk yk-1 . . . yk-L+l]T. The length v is 
typically less than the length of the channel pulse response and equal to the 
value anticipated for use in a multichannel modulation system like OFDM 
or VC. 

The input/output relationship of the channel is 

P need not be a convolution matrix and can reflect whatever guard bands 
or other constraints placed upon the transmit signal. However, in most 
developments, this would render the channel output cyclo-stationary, so we 
will assume P is a convolution matrix. 

The MSE is minimized with a constraint of llb1I2 = c a constant, with 
c usually chosen as c = l l P 1 1 2  to force the SNRout of the channel to be the 
SNRout of the TEQ output. Minimization first over w forces 

The solution forces 
w* = b * ~ ~ ~ ( A ) q , - ~  

for any b. Then, e(A) becomes 

(3.2.38) has a vector of the minimized MSE finite-length linear equalizer 
(LE) errors within the parentheses. This MMSE-LE error vector has an 
autocorrelation matrix that can be computed as 

Tacit in (3.2.39) is the assumption that 4, is a fixed L x L matrix, which 
is equivalent to assuming that the input to the channel is stationary as is 
the noise. In the case of transmission methods like OFDM and VC, this sta- 
tionarity is not true and the input is instead cyclo-stationary over a symbol 

 he equalizer output should always be decimated to the channel-input sampling rate, 
which restricts this development to integer oversampling factors to maintain a fixed equal- 
izer rather than one that adds yet another level of cyclo-stationarity. 
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period. Furthermore, the initial solution of the TEQ is often computed be- 
fore transmit optimization has occurred so that R,, is often assumed to be 
white or a diagonal matrix as will also be the case in this development. With 
these restrictions/assumptions, the overall MMSE is then the minimum of 

MMSE = min b* Ree(A)b . 
b , ~  

with the constraint that 11  b1I2 = C. The solution of this problem is eas- 
ily shown to be the eigenvector of Re, that corresponds to the minimum 
eigenvalue. Thus 

b =  f iqmin(A> . (3.2.41) 

Thus, the TEQ setting is determined by computing Ree(A) for all reason- 
able values of A and finding the MMSE (A) with the smallest value. The 
eigenvector corresponding to this A is the correct setting for b (with scaling 
by &) and w, the TEQ, is determined through (3.2.37). 

The L x L matrix Ryy need only be inverted once, but the eigenvectors 
must be computed several times corresponding to all reasonable values of A. 
This computation can be intensive. The matrix Ryy is given by 

Any stationary R,, can be assumed, but the simplification on the right in 
(3.2.42) occurs only for white Rx,. If a non-stationary (perhaps an Rx, 
representing some known input optimization and cyclo-stationarity) Rxx is 
used, then Ryy becomes cyclo-stationary also and a function of both position 
within a symbol as well as delay A. The cross correlation matrix is 

The cross-correlation matrix will have zeros in many positions determined 
by A unless an optimized input is being used and then again this matrix 
would also become a function of both A and the position within a symbol. 
Since it is hard to know which position within a symbol to optimize, or 
to know in advance the optimized spectrum used on the channel (which 
usually is affected by the TEQ), the TEQ is initialized first prior to channel 
identification, partitioning, and loading. 

The TEQ performance increase can indeed be much greater than 4 dB 
on channels with more severe responses. Note the equalizer is not a DFE 
and does not maintain white noise nor channel magnitude in the finite- 
length case. Pal [49] has noted that in severely-constrained IS1 channels 
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that the element of fractional spacing of the TEQ for finite lengths can 
lead to significant performance gain with respect to implementation at  the 
sampling rate of the transmitter, even when both have the same complexity. 

3.3 Loading of Parallel Channels 

Using the channel partitioning methods described in Section 3.2, an OFDM 
transmission system has N independent subchannels where each subchannel 
can transmit two-dimensional modulation schemes, such as QAM. There- 
fore, an OFDM system is seen to have a total number of 2N dimensions. To 
achieve the best performance, the amount of energy and the number of bits 
allotted to each subchannel should be optimized according to the channel and 
noise frequency responses. This form of optimization is commonly known as 
loading. Although extremely efficient loading algorithms abound, the chal- 
lenge lies in the accurate estimation of the channel and noise characteristics 
within a relatively short period of time. Therefore, loading algorithms are 
most suitable for use in slow-fading scenarios, which are typical of fixed wire- 
less applications, where the channels change at rates that are significantly 
lower than the OFDM symbol rate, and the parametrization of the channel 
and noise frequency responses can be communicated back to the transmit- 
ter at  the expense of some information rate. An alternative transmission 
scheme is to assign equal number of bits and equal amount of energy to each 
subchannel, and implement powerful coding techniques described in Section 
3.4 to compensate for the frequency selectivity of the channel. 

This section describes the performance analysis and optimization of per- 
formance for the entire set of subchannels. Since the concept of the SNR gap 
for a single channel is crucial to some of the analysis, Subsection 3.3.1 first 
reviews a single channel. Then, Subsections 3.3.2, 3.3.3, and 3.3.4 use these 
single-channel results to establish results for parallel channels. Optimal and 
suboptimal loading algorithms, and their respective complexities are next 
presented in Subsections 3.3.5 to 3.3.10. 

3.3.1 Single-Channel Gap Analysis 

The so-called "gap" analysis of QAM is reviewed here briefly in preparation 
for its use in loading algorithms for OFDM transmission. 

On an AWGN channel, with input energy per dimension E ,  gain H, and 
noise power per dimension g2, the signal-to-noise ratio is SNR = E I H ~ ~ / ~ ~ .  
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Table 3.1. Table of SNR Gaps for Pe = lop6. 
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This channel has a maximum data rate or capacity of 

1 c = - log2 (1 + SNR) bitsldimension . 
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For passband transmission where the subchannels are complex, then the 
capacity of this channel is 2E bits per transmission. Any reliable and imple- 
mentable system must transmit at a data rate below capacity. Throughout 
the rest of this section, a bar on top of any variable indicates that the unit 
is quantified per dimension. 

The gap is a convenient mechanism for analyzing systems that trans- 
mit at a rate of b < E. For any given coding scheme, and a given target 
probability of symbol error P,, the SNR gap I' is defined according to 

For many practical and used classes of coding schemes, this gap is constant 
for nearly all values of b. When the gap = 1 (0 dB), then b = E, that is, 
the code is so good that the maximum number of bits per dimension can 
be transmitted. As the gap increases, the coding scheme is less powerful. 
To illustrate such a constant gap, Table 3.1 lists achievable b for uncoded 
QAM schemes using square constellations. For b < 1, this gap concept 
assumes additional mild hard coding in the "uncoded" system to obtain a 
small additional coding gain. The development of parallel channels will not 
include subchannel data rates with b < .5 .  

For uncoded square QAM, which has the same gap as uncoded PAM, and 
Pe = the SNR gap I? is constant at 8.8 dB (again, assuming 1.7 dB 
coding gain for b = .5). For uncoded square QAM or PAM and Pe = 
the gap is fixed at about 9.5 dB. The use of codes, say trellis coding and/or 
forward error correction, reduces the gap. A very well-coded system may 
have a gap as low as 1 dB at Pe < Figure 3.3 plots b versus SNR for 
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various gaps. The curve for I? = 9 dB approximates uncoded PAM or QAM 
transmission at a probability of symbol error P, = More powerful, but 
implementable, "turbo" codes [50] have gaps as small as 1 dB. 

Figure 3.3. Illustration of achievable bit rates versus SNR for various gaps. 

The gap I? measures the SNR distance from capacity, as evident in the 
following rewritten definition of (3.3.2) : 

- b = - 1 log, (1 + y) . 
2 

Equivalently, (3.3.3) states that the achieved bit rate on the channel is re- 
duced from capacity as if the channel had a lower SNR. That is, the achiev- 
able bit rate is the capacity of an AWGN channel with SNR t SNR/r. As 
the gap of the code goes to 0 dB (I? = I ) ,  capacity is achieved. The fact that 
this gap is constant for essentially all values of b is particularly useful with 
multichannel transmission methods, which may vary b over the constituent 
subchannels while using a coding scheme of constant gap. 

For a given coding scheme, practical transmission designs often mandate 
a specific value for 6, or equivalently a fixed data rate. In this case, the 
design is not for b,,, = 4 log2(l + SNR/I'), but rather for some 6 I: 6,,,. 
The margin measures the excess SNR for that given bit rate. 
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Definition 3.3.1: The margin, y,, for transmission on a n  AWGN 
(sub)channel with a given SNR, a given number of bits per di- 
mension b, and a given coding-scheme/target Pe with gap I' is  
the amount by which the SNR can be reduced (increased for neg- 
ative margin in dB)  and still maintain a probability of error at 
or below the target Pe. 

Margin can be calculated through the use of the gap formula by 

The margin is the amount by which the SNR on the channel may be low- 
ered before performance degrades to a probability of error greater than the 
target Pe used in defining the gap. A negative margin in dB means that the 
SNR must improve by the magnitude of the margin before the target P, is 
achieved. Rewriting the margin relation in (3.3.4) gives the bit rate for a 
channel with SNR, a coding scheme of gap I?, and a margin y,: 

6=.510g2 I + -  ( :,") bitsldimension . 

EXAMPLE 3.3.1: Assume an AWGN channel with an SNR of 
20.5 dB. The capacity of this channel is then 

c = .5 logz (1 + SNR) = 3.5 bitsldimension ( 7 bits/Hz ) . 

With QPSK at a Pe = which has a gap I? =8.8 dB, 

6 = .5 log2 (1 + s) = 2 bitsldimension ( 4 bits/Hz ) 

With concatenated trellis and forward error correction (or with 
"turbo codes") and a coding gain of 7 dB at  Pe = lop6, the 
achievable data rate is 

6 = .5 log2 (1 + s) = 3 bitsldimension ( 6 bits/Hz ) 

Suppose a transmission application requires b = 2.5 bitsldirnension, 
then the margin for the coded system is 
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This means the noise power would have to be increased (or the 
transmit power reduced) by more than 3 dB before the target 
probability of error of is no longer met when b = 2.5. Al- 
ternatively, suppose a design transmits 4-QAM over this channel 
and no coding is used, then the margin is 

The gap is a powerful concept and will be used to facilitate the under- 
standing of loading algorithms for a set of parallel channels. 

3.3.2 A Single Performance Measure for Parallel Channels - Ge- 
ometric SNR 

In an optimized OFDM transmission system, it is usually desirable to have all 
subchannels with the same Pe. Otherwise, if one subchannel had significantly 
higher Pe than the others, then this high-Pe subchannel would dominate 
the bit error rate. Constant Pe occurs when all subchannels use the same 
coding scheme with a constant gap I?. In this case, a single performance 
measure characterizes a multichannel transmission system. This measure is 
a geometric SNR that can be directly compared to the detection SNR of 
equalized transmission systems. 

For a set of N parallel complex subchannels, where b, denotes the number 
of bits assigned to the nth subchannel, the aggregate number of bits per 
dimension is 

1 SNR, 
2 N  

The variable S N k , ,  denotes the multichannel SNR for a set of parallel 
channels and is defined by 



Section 3.3. Loading of Parallel Channels 71 

When, as typical, the terms involving +1 can be ignored, the multichan- 
nel SNR is approximately the geometric mean of the SNRs on each of the 
subchannels 

The bit rate given in (6.2.16) is as if the aggregate set of parallel channels 
were a single AWGN with SNR,,,. Thus, the entire set can be replaced in 
analysis by a single AWGN channel with no intersymbol interference and 
an SNR = SNL, , ,  even if all the subchannels have different SNRs. If all 
the subchannels had the same SNR, then SNL,, ,  as given in (3.3.9), would 
trivialize to that SNR. 

3.3.3 Water-Filling Optimization 

To maximize the data rate, R = b/T, for a set of parallel subchannels when 
the symbol rate 1/T is fixed, requires maximization of the achievable b = 

Cn b, over bn under a given total input energy and a target probability of 
error. Specifically, the number of bits allocated to the nth subchannel is 

where gn = IHn12/2ai represents the subchannel signal-to-noise ratio when 
the transmitter applies a unit energy to that subchannel. The ratio gn is 
a fixed function of the channel, but En, which denotes the 2-D subsymbol 
energy allotted to the nth subchannel, can be optimized to maximize b, 
subject to a total transmit energy constraint of 

Since log(1 + x) is a strictly increasing function of x, the total energy con- 
straint of (3.3.12) will be binding, i.e., equality is met. Using Lagrange 
multipliers, the cost function becomes 

Differentiating with respect to En produces 
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Thus, the aggregate bit rate in b is maximized when the optimum subchannel 
transmit energies satisfy 

1 
En + - = K = constant , 

Sn 

and K is chosen such that the total energy constraint given by (3.3.12) is 
met. 

When I? = 1 (0 dB), the maximum data rate or capacity of the parallel set 
of channels is achieved. Figure 3.4 illustrates water-filling for a multicarrier 
transmission system with 6 subchannels. The term "water-filling" arises 
from the analogy of the curve of r /gn  to a bowl into which water (energy) 
is poured, filling the bowl until there is no more energy to  use. The water 
will rise to a constant flat level in the bowl, as shown by the shaded regions 
in Figure 3.4. The amount of water/energy in any subchannel is the depth 
of the water a t  the corresponding point in the bowl. When I' # 1, the form 
of the water-filling optimization remains the same as long as I? is constant 
over all subchannels. The scaling by I? > 1 makes the inverse subchannel 
SNR curve, r /gn  appear steeper with n, thus leading to a narrower (fewer 
used subchannels) optimized transmit band than when capacity is achieved. 

Energy 

I 
constant 

0 1 2 3 4 5 Subchannel index 

Figure 3.4. 1llustratio.n of discrete water-filling for 6 subchannels 

Equation (3.3.15) is solved for the constant K under the constraints that 
En En = E, and En > 0. Note in Figure 3.4 that 4 of the six subchannels 
have positive energies, while 2 are eliminated for having negative energies, or 
equivalently for having normalized noise powers that exceed the constant line 
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of water-filling. The 4 used subchannels have energies that make the sum of 
normalized noise powers and transmit energies constant for all subchannels. 

The water-filling solution is unique because the rate function being max- 
imized is concave. Therefore, there is a unique optimum energy distribution 
and a corresponding rate distribution among the subchannels with multi- 
channel or multicarrier modulation. 

3.3.4 Margin Maximization 

For many transmission systems, a variable data rate is not desirable. In this 
case, the designer can instead maximize the performance margin at a given 
fixed data rate. Maximizing the fixed-rate margin is equivalent to minimizing 
the total energy allocated 

N 

subject to the data rate being fixed according to 

5 log? (I + %) 2 b bits per symbol . (3.3.17) 
n=l 

Again, this fixed rate constraint is met at equality since log(l+x) is a strictly 
increasing function of x. 

The maximum margin is then 

Using Lagrange multipliers, the solution to the energy minimization problem 
is again the water-filling solution given by 

1 + - = Kma = constant . n 
Sn 

However, in this case, the waterlenergy is poured only until the number 
of bits per symbol, which is computed by summing the bits carried by each 
subchannel according to (3.3.11) , is equal to the given fixed rate b in (3.3.17). 
In other words, (3.3.19) is solved for the constant under the constraints that 
En bn = b and En > 0. This solution is unique because the energy function 
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being minimized is convex. Then, the maximum margin is computed ac- 
cording to (3.3.18). A ym > 1 implies that the total energy allocated is more 
than sufficient for providing the specified data rate b. A ym < 1 indicates 
that better coding or more transmit energy is necessary to transmit at  a 
fixed rate of b bits per symbol at the target P, over the channel. Scaling En 
of the used subchannels by ym in (3.3.18) alters the minimized total energy 
to be the correct transmitted limit of Ex. Therefore, each used subchannel 
has the same maximum margin of 7,. 

The following sections discuss loading algorithms for computing the water- 
filling solutions for both the rate and margin maximization problems. 

3.3.5 Loading Algorithm Classification 

There are two types of loading algorithms - those that maximize data rate, 
and those that maximize performance margin at a given fixed data rate. 
Loading algorithms compute values for bn and En for each subchannel in a 
parallel set of subchannels. Examples of loading algorithms are the optimum 
water-filling algorithms of Sections 3.3.6 and 3.3.7. These water-filling algo- 
rithms may produce bn that have fractional parts or that may be very small. 
Such small or fractional bn can complicate encoder and decoder implementa- 
tion. To address this issue, Section 3.3.8 describes optimal and suboptimal 
discrete loading algorithms that constrain bn to discrete information units. 

Definition 3.3.2: Rate-adaptive (RA) loading criterion 
A rate-adaptive loading procedure maximizes (or approximately 
maximizes) the number of bits ber symbol subject to  a fixed total 
transmit energy constraint: 

subject to : & 5 Ex 

Definition 3.3.3: Margin- Adaptive (MA) loading crite- 
rion 
A margin-adaptive loading procedure minimizes (or approximately 
minimizes) the total energy used subject to  a fixed total bits per 
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symbol constraint: 

N 
min E = x k  

En n=l 

subject to : 
n=l 

The maximum margin is then 

3.3.6 Computing Water Filling for RA Loading 

From Section 3.3.3, the set of linear equations whose solution gives the water- 
filling distribution are 

There are N + 1 equations in N + 1 unknowns, namely, En, n = 1, ..., N 
and K. Ignoring the nonnegativity constraints of En for now, the first N 
equations are summed to obtain the water-filling constant K 

Then, the subchannel energies are computed via: 

It is clear that the first subchannel to violate the nonnegative energy con- 
straint, that is En < 0, is the one that has the smallest g,. If this is true, 
the subchannel with the smallest g, is eliminated from the subchannel set 
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and its corresponding En should be zeroed. Then, (3.3.27) and (3.3.28) are 
solved again for the remaining subchannels with N t N - 1. This iteration 
process continues until the first solution with no negative energies occurs. 
The algorithm steps for RA water-filling are summarized in Table 3.2. 

EXAMPLE 3.3.2: Let us assume that the complex baseband- 
equivalent channel is modelled by the discrete-time response of 
H ( D ) ~  = 1 + (.3 + j )  D-l . Furthermore, let's assume that this 
channel is orthogonally subdivided into 4 subchannels (8 dimen- 
sions), where each subchannel is centered about f = n/4, n = 
0,1,2,3. The total available transmit energy is E, = 8, which 
translates to 1 unit of energy per dimension, and the total noise 
power per subchannel is 2a2 = 0.4, which is equivalent to a noise 
power per dimension of 0.2. 

The following outlines the steps for computing the water-filling 
solution with I' = 1 for this channel. 

With all subchannels used ( N  = 4), the water-filling level K is 
computed, using (3.3.27), to be 

Since this results in the last subchannel, which has the small- 
est g,, to have negative energy, i.e., E3 = 3.2398 - 11.0225 = 

-1.205 < 0, subchannel 3 should be eliminated from the opti- 
mization process. Using only the first 3 subchannels ( N  = 3), 

6 D  = Z-I for those not familiar with the coding/transmission theory's near ubiquitous 
use of D to denote a delay rather than the signal-processing theorist's Z-I. 
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The subchannel energies, En, for subchannels indexed from 0 
through 2 are 2.6896, 2.7405, and 2.5699, which are all positive, 
indicating that the water-filling solution has been found. The 
corresponding number of bits carried by each subchannel, which 
is computed according to bn = log2(Kgn), are 4.25,4.86, and 
3.40 bits respectively. This gives an aggregate number of bits per 
dimension of 1.56. The accuracy of the computation of capacity 
can be increased by further increasing N. The multichannel SNR 
for this 4-subchannel example is S N b , ,  = 22(1.56) - 1 = 8.9 dB. 

3.3.7 Computing Water-Filling for M A  Loading 

As described in Section 3.3.4, the MA water-filling solution will also have a 
constant Kma that satisfies 

for each used subchannel. The bit-rate constraint then becomes 

Thus, the water-filling constant for MA loading is 

and the subchannel energies are computed via: 
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The same nonnegativity argument from Section 3.3.6 applies here as well. 
Table 3.2 summarizes the MA water-filling algorithm. 

2. Set the number of used subchannels N* = N 

RA Water-filling Algorithm 

3. Initialize 

MA Water-filling Algorithm 

4. While (EN* = K - L) < 0 
SN* 

1. Sort gn in a descending order such that gl  = max, gn and g~ = 

5. Compute 

3. Initialize 

4. While (EN* = K - 2) SN* < 0 

5. Compute 

Table 3.2. The RA and MA water-filling algorithms 
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Note that the sum in the expression for K in Table 3.2 is always over the 
used subchannels. With N* denoting the number of used subchannels, the 
aggregate bit rate in bits per dimension is 

and the SNR for the set of parallel channels is therefore 

The RA and MA algorithms in Table 3.2 each begins with an ordering of the 
subchannel signal-to-noise ratios g,. As will be explained in Section 3.3.9, 
the complexities of these algorithms can be further reduced by recognizing 
the fact that an absolute ordering is not necessary. 

3.3.8 Loading with Discrete Information Units 

Water-filling algorithms produce bit distributions where b, can be any real 
number. Realization of bit distributions with non-integer values can be diffi- 
cult. Discrete loading algorithms allow the computation of bit distributions 
that are more amenable to implementation with a finite granularity. 

Definition 3.3.4: Informat ion Granularity 
The granularity P of a multichannel transmission system is  the 
smallest incremental unit of information that can be transmitted. 
The  number of bits on  any subchannel is  thus 

where B, > 0 is a n  integer. 

Typically, P, takes on values such as .25, .5, .75, 1, or 2 bits. 
There are two approaches to discrete (finite-granularity) loading. The 

first approach, which is based on greedy methods in mathematics, was first 
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suggested by Hughes-Hartog [51]. Recently, Campello de Souza [52] and 
Levin [53] independently developed a complete and mathematically verifi- 
able framework, and what are now known as Levin-Campello (LC) Al- 
gorithms that offer significant improvements as well as circumvent many 
drawbacks in the original Hughes-Hartog methods. The second approach, 
which computes the bit distribution by rounding of approximate water-filling 
results, is called Chow's algorithm. 

Optimum Discrete Loading Algorithms 

Optimum discrete loading algorithms recognize the discrete loading problem 
as an instance of what is known as "greedy optimization" in mathematics. 
The basic concept is that each increment of additional information to be 
transported by a multichannel transmission system is placed on the sub- 
channel that requires the least incremental energy for its transport. Such 
algorithms are optimum for loading when the information granularity ,l3 is 
the same for all subchannels, which is usually the case.7 

Several definitions are necessary to formalize discrete loading. 

Definition 3.3.5: Bit distribution vector 
The bit distribution vector for a set of parallel subchannels that 
in aggregate carry b total bits of information is  given by 

Discrete loading algorithms can use any monotonically increasing relation 
between transmit symbol energy and the number of bits transmitted on 
any subchannel. In general, the concept of incremental energy (essentially 
replacing the gap relation) is important to discrete loading: 

Definition 3.3.6: Incremental Energy and Symbol Energy 
The  symbol energy En for a n  integer number of information units 
bn = Bn/3 o n  each subchannel can be notationally generalized to  
the energy function 

En + En(bn) , (3.3.41) 

7With a subchannel granularity of /3, a subchannel at DC (PAM) has a granularity of 
/3 bit per dimension while the other subchannels (QAM) each has a granularity of /3 bit 
per two dimensions, or equivalently /3/2 bit per dimension. This anomaly rarely occurs 
in practice because DC is almost never passed in transmission channels and passband 
channels have two-dimensional complex QAM subchannels at the baseband-equivalent of 
DC. 
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where the dependence of the symbol energy on  the number of in- 
formation units transmitted, bn, is explicitly shown. The incre- 
mental energy needed to  transmit bn information units o n  a sub- 
channel is  the amount of additional energy required to  send the 
~i~ information unit with respect to  the (B, - l)th information 
unit (that is, one more unit of p). The incremental energy is 
then defined as 

EXAMPLE 3.3.3: Consider an uncoded SQuare (SQ) QAM 
with ,O = 1 bit, and dn denoting the minimum input distance 
between points on each subchannel. Then, the energy function 
is given by 

The incremental energy is then 

For large numbers of bits, the incremental energy for SQ QAM 
is approximately twice the amount of energy needed for the pre- 
vious constellation size, or 3 dB per bit. A coded system with 
p # 1 may have a more complicated exact expression that per- 
haps is most easily represented by tabulation in general. For 
instance, the table for the uncoded SQ QAM is 

An energy function for QAM with P = 1 can also be defined via the gap 
approximation as 

r 
En(bn) = - (2" -1) . (3.3.45) 

Sn 
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The incremental energy is then 

which is again 3 dB more than the incremental energy needed for the pre- 
vious increase in constellation size by one bit. In general, the gap-based 
incremental energy function for QAM is given by 

Once an encoding system has been selected for the given fixed P and 
for each of the subchannels in a multichannel transmission system, then the 
incremental energy for each subchannel can be tabulated for use in discrete 
loading algorithms. 

The optimum solution for the discrete MA loading problem is the bit 
distribution that requires the least amount of total energy to meet the fixed 
rate constraint of b bits. For the discrete RA loading problem, it is likely 
that there are many different bit distributions that achieve the maximum 
rate. Likewise, it is highly desirable to pick the bit distribution that requires 
the minimum total energy. Clearly, this minimum-energy property, called 
efficiency, is a necessary condition for a bit distribution to be optimum. 

Definition 3.3.7: Efficiency of a Bit Distribution 
A bit distribution vector b is efficient for a given granularity ,8 
~f 

max e,(bn)<min e,(b,+p), n , m = l ,  . . . ,  N (3.3.48) 
m n 

Efficiency means that there is no movement of an information unit from 
one subchannel to another that reduces the multicarrier symbol energy. 

Levin and Campello have independently formalized an iterative algo- 
rithm that will convert any bit distribution into an efficient bit distribution. 

Levin-Campello (LC) Efficientizing (EF) Algorithm 

1. m t arg min ei(bi +p) 
l < i i N  

2. n t arg max e.(b,) 
l< j<N ' ' 

3. While em(bm + P) < en(bn) do 
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(c) m t arg min ei(bi + p) 
l<i<N 

(d) n t arg max e.(b,) 
l<j<N ' ' 

The EF algorithm swaps P information unit between the subchannels 
that violate the eJgiciency condition at each iteration and ends when no 
more such violations occur. The EF algorithm will produce an efficient 
bit distribution as long as the incremental energy function is monotonically 
increasing with information (bits), which is always the case in practical sys- 
tems. Traditional greedy methods such as the Hughes-Hartog [51] algorithm 
only works with initial bit distributions that are efficient. Specifically, they 
achieve the optimum solution by starting with b = 0 and performing, at 
each iteration, operations that preserve efficiency. 

An additional property of E-tightness is necessary for the optimum solu- 
tion to the discrete RA loading problem. 

Definition 3.3.8: E-tightness 
A bit distribution with granularity ,8 is E-tight if 

E-tightness implies that no additional unit of information can be carried 
without violation of the total energy constraint. 

A bit distribution can be made Etight by applying Levin-Campello E 
tightening (ET) algorithm (see Table 3.3). The ET algorithm is efficiency- 
preserving. Given any bit distribution, it iteratively adds a P information 
unit to the least energy-consumptive subchannel when the total energy is 
sufficiently below the limit, and reduces a P information unit from the biggest 
energy-consumptive subchannel when the total energy exceeds the limit. 

The optimality conditions that govern the solution to the discrete MA 
loading problem are efficiency and B-tightness, which is a dual of E-tightness. 

Definition 3.3.9: B-tightness 
A bit distribution b with granularity P and total bits per symbol 
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E-tightening (ET) algorithm 

N 
1. Set S = C en(bn); 

n=l 
2.  While Ex - S 2 min ei(bi +P) 

l<i<N 

Or ( E x - S < O )  

If (E, - S < 0 )  

1. n + arg max ei (bi + p) 
l<i<N 

2. S c S - en(bn) 

3. bn + bn - p  
Else 

1. m -+ arg min ei (b i+p)  
l<i<N 

2 . S + S + e m ( b m + p )  

3.bm+-bm+p 

B-tightening (BT) algorithm 

N 
1. Set b' = C bn 

n=l 
2. While (b' # b) 

If (b' > b) 

1. n +- arg max ei(bi) 
l<i<N 

2 . b ' c b 1 - p  

3 . b n c b n - p  

Else 

1. m + arg min ei(bi + p)  
l<i<N 

2. b' bl+P 

3 . b m c b m + p  

Table 3.3. Levin-Campello Bit and Energy tightening algorithms 

B-tightness simply guarantees that the fixed rate constraint in the discrete 
MA loading problem is met. 

Except for a much simpler stopping criterion, the B-tightening (BT) 
algorithm (see Table 3.3) is essentially the same as the ET algorithm. 

Combining the algorithms outlined, one can find the optimum solution 
to both the discrete RA and MA loading problems by first eficientizzng and 
then tightening a candidate solution as outlined in Table 3.4. 

The speed of convergence for both the RA and MA algorithms depends 
on the choice of the initial bit distribution b. A natural choice for b is the 
water-filling solution, which has infinite granularity. The reasons are two- 
fold. First, it was proved in [52] that rounding of the water-filling solution, 
which is a simple operation, produces an efficient bit distribution. Second, 
the water-filling solution can be computed in expected O(N) time, resulting 
in an overall expected complexity of O(N) for both the optimum discrete 
RA and MA loading algorithms tabulated in Table 3.4. Further details on 
run-time issues are described in Section 3.3.9. 
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Levin-Campello General RA 
Algorithm 

1. Choose any b 

2. Make b efficient with the EF 
algorithm. 

3. E-tighten the resultant b with 
the ET algorithm. 

Levin-Campello General MA 
Algorithm 

1. Choose any b 

2. Make b efficient with the EF 
algorithm. 

3. B-tighten the resultant b with 
the BT algorithm. 

Table 3.4. Levin-Campello general optimum discrete RA and MA loading 
algorithms 

The loading algorithms described in this section do not take into account 
any restrictions placed on the number of bits that each subchannel can carry. 
Some applications might mandate a minimum orland a maximum allocation 
of bits for any of the used subchannels. These constraints are respectively 
called threshold and bit mask constraints. Adjustments that are required 
for the present loading algorithms to address these constraints will not be 
presented here but can be found in [52]. 

EXAMPLE 3.3.4: This example illustrates the steps for the 
optimum discrete RA loading with P = 1 on the 1 + (.3 + j)D-' 
channel used in Example 3.3.2. By using the uncoded gap ap- 
proximation at P, = lop6, the QAM-subchannel energy is given 

The incremental energies en(bn) then are: 

Starting from a distribution of b = [l 0 1 01, the EF algorithm 
produces b = [I 1 0 0] which is efficient. The corresponding total 
energy is I = 1.87. Since the total energy allocated is 8, the ET 
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algorithm is applied to determine which subchannels are assigned 
the extra bits. 

1. b = [ 1 2 0 0 ]  with£=3.354 
2. b = [I 2 101 with E = 5.39 
3. b = [2 2 1 01 with £ = 7.646 
4. b = [2 3 1 01 with £ = 10.614 

Clearly, the optimum bit distribution is b = [2 2 1 01, leading to a 
margin of 817.646 = 1.05 (0.2 dB). If the initial bit distribution 
were instead b = [l 1 1 31, the sequence of steps for the EF 
algorithm would be: 

and the sequence of steps for the ET algorithm would be: 

As always, the EF algorithm retains the total number of bits and 
converges to the most energy-efficient solution for that number 
of bits from any initial distribution. 

Chow's Algorithm 

Chow [54] studied a number of transmission media with severe intersym- 
bol interference, in particular the telephone-line digital transmission known 
generally as Digital Subscriber Line (DSL). Chow was able to verify that 
an "on/offn energy distribution, as long as it uses the same or nearly the 
same transmission band as water-filling, exhibits negligible loss with respect 
to the exact water-filling shape. The reader is cautioned not to misinterpret 
this result as saying that flat energy distribution is as good as water-filling. 
Rather an "on/offn energy distribution where "on" means flat energy distri- 
bution in the same used bands as water-filling and "off" means zero energy 
distribution where water-filling would be zero, gives an almost optimum per- 
formance. 

The reason for the use of "onloff" energy distributions is that practical 
systems usually have a constraint on the maximum power spectral density 
(psd) along with a total energy or power constraint. Such psd constraints 
are typically flat over the region of bandwidth considered for transmission. 
Using this observation, Chow was able to devise loading algorithms that 
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approximate water-filling with finite granularity. Both the RA and MA 
problems can be solved with Chow's algorithms, which in both cases begin 
with Chow's "on/off" Loading P r imer  below. 

Chow's "on/offV Loading Pr imer  

1. Sort the gn such that gl = max,g, is the largest and g~ = 

max, gn is the smallest. 

2. Let i denote the number of used subchannels and btemp(i) 
denote the tentative total number of bits. Initialize i = N 
and btemp(N + 1) = 0. 

3. Le t£ ,=£ , / i fo rn=l ,  ..., i a n d & , = O f o r n = i + l  ,... N. 
The subchannel SNR is then SNR, = g,£,. (When psd 
limits apply, the energy level is set at the psd limit on all 
subchannels to which it applies.) 

2 SNR ) 4. Compute btemp(i) = C log2(l + . 
n=l 

5. If btemp(i) < btemp(i + I ) ,  then keep the bit distribution cor- 
responding to btemp(i + 1). Otherwise, i t i - 1 and go to 
step 3. 

The bit distribution produced by Chow's Primer will likely contain many 
subchannels with non-integer numbers of bits. 

To solve the discrete RA problem, the following 3 steps adjust the re- 
sult of the Chow's Primer (with steps 6 and 7 being executed for all used 
subchannels) : 

Chow's R A  Algorithm 

6. If $ - 1% J < 5P ,  then round b, to the largest integer multiple 

of ,!3 contained in b,, B, = 1 % ~ .  Reduce energy on this 
subchannel so that the perforhance is the same as on all 

2PBn - 1 
other subchannels. That is, scale the energy by 

2 b o l d , n  - 1 - 
such that the new b, value then satisfies b, = log2(l $ 
SNR, 
7). 

7. If $ - [$I > .5P, then round b, to the next largest inte- 

ger multiple of P, B, = r%]. Increase the energy, En, by 
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2PBn - 1 
the factor so that the performance is the same 2bold,n - 1 
as those of other subchannels and that the new bn value 
satisfies bn = log2(l + m). 

8. Compute the total energy used & = C E n  and then scale all 
n 

subchannels by the margin factor %. 

This procedure produces a characteristic "sawtooth" energy distribution that 
may deviate from a flat distribution by as much as &$ dB, where N E (1'2) 
is the dimensionality of the subchannel. Figure 3.5 illustrates the sawtooth 
energy produced by Chow's algorithm with the S N R ( f )  curve simultane- 
ously displayed. The discontinuities are points at which the number of bits 
on a subchannel changes by the smallest information unit ,8. An increase in 
bn by ,8 means more energy is necessary, while a decrease in bn by ,8 means 
less energy is necessary. On average, the sawtooth curve approximates a flat 
straight line over the used tones, i.e., where energy is "on." 

Figure 3.5. Illustration of sawtooth energy distribution characteristic of 
Chow's Algorithm. 

EXAMPLE 3.3.5: Here, Chow's RA algorithm is applied to 
the l+(.3+ j ) ~ - '  channel with I? = 0 dB. The 3 passes necessary 
for determining the number of used subchannels are tabulated 
below: 
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From the first iteration where all subchannels are used, the ag- 
gregate bit rate is 

After the second iteration where the last subchannel (smallest 
g,) is excluded, 

After the third iteration where only the first 2 subchannels are 
used, 

Since btemp(2) < btemp(3), the iteration process stops with b = 
12.51 or b = 1.56 bitsldimension, which is the same as that 
achieved by the water-filling solution. This confirms, in this ex- 
ample, that an on/off energy distribution is essentially as good 
as a water-filling energy shaping if the bandwidth used is op- 
timized. The key OFDM-optimization aspect in this example 
in both Chow's and the Water-filling methods is that the last 
subchannel is not used. Its use corresponds to about a 5% loss 
in data rate, indicating that not all subchannels should always 
be used in OFDM. Rounding the bit distribution with ,B = 1 
bit leads to the values tabulated in the first column of the ta- 
ble below. The maximum data rate is then 12 bits per symbol 
or 1.5 bitsldimension. The new subchannel energy distribution 
is tabulated in the second column. The total energy is then 
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Ez = 7.15, which means that the distribution of energies may all 
be increased by the factor 817.15 so that the total energy budget 
is maintained. 

bit distribution I subchannel energies 
- . ,, 

Chow's MA loading algorithm first computes a margin, from the data 
rate given by Chow's Primer, with respect to the desired fixed rate. It then 
recomputes the bit distribution including that margin, which will make the 
number of bits exactly equal to the desired number. However, the number 
of bits will still not be integer multiples of ,6 in general. The resultant bit 
distribution is then rounded as in Chow's RA loading algorithm, but the 
sum of the number of bits is monitored and rounding is adjusted to make 
the sum exactly equal to the desired number of bits per symbol. 

The steps that follow Chow's Primer to complete the MA solution are: 

Chow's MA Loading Algorithm 

6. Compute 

7. Compute the tentative margin 

8. Compute the updated bit distribution 
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9. Round Btemp,n to the nearest integer (if more than one ,8 is 
being used for different subchannels, then use the correct 
value for each subchannel) and recompute energy as 

N* 10. Compute &emp = Btemp,n and &emp = BtempP and 
check to see if btemp = b, the desired fixed number of bits per 
symbol. If not, then select subchannels that were rounded 
(perhaps by choosing those close to one-half information 
granularity unit) and round the other way until the data 
rate is correct, recomputing energies as in step 9. 

N* 
11. Compute the energy scaling factor fe = N&/ C En and 

n=l 
scale all subchannel energies by fe ,  i.e., En t f,E, and the 
maximum margin becomes ymaX = ytemp,max fe. 

Other variations of Chow's MA loading algorithm can be found in [54], [55]. 

3.3.9 Sorting and Run-time Issues 

Water-filling and Chow's methods often begin with sorting of the N sub- 
channel SNR quantities gn. A straightforward implementation for sorting 
includes successively finding the maximum or minimum in a set of numbers 
that is reducing in size. It takes N - 1 comparisons to find the first maxi- 
mum or minimum, and N - 2 comparisons to find the second maximum or 
minimum and so forth. Therefore, the total number of comparisons needed 
is ( N  - 1) N/2. On the other hand, there are sorting algorithms based on the 
divide-and-conquer approach that execute in expected O ( N  log2 N )  time8 
1561. The divide-and-conquer approach first selects an element at random 
from a set as the pivot, and then partitions the set into two subsets whose 
elements are respectively greater and smaller than the pivot. This process 
is then repeated recursively on each of the subsets until the original set of 
elements are sorted. 

For water-filling and Chow's algorithms, absolute ordering is not essen- 
tial. The important quantity is the position of the transition from "on" to 

'there are versions of these algorithms that run in worst-case O(N logz N) time, but 
they are difficult to implement and usually not used in practice. 
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"off' in energy. Rather than sort g, initially, a guess at the transition point 
is made. Then, with N - 1 additional comparisons, the quantities g, that 
are greater than, or less than or equal to the transition point, can be placed 
separately into two subsets. Next, the subchannel corresponding to the the 
transition point is tested for negative energy. If it is negative, the set of 
larger gn's contains the correct transition point. If it is positive, then the 
point is in fact the transition point or it is in the set of lesser gn's. This 
partitioning procedure has a worst-case (very low-probability event) com- 
plexity of o ( N ~ )  and an expected complexity of O(N). Optimum discrete 
loading algorithms with expected O(N) complexities due to the implemen- 
tation of this partitioning method are presented in [52]. Also presented in 
[52] and 1571 are slightly suboptimal but very efficient loading algorithms of 
worst-case complexity of O(N) . 

3.3.10 Dynamic Loading 

For typical wireless systems, the subchannel SNRs, g,, may change with 
time. Then, the bit and energy distribution may need corresponding change. 
Such variation in the bit and energy distribution is known as dynamic load- 
ing, or more specifically Dynamic Rate Adaptation (DRA) or Dynamic Mar- 
gin Adaptation (DMA), where the latter is widely and colloquially called 
((bit-swapping" by this author. 

With worst-case complexities as low as O(N), it is conceivable that an 
entire loading algorithm could be run every time there is a change in the 
bit and/or energy distribution for a channel. However, if the channel vari- 
ations were small, then "reloading" might produce a bit distribution with 
only minor variations from the original distribution. Generally, it is more 
efficient to dynamically continue loading than to reload. Usually, dynamic 
loading occurs through the transmission of bit or energy-distribution-change 
information over a reverse-direction, reliable, low-bit-rate channel. The en- 
tire bit distribution needs not be re-communicated. Rather, compressed 
incremental-variation information is desirable to minimize the relative data 
rate of the reverse channel. Dynamic loading is not possible without a reverse 
or feedback channel. 

The LC algorithms lend themselves most readily to incremental varia- 
tions. Specifically, to continuously solve the MA problem, the previous bit 
distribution b can be input to the EF algorithm as an initial condition for 
the new table of incremental energies, e,(b,), which is simply scaled by 
gn,old/gn,new for any reasonable constellation. Steps 3(a) and 3(b) of the EF 
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algorithm execute a "swap" whenever it is more efficient energy-wise to move 
a ,8 information unit from one subchannel to another. As long as a sufficient 
number of swaps can occur before further variation in the channel, then 
the EF algorithm will continue to achieve the optimum finite-granularity 
solution. The incremental information is the location of the two subchan- 
nels for the "swap" and which is to have its number of bits incremented 
or decremented. Such information is very low-rate, even for large numbers 
of subchannels. The energy gain or loss on each of the two subchannels 
must also be conveyed (from which the new incremental energy added or 
deleted from swapping subchannels can be computed) with use of the EF 
algorithm. The quantization and maintenance of the tables of gn at both 
the transmitter and the receiver should be implemented exactly when this 
algorithm is used. In other words, the receiver should quantize a new gn 
before execution of the algorithm and this exact value must be transmitted 
through the reverse channel and maintained identically at the transmitter to 
avoid anomalies. Alternatively, the incremental energy calculation for both 
loading and dynamic loading can be based on a suboptimum on-off distri- 
bution or any other presumedlmaintained energy distribution over a given 
number of subchannels. Then, no gain information need be transmitted over 
the reverse channel. 

True DRA can occur through the execution of EF and ET algorithms. 
The EF algorithm first produces an efficient bit distribution according to 
the new subchannel SNRs g, using the current bit distribution as the ini- 
tial condition. Next, the ET algorithm changes the total number of bits 
transmitted to conform to the best use of the allotted transmit energy. The 
incremental information passed through the reliable reverse channel is the 
index of the currently to-be-altered subchannel and whether a bit is to be 
added or deleted. 

The instance of continuous bit-rate variation to correspond to channel 
change is rare (usually some higher-level communications authority prefers 
to arbitrate when bit rate changes are allowed to occur). Thus, bit-swapping 
or DMA is used even after a RA initial loading has occurred (with some extra 
margin in the form of an increased gap to guard against drop in capacity of 
the channel with time). Periodically, a higher-level entity can allow reload- 
ing. 
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Synchronization of dynamic loading 

For maintenance of the channel, both the transmitter and the receiver need 
to know on which symbol a bitlenergy distribution change has occurred. One 
possible implementation is to maintain two synchronized symbol counters, 
one in the transmitter and one in the receiver. They can be circular counters 
as long as the period of each is the same and longer than the worst-case time 
that it takes for a bit-swap, bit-add, or bit-delete to occur. Upon receipt of a 
request for a change, a transmitter then acknowledges the change and returns 
a counter symbol number on which it intends to execute the change. Then 
both the transmitter and the receiver execute the change simultaneously on 
the symbol corresponding to the agreed counter value. 

3.3.11 Multiuser Loading 

Using the Karhunen-Lohe expansion, a single-user Gaussian channel with 
IS1 can be decomposed into a set of independent, parallel, ISI-free Gaus- 
sian (sub)channels. Capacity is then achieved by allocating energy to these 
(sub)channels according to the water-filling distribution. In a multiuser sys- 
tem, where the users generally experience different channels with ISI, the 
Karhunen-Lobve expansion is no longer applicable. This is because there 
is no kernel that simultaneously diagonalizes the channel responses of all 
the users. The OFDM modulation scheme is one way to circumvent this 
problem. OFDM systems employ cyclic extension which results in the DFT 
basis functions as eigenfunctions of any FIR channel whose length is less 
than that of the cyclic prefix. This form of orthogonal decomposition of 
the channel is independent of the channel IS1 coefficients and enables a mul- 
tiuser channel to be equivalently viewed as parallel multiuser channels, one 
for each frequency. In general, superposition coding together with succes- 
sive interference cancellation is necessary for achieving multiuser capacity 
for IS1 channels. This implies that some frequencies/subchannels need to 
be shared among different users which makes decoding a highly complex 
problem. Recently, practical ways of superimposing information from differ- 
ent users using embedded modulation have been proposed [58], [59]. How- 
ever, for an OFDM system which has an inherent multicarrier structure in 
place, implementation is greatly simplified by adopting the Frequency Divi- 
sion Multiple-Access (FDMA) scheme where the users occupy different sets 
of subchannels. Given fixed subchannel assignments, the maximum mul- 
tiuser rate is achieved by performing separate water-filling for each user. 
Effectively, the non-overlapping nature of the resource assignments decou- 
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ples the multiuser system into a system of independent users. However, 
this multiuser rate can be far below the multiuser capacity if the resource 
assignment is chosen arbitrarily, resulting in many inefficiently used sub- 
channels. This is a waste of precious bandwidth as these subchannels could 
have been allocated to other users. The reason for this is that the users 
often experience mutually independent fading, and it is highly unlikely for a 
subchannel or subchannels to be in deep fade for all users. Therefore, there 
is a need for joint optimization of subchannel and energy allocation among 
the users according to their respective channel responses. Multiuser transmit 
optimization or Multiuser loading addresses this need. 

Multiuser transmit optimization refers to the optimization of energy allo- 
cation over frequency (subchannels) among several users that have different 
transmission requirements and that are experiencing different channel gains 
in a multicarrier system. The transmission requirements include different 
coding schemes, target P, and noise margins, which are collectively charac- 
terized by the SNR gap rl (Section 3.3.1). Moreover, each user may desire 
to transmit at a Constant Bit Rate (CBR) or at a Variable Bit Rate (VBR). 

Multiuser transmit optimization requires knowledge of the channel trans- 
fer functions of all users. Hence, a feedback channel is necessary for commu- 
nicating back to the transmitter the channel information estimated at  the 
receiver of each user. Multiuser loading is practical for use in fixed wireless 
systems or in low-mobility environments where the channels vary slowly. If 
transmit re-optimization is done at a slower rate than the OFDM symbol 
rate, the overhead in the feedback channel can be low. 

Two typical multiuser OFDM scenarios are considered. For the uplink 
scenario, L users, with individual power constraints, wish to communicate 
with a common receiver at the base station. This is also known as the Mul- 
tiple Access Channel (MAC). For the downlink scenario, the reverse is true 
whereby a base station, with a total power constraint, wishes to communi- 
cate with L users. This is also known as the broadcast channel. In both 
scenarios, the users are either fixed or mobile, and are assigned priorities. 
The problem of interest is then to find the capacity region, which is char- 
acterized by the set of simultaneously achievable rates (R1, R2, . . . , RL), for 
communication in a multiple access or broadcast channel. In the next two 
paragraphs, an attempt, though not a comprehensive one, is made to give a 
brief overview of some of the work done in these two areas. 

The memoryless multiple access channel capacity region was found by 
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Ahlswede [60] and Liao [6119 For multiple access channels with memory, the 
capacity region was studied by Verdu [63], [64] and by Cheng and Verdu [65]. 
In [65], explicit expressions for the optimal transmit Power Spectral Densi- 
ties (PSD) and a geometrical multiuser waterfilling method to characterize 
the capacity region were given. In [66], Diggavi proposed a multiuser water- 
filling algorithm to calculate the optimal PSDs for a MAC scenario where all 
users have the same priority. Improvement on its complexity was made by 
Zeng [67], [68] who also proposed optimal and suboptimal multiuser water- 
filling algorithms for users having different priorities. In [69], Yu presented a 
numerical method for characterizing the rate region achievable with FDMA 
for a Gaussian multiple-acess channel with ISI. 

Broadcast channels were first studied by Cover [70]. The achievability of 
the capacity region, conjectured in [70] for the degraded broadcast channel, 
was proved by Bergmans [71], and the converse was established by Bergmans 
[72] and Gallager [73]. In [74], Goldsmith derived the capacity region for a 
broadcast channel with IS1 and colored Gaussian noise under an input power 
constraint. The approach used, which was used to obtain the single-user ca- 
pacity of a discrete-time Gaussian channel with IS1 [75] and the multiuser 
capacity of a Gaussian multiple access channel with IS1 [65], calls for redefin- 
ing the channel of interest as a circular channel that can be decomposed into 
a set of parallel degraded channels. In [76], [77], [78], Hoo solves the mul- 
tiuser transmit optimization problem under different performance criteria 
for multicarrier broadcast channels with an FDMA restriction. The optimal 
solution, which is achieved by multi-level water-filling, requires an exhaustive 
search. However, by relaxing the FDMA restriction, a technique pursued as 
well in [69], [79], a convex reformulation is obtained which allows for effi- 
cient computation of the optimal solution and therefore a characterization 
of the FDMA capacity region for a broadcast channel. To accommodate 
applications with relatively fast time-varying user priorities and data rate 
requirements, further reduction in computational complexity is necessary . 
This is achieved by restricting the energy distribution to be constant across 
the used subchannels [80], [81], [82]. 

'more historical notes can be found in [62]. 
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FDMA Formulation 

The optimization formulation for multiuser loading with the FDMA restric- 
tion is: 

L L 
&,ngl,n 

max C C b1,n = C C log,(l+ 7 
1=1 nESl  

1 
S",E1'n 1=1 nESl 

Broadcast channel or 
subject to: 1=1 nESl 

Multiple access channel 

Sl n Sll = 8, Vl # 1' FDMA restriction 

In the above formulation, L = (1, . . . , L )  is the user index set, N = (1, . . . , N) 
is the subchannel index set and Sl c N is the subchannel assignment for 
user 1. Moreover, a1 is a measure of priority of user 1, El,, is the energy 
allocated to user 1 for the nth subchannel, and g l ,  is the ratio of the mag- 
nitude squared of the channel response and the noise power spectral density 
for user 1 in the nth subchannel. Associated with each user is the SNR gap. 

Given the relative priorities a1 and the effective channel responses gl,, 
of each user, the objective in (3.3.51) is to find the subchannel energy and 
bit distribution that maximizes a weighted sum of each user's achievable 
rate in an FDMA OFDM system subject to either individual input energy 
constraints o r  a total input energy constraint. Maximizing the weighted 
ratesum for all possible a l l s  traces out the boundary of the capacity region. 

For any fixed subchannel assignments Sl, the optimal FDMA solution to 
(3.3.51) is achieved by multi-level water-filling whose underlying equations, 
assuming all subchannels are used, are tabulated in Table 3.5". In gen- 
eral, the number of used subchannels needs to be optimized such that all 
energies are positive. However, finding the optimal subchannel assignments 
among the L users requires L~ - 1 searches. Therefore, the computation of 
the optimal FDMA solution has exponential complexity. The mathematical 

'O~he optimal discrete FDMA solution is obtained by applying Campello's discrete 
loading algorithms in each Sl [76]. 
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Broadcast Channel Formulation Multiple Access Channel Formulation 

Table 3.5. Optimal FDMA solution given fixed subchannel assignments 

x if x 2 0 ,  
operator (x)+ used in Table 3.5 is defined as (x)+ = 

0 if x < 0 .  
For the special case when all users have equal prio\rities, that is, a1 = 1, 

or 1/L, V1, an FDMA scheme among the users is indeed optimal. Specifi- 
cally, with Rl denoting the achievable rate for user I, the rate-sum El R1 for 
the broadcast channel is maximized by assigning each subchannel to the user 
with the best composite gain-to-noise-power ratio given by gl,,/Fl. In other 
words, the transmitter should transmit information only to the user with 
the best reception for each subchannel, and the optimal energy distribution 
follows the water-filling solution. For multiple access channel, likewise, an 
FDMA scheme with optimally selected frequency bands for each user maxi- 
mizes the rate-sum [65]. 

FDMA-TDMA Formulation: A Convex Relaxation 

If time-sharing is allowed between users for each subchannel, formulation 
(3.3.51) can then be recast as an FDMA-TDMA optimization problem, as 
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follows: 

L N c c El,, 5 Et~t Broadcast channel or 

subject to: 1=1 n=l N 

CG,n = £1 V1 E C Multiple access channel 
n=l 

e w 1 , n  5 wn, vn E N  (3.3.54) 
1=1 
El,,, wl,, > 0, 'dl E C, b'n E N 

The additional variable wl,, is the time-sharing factor for user 1 of the 
nth subchannel. In other words, user 1 occupies the nth subchannel for wl,, 
fraction of the time. In this case, w, = 1, b'n E N. Another equivalent 
interpretation of wl,, for multicarrier transmission is that wl,, is the amount 
of bandwidth allocated to user 1 in the nth subchannel. This is equivalent to 
further partitioning of bandwidth in each subchannel, effectively creating an 
OFDM system with a total number of subchannels greater than N.  As N 
increases, the subchannel width decreases, which implies that the increase 
in the aggregate rate contributed by time-sharing among the users decreases 
as well. In the limit, as N -t oo, no time-sharing occurs and the optimum 
FDMA-TDMA solution is the optimum FDMA solution. Therefore, for suf- 
ficiently large N, an FDMA strategy that assigns every subchannel to the 
user with the largest time-sharing factor will result in negligible performance 
loss relative to the optimum FDMA solution. 

Observation 3.3.1: The FDMA-TDMA formulation of (3.3.54) 
is convex since it  is the maximiaation of a concave cost func- 
tion over a convex constraint set. First, the cost function is 
a linear combination of functions of the form f (El,,,wl,,) = 
C1wl,  l ~ g ~ ( l + C ~ £ ~ , , / w ~ , ~ )  where C1 and C2 are some constants. 
Since any linear combination of concave functions is concave, i t  
sufices to prove that f (El,,, wl,,) is concave i n  (El,,, w~,,). This 
is achieved by proving that the Hessian for f (El,,, wl,,) is semi- 
positive definite over the positive quadrant of El.,, wl.,. Next, all 
the constraint functions are linear i n  El,,, wl,,, and thus give con- 
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vex sets. Since the intersection of convex sets is convex (831, the 
constraint set in in (3.3.54) is convex. 

Due to the convexity of the FDMA-TDMA optimization problem, a local 
maximum or minimum is also the global maximum or minimum. This opti- 
mal solution can be computed very efficiently (with polynomial complexity) 
using interior-point methods [83], thereby allowing us to characterize the 
asymptotic FDMA capacity region for the Gaussian broadcast channel with 
IS1 [76], [77], [78] and for the Gaussian MAC channel with IS1 [69]. 

Table 3.6 lists two other common optimization problems of interest for 
the downlink transmission in an OFDM system where a base station has 
to communicate with a set of mobile or fixed receivers. In (3.3.55), the 
optimization criterion is to minimize the total energy used at the base station 
while satisfying the constraints that each receiver achieves a certain fixed 
rate. It can be shown that given the constant bit rate requirements Bl, there 
exist weighting factors al and a total energy £tot such that the minimum- 
total-energy formulation of (3.3.55) is equivalent to the maximum-weighted- 
ratesum formulation of (3.3.54). In (3.3.56), the optimization criterion is to 
maximize a weighted sum of rates for a subset of users while satisfying the 
fixed rate constraints for the rest. Assuming formulation (3.3.56) is feasible, 
it can be shown as well that given a total energy £tot and the constant bit rate 
requirements Bl,Vl E U2, there exist weighting factors q, V1 E U2 such that 
the mixed-CBR-VBR formulation of (3.3.56) and the maximum-weighted- 
ratesum formulation of (3.3.54) give the same rate. Similar arguments can 
be made to establish the equivalence of formulations (3.3.55) and (3.3.56). 

Ordered Frequency Partitioning 

If the channel-to-noise responses for all the users are the same, i.e., gl,, = 

gn,Vl E C, then, the optimal frequency partitioning or subchannel assign- 
ment among the users follows a specific ordering. Multiservice optimization 
problems are practical examples where such conditions on the channel-to- 
noise responses are true. Multiservice optimization refers to the allocation 
of resources (energy and frequency) for services that simultaneously occupy 
the same transmission medium. These services are either CBR (e.g. voice) 
or VBR (e.g. internet data, multimedia), and they require different noise 
immunities as characterized by their respective gaps Fl. The multiservice 
problem for multicarrier systems was first studied in [84], [85], [86]. The fast 
loading algorithms proposed therein are based on assigning the subchannels 
to the services in order of their respective gaps. Specifically, the service 
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Table 3.6. Possible formulations for the downlink scenario in an OFDM 
system 

Minimum Total Energy 

with the highest gap is assigned subchannels with the highest SNR's, and 
the service with the smallest gap is allocated subchannels with the worst 
SNR's. Therefore, the search for the optimum subchannel allocation has 
been reduced from an exhaustive search to a polynomial search. In [84], 
[85], assumptions of high SNR and equal-energy distribution are made to 
justify such an ordered subchannel assignment. In [76], [77], [78], a rigorous 
proof for the optimality of such an ordered frequency partitioning without 
making these assumptions is presented. 

Mixed CBR-VBR 

Theorem 3.3.1: Let the channel-gain-to-noise-power function 
of all users in (3.3.54), (3.3.55) and (3.3.56) be the same, i.e., 
gl,, = g,,Vl E L. Furthermore, let's assume that gn, V n  E n/ 
are sorted i n  a descending order. Then, the optimal subchannel 
allocation for formulations (3.3.54), (3.3.55) and (3.3.56) has an  
L-band structure with sharing of the boundary subchannels only, 
i f  at all. I n  addition, without loss of generality, let's assume that 
rl > rz > > rL. Then, user 1 is  assigned the best subchan- 
nels first, followed by user 2, and so forth. Specifically, there exist 
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\ / 
boundary subchannels 

Figure 3.6. Optimal frequency partition for the 3-user multiservice FDMA- 
TDMA problem with rl > r2 > F3 and g, sorted in a descending order. 

M l , M 2  , . . . ,  ML-1, where1 5 MI  5 M 2 , . . . 5  ML-1 < N such 
that user 1 occupies subchannels 1 to M I ,  user L occupies sub- 
channels MLP1 + 1 to N and user 1 occupies subchannels Ml-1 + 1 
to Ml ,  1 # 1, N .  Moreover, sharing occurs, zf at all, at the bound- 
ary subchannel Ml between user 1 and user 1 + 1. 

If Kl denotes the optimal water-filling level for service I ,  then, 
the following are also true. 

Proof: The proof involves the application of the Karush-Kuhn- 
Tucker optimality conditions. The complete proof can be found 
in [76], [77], [78]. QED. 

Figure 3.6 illustrates the optimal solution for the 3-user multiservice prob- 
lem. In [69], Yu proved that the optimal frequency partitioning for a MAC 
channel (with individual power constraints) also has an L-band structure 
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under the assumptions of high SNR or identical composite channel gains, 
i.e., gl,,/rl = gn,Vl E L. 

Constant-Energy Optimization 

Although optimal multiuser loading algorithms have been proposed [69], [77], 
[79] to solve various forms of the FDMA-TDMA optimization problem, in 
general, the computed time-sharing factors are non-rational and thus lead 
to large latencies in practice. Moreover, the computational complexity of 
these algorithms are not suited for fast-fading environments. This, coupled 
with the fact that a constant transmit energy distribution is almost as good 
as the water-filling energy distribution at  high SNR's as long as only useful 
subchannels are used [54], [87] justify the elimination of energy optimization 
in problem formulation (3.3.51). Therefore, the FDMA weighted rate-sum 
maximization problem with constant energy distribution becomes 

L 

subject to : 11,, = 1, Vn E N 
1=1 

I1, = 1 or 0, V1 E L ,  Vn E N 
S c N - set of useful subchannels (3.3.57) 

where the set S contains the indices of the useful subchannels, and IS1 de- 
notes the cardinality of S .  

Given any set of used subchannels S, the cost function in (3.3.57) can be 
rewritten as: 

which implies that the optimal strategy is to assign each subchannel in S to 
the user that achieves the maximum weighted rate with the same energy. To 
avoid wasting energy on subchannels that are experiencing deep fades, it is 
important to optimize the set of useful subchannels. The following outlines a 
novel and low-complexity algorithm, first proposed in [82], that achieves the 
optimum solution for the FDMA-based multiuser OFDM downlink problem 
with constant energy distribution. 
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1. En = Etd/k = E. 

2. V n  = {I,. . . , N}, compute b, = max{al log2(l + Egl,,/rl)} 
VZ€L 

3. The weighted aggregate rate is: Rk = sum of k biggest b, 

The maximum weighted aggregate rate is: max Rk. 
l l k < N  

For each iteration, step 2 requires N(L - 1) comparisons and N L  log op- 
erations while step 3 requires O(N log2 N)  operations if using the divide- 
and-conquer based sorting algorithms [56]. Therefore, the worst-case com- 
plexity of this optimal constant-energy FDMA multiuser loading algorithm 
is 0 ( N 2 r n a x ( ~ ,  loga N)). Also proposed in [82] is a slightly suboptimal but 
O(NL) algorithm that starts off with using all subchannels, and then re- 
moving the subchannel from S that contributes the least weighted rate until 
no further increase in the weighted rate-sum occurs. 

The constant-energy formulation simplifies the multiuser transmit opti-. 
mization problem tremendously but with negligible performance loss even at 
low SNR's [76], [82]. Although slightly better performance can be achieved 
by relaxing the restriction that each user be allocated the same amount of 
energy, this approach will involve set assignments making the problem com- 
binatorial. Previously known constant-energy multiuser loading algorithms 
can be found in [80], [all. In [80], optimal and suboptimal methods were 
proposed for minimizing the total energy used while satisfying the constraint 
that each user is allotted a fixed number of subchannelsl1. In [all, a heuris- 
tic method was proposed to maximize the minimum achievable rate among 
all users. However, none of these methods optimize over the set of useful 
subchannels. 

3.4 Optimization through Coding 

OFDM transmission can also be optimized through the use of codes. Often 
known codes designed for an intersymbol-interference-free AWGN channel 
are very good when used in combination with OFDM, even if the channel 
has severe ISI. This is because the OFDM system creates a set of parallel 
AWGN channels from an IS1 channel, and these AWGN codes thus directly 
apply to each of these subchannels. Considered mostly for wireless appli- 
cations, OFDM has the advantage of spreading a fade over subchannels so 

"fixed-rate constraints are more practical. 
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that all symbols in an OFDM block are slightly distorted but can still be cor- 
rectly decoded, while a few adjacent symbols without OFDM are completely 
destroyed. 

As is often the case in general with coding, there are two objectives of 
code use in OFDM transmission: 

1. coding gain - to gain an effective SNR improvement in the channel 
because of the code. 

2. robustness - to prevent intermittent disturbances from causing chan- 
nel outage 

The first coding-gain objective receives great attention in most designs, while 
the second robustness objective may be yet more important. Codes with 
good coding gain typically have good separation or distance between adja- 
cent messages/codewords, and the optimized OFDM system should preserve 
this good coding gain. Robust codes typically have good product distance, 
distributing the distance between messages/codewords over many OFDM 
tones in optimized OFDM. The distribution of coding benefit prevents an 
outage on any small number of subchannels from causing unacceptable per- 
formance, by exploiting the frequency diversity in a fading channel. Usually 
Robust codes are augmented by interleaving methods, possibly at  several 
levels with OFDM, to disperse impulsive or intermittent-fade effects over a 
number of independent codewords. The word "optimization" is used more 
loosely here in this section than with loading or partitioning because the 
codes used with OFDM may just be good codes and not necessary the best 
- the best codes for use with OFDM for the second robustness objective may 
not presently be known. 

Optimized Coded transmission systems go under 3 categories of increas- 
ingly improved performance that are discussed in the 3 subsections of this 
section: Coded OFDM or COFDM, Coded DMT, and Turbo-DMT. 

3.4.1 COFDM 

Coded OFDM systems are presently used heavily in wireless transmission, 
both in broadcast and portable or mobile communications. Examples include 
the Terrestrial Television and Radio broadcast standards [88], DAB [89] and 
Digital Video Broadcast (DVB) [go] [91] in Europe. Herein, the key to 
achieving an error-free transmission as near as possible to the Shannon limit 
is how to design codewords and perform the interleaving. There are typically 
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modem) 

Figure 3.7. Coded OFDM showing inner and outer codes. 

two levels of coding, called concatenated coding [92], in such transmission 
systems as illustrated in Figure 3.7. 

In a wireless channel, diversity can be introduced through coding and 
interleaving. With perfect interleaving, symbols that are uncorrelated are 
fed to the decoder so that the decoder achieves the full error correction 
capability. In a single-carrier system, interleaving is done only in time, which 
can result in huge delays for slow fading channel. In an OFDM system, 
codewords can be arranged, and interleaving is done in frequency as well as 
in time [93] to fully exploit time and frequency diversities. 

The inner code is a convolutional code, often rate-112, which means one 
bit of input is mapped to two coded bits of output depending on the current 
and previous input bit valued2. For a rate-112 code, as an example, each 
tone carries 2 bits of information that represents one bit of input data in a 
QPSK constellation. Other convolutional codes may have other rates, but 
generally 1 to a few input bits into a slightly larger set of output bits, see 
[94]. Decoding of the code proceeds through the tones in the receiver through 
the use of a maximum-likelihood Viterbi (or other approximately max like- 
lihood receiver) that nominally should gain the coding-gain improvement. 
Decoding proceeds through the OFDM tones on each subchannelltone as if 
they had all been transmitted over the same AWGN channel. Because the 
individual subchannels may have different SNR, at the channel output, the 
maximum-likelihood receiver should weight each tone in proportion to its 
SNR in determining branch metrics in the receiver. This inverse weighting 
can be derived from the multichannel normalizer (FEQ) discussed in Section 
3.3. The decisions in that FEQ are not used for bit decoding, but instead 
only are used for adaptive updating of the FEQ and determination of the 
SNR as in Section 3.3. Convolutional inner codes for OFDM are typically 

 he 64-state convolutional optimum encoder (designed originally for the AWGN chan- 
nel) listed with free distance 10 and coding gain 7 dB is common in its use, see 1941 but 
other convolutional codes can be used also. 
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useful only for improving SNR performance. Thus, these codes achieve only 
objective 1 above. The justification for use of rate-112 codes is somewhat 
heuristic and may have more to do with the availability of hardware for 
such codes plus the present heavy use of QPSK in OFDM systems. QPSK 
transmission maps to rate 112 easily by letting the two output bits of a 
convolutional encoder map directly to one of the 4 points in QPSK. Rate 
314 codes are typically found in those few applications, e.g., DAB and DVB, 
where 16 QAM is used on each of the tones because those codes map easily. 
Care must be taken in the design of these codes to ensure good SNR proper- 
ties and not just any good convolutional code maps into a constellation like 
16 QAM (trellis codes, discussed later, are often better for this situation). 

This section attempts to provide some "rules-of-thumb" guidelines for 
the design of OFDM systems with coding for wireless transmission. Largely, 
this area to date has been one of individual designs for specific transmission 
systems without a general approach being developed. In wireless transmis- 
sion, Rayleigh fading can be "flat," meaning that it affects essentially all 
OFDM tones, or "frequency selective," meaning it affects only a few adja- 
cent tones (perhaps in multiple positions within the set of OFDM tones). 
The convolutional code does little to mitigate this type of fading, largely be- 
cause the SNR loss during a fade is much greater than the gain of the code. 
The convolutional code however, through the FEQ SNR measurements and 
metrics of the Viterbi decoder, can provide a strong indication of fading 
often known as an erasure to the outer code. For this reason, most wire- 
less COFDM systems, which in practice must consider Rayleigh fading, also 
use block forward error correcting codes. Usually, these are Reed-Solomon 
byte-error correcting codes, which are well-known to be able to use erasure 
information. An RS code has parameters (n, k) and t where n < 255 is the 
total number of bytes in a code word, k < n is the corresponding number of 
data bytes and 2t = n -  k < 32 is the number of parity or "check" bytes that 
are found as the remainder after dividing the message byte polynomial by a 
generator byte polynomial [95] (thus the numbers n and k are chosen so that 
their difference is an even number). The RS decoder can then correct up to 
t bytes in error within a single codeword with a corresponding ML decoder 
in the receiver, and up to 2t bytes in error if the location of the error bytes 
is flagged by the erasures of the inner code. 

The multipath channel has memory so that it exhibits correlated signal 
transmission impairments, both in the time and frequency domains. This 
correlation reduces the effectiveness of coding and typically interleaving is 
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introduced to reduce the size of error bursts, spreading bad bits over the 
code space, and thereby making errors more correctable. This interleaving 
is done in two dimensions: in time or in frequency. Widely-used block in- 
terleaving accepts the coded symbols in blocks from the encoder, permutes 
the symbols, and then feeds the rearranged symbols to the modulator. The 
usual permutation of the block is accomplished by filling the columns of 
an M x N array, and these symbols are then fed to the modulator in each 
row. At the receiver, the de-interleaver preforms the inverse operation. On 
the other hand, convolutional interleaving ([96], Chapter 8 )  takes a group of 
bytes that may correspond to the bytes of adjacent tones in several succes- 
sive symbols of a frequency selective fade or to all the bytes in a flat fade 
and disperses these likely error bytes into many codewords. The number of 
codewords over which a burst is dispersed is known as the interleaver depth, 
L. With convolutional interleaving, one can show that any burst of M con- 
secutive bytes will thus result in at most [MIL1 bytes in error in each of L 
consecutive codewords. As long as the error bytes from multiple fades are 
not mixed in the interleaver, the power of the code-correction capability (t 
or 2t bytes with erasures) is multiplied by the interleaver depth L, resulting 
in a very powerful and robust structure. 

The designer of a COFDM system then also needs to decide the inter- 
leave depth and amount of error-correction overhead (the receiver complexity 
grows exponentially with t for a RS code). Thus, the crucial parameters for 
COFDM code design are: 

1. the mean time between fades 7,. 

2. the coherence bandwidth of each fade fcb, which is approximately equal 
to 2 .  (1 /~ ,~ , )  where T,,, is the rms delay spread of the channel [97] 

3. the number of tones N and associated symbol rate 1/T 

4. the interleave depth L 

5. the correction capability t or 2t with erasures and FEC parameters n 
and k 

6. the number of bits per tone 26 and the total length of the error burst 
in bytes M. 

For OFDM, the possibility of several frequency selective fades occurring 
simultaneously increases with the number of tones (or actually the used 
bandwidth). To compute the number of bytes per fade 
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b~tes / tOne tones/ f ade 

This formula can be construed as approximately correct even if T,,, > T ,  
which essentially means the fade spans several successive symbols and is flat 
as long as the mean-time between fades exceeds 47,,,. However, if more 
than one fade per N tones, then M in ( 3 . 4 . 1 )  needs to be increased by that 
same factor. 

The mean-time between fades allows bounding of the interleave depth 
and codeword length according to 

T m > 3 .  L . 
8 . - .  N - 

v + b T > ( 3 . 4 . 2 )  
codewords bytes/codeword v V 

toneslbyte seconds/tone 

essentially meaning that the "interleave depth" is less than 1 1 3  the average 
time between fades. An extra factor can be applied for the situation where 
1 1 3  mean-time between fades is not sufficient to ensure adequately low prob- 
ability of successive fades occurring too closely in time. After choosing an L 
and n above in ( 3 . 4 . 2 )  and computing M in ( 3 . 4 . 1 ) ,  the value for t must be 
such that 

or 2 t  should exceed this value with erasures. Some flexibility is allowed in 
that L can be increased and large values o f t  used to improve robustness and 
reduce necessary interleave depth. However, use of too large t or overhead 
percentage can result in a significant loss in coding gain of the resultant 
concatenated coding scheme. Usually, Rayleigh fading dominates channel 
SNR effects and so code rates for FEC of 1 1 2  or higher are often found, 
especially when the convolutional coding rate is greater than 1 1 2 .  However, 
in systems where error-correction objectives can be met with lower overhead, 
they should. Best coding gain occurs when FEC overhead is less than 10%. 

Alard [89] considered the problem of the optimum decoding of a code as- 
sociated with OFDM modulation in a Rayleigh selective channel. He showed 
that a concatenated coding for OFDM with 4 PSK achieves between 0.8 and 
1 . 6  bits/Hz, which is much higher than that of any other techniques. This 
implies that the OFDM technique permits an optimum weighting of the 
samples at  the decoding level. For the Rician fading channel, Nicolas [98] 
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found the error bound of the probability of error by assuming independent 
and identically distributed channel frequency responses. 

For wireless applications with multiple antennas, there is an additional 
dimension, space. Thus, there is more freedom to assign codewords and 
to perform the interleaving over 3 dimensions, namely, time, frequency and 
space. Kim 1931 presented a concatenated coding scheme that combines the 
attributes of an RS code to handle bursty errors and a convolutional code 
to handle random bit errors. In the proposed coding scheme, successive bits 
in each subchannel form an RS symbol in time, which is protected by a low 
constraint-length convolutional code arranged and interleaved in frequency 
and space. The demodulator outputs soft quantized code symbols to the 
inner convolutional decoder, which in turn outputs hard quantized code 
symbols, with bursty errors, to the RS decoder. This combined scheme is 
shown to achieve a higher error correction capability with lower complexity. 
It also shows that if successive bits are properly assigned in a codeword 
and transmitted on different antennas, randomization of bits in a codeword 
can be achieved without using conventional time interleaving. New coding 
techniques such as Space-Time coding [99] can also be a good alternative. 
It achieves superior performance in a flat fading channel by fully utilizing 
antenna diversity. Since each subchannel sees a flat channel, this space-time 
coding technique can be successfully employed in OFDM [loo]. 

The design of codes can be improved to encompass Rayleigh fading and 
other non-stationary channels as long as the worst degree of fading is known. 
This leads away from traditional coding and requires a special code search 
procedure that tests for code distance and periodic product distance (the 
product of the distance of each of the tones within an error event for a 
code, a measure of the distribution of code strength over affected symbols), 
where periodic corresponds to the known interleaving pattern. When this 
is done, dramatic improvement is possible and was first noted in the rather 
remarkable codes of Wesel [loll.  

3.4.2 Coded DMT 

COFDM essentially ignores the potential benefit of Section 3.3's loading in 
transmission. This benefit can be large, but depends on the channel and the 
disparity between the optimum number of tones that should be used and the 
actual number used. When this difference is large, the benefit is also large. 
Essentially, the robust coding is replaced by the more channel-intelligent 
aversion of the fading tones. The problem for wireless transmission is the 
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rate of variation of the channel versus the ability of the transmission channel 
to monitor such variation and react in an optimized-OFDM (DMT) system. 
When such tracking is possible, gains are moderate to large [102]. The trans- 
mitted signal can be coordinated to maximize the transmission efficiency over 
the space dimension. In this way, a two-dimensional water-filling, both in 
frequency and space can be performed [103]. 

Coded DMT replaces the convolutional inner code of COFDM by a trellis 
code [43]. The key observation is that trellis codes are based on a principle 
of constellation partitioning that leaves a single code capable of implement- 
ing essentially any number of bits in the constellation. The only difference 
between different constellations in the use of a trellis code is the number of 
points within each of the partitioned subsets of the constellation. Thus, the 
same encoder and decoder can be used for all the subchannels of a DMT 
system even if the number of bits varies, unlike the convolutional encoder, 
which was first observed by Ruiz [104]. 

For outer-code design, the coded DMT system design proceeds the same 
as the COFDM system with the trellis code replacing the convolutional code. 
The computation of the number of bytes in error needs to be slightly altered, 
but use of the average number of bits per tone is adequate for the approxi- 
mate analysis. Zogakis [I051 has investigated the concatenated used of Reed- 
Solomon codes, trellis codes, interleaving, and shaping codes, reporting very 
high coding gain with significant robustness. 

3.4.3 Turbo DMT 

Turbo codes were introduced by Berrou [I061 for the AWGN channel. They 
combine interleaving and soft-convolutional codes into a single design of a 
code with enormous number of states, for which a recursive suboptimal de- 
coding algorithm is used to attain coding gains that are near capacity limits 
for the AWGN channel. Turbo-equalizers were later introduced [I071 to 
extend the resultant gains to channels with intersymbol interference, unfor- 
tunately at huge complexity increase of the decoding algorithm 

Recently Lauer [I081 has found a way, through puncturing, to apply 
turbo codes to a DMT system with variable optimized number of bits per 
tone. Remarkably, puncturing of some of the original codes of Berrou in this 
fashion, known as Turbo DMT, leads to near capacity-limit performance on 
any bandlimited channel. It appears also that the interleaving inherent in 
the codes offers some immunity to multipath fading as long as distribution 
of burst errors occurs. FEC and outer codes can be used for final correction 
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of errors, but may be less necessary than in COFDM or Coded DMT. The 
straightforward use of turbo codes on the inner code of COFDM also shows 
strong promise [log], but of course without the gain afforded by adaptive 
loading. 

3.5 Conclusion and Projections 

Optimization of OFDM leads to significant performance improvement when 
channel bandlimitation is severe. The optimization was divided in this chap- 
ter into the problems of channel partitioning, loading, and coding. Using any 
of the three optimizations will lead to improvement with the combination of 
all three leading to the highest possible performance levels on a bandlimited 
channel. 

The greatest difficulty for wireless transmission and optimized OFDM is 
the time variation of the channel . The optimized system requires handshak- 
ing between transmitter and receiver, which may not be feasible when the 
time variation is fast. Efforts are ongoing to try to speed this process as well 
as to reduce the amount of handshaking required, such that future wireless 
transmission systems may benefit from optimization of OFDM. Presently, 
however, optimization through loading is not yet used in wireless transmis- 
sion. 

Perhaps the most promising area for optimization is that of wireless 
spatial-temporal techniques [7] [103], where enormously efficient wireless 
transmission has been projected. Herein, it is proved that the system capac- 
ity can dramatically increase with multiple antennas when the space dimen- 
sion is fully utilized. In "fixed" wireless transmission (local area networks 
or wireless local loops without mobile movement during use), time varia- 
tion (especially in space) is significantly less. These areas thus represent 
the most fruitful areas of future research in optimized OFDM transmission, 
allowing potential for the OFDM system adequate time to optimize to best 
performance. 



Chapter 4 

SYNCHRONIZATION 

Sarah Kate Wilson 

OFDM, like any other digital communication system, requires synchroniza- 
tion. However, OFDM as a multicarrier system has a different structure 
than a single-carrier system and so has different requirements and different 
resources. For example in OFDM, one can tolerate larger errors in estimat- 
ing the start of a symbol than in a single-carrier system. This is due to 
OFDM's longer symbol period and its cyclic prefix. On the other hand, fre- 
quency synchronization in OFDM must be tighter than that in single-carrier 
systems, due to the narrowness of the OFDM subcarriers. In terms of re- 
sources, OFDM has a structure that is not available in single-carrier systems 
that is useful for synchronization. For example, most OFDM systems have a 
cyclic prefix that, as we will see, can be used for synchronization. The cyclic 
prefix can act as pilot data. Often, an OFDM symbol itself is used as pilot 
data. In this case, the structure of the OFDM symbol can be exploited for 
time and frequency offset estimation. The choice of pilots versus no-pilots 
depends on many parameters: the operating SNR, the size of the cyclic pre- 
fix, coherent versus differential modulation. Whether to insert pilot data or 
use OFDM symbols as pilot data often depends on how much overhead the 
system can tolerate. 

After briefly introducing synchronization schemes in Section 4.1, we will 
present methods for timing and frequency offset estimation in Sections 4.2 
and 4.3, respectively, and joint timing and frequency offset estimation in 
Section 4.4. In addition, we will briefly address sampling clock offset esti- 
mation and tracking in Section 4.5 and discuss further issues and reading in 
Section 4.6. 
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Cyclic 
Prefix 

Transmitted 
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Figure 4.1. Transmitted and received OFDM signal with guard interval 
and cyclic extension. 

4.1 Overview of Synchronization Schemes 

Consider the transmitted and received baseband OFDM signals shown in 
Figure 4.1. In this figure to indicates the true starting position of the OFDM 
signal while T, and T, are the length of the cyclic extension and the symbol 
duration, respectively. By 'true' starting position, we mean the boundary 
between the current OFDM symbol and the one before it. 

For a wireless channel with length Th, the received signal between to+Th 
and to + Tg + T, can be expressed as 

where n(t)  is the AWGN; N, A f ,  and 6 f are the number of subchannels in 
an OFDM symbol, the subchannel space and frequency offset, respectively; 
Hk is the frequency response of the channel at the k-th subchannel. The 
sampled baseband OFDM signal can be written as 
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where 

T Bt = k N  and Ng = $N, Ot represents the integer offset in the OFDM 
frame, while Ng can be regarded as the number of samples in the cyclic 
prefix. In addition, the variable v = $N is the length of the channel in 
samples, k, is an integer carrier frequency offset and E with I E (  5 112 is a 
fractional carrier frequency offset. The fractional carrier offset 6 is a function 
of the frequency offset, 6f. From Section 2.2.1, we have -$: = k, + 6 .  This 
chapter focuses on ways to estimate the fractional time offset, Ot, the tone 
index, ko and the fraction offset, E. 

4.1.1 Timing Offset Estimation 

The goal in timing offset estimation is to find a place to start the N-point 
FFT for demodulating an OFDM symbol. Assuming that the length of the 
channel is less than the length of the cyclic prefix (Th < Tg or v < Ng) and 
ignoring frequency offset, 

2rrk(n-N -Bt)  zf=o1 H ~ S ~ ~ J  N f nn + IS1 +ICI, 
for n E [&, 8t + v], 

2rrk(n-Ng-Bt)  

~ f ~ ' H k s k e ~  N + nn, 
for n E [Ot + U, et + N + Ng], 

different symbol, n > B t + N + N g o r n < 8 t .  

The IS1 comes from the previous OFDM symbol while the ICI results from 
missing samples in the current OFDM symbol. Suppose that we have an 
estimate of the true starting point, and start the FFT at some point after 
our estimate, say 8̂ + M ,  for some positive M. To avoid the IS1 and ICI, it 
is required 

If 8̂  lies within this region, the only consequence of timing offset estimation 
error is a phase rotation. The best region for starting the DFT is illustrated 
in Figure 4.2. This means that the larger the cyclic prefix, the more error 
our system can tolerate, as we can see from the following example. 
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E X A M P L E  4.1.1: If the length of the channel v = 10 samples, then there 
is a 6 symbol margin. The receiver starts the DFT at t ime 8^+ M ,  where 

n 

M = 13. Suppose that Qt = 0, while 8 = -1, then we start the DFT  at the 
12-th sample, so our 128-point sample is 

127 
2xk(12-16 

127 
27rk 139-16 (C skHkeJ la8  ', . . . , s k ~ ~ e ~  (128 ') + noise. 

After the DFT,  we have 

where Nk  is the DFT of AWGN. The ISI and ICI are avoided because the 
FFT  starts within the safe region 10 < M + 8̂  _< 16. However, there is still 
a phase rotation, which can be corrected by channel estimation [IlO]. As  

n 

long as -3 < 8 - Qt < 3, the DFT starts in the safe region, reguiring only 
additional channel estimation to clean up the phase rotation. If 0 - Qt < -3, 
the system will experience ISI and ICI. But, if 8̂ - Qt > 3, then our F F T  will 
include samples from the next symbol. 

This example illustrates how some errors in time-offset estimation can be 
tolerated given a channel estimator. It also illustrates that in a differentially- 
detected system, we may have residual phase error due to time-offset esti- 
mation [ I l l ] .  The goal is to have an efficient time-offset estimator with 
reasonable accuracy and a cyclic prefix that is long enough to accommodate 
mistakes in the estimator, but not so long that the system is inefficient. 

4.1.2 Frequency Offset Estimation 

As mentioned earlier, the normalized frequency offset can be written as 3 = 

k, + E, where k, is an integer and ) E )  < i. Accordingly, we can divide the 
problem into two parts [112]: 

0 fine frequency offset estimation: estimating the center frequencies of 
each subchannel, E; 

0 coarse frequency offset estimation: estimating the tone numbering in- 
dex, k,. 

From Chapter 2.2, we know that the fractional frequency offset (k, = 0 and 
J E ~  < 112) results in ICI between tones. An incorrect tone numbering with 
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Figure 4.2. Regions of timing synchronization. 

no fractional offset ( k ,  # 0 and 1 ~ 1  = 0) shuffles the tones for a receiver with 
a sufficiently large bandwidth. For example, if k ,  > 0, then 

for n = 0 , .  . . , N - 1 and the demodulated output is 

However, a non-zero ko does not generally affect fine frequency synchro- 
nization algorithms, so the frequency synchronization can first correct the 
fractional offset, then correct the integer offset. 

4.1.3 Acquisition Versus Tracking 

Synchronization schemes generally have two parts: acquisition and track- 
ing. Acquisition obtains an initial rough or coarse estimate of timing and/or 
frequency parameters. Tracking is an on-going process where this rough 
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estimate is refined to get a better estimation. Often, the paradigm is fast 
acquisition followed by tracking [113]. This is very similar to how an artist 
paints a picture. First the painting is sketched in black and white (acqui- 
sition). Then after the artist has drawn a satisfactory sketch, the details 
and colors are added (tracking). Acquisition parameter estimation schemes 
generally have a wide range, but low accuracy. Tracking algorithms have a 
narrower range and finer accuracy. 

It was demonstrated in Section 4.1.1 that given a sufficiently long cyclic 
prefix and reasonably accurate estimation of the symbol start, g, the only 
penalty is a phase rotation of the channel frequency response. This phase 
rotation can be adjusted by subsequent channel estimation and equalization. 
In this sense, we can think of symbol start estimation as acquisition and 
channel estimation as tracking. Channel estimation essentially cleans up 
any small mistakes made by the synchronization algorithm. However, in a 
synchronization scheme, the initial estimate of the symbol start may need 
to cover a wide range of possibilities. Depending on the estimation method, 
the receiver may need to search over N + N, samples to determine the 
approximate starting time. Once the initial ;has been found, phase tracking 
may involve searching over a narrower range. For differential demodulation, 
some form of fine timing estimation may be necessary to cancel the phase 
rotation induced by the non-ideal starting point. 

However, as we shall see later in this chapter, one can have better results 
by first finding the fine frequency offset, followed by finding the correct tone 
numbering. 

Frequency synchronization in OFDM can be divided into three stages: 
finding the correct integer offset, finding a coarse estimate of the fractional 
frequency offset, then refining this fractional frequency offset. However, often 
the last two steps are combined into one. These lead to the following OFDM 
synchronization model. Coarse frequency acquisition finds the correct tone 
numbering and fine frequency acquisition finds the fractional offset from the 
received subcarriers. This principle is illustrated in Figure 4.3. However, as 
we shall see later in this chapter, one can also first estimate the fractional 
frequency offset and then integer frequency offset. 

4.2 Timing Offset Estimation 

The goal of timing offset estimation is to determine where to start the FFT 
at the receiver to avoid IS1 and ICI. 
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coarse frequency 
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Figure 4.3. Coarse frequency synchronization. 

4.2.1 Pilot-based Methods 

Pilots, such as pseudo-random sequences or null symbols, can be used to 
determine the start of an OFDM symbol. They are particularly useful for 
systems with low SNR where synchronization might be otherwise difficult. 
Some timing synchronization methods for single-carrier can be also extended 
to OFDM systems [110]. 

The pilot symbols can be OFDM-based or non-OFDM-based. If OFDM- 
based pilot symbols are used, the frame size may need to be increased to 
lower the overhead. Otherwise, for shorter frames, non-OFDM-based pilot 
synchronization bursts may be more appropriate. 

Another issue to consider when designing pilots for a system is, is the data 
continuous or bursty? If the data is continuous, a null signal can be used to 
signal the start of a symbol. This is the method employed by the European 
DAB standard [114]. If the data is bursty, a null signal is inappropriate. 
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Figure 4.4. Fine frequency synchronization. 

Chirp 
Null Signal Null 

I OFDM I OFDM I symbol MmI OFDM I OFDM I - - - I OFDM ( ~ y m b o l  OFDM 

time 

Figure 4.5. Pilot scheme for the European DAB systems 

Non-OFDM-based Pilot Symbols 

As shown in Figure 4.5, the DAB system inserts a null signal at the beginning 
of a group of OFDM symbols [114], [115]. The number of OFDM symbols 
following the null symbol depends on the operating mode but is on the order 
of 80 to 150. In addition there is an OFDM symbol used as a reference 
for the differential modulation scheme. This reference symbol is a chirp 
and can be also used for synchronization. The overhead of this scheme is 
relatively low - about 1%. The receiver first estimates the power of the 
incoming signals. When the estimated power is below a certain threshold, 
the receiver determines that a null signal is present and that the reference 
OFDM symbol is about to start. It then uses the chirp signal to estimate 
channel parameters [I161 and to refine timing synchronization. This DAB 
synchronization scheme follows the traditional model of acquisition using the 
null symbol followed by fine estimation using the chirp signal. 
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OFDM-based Pilot Symbols 

There are several ways to use pilots in OFDM symbols. In particular, we 
will focus on the pilot symbol proposed in [117], [118]. Figure 4.6 shows 
time and frequency characteristics of the pilot symbol. In this pilot symbol, 
the second half is equal to the first half, excluding the cyclic prefix. This is 
equivalent to only using every other tone in the OFDM symbol. To ensure 
that the time-domain pilot signal has the same average energy as the data- 
bearing symbols, the energy on each used subchannel is doubled. We will 
present two timing offset estimators, an ML estimator [I191 and a normalized 
correlation estimator [117], based on this pilot symbol. 

N tones 

frequency 

Cyclic 
prefix First Half of Symbol = Second Half of Symbol time 

Figure 4.6. Time and frequency characteristics of Moose's pilot symbol 

To derive the ML estimator, we make the following two assumptions: 

1. The received OFDM signal is zero-mean Gaussian. 

2. The only correlation in the time-domain data is due to the replication 
of the first half of the signal. 

Assumption 1 makes the derivation much easier. Assumption 2 ignores the 
correlation due to the delay spread of wireless channel or the cyclic prefix. In 
this derivation we do not use explicit knowledge of the pilot values, but focus 
on the repetitive nature of the pilots. This proves to be relatively robust 
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in the presence of an unknown frequency-selective channel. A method that 
incorporate both the pattern of the pilots as well as the value of the pilots 
can be found in [134]. 

Following the derivation for the cyclic-prefix based ML estimator pre- 
sented in [120], [121], we can obtain the ML estimator, 

where 

The term 5 is defined by 

Ex = ~{12,1~), and No = ~ { l n , ~ ~ ) .  

This estimator exploits the correlation between the first and the second halfs 
of the pilot symbol with an additional normalization factor based on the SNR 
and the relative power of the signal terms. 

For the normalized correlation estimator, 

where the normalized metric is 

This estimator differs from the ML estimator in (4.2.1) in two ways. fie- 
quency offset will cause a phase change in the correlation function. We will 
examine this effect further in Section 4.4 when we study joint frequency and 
timing offset estimators. 

Both the ML timing metric and the normalized correlation timing metric 
are random variables, but the mean of both timing metrics is constant when 
8 is inside the cyclic prefix. Since AnOrm(8) is a nonlinear function, finding 
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its accurate mean is difficult. However, under some approximations, it is 
found in [I171 that 

when 8 is inside the cyclic prefix. 
Simply choosing the maximum of the timing metric could cause a false 

start outside the plateau due to noise. Since the center of the plateau is 
the best place to put the start of the symbol, a method to determine the 
center is proposed in [117]. The peak (the maximum value) of the timing 
metric is first found. Then the closest point to the left that is 90 % of 
the maximum value is chosen as the left boundary. This value will appear 
somewhere on the positive slope of the timing metric. After determining a 
similar boundary point to the right of the maximum value, the estimated 
symbol starting point is the average of the left and right boundary points. It 
is reported that searching for the center of the plateau region ensures fewer 
errors in the start of the timing signal. Depending on the estimated length 
of the channel response and the length of the cyclic prefix, the designer may 
want to add some positive offset to ensure that the DFT starts within the 
safe region. 

E X A M P L E  4.2.1: Consider an OFDM system with 128 subchannels and 
a cyclic prefix of 16 samples. W e  apply both the ML  estimator and the 
normalized correlation estimator i n  an AWGN channel. I n  this case, as long 
as the DFT  starts anywhere between the start of the symbol, Ot,  and the end 
of the cyclic prefix, Ot+Ng, channel estimation can mitigate any phase offset. 
Figure 4.7 shows the standard deviation and the probability of being outside 
the safe region of the pilot symbol. W e  also apply the 90 % rule mentioned 
above to find the center i n  the plateau for the normalized estimator. For the 
ML estimator, we use 95 % rather than 90 %. Both estimators perform very 
well for SNR's greater than 10 dB. This estimator not only finds the start of 
any OFDM symbol, but the start of the pilot symbol. The standard deviation 
takes into account how close the timing offset estimator is to  the start of the 
pilot symbol. 

Though the performance of the estimators in an AWGN channel is a 
good starting benchmark, the real test is how they perform in a dispersive 
wireless channel. 
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Figure 4.7. (a) The probability of the estimated symbol start outside the 
safe region and (b) the standard deviations of the estimators for pilot-based 
time-offset estimators in an AWGN channel. 

EXAMPLE 4.2.2: I n  this example, we use the same parameters as in the 
previous example, but assume a two-tap multipath channel. The two taps 
vary randomly and are with Gaussian distribution, but the overall average 
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Figure 4.8. (a) The probability of the estimated symbol start outside the 
safe region and (b) the standard deviations of the estimators for pilot-based 
time-offset estimators in two-tap channels. 

energy of the two taps is  normalized. The first tap is at sample 0 while the 
second one is at sample 3. This means the safe region for starting the DFT 
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has 16-4 = 12 samples. The channel is  varied over 5000 trials but the S N R  
is  fixed. This  means that sometimes the first tap is  larger and sometimes 
the second tap is  larger. The probability that the estimated D F T  start is  
outside the safe region, along with the standard deviation of the estimator, 
is shown in Figure 4.8. From the figure, there is a slightly larger irreducible 
error floor in the two-tap channel than that in the A W G N  channel. Wi th  a 
multipath channel, it is less clear what the true starting point of the symbol 
is, especially i f  the second tap of the channel is larger than the first. Wi th  
this in mind, the larger error floor is  not surprising. 

In general there are two opposing forces in both of the timing metrics 
described above: the height of the peak versus the noise floor of the signal. 
The noise floor is not only related to the noise in the signal, but also to 
the energy of the signal. The other point to consider is the slope of the 
peak. The slope of the ML estimator is the same regardless of the number of 
samples in the pilot symbol. This is the main reason there is an error floor 
in the timing offset estimator. This will be explained in more detail in the 
next section. 

4.2.2 Non-Pilot-based Methods 

Most non-pilot-based methods for timing offset estimation are based on the 
redundancy of the cyclic prefix. Even through many of these non-pilot-based 
methods are derived for an AWGN channel, with minor modification, these 
methods can be also used for dispersive channels. 

Many algorithms use the periodicity of the correlation function of the 
time-domain OFDM symbol [121], [122], [123]. This periodicity can be ex- 
ploited to find the start of an OFDM signal. How to use this periodicity 
varies from method to method. Some methods look only at the correlation 
function while the others include the relative power of the samples as well. 
As in Section 4.2.1, we will begin with an ML estimator in an AWGN channel 
and then compare it with others. 

Under the assumption that the time-domain data is Gaussian and the 
samples outside the cyclic prefix are uncorrelated, it has been derived in 

where 
t'+Ng-1 
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and as before 
E x  

<=E,+N; 
Intuitively, the correlation between points within the cyclic prefix and those 
N samples away should reach the peak when 8^= O t .  Subtracting the power 
accommodates any fluctuations in the signal so that a peak in the function 
is less likely to be confused with a rise in the signal power. 

At a high SNR, the weighting factor, C z 1. This means for high SNR, the 
ML estimator is approximately equivalent to a square-difference estimator 
in [123], which finds the gd to minimize 

At a low SNR, the weighting factor, C, is small. In particular, at an 
extremely low SNR, 5 = 0. In this case, the ML estimator is equivalent to a 
correlation estimator, which finds the 8^, to maximize 

In the following example, we compare the performance of the above three 
estimators. 

E X A M P L E  4.2.3: Consider the same OFDM system as in Example 4.2 
for a n  A W G N  channel. I n  this example, we compare three different timing 
offset estimators. Figure 4.9 shows the standard deviation and the probability 
of starting the D F T  in the safe region. W e  assume that the D F T  starts 8 
samples after our estimated start of the timing period. From the figure, 
the M L  estimator has the best performance over all SNR's.  A s  the S N R  
increases, the square-difference estimator approaches the performance of the 
M L  estimator. This is because for large SNR's  the two estimators are same. 
The correlation estimator performs relatively poorly, showing that the extra 
power terms are necessary in the M L  metric. 

It may be surprising that the estimators without pilots in this example 
and with pilots in Example 4.2.1 have comparable performance. This is 
because the pilot-based timing offset estimators have a plateau due to the 
redundancy in the cyclic prefix. This makes finding the exact start of an 
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Figure 4.9. (a) The probability of the estimated symbol start outside the 
safe region and (b) the standard deviations for the three different estimators 
in an AWGN channel. 
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OFDM symbol difficult. The second reason is that extending the size of the 
redundant period does not necessarily increase the accuracy of the estimator. 

To see how the length of the cyclic prefix affects the performance of the 
timing offsets, consider the squared-difference metric, hd(8). The expected 
value of this metric is, 

2Ng(Ex+ No) -2E,Ng (1 - v) if [ B - & l  i: N,, 

~N'(Ex + No) otherwise. 

From the above equation, we can see that the slope of the mean of the 
estimator depends only on the difference between the true starting point, Bt, 

and the estimated one, 8? Increasing the size of the cyclic prefix does not 
guarantee a sharper peak in the metric. 

Furthermore, the error floor of the timing offset estimator does not de- 
pend on the size of the cyclic prefix, rather it depends on the SNR of the 
signal. To see this, we use the following set of inequalities, 

00 

v a r  (5) = n2 (Pr{ŝ  = Bt + n) + Pr{5 = Bt - n)) 

Because the square of the absolute value of complex Gaussian random vari- 
ables is with exponential distribution, we have 

- - No - - 1 

2N0 + Ex S N R  + 2' 

This means that regardless of the size of the cyclic prefix, the variance of 
the estimator is lower bounded by a positive number that depends on the 
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SNR and has nothing to do with the size of the cyclic prefix. Therefore, 
increasing the size of the redundant information has limited benefits. 

ML estimator 

*i. mrrelation estimator 

0 1 
0 5 10 15 20 25 30 35 40 

Cyclic pretix lsngth (samples) 

Figure 4.10. Performance of the three estimators using different lengths of 
cyclic prefix in an AWGN channel with an SNR of 10 dB. 

EXAMPLE 4.2.4: The three estimators have been applied to  a n  OFDM 
system with 128 subchannels and different sizes of cyclic prefix to an  AWGN 
channel. Both the square-difference estimator and the ML estimator con- 
verge to  a standard deviation of about 0.5, while the lower bound on  the 
variance, from Equation (4.2.5) is 0.08. Therefore, the lower bound on  the 
variance is  not tight and is only a way to demonstrate that the variance is  
lower bounded by some positive number. 

This leads to our previous discussion on the pilot-based timing offset 
estimators. Increasing the amount of redundant information beyond a cer- 
tain point does not increase the accuracy of the estimators, which implies 
that non-pilot based timing offset estimators can work as well as pilot-based 
estimators in certain circumstances. 

Up to this point, we have only considered an AWGN channel for these 
non-pilot-based estimators. As with the pilot-based estimators, the question 
is, how do these metrics work in a multipath channel? The IS1 and ICI at 
the beginning of an OFDM symbol will reduce the redundancy in the cyclic 
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prefix. If the length of the channel is less than the size of the cyclic prefix, 
there will be a window at the end of the cyclic prefix without IS1 from the 
previous symbol [123]. In [123], the size of the cyclic prefix is extended 
to make the non-IS1 portion of the cyclic prefix larger. In their squared- 
difference metric, the number of points in the summation is decreased to 
N, - V. 

E X A M P L E  4.2.5: I n  this example, we compare the performance of the 
above three estimators plus the shortened square-difference estimator in a 
dispersive fading channel. Both the OFDM system and the two-tap channel 
are the same as in Example 4.3. This means that the ISI-free portion of the 
OFDM symbol is 16 - 4 = 12 samples long. The results are shown in Fig- 
ure 4.11. The shortened square-difference estimator has a slightly smaller 
standard deviation than the full-length estimators. However, we note that 
the shortened square-difference metric estimates the timing offset 2 samples 
later than the non-shortened metric. This is  not a drawback of the estimator, 
but something that should be kept in mind when estimating where t o  start the 
DFT.  A s  previously noted in the A W G N  case, the detector based o n  corre- 
lation alone has relatively poor performance. This is the same channel that 
has been used in Example 4.4. Note that the performance of the estimators 
here are comparable to  the performance of the OFDM-based timing offset 
estimators. 

4.3 Frequency Offset Estimation 

Frequency offset estimation refines the initial analog estimate of the carrier 
frequency. In this section, we will assume that the analog frequency offset 
is not so large nor the bandwidth of the receiver so broad that no tones in 
the OFDM symbol have been lost through the receiver filter. 

From Chapter 2 and Section 4.1, when there is no timing offset and 
channel noise and channel gain is unit, the received signal due to frequency 
offset can be expressed as 

where k ,  is an integer and represents the coarse frequency offset, 1 ~ 1  < 112 
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Figure 4.11. (a) The probability of the estimated symbol start outside the 
safe region and (b) the standard deviations for the three different estimators 
in a two-tap channel. 
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represents the fine frequency offset, and 

Many frequency synchronization algorithms work by taking the argument of 
some noisy version of exp(g2.1r(ko+~)K/N) for some constant K that depends 
on the chosen frequency estimator. Because the argument of a complex 
exponential is restricted to the region (-T, T), the value of K determines the 
range of the estimated frequency offset. If I K(ko + > 112, there will 
be a wrap-around effect and some useful information will get lost. For fine 
frequency estimation, K = N so that the argument of exp(g2.1r(ko + €)KIN) 
is on the order of j27re. For coarse frequency estimation, K is usually smaller. 
For example, if K = N/4, then 127r(k0+ E) K I N  I < 7r implies -2 < k0+c < 2. 

Coarse frequency synchronization usually uses pilot-based approaches. 
They basically rely on pattern matching. Non-pilot-based methods can be 
used for fine frequency offset estimation, E. We will first discuss some pilot- 
based methods for both coarse and fine frequency offset estimation and then 
focus on non-pilot-based methods. 

4.3.1 Pilot-based Methods 

Pilot-based methods can be used for both coarse and fine frequency syn- 
chronization. Pilots can be an extra sequence outside an OFDM symbol 
or known data interspersed within the OFDM symbol. One way is to use 
short bursts of single-carrier training data interspersed with OFDM symbols 
[I241 and directly use the methods developed for single-carrier synchroniza- 
tion. However, for fine synchronization, more accurate methods are required. 
Both OFDM-based and non-OFDM-based pilot symbols can be used for fre- 
quency offset estimation and synchronization. 

Non-OFDM-based Pilot Symbols 

Methods that use non-OFDM-based pilot symbols rely on single-carrier syn- 
chronization methods [124], [125]. Because OFDM requires finer frequency 
synchronization than an equivalent single-carrier system, these methods have 
been adapted for better accuracy. All of these methods find phase changes 
within the pilot sequences and estimate ko + E or E. 

In [124], a scheme based on inserting repeated short constant-amplitude 
zero-autocorrelation (CAZAC) sequences between OFDM symbols has been 
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proposed. This CAZAC scheme performs both coarse and fine frequency 
offset estimation. The basic idea is to measure the phase change due to the 
frequency offset. If the same symbol, x,  is inserted in time domain at  n and 
n + K ,  then the received symbols at n and n + K will be 

and 

Consequently, 

Y:Y~+K 1 s l 2 e ~ T  + noise. (4.3.1) 

As we saw above, the larger K, the finer the frequency estimation. Thus 
coarse estimation involves comparing the phases of two symbols close to- 
gether while fine frequency synchronization relies on comparing symbols 
further apart. The requirement that symbols must be far apart for fine 
frequency synchronization puts some limitations on the system, especially if 
the channel is with fast fading. Any significant change in the channel phase 
will affect the fine frequency offset estimation. This could be mitigated by 
channel estimation. In the subsequent section of this chapter, we will also 
introduce a fine frequency offset estimation method based on one OFDM 
symbol to avoid the problem. 

OFDM-based Pilot Symbols 

Many methods [117], [118], [I261 use pilot symbols that are part of OFDM 
symbols. In both [I171 and [118], data are repeated within a time-domain 
OFDM symbol. In [126], known symbols are evenly spaced among OFDM 
subchannels. Here we will introduce some methods for fine and coarse fre- 
quency synchronization, respectively. 

Fine frequency synchronization 
Consider fine frequency synchronization using Moose's double OFDM 

symbol [I181 similar to Figure 4.6. This is a super OFDM symbol with 
2N + N, points, where the first and the last N points are the same. A 
simple and elegant frequency offset estimator based on this pilot-symbol has 
been derived in [118]. This frequency offset can be estimated by 
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where Y1,k and Y2,k are the DFT of the first and the second N samples, 
respectively, and IC, is the index set of the used tones. It can be shown that 
Equation (4.3.2) is equivalent to 

Equation (4.3.3) is very similar to the fine frequency offset estimator pro- 
posed by [117]. The difference is that two repeated OFDM symbols are used 
in [118], while one OFDM symbol where the first and the second half of the 
time-domain signal are equal is used in [117]. When there is no timing offset, 

where 

It is shown in [I181 that both the time-domain estimator (4.3.3) and the 
frequency domain estimator (4.3.2) are ML for an AWGN channel. Using a 
trick for noise analysis in frequency modulation [127, pp. 414-4181, it is also 
demonstrated in [I181 that the above estimator is zero-mean and and with 
variance 

EXAMPLE 4.3.1: I n  Figure 4.12, the M S E  of fine frequency estimation 
is  displayed for the time-domain and the frequency domain approaches. It  
i s  based on  500 trials. The OFDM symbol has 128 subchannels, but only 
98 of them are used. The same two-tap dispersive channel as in Example 
4.2.5 is  used. The true fractional frequency offset i s  E = 0.3. The time- 
domain estimator uses 128 terms in the summation, while the frequency 
domain estimator uses 98 subchannels. The frequency domain estimator has 
a slightly lower M S E  as it ignores unused subchannels that have only noise. 

Coarse frequency synchronization 
Some schemes can be used for both fine and coarse frequency synchro- 

nization. For example, with minor modification, the fine frequency offset 
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Figure 4.12. MSE of frequency offset estimators 

estimator introduced above can estimate the subchannel numbering offset 
[118]. Here, we will present a frequency synchronization scheme developed 
by Classen and Meyr in [126]. We focus only on the coarse frequency syn- 
chronization, although the scheme can be also used for fine frequency syn- 
chronization. This scheme is illustrated in Figure 4.13. Pilot channels are 

D-1 OFDM symbols 

Frequency domain of an OFDM symbols 

Pilot tones spaced every 4 tones Pilot tone 

frequency 

Figure 4.13. OFDM-based pilot scheme for coarse and fine frequency syn- 
chronization 



Section 4.3. Frequency Offset Estimation 137 

placed to every D~~ OFDM symbol. Within an OFDM symbol with pilots, 
there are L evenly spaced pilot tones. For an OFDM symbol with pilots, 
if the tone numbering is correct, (ko = 0), then the demodulated symbols 
at pilot position will have a high correlation with the known pilots. Other- 
wise, the correlation is very low. Based on the above observation, the tone 
numbering index can be estimated by 

where Kp is the pilot tone index set, sk for k E IC, is known at  the receiver, 
and ( ~ k ( 1 ) ) f ~ l  is the DFT of {yn, yn+1 e-~2.rrl/N ' ' ' , Yn+N-I e-~2.rrl(N-l)/N >. 
Let ~ ~ ( 1 )  and Nk(1) be signal and noise components, respectively, in Yk(1). 
Then 

Yk (1) = Hsk (1) + Nk (l), 

where H is the gain of the flat fading channel. If 1 = k,, then sk will be 
equal to ~ ~ ( 1 )  for k E Kp and the correlation between {sk  : k E ICp) and 
{sk(l) : k E Kp) will reach the peak. 

The above algorithm is not applicable to frequency selective channels 
because the phase of the frequency response will affect the correlation. To 
compensate for this, a principle similar to differential decoding is used in 
[126]. Let fi,k(l) = H k  (l)sl,k (1) + Nl,k(l) and %,k (1) = H k  (l)~2,k(l) + N2,k (1) 
correspond to two OFDM symbols with pilots, s l , k  and s2,k for k E Kp, 
respectively, and { H ~  (l))f=ol be the N-point DFT of {ho, hle-J2.rr1/N, - . . ). 
The tone numbering offset can be estimated by 

If the channel noise is ignored, then Equation (4.3.6) will be equivalent to 

It should be indicated that this algorithm has been developed for a coarse 
frequency estimation where e is usually non-zero; therefore, it requires fre- 
quency correction in the time domain and repeated DFT's. However, if e is 
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zero, we can circularly shift the demodulated samples in the frequency do- 
main by -1 points to avoid repeating DFT's [112]. When the tone numbering 
index, k,, is estimated, we can either directly correct the coarse frequency 
offset in the time domain or feed it back to a numerically controlled oscilla- 
tor. 

EXAMPLE 4.3.2: W e  apply the above coarse frequency offset estimation 
algorithm to  the same OFDM system in the same two-tap channel as in Ex- 
ample 4.3. For a n  OFDM symbol with pilot tones, there are 32 evenly spaced 
pilot tones. The pilot symbols, sl,k and s2,k f o r k  E ICp, are chosen such that 
s;&s2,k is a binary pseudo-random sequence. Figure 4.14 shows the proba- 

bility that zo # k, for different E 'S .  The result is based o n  500 trials. From 
the figure, when E 5 0.2 the algorithm works well. However, the performance 
is not so good when E > 0.2. This means that good fractional frequency 08- 
set estimation and correction can significantly help tone numbering (coarse) 
estimation. 

Figure 4.14. Probability that zo # ko versus S N R  for different fractional 
offsets, 6's. 

The OFDM-based pilot symbols proposed in [I171 can be also used for 
coarse frequency acquisition. In that case, there are two OFDM symbols 
with pilots. The first one is a shortened Moose pilot symbol and is used for 
timing and fine-frequency acquisition. The second one is combined with the 
first one for coarse frequency acquisition. 
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4.3.2 Non-Pilot-based Methods 

Redundancy in the cyclic prefix can be also used for frequency offset estima- 
tion [121], [128], [129]. These estimators are very similar to the pilot-based 
ones discussed in the previous section except that they rely on the correla- 
tion within the OFDM symbol rather than adding known pilot symbols. For 
example, the ML estimator developed in [I211 exploits the cross-correlation 
between samples inside the cyclic prefix and samples N points away. These 
non-pilot-based schemes are generally used for fine-frequency synchroniza- 
tion only. 

The derivation of the ML frequency offset estimator based on the redun- 
dancy in the cyclic prefix is similar to the derivation of estimator in [118]. 
Assuming the timing offset, Ot, is known, then the frequency offset can be 
estimated by 

Although this estimator has been originally derived for an AWGN channel, 
it can be also applied to a dispersive channel. However, for a dispersive 
channel, there will be additional noise in the estimator due to the ICI and 
the IS1 in y, for n E [O, 0 + v]. 

The variance of the above fine frequency offset estimator can be derived 
using the method in [I171 and is very similar to (4.3.5). It is shown in [I171 
that increasing the size of the cyclic prefix will improve the performance of 
the estimator. This is different from the cyclic-prefix based timing offset 
estimator, where increasing the size of the cyclic prefix has only limited 
benefit. 

E X A M P L E  4.3.3: In this example, the fractional frequency offset e, is 
estimated using (4.3.7) for the same OFDM system in  the same two-tap 
channel as in  Example 4.3. The true fractional offset is E = 0.25. Figure 
4.15 compares the MSE from simulation and the theoretical MSE (using the 
formula similar to (4.3.5)) that ignores the ICI and ISI. Note that there is 
an error floor i n  the MSE from simulation due to the ICI and the ISI. 

4.4 Joint Time- and Frequency Offset Estimation 

In the previous sections, we derived the time-offset estimator assuming the 
frequency offset was known and the frequency offset assuming the time-offset 
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Figure 4.15. Theoretical and simulated MSE's of the fine frequency offset 
estimator based a 16 point cyclic prefix. 

was known. In practice this will not be true and inaccuracies in our estimates 
of I3 and E will degrade the performance of the estimators. In this section, 
we discuss some of these impairments and how to jointly estimate time and 
frequency offsets. 

A non-zero frequency-offset, E causes ICI which makes the timing metric 
noisier. Similarly, if 8̂ - I3 is too large, our data will have ICI and IS1 making 
the frequency metric noisier. In [117], the authors avoided this problem by 
taking the absolute value of the sum of the cross-terms. An ML derivation 
of the joint ML estimator based on Moose's pilot symbols as in [I211 shows 
that this can be the right thing to do. 

If a shortened Moose's pilot symbol, as in Figure 4.6, is transmitted, 
samples at the receiver can be expressed as 

k is even 
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2 r ( k + k o + e ) ( n + N / 2 - N g - O t )  

Yn+N/2 = x Hkske' N 

k is even 
2 r ( k + k o + s ) ( n + - N g - 0 t )  

= HksaeJ N e ~ r ( k + k o + ~ )  

Ic is even 
Zr(k+ko+e) (n-Ng-Bt )  

= x Hxske2 N , N k O + d  

k is even 

- - y n e 3 r ( k o + 4 ,  (4.4.1) 

for n = 0 + Ng, . . . , 0 + N, + N/2 - 1. Consequently, 

From Equation (4.4.2), we first estimate the timing offset by finding the 
value 8̂ that maximizes the following modified cost function 

Then, from the estimated Qt, the fractional frequency offset can be estimated 
by the following two steps: 

0 calculating E' by 

0 estimating the fractional frequency offset by 

A 

In fact, E' carries more information than fractional frequency offset. We can 
not only estimate fractional frequency offset but also determine whether the 
tone numbering index, Ic,, is even or odd. 



142 SYNCHRONIZATION Chapter 4 

Alternatively, we can jointly estimate both E and 0 by maximizing the 
following cost function: 

Many other timing offset estimators introduced in the previous sections, 
such as the normalized correlation estimator and the square-difference es- 
timator, can be similarly extended into joint timing and frequency offset 
estimators. 

The ML timing offset estimator based on the cyclic prefix can also be 
extended to a joint ML estimator. This is addressed in detail in [121]. How- 
ever, due to limited redundancy, the cyclic-prefix based joint ML estimators 
are much more sensitive to timing offset than the pilot-based ML estimator. 

4.5 Sampling Clock Offset Estimation and Correction 

In any communication system, the sampling clocks of the digital-to-analog 
converter (DAC) at the transmitter and the analog-to-digital converter (ADC) 
of the receiver will be different. As indicated in Chapter 2 and [39], the sam- 
pling clock offset will cause two effects: a subchannel-dependent phase rota- 
tion and an ICI. In this section, we will briefly introduce a digital phase-lock 
loop (DPLL) [39] to correct the sampling clock offset. 

Analog Digital 
signal 

Time and frequency Time and frequency 
offset estimation offset campenration , I Decision , I 

I I I I ,  I 

0 , '  I ,  ' 
I I I I , '  

3 , '  I ,  I 

1 , '  I I I 

r y y  r v v  
Generate ermr signal 

Figure 4.16. Synchronization scheme with digital time-domain timing and 
frequency offset estimation and compensation 
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Figure 4.16 shows sampling clock correction through a DPLL. An error 
signal, which contains information on sampling clock offset, is required to 
adjust the sampling clock. It can be obtained by examining the difference be- 
tween the decided symbols and the received noisy signal [39]. Alternatively, 
it can be calculated by 

1~~ 12e32"P + noise. (4.5.1) 

The normalized angle in (4.5.1) gives a noisy estimate of the sampling clock 
offset. Averaging across all subchannels in an OFDM symbol can signifi- 
cantly reduce the effect. The details on DPLL can be found in a standard 
textbook [113]. 

Figure 4.16 also includes timing and frequency correction. After the 
ADC, the receiver can estimate and adjust the timing and frequency offsets 
digitally. Timing offset adjustment means starting the DFT at  an appro- 
priate place. For frequency offset correction, we can multiply the sampled 
signal by exp(j2~FnlN).  

It should be noted that the frequency offset can be corrected digitally as 
above, or it can be corrected before the ADC in a frequency recovery loop 
[125]. In this case, coarse frequency estimation is a wider estimate of the 
frequency offset instead of just tone numbering. Furthermore, the carrier 
frequency must be corrected in the analog domain if the frequency offset is 
so large that part of an OFDM symbol gets lost due to filtering. 

4.6 Summary and Further Reading 

In this chapter, we have presented techniques to synchronize OFDM systems 
with the help of pilots with redundant information or by exploiting redun- 
dancy in the OFDM symbol itself. We have concentrated on timing and 
frequency offset estimation and synchronization using the special structure 
of OFDM symbols that is unavailable in single-carrier systems. We have 
introduced some basic techniques, however, more recently developed algo- 
rithms are not included. There are several other approaches on timing offset 
estimation based on pilot symbols [130], [131], [132], based on the cyclic pre- 
fix [133], and based on both [134]. A frequency domain approach for timing 
offset estimation can be found in [135]. Frequency offset estimation based 
on pilot symbols and based on the cyclic prefix has been also investigated in 
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[136], [137], [I381 and in [139], respectively. Frequency synchronization using 
single-carrier based methods can be found in [125], [I401 and the references 
therein. A closed-loop frequency synchronizer is addressed in [141], [142]. 
Joint timing and frequency offset estimation can be also found in [143], [144], 
[145], [146], [147], [148]. Recently, blind techniques have been also applied in 
timing and frequency synchronization [149], [150], [151], [152], [153]. There 
are synchronization methods developed for some special applications. Tim- 
ing offset estimation for high-bit rate digital subscriber line (DSL) systems 
has been proposed in [154]. Joint timing and frequency offset estimation for 
the DAB OFDM systems can be found in [115], [116], [155], [156], [157]. 



Chapter 5 

CHANNEL ESTIMATION 

Ye (Geoffrey) Li 

5.1 Introduction 

Channel parameters are required by many applications. With channel es- 
timation and tracking, OFDM systems can use coherent PSK to obtain a 
3 dB signal-to-noise ratio (SNR) gain over differential PSK (DPSK). Adap- 
tive loading algorithms described in Chapter 3 also depend on the accurate 
channel information. For OFDM systems with multiple transmit and/or 
receive antennas for system capacity or performance improvement, chan- 
nel information is essential to diversity combining, interference suppression, 
and signal detection. In summary, the accuracy of channel state informa- 
tion greatly influences the overall system performance. Therefore, in this 
chapter, we present channel parameter estimation in OFDM systems. 

Before introducing various channel estimation algorithms, we first com- 
pare the performance of differential and coherent detection to demonstrate 
the importance of this topic. 

5.1.1 Differential and Coherent Detection 

PSK is the most popular modulation for fading channels since its perfor- 
mance is not sensitive to channel amplitude variation. There are two ways 
to demodulate the PSK signal: differential and coherent. Coherent PSK 
carries the information to be transmitted by the phase of a tone in OFDM. 
Therefore, channel knowledge is required for demodulation. DPSK uses the 
phase difference to carry the information to be transmitted. For OFDM, the 
phase difference may be between adjacent tones of the same OFDM block 
or the tones at  the same position of adjacent OFDM blocks. In either case, 
channel knowledge is not required for demodulation. However, as we see 
next, coherent PSK has much better performance than DPSK. 

From [34], for a channel with only AWGN, the bit error probability (BEP) 
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for binary differential and coherent PSK is 

respectively, where p is the SNR per bit and Q(x )  is defined as 

Q ( X )  = & Lrn e-" d t .  

Figure 5.1. BEP of differential and coherent PSK for Rayleigh fading 
channel 

In a fading environment, the received SNR is a random variable. For a 
Rayleigh fading channel, its probability density function can be proved to 
be, 
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where pb is the average SNR per bit. In this case, the BEP for differential 
and coherent PSK can be directly calculated from (5.1.1), (5.1.2)' and (5.1.4) 
as 

1 
PD (pb) = (5.1.5) 

2(1 + pb) ' 
and 

1 

respectively. For larger average SNR's, we have 

which implies that coherent detection provides a 3-dB SNR gain compared 
with differential detection (see Figure 5.1). 

However, to achieve this gain, channel state information is required. In 
this chapter, we discuss channel estimation for OFDM systems in a rapid 
dispersive fading environment. 

5.1.2 OFDM Systems with Channel Estimator 

The OFDM system with channel estimation considered in this chapter is 
shown in Figure 5.2. An error correction code across tones is utilized in the 
system to correct the errors resulting from frequency selective fading. Since 
the phase of each tone can be obtained by the channel estimator, coherent 
PSK modulation is used here to enhance the system performance. 

For a diversity receiver, the signal from the m-th antenna at the k-th 
tone of the n-th block can be expressed as 

In (5.1.8), N:;) is additive white Gaussian noise (AWGN) from the m-th 
antenna at the k-th subcarrier of the n-th block, which is assumed to be with 
zero-mean and variance p. We also assume that the additive channel noise, 
N:;), is independent for different OFDM blocks, tones, and antennas. H:;), 
the frequency response at the k-th tone of the n-th block corresponding to 
the m-th antenna, is assumed independent for different m's, but with the 

2 
same statistics. For simplicity, we assume that E IH:;)~ = 1. sn,k is the 

signal modulating the k-th tone during the n-th block, and is assumed to 
have unit-variance and be independent for different k's and n's. 
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(a) transmitter 

bn,k sn,k tn,k 

1 diversitv combiner 

encoder 

decoder 

- 
.... 

FFT A : yn,k sn,k bn,k 

(b) receiver 

=- 

Figure 5.2. OFDM system with channel estimator 

modulator- 

FFT 

With knowledge of the channel parameters, sn ,k  can be estimated as Yn,k, 
by a maximal ratio combiner (MRC) , 

IFFT 

However, since the multipath channel parameters are time-varying and are 
usually unknown, a channel estimator must be used to obtain accurate esti- 
mation of the channel parameters. 
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5.1.3 Organization of the Chapter 

In this chapter, we focus on channel parameter estimation for OFDM systems 
in dispersive fading environments. Both decision-directed and pilot-symbol- 
aided channel estimation approaches will be presented. In Section 5.2, we 
introduce decision-directed channel estimation. We first derive the basic 
MMSE channel estimators by exploiting frequency domain correlation of 
the channel frequency response and exploiting both time- and frequency do- 
main correlations, respectively. Then, we present a robust channel estimator 
design approach and demonstrate the effectiveness of channel estimator by 
computer simulation examples. In Section 5.3, we describe the pilot-symbol- 
based channel estimation that includes filtering and FFT based approaches. 
In Section 5.4, we will summarize the results on channel estimation and 
indicate further reading on this topic. 

5.2 Decision-Directed Channel Estimation 

Channel estimation that exploits the decided (sliced) symbols as reference 
is called the decision-directed channel estimation. If an ideal reference, sn,k, 
can be generated in Figure 5.2, then a temporal estimation of Hn,k can be 
obtained as 

where Nn,k  is the temporal estimation error due to AWGN and it can be 

It can be easily checked that N ~ , ~ ' s  for different n7s and k's are uncorrelated 
if Nn,k's are. 

In this section, we first introduce MMSE channel estimation using only 
frequency domain correlation and using both the time- and frequency do- 
main correlations, respectively. And then, we present robust channel esti- 
mation that provides good performance even if the exact channel statistics 
are unknown. Finally, the performance of these estimators is demonstrated 
through a particular example. 
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5.2.1 M M S E  Estimation using Frequency Domain Correlation 

The channel frequency responses at different tones are correlated. Exploiting 
this correlation, the performance of channel parameter estimation can be 
significantly improved. 

Denote the N x 1 temporally estimated parameter vector as 

where the superscript T denotes the transpose of a vector or a matrix. Then 

where Hn  and N, are the N x 1 channel frequency response vector and the 
N x 1 temporal estimation error vector, respectively. They are defined as 

and 
Nn = (Rn,l, . . , N ~ , N ) ~ .  

Exploiting the frequency domain correlation of channel parameters, a 
better estimate can be obtained 

where C is a N x N estimator coeficient matrix. For MMSE estimation 
[158], [159], the matrix C is determined by minimizing the mean-square 
error, 

2 
MSE(C) = E I ~ H ,  - HnII , 

which, using the orthogonality principle [160], reduces to solving 

or equivalently, 

CE{H,H,H) - E{H,H,H} = 0, (5.2.4) 

where the superscript H denotes the Hermitian of a vector or a matrix. The 
expectations in (5.2.4) can be expressed as 

E{H,H,H) = Rf + pI, and E{H,H,H} = R f ,  
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where p is the variance of temporal channel estimation error that can be 
expressed as 

and Rf is the frequency domain correlation matrix of channel parameters, 
defined as 

The elements of Rf represent the frequency domain correlation of the chan- 
nel defined as 

rf [kl = E{Hn,k+k,H&,). 

It is obvious that 
rf [0] = E I H , , ~ ~ ~  = 1. 

From (5.2.4), the coefficient matrix for the MMSE estimator is 

and the MMSE estimate of the channel is 

From the above discussion, we see that an MMSE frequency domain channel 
estimator can be obtained once the correlation of channel frequency response 
at different frequencies is known. 

Let the eigen-decomposition of R f  be 

where U is a unitary matrix and D is a diagonal matrix with ordered diagonal 
elements dk (dl > d2 > . . . 2 d N )  It is clear that 

Then, 
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where is a diagonal matrix defined as 

with 

for k = I , . . .  , N .  
Even though the MMSE estimator has the best performance when the 

statistics for estimator match the real channel, the performance degrades 
significantly when the estimator does not match the channel. To overcome 
this drawback, optimum KO-rank estimator [I591 has been introduced, which 
has less mismatch error than the MMSE estimator. 

Figure 5.3. Optimal rank-KO estimator 

Since the delay spread in OFDM is usually much less than the sym- 
bol duration to mitigate ISI, the channel frequency responses at different 
frequencies are highly correlated. As a result, Rf has only a few eigenval- 
ues that are significantly larger than zero. Without loss of generality, let 
the dl, dz, . . . , dKo be the KO largest eigenvalues of the frequency domain 
correlation matrix of the channel. If 

in (5.2.6), then an optimal rank-KO estimator is obtained, which is shown as 
in Figure 5.3. 
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It is shown in [158], with tolerable leakage, the unitary matrix U can be 
approximated by the DFT matrix defined as 

to further reduce the complexity of channel estimation. The leakage of the 
above approximation depends on the guard interval and the channel mul- 
tipath delay profile. If the delay r of a path is an integer multiple of the 
sampling interval T,, that is, r = lT,, then all the energy from the path will 
be mapped to dl. Otherwise, if the delay is a non-integer multiple of the 
sampling interval, that is, (I - 1)T, < r < lT,, then most of its energy will 
be contained in dl-l and dl, although the energy will leak to all dk's. Hence, 
if the maximum delay spread is td, then for all 1 < KO (KO = [E(td/Tfl), 
dl = 0. 

For an OFDM system with a large number of tones, a partitioning ap- 
proach can be used along with the optimal rank estimator to reduce the 
complexity. This approach is described in detail in [159]. 

5.2.2 M M S E  Estimation using both Time- and Frequency Do- 
main Correlations 

Since the channel parameters, Hn,k's, are correlated for different OFDM 
blocks and frequencies, instead of using only the frequency domain correla- 
tion, an improved MMSE channel estimator can be constructed exploiting 
both time and frequency corrections. In this case, the estimated channel 
parameter vector can be expressed as, 

where {C,) is a K x K matrix sequence that is chosen to minimize 

From Appendix A, the coefficients of the estimator are determined by 
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where 

In the above expression, 

where Mk(w) is a stable one-sided Fourier transform 

which is uniquely determined by 

dk 
Mk(w)Mk(-w) = -pt P (w) + 1, 

with 
00 

and 

rt[nI = E{Hm+n,kH&,k). 

The dc component yk[O] in Mk(w) can be found by 

The MMSE channel estimator in (5.2.12) is shown in Figure 5.4. Similar 
to the MMSE estimator using only frequency domain correlation, the unitary 
transform, U ,  in the figure is determined by the delay profile. It exploits 
the correlation of channel at different frequencies. For those significant dk's, 
linear filters between uH and U in Fig. 5.4 are used, instead of the constants 
in Fig. 5.3, to take advantage of the time-domain correlation. 

The average MSE over different tones is defined as 
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Figure 5.4. Channel estimator for OFDM systems 

From Appendix B, the MSE of the MMSE estimator is 

which is determined by the channel's delay profile and Doppler spectrum. 
In [161], we have also derived the MMSE when channel's Doppler spec- 

trum is Jake's model and wd-bandliminited. If the time-domain correlation 
is ideal wd-bandlimited, i. e., 

?T 

P B ( ~  = { IwI<wd, 
0 otherwise, 

then, from (5.2.17) 

5.2.3 Robust Estimation 

Once the channel statistics, such as the time- and frequency domain correla- 
tions, are known, the optimum channel estimator can be designed. However, 
in mobile wireless links, the channel statistics depend on the particular en- 
vironment, for example, indoor or outdoor, urban or suburban, and change 
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with time. The MMSE estimator, which tightly matches the channel statis- 
tics, is sensitive to channel statistics; hence, it is not robust. In this section, 
we will develop a design approach to robust estimator that is insensitive to 
channel statistics. 

If an MMSE channel estimator is designed according to time- and fre- 
quency domain correlations Ft [m] and rf [I], respectively, then its coefficients, 
Cm, l ,k '~ ,  are determined from (5.2.12) by 

where the definitions of U and &(w) are similar to those of U and @(w)  
except that rt [m] and rf [l] are substituted by the designed correlations Ft [m] 
and Ff[l], respectively. For a channel with time- and frequency domain 
correlations rt[m] and rf [I], rather than ~ [ m ]  and Ff [l], it can be derived in 
Appendix C that the MSE of the estimator will be 

To understand the effect of mismatch in time- and frequency domains, 
we first consider an estimator matching the correlation in time-domain and 
mismatching in frequency domain, that is, 

for Ic = 1, . . . , N, and the time-domain correlation rt [m] is mismatched. 
Then from Appendix C, the MSE of the estimator will be 

where MMSE is the MSE of the optimal estimator that is determined by 
(5.2.17) and 

The first term in the above expression represents the MSE variation due to 
the mismatch. 
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w d ,  ( w I  5 Wd, 
~t (w) = PB (w) = { otherwise. 

That is, the time-domain correlation of the designed estimator is ideal wd- 
bandlimited, then, it can be shown in Appendix C that the first term in 
(5.2.20) is zero for all pt(w); therefore, the MSE of the estimator is the 
same as that of the optimal MMSE estimator for channels with ideal wd- 
bandlimited time-domain correlations, which can be expressed by (5.2.18). 
Hence, if an OFDM channel estimator is designed using p ~ ( w )  as the time- 
domain correlation, then the time-domain correlation mismatch of the esti- 
mator will not degrade its performance. This suggests that a robust channel 
estimator should use pg(w) as the time-domain correlation. 

To analyze the frequency domain correlation mismatch, we assume that 
(i) the time-domain correlation of the designed estimator is the same as that 
of the channel, that is, pt(w) = pt (w), and (ii) the frequency correlation 
matrix of the designed estimator has the same eigenvectors as that of the 
channel. That is, Rf can be eigen-decomposed into 

where D = diag{dl,.-. ,dN) and C k d k  = N.  dl, and d;, for k = I , . . .  , N 
are generally different. Although Assumption (ii) seems strange, it is, in 
fact reasonable. As indicated in Section 5.2.1, with tolerable leakage, both 
matrices U and U can be approximated by the DFT matrix W. 

Applying the above two assumptions to (5.2.20), from Appendix C, we 

get 
N 

MSE({C,)) = x ( d k  - &)r(&) + MMSE, (5.2.21) 
k = l  

where 

Therefore, if the channel estimator is designed such that 

for 15 k 5 KO, 
for K o + l  5 k < N ,  

then, for any channel with dr, = 0 for KO + 1 5 k 5 N and zfzl dk = N,  
we have 

MSE({C,)) = 1LIMSE. 
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From the above discussion, a robust estimator, which is insensitive to the 
channel statistics (both time- and frequency domain correlations), should 
have an ideal bandlimited time-domain correlation Ft [n] = F - ~ { ~ ~  (w)} = 

Ek?3d and a frequency domain correlation matrix 
nWd 

where 
D = diag{N/Ko,... , N/Ko, O,... , 01, - 

K, elements 

Ko = mf tmaxN1 = rtmaxIT'N1, 
and wd = 27rTf fmax = 27rfmax/Rb. Note that W is the DFT matrix defined 
in (5.2.10). In this case, the average MSE of the robust estimator is 

For any channel with fd < fmax and td 5 t,,,, the average MSE should be 
MMSEB. 

For the design example in Chapter 2, Ts = 160 psec and Rb = 5 kbaud, 
the MSE of the robust estimator that matches different Doppler frequencies 
and delay spreads is shown in Figure 5.5. From the figure, it is almost a 
constant if tmax fmax is fixed. In particular, let 

For the OFDM systems satisfying p << 1 and l n i  >> 1, the average 
MSE of the robust channel estimator can be approximately expressed as 

P611 

If the channel estimator is designed to match the Jakes' Doppler spectrum 
given by 

2 1 IwI < Wd, 

0 otherwise 
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50 100 150 
Doppler frequency (Hz) 

Figure 5.5. MSE of channel estimator versus Doppler frequency (a) when 
SNR=10 dB and td=O, 5,10,20, and 40 p e c  and (b) when SNR=10 dB and 
fdtd=0.00008, 0.0008, and 0.008, respectively 

then from (B.4), we have 

1 
MMSE J p(1n - - 0.1447). 

P 
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Hence, compared with the estimator that tightly matches the Doppler spec- 
trum, the performance degradation of the robust channel estimator is negli- 
gible. 

An ideal reference is assumed in the derivation of the channel estima- 
tion and tracking before. In practical systems, a reference can be generated 
during a training block. In subsequent blocks, a reference is generated us- 
ing the received signals. Four possible reference generating schemes have 
been introduced in [161]. The following are two of them that give better 
performance: 

0 Undecoded/decoded dual mode reference: If the decoder can successfully 
correct all errors in an OFDM block, the reference for the block can be 
generated by the decoded data; Otherwise, the sliced (decided) signal 
is used as reference. 

0 Undecoded reference: The sliced (decided) signal is used as reference, 
no matter whether the decoder can successfully correct all errors in a 
block, or not. 

5.2.4 Performance Evaluation 

In this section, we demonstrate the performance of the decision-directed 
channel estimator by a computer simulation example. 

In our simulation, we use a two-path Rayleigh fading channel model 
with equal power on each path and a delay span, duration between the two 
impulses, from 0 to 40 ps and Doppler frequencies from 10 Hz to 200 Hz. In 
this example, we assume that two antennas are used for receiver diversity. 
The parameters for OFDM are the same as those in the design example in 
Section 2.1.5. 

To compare the performance with and without the channel estimation, 
coherent PSK and differential PSK are used, respectively. In this example, 
we will use the same parameters as in [26]. For error correction, assume that 
a (40,20) Reed-Solomon (R-S) code is used, with each code symbol consisting 
of 3 QPSKIDQPSK symbols (6 bits) grouped in frequency. Consequently, 
each OFDM block forms a single R-S codeword. We assume that R-S decoder 
erases 10 symbols based on signal strength and corrects 5 additional random 
errors. Hence, the simulated system can transmit data at 1.2 Mbits/sec 
before decoding, or 600 kbits/sec after decoding, over an 800 kHz channel. 

Figure 5.6 demonstrates the word- error-rate (WER) of the channel esti- 
mator using different references under different channel conditions. To get 
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SNR (dB) 

(b) 

0 5 10 15 20 
SNR (dB) 

Figure 5.6. WER versus SNR for estimator with different references and 
the channels with (a) fd = 40 Hz and (b) fd = 200 Hz, respectively. 

insight into the average behavior of the channel estimator, the performance 
has been averaged over 10,000 OFDM blocks. From the figure, the channel 
estimator using the decoded/undecoded dual mode reference or the unde- 
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0 5 10 15 20 
SNR (dB) 

Figure 5.7. An estimator matching a 40 Hz Doppler frequency and a 20 psec 
delay span for channels with different channel parameters 

coded reference has the best performance. In particular, for a channel with 
a 40 Hz Doppler frequency, the WER of the system is almost the same as the 
performance assuming ideal knowledge of the channel parameters, which is 
about 3 dB better than using differential detection. The system performance 
degrades with the increasing of Doppler frequency. However, for a channel 
with a Doppler frequency as large as 200 Hz, then the required SNR is re- 
duced by 2.5 dB for a 10% WER and by 1.5 dB for a 1% WER, respectively, 
compared with differential detection. 

Figures 5.7 and 5.8 illustrate the robustness of the estimator. As indi- 
cated before, if a channel estimator is designed to match the channel with 
40 Hz maximum Doppler frequency and 20 psec maximum delay span, then 
for all channels with a smaller Doppler frequency and delay span, the mis- 
match does not incur performance degradation, as confirmed by Figure 5.7. 
However, for channels with a larger Doppler frequency or a larger delay span, 
the system performance degrades dramatically. On the other hand, as we 
can see from Figure 5.8, if the estimator is designed to match the Doppler fre- 
quency or delay spread larger than the actual ones, the system performance 



Section 5.3. Pilot-Symbol-Aided Estimation 163 

Figure 5.8. Estimators using different parameters for a channel with a 
10 Hz Doppler frequency and a 5 psec delay span. 

degrades only slightly compared with the estimator that exactly matches the 
channel Doppler frequency and delay spread. 

5.3 Pilot-Symbol-Aided Estimation 

In the previous section, we have presented the decision-directed channel 
estimation approaches. The decision-directed estimator can be effectively 
used in systems with packet data transmission mode, such as mobile wire- 
less cellular communications. However, when system is in continuous data 
transmission mode, the error propagation of the decision-directed estimator 
will cause serious performance degradation. In this case, the pilot-system- 
aided estimation provides better performance than the decision-directed es- 
timation, especially for systems with large Doppler frequencies. Here, we 
introduce the pilot-symbol-aided channel estimation approaches. 

For a system using pilot symbols to estimate channel, the pilot symbols 
need to be scattered at different OFDM blocks (or times) and tones. The 
parameters at the pilot tones are first estimated and then the parameters at 
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the data tones are obtained by using the correlations of the channel param- 
eters in time- and/or frequency domains. Several interpolation and filtering 
approaches will be described in this section. 

Before presenting different pilot-symbol-aided approaches, we first intro- 
duce the pilot grid design. 

5.3.1 Grid Design 

As discussed in [162], [163], the grid density of the pilot symbols must satisfy 
the 2-D sampling theorem in order to recover channel parameters, that is 

where vl and v2 denote the spaces between the time- and the frequency do- 
mains respectively; and as before, fma, and t,,, are the maximum Doppler 
frequency and delay span. It is suggested in [162], [I631 oversampling by a 
factor of 2 for the pilot symbols to suppress channel noise and improve the 
estimation performance. 

Rectangular pilot symbol grids are often used because of its convenience 
for channel estimation using the direct interpolation approaches. The pilot 
symbol grids may be any other regular shapes such as the one in Figure 5.9. 
Furthermore, for a system with a given overhead for pilot symbols, we can 
improve channel estimation performance by choosing a proper shape of pilot 
symbol grid. In [164], a regular, but non-rectangular, pilot grid is discussed. 
Figure 5.10 shows the 2-D spectrum contour of the non-rectangular pilot 
symbol grid in Fig. 5.9. From Fig. 5.10, if a rectangular pilot symbol grid is 
used, there will be aliasing on its 2-D spectrum, which will result in a larger 
estimation error. 

The index set for any regular grid can be expressed as 

T P = {p = Vm : m = (ml, m2) ml,m2 are integers), 

where V is a 2 x 2 non-singular integer matrix. In particular, if 

the corresponding grid is rectangular with spaces vl and v2 for time and 
frequency indexes, respectively. For the grid shown in Figure 5.9, 
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00.0000.0000.0000.0000*0000.00 

k (frequency index) 

Figure 5.9. A pilot symbol grid. 

According to [165, page 5631, for any V ,  there is an accompany 2-element 
integer vector set, Z, with ( det(V) I elements, such that any 2-element integer 
vector n = (n, k)T can be uniquely decomposed into 

n = r + Vm,  

for some m = (11, 12)T E 22 and r = (rl, r2)T E Z. Therefore, for an OFDM 
system with a pilot grid determined by V ,  the overhead of pilot symbols is 
111 det(V)I of the total symbols. 

5.3.2 Direct Interpolation 

Direct interpolation is a simple way to obtain channel parameters using 
pilot symbols. It may be based on sample (sinc) function or polynomials. 
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Figure 5.10. The contour of 2-D spectrum for a TU channel. 

For these approaches, rectangular grids for pilot positions are preferred for 
the simplicity. 

For a system with pilot symbols at every vl OFDM blocks at every vz 
tones, the channel parameters at pilot positions can be estimated by 

as before, where x,,k is the received signal at the k-th tone of the n-block, 
and s,,k is the transmitted symbol that is assumed to be known at the 
receiver at the pilot position. 

From the estimated channel parameters at pilot positions, the channel 
parameters at other positions can be obtained using either of the interpola- 
tion approaches described next. 
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Sample function based approach 

If the pilot density satisfies (5.3.1), then from the sampling theorem, the 
channel parameters can be estimated by 

where 
a sin(x) 

sinc(x) = -. 
x 

In particular, 

then, from (5.3.3) 

Consequently, a 2-dimensional (2-D) interpolation can be simplified into two 
one-dimensional (1-D) interpolations and the complexity of channel estima- 
tion is reduced. 

Any n between vln, and vl (no + 1) and k between v2ko and v2(ko + 1) 
can be expressed as 

n = vlno + TI,  and k = v2ko + 7-2, 

respectively, where 0 5 rl 5 vl - 1 and 0 5 1-2 5 v2 - 1. Therefore, from 
(5.3.3) 

, I 

From (5.3.4), when 11, 12 = 0, -1, the sinc 2r(ll + $) si? (27r(12 + 2 )  is ( 
large, and it is small for the rest of 11's or la's. Therefore, Hn,k  is almost de- 

termined b~ ~v iu ,nO,v2ko ,  $l(n.+l),v2ko, $lnO,v2(++l), and $l(no+l),v2(ko+l). 
In practical systems, the summation in (5.3.4) is taken only over a limited 
range. More details on the interpolation based on the sample function can 
be found in [166]. 
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To analyze the performance of the estimator, denote wn,k the additive 
white Gaussian noise at the k-th tone of the n-th OFDM block. Assume 
that the pilot symbols are with constant modulus, that is, Isvlno,v2kol = 1. 
Furthermore, we also assume that E{I H n , k I 2 )  = 1 and SNR of the OFDM 
system is p; then ~ { l w , , ~ 1 ~ )  = p. From (5.3.2), 

and 
2 

E 1f&1no,v2ko 1 = P. 

From (5.3.3), 

(5.3.5) 

From the sampling theorem [167], when (5.3.1) is satisfied, 

Therefore, 

and 
2 

MSE E 1fin,k - H ~ , ~ I  
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Using Parseval's theorem, 

for any n. Consequently, MSE = p, which implies that the performance of 
estimation is same for all n's and k's. 

Linear interpolation approach 

Channel parameters can be also obtained using polynomial fitting [168], 
[169]. Here we only introduce a special case of polynomial fitting approaches 
- linear interpolation approach. 

Figure 5.11. Linear interpolation approach. 

Figure 5.11 illustrates the linear interpolation approach. For any k be- 
tween v2ko and v2(ko + I ) ,  that is, k = v2k0 + 7-2 with 0 < ra < 712, channel 
parameters at vlno-th OFDM block can be estimated by 

A 

From Hvln0,k ,  channel parameters at any time, n ,  and tone, k ,  can be ob- 
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tained by 

where n = vln, + rl with 0 < rl < vl. Compared with the sample function 
based estimator, direct linear interpolation approach is much simpler. How- 
ever, its performance is usually not so good as that of the sample function 
based estimator. More details on the interpolation based algorithm can be 
found in [31]. 

5.3.3 Filtering Approaches 

Interpolation can be also implemented using a filter. For filtering based 
interpolation, the pilot symbol grid is not necessarily rectangular; it could 
be any regular shape. 

Direct filtering 

Figure 5.12. Structure of the filtering approaches for pilot-symbol-aided 
estimation. 

For the direct filtering approach, the channel parameters are obtained 

by 
Hn,k = C h, l ;n ,kXm,i i  (5.3.7) 

( m 9 1 ) T ~ z , k  

where c,,l;,,r, is the filter coefficient and is the index set of pilot symbols 
used to estimate Hn ,k ,  which is obviously a subset of P = {p = Vm : m = 
(ml, m2)T ml ,  m2 are integers). The general structure of the filtering ap- 
proaches is shown in Figure 5.12. Note that the filter may be shzfi-variant 
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or invariant. The filter coefficients may be determined by MMSE filtering 
or robust filtering. 

Generally, the filter in Figure 5.12 is a two-dimensional (2-D) filter. How- 
ever, under certain conditions, it may be just an one-dimensional (1-D) 
filter, or consist of two 1-D filters. Tn,k determines whether the filter is 
one-dimensional (1-D) or not. If I , ,k  = {(n, I ) ~  : (n, I ) ~  E P), then it is a 
1-D frequency domain filter, and the channel parameters at the n-th OFDM 
block are interpolated only by the temporal estimated channel parameters 
in this block. Similarly if T& = {(m, k)T : (m, k)T E P), then it is a 
1-D time-domain filter. Mathematically, there is no difference between the 
time- and frequency domain filtering. However, the performance of the 1-D 
time- and frequency domain filtering is generally different. It depends on the 
time- and frequency domain correlations of the channel frequency response 
and the pilot symbol grid. Sometimes, two 1-D filters are used to enhance 
the performance and reduce the computational complexity. In this case, 
I,,, = {(n, l)T E P or (m, k)T E P). 

Once In,k is selected, the filter coefficients can be chosen to minimize 
E{J@,,~ - A detailed discussion on the performance of the filtering 
approaches can be found in [166], [162], [163], [170], [171], and the references 
therein. 

Transform-domain filtering 

For systems with pilot symbols, filtering for channel estimation can be in 
transform-domain. For the transform-domain filtering approaches, the fast 
Fourier transform (FFT) can be used to reduce the complexity of the esti- 
mator. 

From the temporal estimation at pilot positions, E;rnlIm2 for (ml, m2)T E 

P, a 2-D filter is used to estimate channel parameters at other positions, that 
is, 

4 

&,a = C ~ n - r n ~ , i c - r n ~ ~ r n ~ , r n ~  , 
(ml ,m2)*€P 

where cn,k is the coefficient of the filter. The filter coefficient, cn,k, is chosen 
to minimize the MSE of the estimator, that is, 

MSE = E l g n , k  - Hnc . 1 
Using the orthogonality principle, it is shown in Appendix D that the 
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2-D Fourier transform of the filter coefficients is 

where R(wl , w2) is the 2-D Fourier transform of channel's time and frequency 
correlation function, that is, 

The MSE for the optimal transform estimator is 

/k R(W1'W2) dWldw2. MMSE = - 
R(wi ,wz) 

(271)2 T + P  

From the above discussion, MMSE interpolation can be designed once 
channel's time- and frequency domain correlation is known. The 2-D fast 
Fourier transform (FFT) can be used to reduce the complexity of the esti- 
mator. 

When channel's statistics are unknown, a robust interpolator has been 
developed in [172], which is very similar to robust estimation introduced in 
Section 5.2.3. For the robust interpolator, an ideal 2-D low-pass filter is used 
in (5.3.8) instead of channel's time- and frequency domain correlation. 

An enhanced channel parameter estimation algorithm has been proposed 
in [173], [I741 to improve the performance of the channel parameter estima- 
tion. Based on the initial parameter estimation using the pilot symbols, the 
transmitted symbols can be coherently detected; therefore the temporal esti- 
mation for all tones of all OFDM blocks can be obtained with the help of the 
detected symbols. Better parameter estimation can then be obtained from 
the temporal parameter estimator. Computer simulation demonstrates that 
the enhanced estimation can significantly improve the system performance 
even though symbol detection errors may occur. 

5.3.4 Performance Evaluation 

In this section, we present the performance of the pilot-symbol-aided pa- 
rameter estimation using the transform based interpolation approach. The 
system parameters are the same as those in Section 5.2.5. Pilot symbols are 
inserted in the system at a 10% rate with the grid shown in Figure 5.9. 
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Figure 5.13. Effects of different references on (a) WER and (b) MSE over 
a TU channel with fd=40 Hz. 

Effects of references on system performance 

Figure 5.13 shows the effect of different references on the WER over a TU 
channel with 40 Hz Doppler frequency. When 10% tones are assigned to 
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Figure 5.14. WER versus SNR of the initial and the enhanced estimators 
over channels with (a) a 40 Hz Doppler frequency and (b) a 200 Hz Doppler 
frequency 

pilot symbols, the MSE of the estimated parameters is almost same as the 
system's SNR. The required SNR's for 10% and 1% WER's are about 8 dB 
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and 11.2 dB, respectively. When the decided (sliced) symbols along with 
the pilot symbols are used to enhance channel parameter estimation, the 
performance can be improved significantly, and the MSE of the enhanced 
estimator is reduced from -10 dB to -15.5 dB when SNR=10 dB. The re- 
quired SNR's for 10% and 1% WER's are improved by about 1.4 dB. If 
the undecoded/decoded dual mode reference introduced in Section 5.2.3 or 
[I611 is used, another 0.3 dB SNR improvement can be obtained. However, 
when an ideal reference is used for channel parameter estimation, the sys- 
tem performance is much better than that of the initial or enhanced channel 
parameter estimation. 

Parameter estimation performance under different environments 

Figure 5.14 shows the performance of the initial and enhanced parameter 
estimators for channels with the two-ray (with delay span 5 psec), TU, and 
HT delay profiles and 40 Hz and 200 Hz Doppler frequencies, respectively. 
From the figures, the system with a pilot-symbol-aided estimator is very 
robust to Doppler shift, and there is minimal degradation as the Doppler 
frequency increases from 40 Hz to 200 Hz. The required SNR for a 10% 
WER is 7 dB for the two-ray and TU channels and about 8 dB for the HT 
channel. 

Comparison with decision-directed estimator 

Figure 5.15 compares the pilot-symbol-aided estimator and the decision- 
directed estimator in Section 5.2. From Figure 5.15, for the TU channel 
with a 40 Hz Doppler frequency, the pilot-symbol-aided and the decision- 
directed estimators provide similar performance with the required SNR's 
for 10% and 1% WER's about 7 dB and 10 dB, respectively. However, for 
the TU channel with fd = 200 Hz, the performance of the decision-directed 
estimator is degraded significantly, and the required SNR for a 10% WER 
is as large as 9.3 dB while it is only about 7.3 dB for the pilot-symbol- 
aided estimator. Figure 5.15(b) shows the WER performance for the HT 
channel. It shows that the decision-directed estimator is 1 dB better than 
the pilot-symbol-aided estimator for lower Doppler frequency (fd = 40 Hz); 
however, the pilot-symbol-aided estimator is much better for higher Doppler 
frequency ( fd = 200 Hz). 
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Figure 5.15. WER of the pilot-symbol aided and decision-directed estima- 
tors for (a) the T U  and (b) the HT channels with different fd's. 

5.4 M l M O  Channel Estimation 

As indicated in Chapter 1 and in [7], [6], multiple transmit and receive 
antennas can be used to improve the performance and increase the capacity 
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of wireless communications. I t  is proved in [7], [6] that, when multiple 
transmit and receive antennas are used to form a multiple-input and multiple- 
output (MIMO) system, the system capacity can be improved by a factor 
of the minimum of the number of transmit and receive antennas compared 
with a single-input single-output (SISO) system with flat Rayleigh fading or 
narrowband channels. However, for wideband channels, orthogonal frequency 
division multiplexing (OFDM) has to be used with MIMO techniques for IS1 
mitigation and capacity improvement. MIMO-OFDM has been investigated 
in [175], [176], [177]. In this section, we concentrate on the training sequence 
design and channel estimation for MIMO-OFDM systems. 

\ 

\ ' i  
FFT 

-. 

\ ' : 
: 

\I spatial- 
/ \ 1 temporal 

spatial- 
temporal 
processor 

FFT 

Figure 5.16. Multiple-input multiple-output OFDM system. 

A MIMO-OFDM system can be shown in Figure 5.16. The signal from 
each receive antenna at the k-th subchannel of the n-th OFDM block can 
be expressed as, 

where H$!! is the channel frequency response at the k-th subchannel of the 
n-th OFDM block corresponding to the q-th transmit antenna and the I-th 
receive antenna, and Nn,lc is the additive white Gaussian noise. The crucial 
challenge here is that each received signal corresponds to several channel 
parameters. 
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5.4.1 Basic Channel Estimation 

Channel estimation for OFDM can exploit correlation of channel parameters 
at  different times and frequencies. A basic channel estimator has been intro- 
duced in [175]. Exploiting the correlation at different subchannels, channel 
frequency responses can be expressed as 

for k = 0, 1,. . . , N - 1 and q = 1 , .  . . , Q. The KO in the above expression 
depends on the ratio of the delay span of wireless channels and the symbol 
duration of OFDM, and WN = exp(-jg). Hence, to obtain H$L, we only 

need to estimate h!,qA. In the above discussion, we have omitted the index 
for receive antenna here since channel estimation for each receive antenna is 
performed independently. 

During the training period, transmitted signals are known to the receiver; 
in the data transmission mode, transmitted signals can be recovered from 
the decided symbols. If the transmitted signals, s t i  from the q-th transmit 

- (Q) antenna is known for q = I , .  . . , Q. then h,,,, a temporal estimation of 

h!,qL, can be found by minimizing the following cost function, 

Direct calculation in [I751 yields that 

or 

as 
where h$) 

 ill) ... AiQl) 

) = ( ; ) - ( : ) , (5.4.4) 

hiQ) &Q) . . . AiQQ) biQ) 

is the temporal estimation of channel parameter vector, defined 
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and a t A ,  AP), bi,)m, and b i )  are definded as 

and 

respectively. 
From the temporal estimation of channel parameters, robust estimation 

can be obtained using the approach developed in Section 5.2 and in [161], 
which exploits the correlation of channel parameters at different OFDM 
blocks. Then the robust estimation of channel parameter vectors at the n-th 
OFDM block can be obtained by 

where el's (1 2 0) are the coefficients for the robust channel estimator de- 
scribed in Section 5.2.3 and [161], [175]. 

Figure 5.17 illustrates the block diagram of the basic channel estimator 
for a MIMO-OFDM system with two transmit antennas. I t  can be easily 
extended to a MIMO-OFDM system with any number of transmit antennas. 

To calculate temporal estimation in the figure, a 2K0 x 2K0 matrix in- 
(1) (2) version is need to get the temporal estimation of h,,, and h,,,. In general, 

a QK, x QK, matrix inversion is required for a MIMO-OFDM system with 
Q transmit antennas, which is computationally intensive. In order to re- 
duce the computational complexity, the significant-tap-catching estimator 
has been developed in [175]. 

Figure 5.18 shows the performance of a 2-inputla-output OFDM with 
space-time coding. The parameters of the simulated OFDM system are the 
same as the one described in Section 2.1.5. A 16-state space-time code with 
4-PSK is used in the system. In brief, the overall system can transmit data 
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Figure 5.17. Basic channel parameter estimator for MIMO-OFDM with 2 
transmit antennas. 

at a rate of 1.18 Mbits/sec over an 800 kHz channel, i.e., the transmission 
efficiency is 1.475 bits/sec/Hz. 

Figure 5.18 compares the performance between channels with the two- 
ray and the HT delay profiles with fd=40 Hz. The system has the same 
performance when the ideal parameters of the previous OFDM block are used 
for decoding. However, when estimated parameters are used, the system has 
better performance for the two-ray delay profile than for the HT profile since 
the estimator has lower MSE for the two-ray delay profile as we can see from 
Figure 5.18 (b) . When a 7-tap or 9-tap significant-tap-catching techniques in 
[I751 is used, the required SNR is 8 dB for a 10% WER, and 6 dB for a 1% 
BER, for the two-ray delay profile, and about 8.6 dB for a 10% WER and 
6.6 dB for a 1% BER, respectively. 

5.4.2 Optimum Training Sequences for Channel Estimation 

Usually, training sequences are used at the beginning of each time slot for 
synchronization and channel estimation. In this section, we describe op- 
timum training that can simplify initial channel estimation and optimize 
estimation performance. 
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Figure 5.18. (a) WER and (b) MSE of a 2-input/Zoutput OFDM systems 
when a wireless channel with 40 Hz Doppler frequency and the two-ray and 
the HT delay profiles, respectively. 
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signals, that is, 1s:J = 1. Rom (5.4.5), 

where 6[m] denotes the unit impulse function. Consequently, A?) = NI, 

where I is a KO x KO identity matrix. If the training sequences, {sti) 's, are 

chosen such that AY) = 0 for i # j, then, from (5.4.4), h f )  = k b f ) ,  and 
no matrix inversion is required for channel estimation. 

To find s t i  for g 2 2 with 1sFi1 = 1 and AY) = 0 for i f j, it is 

sufficient to find a?; = 0 for lml 5 KO - 1 since AY) only consists of a rk ' s  
for (ml < KO - 1, where m - N + m if m < 0. 

To construct training sequences such that A?) = 0, let the training 
(1) sequence for the first antenna be any sequence that is good for time 

and frequency synchronization and other properties, such as low PAPR. For 
a MIMO-OFDM system with the number of transmit antennas, Q, less than 
or equal to 2, let 

S(4) - (1) W-m?-w 
l , k  - Sl ,k  N , (5.4.7) 

for q = 2, . . , Q, where KO = LC] 2 KO and Lz] denotes the largest integer 
no larger than z .  Then for any i 5 j, 

(ij) = N6 [m - KO ( j  - i)] . an,m (5.4.8) 

Note that 1 5 j - i < p - 1; therefore, 

Ko(j - i) 2 KO 2 KO, (5.4.9) 

and 
Ko(j  - i) < - 1) = Kop - KO 5 N - KO. (5.4.10) 

Consequently, a?,! = 0 for 0 < m 5 KO - 1 or N - KO + 1 < m 5 N - 1 

(equivalent to lml 5 KO - 1), which results in AY) = 0 for all i < j. If 

i > j, AY) = (AY")H = 0. Hence, AY) = 0 for all i # j .  
It should be indicated that the above optimum training sequence design 

approach is not applicable to those MIMO-OFDM systems with over 2 
transmit antennas. 

It is proved in [I751 that the MSE of the basic temporal channel estima- 

tion reaches the low bound when A?) = 0 for i # j .  Therefore, optimum 
training sequences can not only reduce the complexity of channel estimation 
but aslo improve the performance of temporal channel parameter estimation 
during training period. 
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5.4.3 Simplified Channel Estimation 

In the previous section, we have introduced optimum sequences for channel 
estimation, which not only improve the initial channel estimation during 
the training period but also simplify channel estimator. During the data 
transmission period (n > I) ,  transmitted symbols are random; therefore, we 

cannot control A?). Here, we introduce an approach that simplifies channel 
estimation during the data transmission mode. 

From (5.4.3), for the n-th OFDM block, we have 

j=l,j#i 

for i = 1, . . . , Q. In the above expression, the subscript n has been added 
to indicate that those vectors and matrices are related to the n-th OFDM 
block. From the discussion in the previous section, for a OFDM system with 
constant modulus modulation, = NI for i = 1, - .  . , Q, and therefore, 

for i = 1, .  . . , Q. From the above equations, if h2)'s for j = 1, .  - , i - 
1, i + 1, . . . , Q are known, then h i )  can be estimated without any matrix 
inversion. 

If robust estimation of channel parameter vectors at previous OFDM 
block, L:i,'s for i = 1, . , Q are used to substitute h i )  on the right side of 
(5.4.12), then 

for i = 1, . . . , Q, and the huge matrix inversion in (5.4.4) can be avoided. 
Consequently, computational complexity is reduced. 

The simplified channel estimation described above significantly reduces 
the computational complexity of channel estimation; it may also cause some 
performance degradation. But, it is demonstrated by theoretical analysis and 
computer simulation in [I761 that the performance degradation is negligible. 

5.4.4 Enhanced Channel Estimation 

In [175], [176], Sections 5.4.1, 5.4.2, and 5.4.3, we have introduced channel 
parameter estimators and optimum training sequences for OFDM with mul- 
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tiple transmit antennas. Furthermore, for a MIMO-OFDM system where 
many independent channels with the same delay profile are involved, the 
channel delay profile can be more accurately estimated. By exploiting the 
estimated channel delay profile, channel parameter estimation can be further 
improved. 

From the above discussion, for the n-th OFDM block, channel parame- 
ters corresponding to the q-th transmit and the 1-th receive antenna pairs, 
he; in (5.4.1), can be estimated using the correlation of channel parame- 

'YqO ters at different times and frequencies. With h,,,, the estimated hFA, the 
channel frequency response at the Ic-th tone of the n-th OFDM block can be 
reconstructed bv 

-(d) The estimated channel parameter, h,,,, can be decomposed into the true 
( n o  (ql) channel parameter, h,,,, and an estimation error, en,,, that is 

Rom [l76], eFA can be assumed to be Gaussian with zero-mean and variance 
a2, and independent for different q's, l's, n's, or m's. If the parameter 
estimation quality is measured by means of the normalized MSE (NMSE), 
which is defined as 

2 
E 1 E$;) - H$;) 1 

NMSE = 
E I H $ L ) ~ ~  , 

then it can be calculated directly that the NMSE for the estimation in 
(5.4.14) is 

NMSE, = ~ , a ~ ,  (5.4.16) 

where we have used the assumption that 

with o& = E hFA . I I 2  
If channel's delay profile, that is, a&'s for m = 0,. - - , KO - 1, is known, 

-(d) and can be used to reconstruct channel frequency response from h,,,, the 
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NMSE of 2;;) can be significantly reduced. In this case, if the am's are 
selected to minimize the NMSE of 

then it can be proved that the optimal a, is 

and the NMSE is 
g 2 ~ K o - l  a2 

m=o 
NMSE, = cKO-' m=O A a,+u 

As indicated in [161], the channel delay profile depends on the envi- 
ronment, and therefore, is usually unknown. However, for MIMO-OFDM 
systems, channels corresponding to different transmit or receive antennas 

2 
have the same delay profile. Therefore, CT& = E can be estimated by 

With the estimated g&, enhanced channel frequency responses can be re- 
constructed by (5.4.17). 

Figure 5.19 compares the MSE of the basic and enhanced channel esti- 
mation for a 4-input/4-output OFDM system. The MSE of the enhanced 
channel estimator is about 1.5 dB better for the TU channels and 1 dB bet- 
ter for the HT channels than the basic estimator described in Section 5.4.1 
and [I 751. 

5.5 Summary and Further Reading 

We have presented various estimators for OFDM systems, which exploit 
the time and frequency correlations of the rapid dispersive fading wireless 
channels. These techniques can be used in OFDM systems with coherent 
detection and maximal ratio combining. The impact of channel estimation 
error on OFDM can be found in [178]. 
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Figure 5.19. MSE comparison of the basic and the enhanced channel esti- 
mation techniques for a 4-input/4output OFDM system. 

Various decision-directed channel estimators have been discussed in this 
chapter. More materials on decision-directed channel estimation can be also 
found in [179], [180], [181], [182]. 

Pilot-symbol-aided channel parameter estimators are robust to high Dop- 
pler frequency. Therefore, it can be used for OFDM systems with high mobil- 
ity. Besides the papers [162], [163], [170], [171], [I831 that we have mentioned 
in this chapter, the pilot grid selection is also discussed in [184], [185], [186]. 
The polynomial and Gaussian filter interpolations are presented in [187], 
[188], respectively. In [189], an approach is introduced to estimate each path 
delay and gain of multipath channels. The performance of different pilot- 
symbol-aided estimators is analyzed and compared in [190], [191], [192]. The 
effect of frequency offset on the performance is analyzed in [191]. Channel 
estimation for OFDM with turbo codes is presented in [193]. The channel 
estimation for digital television systems is investigated in [194], [195], [196]. 

Blind signal processing techniques have been used in single-carrier sys- 
tems for channel identification and equalization. Recently, blind techniques 
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have been also proposed for OFDM systems. A sufficient condition for 
OFDM systems to be blindly identified has been obtained in [197]. For 
OFDM with a cyclic prefix, a subspace method for the blind and semi-blind 
identification of channel parameters has been proposed in [198]. For OFDM 
with precoding, deterministic channel estimation and symbol recovery al- 
gorithms have been derived in [199]. Channel parameters for OFDM can 
be also identified by exploiting the finite alphabet property of the signal 
constellations [200]. Recently, the  constant-modulus algori thm (CMA) [201], 
[202] has been used to estimate channel parameters for OFDM systems with 
transmit diversity. 

Channel equalization to reduce the inter-block interference in OFDM is 
discussed in [203], [204], [205]. Channel estimation for multi-carrier CDMA 
systems and for clustered OFDM are considered in [195], [206], [207] and in 
[208], respectively. 

MIMO OFDM has been used in many wireless communication systems 
and proposed for numerous standards. In this chapter, we have only intro- 
duced some basic approaches for MIMO OFDM channel estimation. More 
on this topic can be found in [175], [176], [177], [209], [210], [211], [212], [213], 
[214], [215] and the reference there in. More on training design can be also 
found in [216], [217], [218], [219]. Channel estimation for MIMO systems 
with frequency and/or time offset is investigated in Chapter 7 of this book. 

Appendix 5A: Derivation of MMSE Channel Estimator 

By the orthogonality principle [160], the Cm's are determined by 

Direct calculation shows that (5A. 1) is equivalent to 

00 

C ~ , R H  [m - ml] - R H  [m] + pCm = 0 ,  (5A.2) 
ml=0 

for m = 0, 1, . . . , where RH [m] is a N x N channel correlation matrix 
sequence defined as 
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Assuming the separation property holds for dispersive time-varying chan- 
nels, that is, 

~ H [ ~ J I  = rt[mlrf [ll, 

where rt[m] is the channel's time-domain correlation that is defined as 

and (5A.2) can be simplified to 

From the eigen-decomposition of Rf in (5.2.5), we have 

or equivalently, 

where I is a N x N identity matrix, and 

1 i fm=O,  
6[m] = 

0 otherwise. 

Since D is diagonal, both rt [m-ml]D+p6[m-ml]I and rt [m]D are diagonal. 
Consequently, U~C,U must be diagonal. Let 

Then, (5A.5) can be simplified into 

+a 

q52! (dutlm - mi] + p6[m - m ~ ] )  - drrt[m] = 0, 
ml=0 
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for k =  1, 2 , . . .  , N. 
For the k  with dk # 0, from Appendix A of [220], 

where Mk(w) is a stable one-sided Fourier transform 
03 

which is uniquely determined by 

with 
03 

pt (w) = x rt [n]e-3nw. 
n=-00 

The dc component yk [0] in Mk (w) can be found by 

1 " dk 
7: [OI = ~ X P {  - 1 In[-pt (w)  + lldw). (5A.10) 

2n -" P 

For the k  with dk = 0, we have $2) = 0 for rn = 0, 1 , .  . . , which can be 
also written as (5A.7). 

Appendix 5B: MSE of MMSE Channel Estimator 

The average MSE over different tones is defined as 

Substituting (5A.2) into (5.2.11), the average minimum MSE for the esti- 
mation is 

1 
MMSE = XpTr{CIO]) 
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where Tr{ .) denotes the trace of a matrix that is defined as the summation 
of the diagonal elements of the matrix, and 

Therefore, 

For Jakes' model, pt (w) = p ~ ( w ) .  Then by direct calculation, 

and 

and 

p k - 1 -  J - l n e  a k  i f a k  < I ,  

p k  - 1 - J z ( 3  - arcsink) if ax 2 1. 

Appendix 5C: Mismatch Analysis 

If an MMSE channel estimator is designed to match a channel with time- 
and frequency domain correlations Ft [m] and 'Ff [ l ] ,  respectively, then its co- 
efficients Em,l,r, are determined from (5.2.12) by 
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where the definitions of U and 6(w) are similar to those of U and @(w) 
except that rt[m] and rf[l] there are respectively substituted by Ft [m] and 
T f  [l] . For a channel with time- and frequency domain correlations rt [m] and 
rf [1], rather than rt [m] and Ff [1], from (5.2.11), the MSE for the designed 
channel estimator is 

Substituting (5C.1) into (5C.2), we obtain a general formula for the MSE of 
the mismatched channel estimator, 

For an estimator matching the channel's correlation in frequency domain 
and mismatching in time-domain, that is, 

Ff [k] = rf [k] , and f i  [m] = rt [m] . 

Then 
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and 

The first term in the above expression represents the MSE variation due to 
the mismatch. By means of (5A.10) and (5A.7), MSE({C,)) can be further 
simplified into 

If pt(w) = pB(w), that is, the time-domain correlation of the designed 
estimator is ideal wd-bandlimited, then, for any channels with pt(w) zero 
outside [-wd, wd], and 

Therefore, 
MSE({C,)) = T m E z ~ ( w d ) .  
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Hence, if an OFDM channel estimator is designed using pB(w) as the time- 
domain correlation, then the time-domain correlation mismatch of the esti- 
mator will not degrade its performance. This suggests that a robust channel 
estimator should use pB(w) as the time-domain correlation. 

To analyze the frequency domain correlation mismatch, we assume that 
the time-domain correlation of the designed estimator is the same as that 
of the channel, that is, pt (w) = pt (w), and the frequency correlation matrix 
of the designed estimator has the same eigenvectors as that of the channel. 
That is, Rf can be eigen-decomposed into 

Rf  = U H ~ U ,  or U R ~ U ~  = D,  

where D = diag{dl,. . . ,dN} and XI, dl, = K. dl, and d;, for k = I , . . .  , N 
are generally different. 

Applying the above two assumptions to (5C.3), we get 

where 

In the above derivation, we have used (5A.8) and (5A.7). 

Appendix 5 0 :  Derivation of MMSE Transform based Approach 

For convenience of derivation, 2-D indexes, (n,k) and (wl,w2), are denoted 
as n = (n, k)T and w = (wl, w2), respectively. Therefore, the channel pa- 
rameter, H n , ~ ,  coefficients for channel estimator, cn,k, channel correlation, 



194 CHANNEL ESTIMATION Chapter 5 

rH[n, Ic] and its transform,RH(wl, w2), can be written as, H,, c,, rH[n], and 
RH (w), respectively. 

Let the pilot grid is determined by V.  Then according to Section 5.3.1, 
any index, n can be uniquely decomposed into n = r + V m ,  where r E Z. 

Using the orthogonality principle [160, page 1771, the coefficients for the 
MMSE estimator are obtained as the solution of 

for all l1 E 22, or 

as defined before, where rH[n] = rH[n, Ic] is the correlation of channel pa- 
rameters at  different frequencies and times. Let 

and 

Then, (5D.1) can be expressed in the transform domain as 

Therefore, 

which expresses the coefficients for the MMSE filtering in terms of RH(r,  w). 
Denote C(w), the 2-D Fourier transform of c,, that is, 

then it can be also expressed in terms of C( r ,  w) as 
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Next we are trying to  express C(w) in terms of RH(w), the 2-D Fourier 
transform of r H  [n], defined as 

From the definition of RH ( r ,  w),  

with w, = (w;, ~ 2 0 ) ~ .  F'rom [167, page 511, 

Hence, 

with U = V-'. From (5D.2), (5D.3) and (5D.5), we have that 
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It can be proved from the property of Z [I651 that 

Consequently, 

If the pilot symbols are dense enough to make RH(r, w) alias-free, then 
R H ( ~  RH(O, w) = within the non-zero support of RH(w) and 

From (5D.6), the coefficients for the MMSE estimator can be determined 
once the channel statistics are known. 

The MSE for the estimator can be found by 

MMSE 
I 

If the pilot symbols are dense enough to satisfy the alias-free condition, 
then IR(r, w)I2 = IR(0, w)I2 for all r E 22. Furthermore, there are I det(V)I 
replicas of 11 1 det (V) I R(w) within [-n, n] x [-n, n] . Let the nonzero support 
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of R(w)  be D ,  then 

MMSE 



Chapter 6 

PEAK POWER REDUCTION 
TECHNIQUES 

Chintha Tellambura and Mathias Friese 

6.1 Introduction 

This chapter discusses methods to reduce large envelope variations of OFDM 
signals. The envelope variations are one of the most frequently cited draw- 
backs of OFDM, because in practice any transmission system reveals some 
nonlinear characteristics and, moreover, is peak-power limited. Nonlinear- 
ities cause spectral widening of the transmit signal resulting in unwanted 
out-of-band (OOB) noise, a major concern especially in radio applications 
where possibly large differences in signal strength from mobile transmit- 
ters impose stringent requirements on adjacent channel interference (ACI) 
suppression. The transmit signal itself is degraded by nonlinearities, which 
results in increased bit error rates in the receiver. 

In the literature, the envelope variations are often described in terms of 
the crest-factor (CF), peak-to-average power ratio (PAPR), peak-to-mean 
envelope power ratio (PMEPR) or simply peak-to-average power ratio (PAPR) 
Not all of these terms are used consistently, rendering the comparison of ab- 
solute numbers sometimes difficult. We adopt the terms PAPR [221], [222] 
and CF [223] and their precise mathematical definitions will be given later. 

High peak values in OFDM result from the superposition of a large num- 
ber of usually statistically independent subchannels that can constructively 
sum up to high peaks. Because of this well-known mechanism the appearance 
of high peak values had been considered unavoidable for some time. How- 
ever, the recent interest in the application of OFDM to wireless networks 
has resulted in the development of methods to combat these problems. 

There are several different classes of approaches. For example, some 
researchers accept a high PAPR for the transmit signal and propose new 
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amplifier concepts [224] for increasing the transmitter power efficiency. The 
optimization of existing amplifiers is under consideration [225]. Others at- 
tempt to find intelligent methods for modulation, in order to generate trans- 
mit signals with reduced PAPR. Consequently, existing amplifier technology 
can be used. 

This chapter discusses techniques for PAPR reduction as well as a fun- 
damental theory on the PAPR problem. We consider the basic concepts in 
order to give an understanding that helps to rank all the different approaches 
with their different properties. More details on specific issues can be found 
in the references. Finally, comparing theory with the state of the art shows 
that there is still research required in this new field in order to approach the 
theoretical limits with low complexity technology. 

6.2 PAPR-Properties of OFDM Signals 

Since our focus is on radio applications, throughout this chapter we only 
consider the complex envelope of the passband signal. Nevertheless, many 
important PAPR reduction techniques were initially intended for baseband 
applications, such as digital subscriber lines [222], [226]. Most of these tech- 
niques can be translated easily for bandpass applications. 

For all PAPR-related issues of OFDM signals, we consider a single mod- 
ulation interval (OFDM symbol) only. Since the guard interval or cyclic 
prefix of duration Tg repeats a preceding part of the signal, it does not affect 
PAPR and we set T, = 0. Therefore, the transmitted signal can be written 
as 

N-1 

s(t) = x sne'2"nAft, 0 5 t < T, (6.2.1) 
n=O 

where j = &i and Af is the frequency separation between any two ad- 
jacent subchannels. The OFDM-symbol duration T, is equal to [A f]-' to 
ensure the orthogonality among the subchannels. 

The OFDM-coefficients s, are typically taken from a fixed modulation 
constellation (alphabet) of size M = 2m. We use the term data symbol 
to refer to each sn and other synonymous terms are information symbol, 
modulation symbol and so on. For notational convenience, we introduce the 
vector s = (so, sl , . , We assume that E {s,) = 0 (which is usually 

'Note however that not every s, carries data. Some s, are permanently set to zero 
(known as virtual carriers) and some are permanently set to fixed values which are perfectly 
known to the receiver (pilot symbols). 
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the case). In the case of uncoded transmission, m bits of information are 
transported per data symbol. Each data symbol s, is chosen from the set 
Q = {Al,  A2,. . . , A M )  of M distinct elements. The set Q is called the signal 
constellation or signalling alphabet and M (the number of elements of Q) 
is called the order of the constellation. Binary phase shift keying (BPSK), 
quadrature phase shift keying (QPSK), M-ary phase shift keying (MPSK) 
and M-ary quadrature amplitude modulation (MQAM) constellations can 
be described as follows: 

Note that for a PSK constellation Q, for any u E Q, luI2 = 1. This constant- 
modulus condition does not hold for QAM constellations. For an MQAM 
constellation, a normalization factor may be used to make E [ \ u ~ ~ ]  = 1, where 
E [.I is the expectation. This normalization factor is 1/m and 11- for 
16QAM and 64QAM respectively. In general, all elements of Q occur with 
equal probability 1/M. 

Higher-order signal constellations can be decomposed into lower-order 
signal constellations, leading to the construction of low PAPR sequences. 
For example, [227] shows that the 16QAM constellation can be decomposed 

fi 
QEQAM = &exp ( 7) zl + exp (7) 2 2  (6.2.3) 

where zl , 22 E QQPSK. Using (6.2.2), this can be further simplified as 

for some xi, yr, E {0,1,2,3). Similarly, the QPSK constellation can be writ- 
ten as a summation of two BPSK constellations [228] 
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where z l ,  zz E QBPSK. Thus QPSK constellation points can be written as 

for some xi, yr, E {0,1). These representations will be used later in this 
chapter. 

We define magnitude m(t) and phase +(t) of s(t) according to s(t) = 
m(t) exp(j+(t)) where m(t) 2 0 and real. The time average of the power of 
an individual OFDM symbol is given by P, with 

where the right hand side of (6.2.7) can be obtained by direct calculation 
(and is a consequence of the well-known Parseval formula). The time average 
clearly depends on the magnitudes of the data symbols s,. Therefore, if the 
s, are modelled as random variables with varying magnitude, P is also a 
random variable. The time average of the total OFDM signal, consisting of 
a large number of OFDM symbols, is equal to the ensemble average of P. 
Therefore, the transmit power Pa, of the total OFDM signal is given by the 
statistical expectation 

pav = E{P). (6.2.8) 

The root-mean-square value (RMS) of the complex envelope is defined by 
RMS = E. 

In the following, as a measure of the height of the peak values of an 
individual OFDM symbol, the crest factor C will be considered, where 

Note that with this definition C can be smaller than 1, because the peak 
power of an individual symbol may be smaller than the ensemble average 
power. In the frequently considered special case of fixed average power Paw 
(this is in particular true for PSK-modulation of the subchannels), however, 
it is lower bounded by 1. 

The worst case CF depends also on the modulation constellation. Let the 

CF of the constellation be defined by Calphabet = max 1 S, 1 /JE {IS, 12 } .  In the 
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worst case, all coefficients have maximal magnitude and their corresponding 
time-domain components sum up with the same phase at a certain time 
instant (classical example: all sn are real and positive, t = 0). In this 
case, Cmax = fl.calphabet. For example, in the case of PSK modulation, 
Calphabet = 1, with Crnax = f l .  

In many publications, instead of the time-continuous waveform s(t), its 
N samples s(kT/N), k = 0, . . . , N - 1 are considered for CF assessment. 
As shown in Chapter 1, the N samples can be generated by IFFT of the 
sequence s. Therefore, another possible definition of the CF is 

max {mk) 
n 

Csample = with mk = Is(kT/N)I . (6.2.10) a 
The advantage of this model is mainly that some analytical calculations 
are possible that give theoretical insight. For practical purposes, however, 
it can be inaccurate to consider the time samples only, because the real 
signal is always time-continuous. Possible overshoot in between the Sam- 
ples is not considered in (6.2.10). Therefore, C > CSample and CF estima- 
tions based on (6.2.10) can be inaccurate. Finally, note that C as well as 
CSamp1, relate to the complex envelope signal. The radio frequency signal 
Re {s(t) exp(j2nfct)) with large carrier frequency fc will have a CF that is 
about 2/2 times larger. 

For random input data, the N samples s(kT/N), k = 0, - . . , N - 1 can be 
considered as zero-mean unit-variance complex Gaussian random variables. 
Thus mk = Is(kT/N)I is Rayleigh distributed. The CF is determined by the 
largest magnitude of all the samples. Therefore, the probability that the CF 
is less than a desired value Cd = md/& can be expressed as 

Note that this is only an approximation. 
The PAPR or the peak-to-mean envelope power ratio (PMEPR) is 

where max Is(t)I2 denotes the maximum instantaneous power of the OFDM 
signal. Throughout this chapter the term PAPR will refer to the baseband 
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PAPR. The definition in (6.2.12) is also termed P A P R  [229], [230] and peak- 
to-average power (PAPR)  ratio as well [231]. PAPR is the most frequently 
used term. The square root of the PAPR is the crest factor discussed above. 
Strictly speaking, PMEPR is a more precise term for E, because Is(t)l is the 
envelope but not the transmitted signal itself. Nevertheless, we refer to E as 
PAPR for brevity. 

For some problems, a polynomial viewpoint can also be helpful; define 
an associated polynomial P,(z) of degree N - 1 as 

in which the coefficients are the data symbols s,. Comparing (6.2.1) and 
(6.2.l2), the PAPR can also be defined as 

That is, PAPR relates to the peak amplitude of the associated polynomial 
on the unit circle. 

A statistical definition of PAPR is also useful, noting that PAPR is ran- 
domly distributed for random input data symbols. An OFDM symbol is said 
to have a peak at Ep at probability PC if 

That is, the probability that PAPR exceeds Cp is PC. The PAPR is less 
than Ep for 100(1 - PC)% of the OFDM symbols. We refer to Jp as the 
100(1 - PC)-th percentile PAPR. 

6.2.1 Maximum PAPR of an N Subcarrier OFDM Signal 

The PAPR of an MPSK OFDM signal is always less than or equal to N ,  
where N is the number of subchannels. To see this, consider the OFDM 
signal given in (6.2.1) where the input data symbols are chosen from an 
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MPSK constellation such that lsnl = 1. The PAPR is bounded as 

J = max 1 s ( t ) l 2 / ~  
tc[O,Ts) 

This is the maximum of the PAPR of a given N subchannel MPSK OFDM 
system. There are only M 2  sequences having maximum PAPR of N[232]. 

The PAPR is a function of the input data frame and recall that there 
are M N  distinct data frames for a N subchannel OFDM signal with M-ary 
modulation. For any input data frame, we have 

For example, for N = 256 the PAPR can be as high as 24 dB (1010glo(256)). 
Fortunately, very high PAPR values are very rare. For example, with BPSK, 
only four sequences 0000.. ., 1111.. ., 0101.. . and 1010.. . achieve J = N .  
For randomly distributed data, the probability of an occurrence of this is 
4/2N = 22-N. This probability is negligible when N is large, as is the case 
in practice. 

6.2.2 Estimating True PAPR from Discrete Time Signals 

The rate sampled version of the OFDM signal given in (6.2.1) is 

When L = 1, these samples x[k/L] are called Nyquist-rate samples. The 
continuous time signal is generated from these samples by low pass filtering 
at the transmitter. For this generation, N samples are sufficient. However, 
the Nyquist-rate samples do not necessarily coincide with the peaks of the 
continuous time signal. Therefore, it is essential to oversample the OFDM 
signal to estimate the true PAPR. 
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Figure 6.1. CCDF of PAPR with different oversampling ratios. 

If the OFDM symbol is divided into LN samples (6.2.18), where L > 1 
is an integer referred to as the oversampling factor, these samples can be 
computed by a zero-padded IDFT. The PAPR using such samples is given 

EL = max Ix[klLl l 2  
~ € [ O , N L )  E {lx[kILl12)' 

The PAPR estimate for the special case L = 1, i.e., the PAPR estimated 
using Nyquist-rate samples, is defined as 

We clearly have 

E 2 EL >  EN^^ (6.2.21) 

where tNyq is the PAPR estimated using Nyquist-rate samples. Theoreti- 
cally, tL approaches t as L becomes sufficiently large. Figure 6.1 shows the 
PAPR CCDF for several values of the oversampling factor. Note that the 
curves do not change much when L increases above L = 4, suggesting that 
an oversampling ratio of 4 is sufficient for accurate results. 

PAPR distributions can accurately be derived using the distributions and 
bounds for the discrete time samples with L > 1. According to Theorem 2 
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in [233], if h( z )  is a complex polynomial of degree N  - 1, then the maximum 
of Ih (eje) I is bounded by the maximum of its samples on the unit circle as 

where L  is the oversampling factor and L  > IT. An upper bound for the 
CCDF of PAPR is derived using the above relationship 

Pr(J > to) 5 ~ ~ ~ t ~ e - ~ ( ~ - ~ ' ~ ~ p ~ ) ~  (6.2.23) 

for VJ > 0, Lopt is the optimum oversampling factor given by 

Equation (6.2.24) is obtained considering the fact that Lopt > n [233]. 

Figure 6.2. The CCDF for N  QPSK subchannels. 

Although high peaks are possible in principle, they occur rarely: even 
for 256 subchannels the PAPR rarely exceeds 12.5 dB (Figure 6.2), whereas 
the theoretical maximum PAPR is about 24 dB. Therefore, for practical 
purposes it is appropriate to consider as the maximum PAPR a value that 
is not exceeded with some predefined probability, e.g., denoted by 
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100(1 - 10-~) th  percentile PAPR. This 99.999th percentile PAPR will be 
much below the theoretically possible maximum value and, from Figure 6.2, 
for up to 256 subchannels this percentile PAPR is always below 14 dB. The 
rarity of the large peaks gives rise to the hope that with some intelligent 
signal processing the highest peaks might be avoided completely. 

Finally, Figure 6.2 shows that not only very high, but also very low crest 
factors are rare. For example, in 256-carrier-OFDM the CF will be almost 
always greater than 7 dB, since below that the ccdf approaches the value 1. 
This is no surprise, but we will return to this important observation later 
when discussing PAPR reduction schemes. 

The design of multicarrier signals with low PAPR is not a completely 
new field of research. Wideband signals, i.e., signals with prescribed flat 
frequency spectrum and low PAPR, have been of interest for measurement 
purposes for several decades. Also (6.2.1) can be considered as a trigono- 
metric polynomial of order N - 1 in z with z = e2kAft and has therefore 
also been investigated from a pure mathematical point of view. For fur- 
ther information see, e.g., [234], [235], [236], [237]. However, in all these 
cases the objective was to find a single waveform only. In contrast to that, 
for data transmission it is necessary to find a large set of such waveforms. 
For instance, for transmitting 100 bits of information we need 21°0 different 
waveforms. Furthermore, these waveforms must be generated in real time. 

6.3 PAPR-Reduction with Signal Distortion 

PAPR-reduction approaches can be divided into two classes. The first one 
distorts the transmitted signal by clipping the signal peaks, increasing the bit 
error rate (BER). The other class is characterized by the fact that, although 
the PAPR of the transmit signal is reduced, the signal remains undistorted. 
While this costs bandwidth efficiency, the BER remains unchanged. 

6.3.1 Peak-Clipping Effect on System Performance 

Since peak-clipping is the most pragmatic PAPR reduction method and is 
used (implicitly) in most of today's system implementations, a brief overview 
of its impact on system performance will be given here. We consider two 
types of nonlinearities: a complex baseband hard clipper and a model for 
transistor high-power amplifiers (HPA). Both these models leave the phase 
+(t) undistorted. We consider these two models only because we assume 
that any phase distortion (AM/PM conversion), as introduced by travelling 
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wave tube amplifiers, can be eliminated almost completely by a suitable 
pre-distorter [238], [239]. However, for the amplitude distortion (AM/AM 
conversion) this is not perfectly possible because the limiting effect always 
remains. Models for transistor HPAs can be found, e.g., in [240] and [241]. 

Nonlinear amplitude distortions can be described by a nonlinear charac- 
teristic g(m). Complex baseband hard clipping is given by 

where m,,, denotes the clipping magnitude. The behavior of a real solid 
state HPA is better described by 

where the parameter p controls the smoothness of the transition from the 
linear region into saturation. A typical value is p = 3 [241]. For p -+ 

oo, (6.3.2) approximates (6.3.1). Note that hard clipping of the complex 
baseband signal according to (6.3.1) is not equivalent to hard clipping of the 
RF-signal, as studied for example in [242]. If the RF-signal is subject to 
hard clipping, then the equivalent baseband nonlinear characteristic g(.) is 
a smoother limiter, similar to the HPA-model given in (6.3.2). The physical 
interpretation of hard clipping of the complex baseband signal is a HPA 
according to (6.3.2) plus a pre-distortion device, which maintains a linear 
amplitude characteristic up to the peak power (for example, see [238]). 

The nonlinear distortion of s ( t )  leads to intermodulation (IM) noise 
among the subchannels. IM-noise at frequencies within the OFDM transmis- 
sion band degrades the SNR at the demodulator output and hence increases 
the bit error rate. IM-noise at frequencies outside the OFDM transmission 
band is regarded as unwanted out-of-band (OOB) energy and may degrade 
the BER of transmissions in adjacent channels and, in typical radio appli- 
cations, the level of OOB radiation must be below the limits specified by 
regulatory bodies. 

The modulation of the HPA can be described by either the input back-off 
(IBO) or the output back-off (OBO). Both figures are defined relative to the 
peak power Pm, of the HPA, 

IBO = 10 .  loglo (6.3.3) 
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Figure 6.3. (a) Receiver signal space (8-PSK) at an IBO of 3 dB. (b) 
Estimated average PSD when peak clipping is present for an IBO of 3,6 and 
8 dB (128 subchannels; 100 OFDM symbols evaluated; because of symmetry 
right half of spectrum shown only). 
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where Pav,i, is equal to Pav in (6.2.8) and Pav,,,t is Ejg2(m)). Hence, 
for a given nonlinearity and a given transmit signal, IBO and OBO are 
directly related to each other. Figure 6.3 visualizes the effects of IM-noise 
for the case of hard baseband clipping according to (6.3.2). Figure 6.3a 
shows the demodulator output for an 8-PSK OFDM. The IM results in a 
noise-like disturbance. Note also that because the peak values are clipped, 
the signal power is decreased. On average, the original signal points, with 
unit magnitude, are moved slightly towards the origin [243], [244]. 

In Figure 6.3b the estimated power spectral density (PSD) of the dis- 
torted OFDM signal is shown. In the case without a nonlinearity, the PSD 
decays slowly according to the sin2(7r f ~ , ) / ( r f ~ , ) ~  spectrum of each carrier. 
In practice, however, the decay rate is increased by applying additional fil- 
tering to the OOB components with negligible linear distortions to the useful 
signal components. Because of cost considerations, such filtering is usually 
located before the HPA. Distortions due to the HPA will then increase the 
OOB power to the level shown in Figure 6.3b. Therefore, Figure 6.3b gives 
a quite realistic view of the effect of spectral spreading. An important figure 
is the level of the noise PSD at the edge of the transmission band (here 
f T = 64) relative to the inband signal level. For example, for an IBO of 6 
dB this value is only about 32 dB down and, furthermore, its rate of decay 
is very slow, leading to adjacent channel interference (ACI). 

Next we compare the loss in energy efficiency due to peak-clipping for 
OFDM with that of constant-envelope (CE) modulation. A constant enve- 
lope has two advantages. First, the average transmit energy could be made 
equal to the peak power of the HPA. Second, because there is no IM-noise 
due to peak-clipping, the transmission also would not suffer from any BER 
degradation. 

In contrast, with OFDM, for a given transmitter peak power, the average 
power is reduced and IM-noise is generated. The back-off of the transmitter 
must be chosen carefully. A small back-off achieves a high average trans- 
mit power. But, large back-off achieves low IM noise. Clearly, there is an 
optimum back-off value, where the total degradation 

TD = OBO + A S N R  (6.3.4) 

is minimized. In this equation A S N R  denotes the SNR-degradation due to 
IM at a given BER. Since the precise optimization is quite complicated, the 
reader is referred to [240], [243] for details. Figure 6.4 summarizes the major 
results from [243]. With an optimal back-off, depending on the modula- 
tion constellation, only 4-7 dB are lost when compared to a CE modulation 
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// Optimum IBO 
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size of ~ ~ M - a l ~ h a b e t  

Figure 6.4. Resulting total degradation (TD) in power efficiency of OFDM 
compared to a CE modulation for various sizes of the constellation for opti- 
mally chosen IBO at a BER of 

scheme. Corresponding values for the transistor HPA model according to 
(6.3.2) instead of peak-clipping can be found in [240]. The figures reported 
here for the case of ideal baseband clipping are about 2 dB better than those 
for the transistor HPA. 

An interpretation of these results is warranted. First, considering the 
loss up to 7 dB, the CE modulation assumed here is hypothetical and for 
reference only. In practice, the spectral efficiency of CE modulation would 
be much smaller than that of OFDM. If the spectral efficiency were increased 
to the values of, e.g., 16-&AM OFDM, then the modulation with CE would 
suffer from an even higher energy inefficiency. 

6.3.2 PAPR-Reduction by Clipping and Filtering 

As mentioned before, the most obvious approach for reducing OFDM peaks 
is simply to clip s ( t )  so that m(t) is limited to a certain desired maximum 
value m d .  Clipping can be considered also as a simple PAPR reduction 
method, although it introduces several undesired effects. Fortunately, it is 
possible to perform clipping already before the HPA, most desirably in digi- 
tal domain [242], [245]. If an ideal pre-distorter is assumed for the HPA, then 
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Figure 6.5. System configuration for clipping and filtering. 

the HPA will not introduce any additional distortions as long as md < m,,,, 
i.e., the signal peaks do not exceed the peak power limit of the HPA. The 
advantage of this method is that distortions may be controlled by intelligent 
signal processing, because they are introduced much earlier in the trans- 
mitter's signal chain instead of at the output stage. Figure 6.5 shows a 
typical configuration. The conventional OFDM modulator is followed by a 
peak-clipping device, and a linear filter for removing the OOB components. 
Finally, the up-converter translates the complex baseband signal into a real- 
valued RF signal. The task of the linear filter is to reduce the unwanted 
OOB noise. Here, complete removal of the OOB components by an ideal 
low-pass filter is assumed. Of course, in practice, an ideal low-pass filter can 
only be approximated. Removal of the OOB noise by filtering leads to a 
regrowth of some of the signal peaks. The amount of CF regrowth may be 
determined by computer simulation. 

While we have described the clipping and filtering approach for the time- 
continuous baseband signal s(t) here, it might be realized in several varia- 
tions. For example, clipping and filtering can be applied to the transmit 
signal at IF instead of baseband. In this case only a real-valued signal needs 
to be processed. Because digital filtering at IF has much higher computa- 
tional complexity, other filter realizations, like surface acoustic wave (SAW) 
filters could be suitable solutions. 

Instead of the time-continuous signal (which, in practice, means a Sam- 
pled signal with a sufficiently high over-sampling rate), clipping and filtering 
could be applied to the equidistant samples s(kT/N) only (cf. (6.2.10)) [242]. 
In this case the low-pass filtering can be considered part of the interpolation 
process in the digital to analog conversion. 

The results of the clipping and filtering approach can also be obtained 
directly [246], [247]. Instead of clipping with subsequent filtering, the time- 
domain signal s(t) is multiplied with some multiplication signal that drops 
down at time-instants where large peaks occur. Consequently, the peaks 
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Figure 6.6. Polar plot of complex envelope s ( t )  of a 128 subchannel OFDM 
signal. (a) Conventional signal; (b) PAPR reduced distortionless below 3.2 
dB. 
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are reduced. The dips in the multiplication signal are smooth and chosen 
according to some window function that results in small spectral spreading 
only. In case of a few peaks only, this method proposes lower computational 
complexity since no additional filtering operation is required. 

6.4 Limits for Distortionless PAPR-Reduction 

The last section showed that the high peak values of OFDM signals can be 
reduced by clipping at the cost of a certain level of distortions, in particular 
increased BER and additional out-of-band noise. 

We can design an OFDM system so that only waveforms with relatively 
small peak power are generated. With a perfectly predistorted HPA whose 
peak power is at  least equal to the peak power of the transmit signal, no OOB 
components are generated and also the BER performance is not degraded. 
Hence, this PAPR reduction method is distortionless. For illustration, Fig- 
ure 6.6 shows the polar plot of OFDM signals with N = 128 subchannels. 
No PAPR reduction is performed in (a) and the signal in (b) is processed 
(distortionless) so that a low CF of 3.2 dB is obtained. Hence it can be 
transmitted with a HPA at an IBO of only 3.2 dB without clipping. 

However, with distortionless methods, the PAPR can be reduced only at 
the cost of a (slightly) reduced bandwidth efficiency and higher computa- 
tional complexity for modulation and/or demodulation. 

The overall PAPR can be reduced simply by not using high PAPR wave- 
forms for transmission. This motivates a generic PAPR reduction principle, 
as depicted in Figure 6.7. Symbol sequences s = (so, s l ,  ..., s ~ - ~ )  leading 
to high PAPR are excluded from transmission. Undesired sequences can 
be excluded, in principle, by using a look-up table. The percentage of ex- 

Figure 6.7. Principle of redundant block coding for PAPR reduction. 

cluded sequences s is determined by the limit on the PAPR and amounts to 
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Figure 6.8. Code rate for limiting the PAPR. 

a bandwidth efficiency loss. The PAPR of individual OFDM-symbols only 
rarely exceeds 12 dB (Figure 6.2), indicating that the reduction in band- 
width efficiency will be rather small. For a quantitative example, consider 
N-subchannel MPSK OFDM, which can accommodate N logz (M) informa- 
tion bits at most. Suppose that we need a code rate R = l - K/ (N  log2(M)) 
to limit the PAPR to (0; that is, out of all M N  sequences, ~ ~ ~ ' ~ g 2 ( ~ )  will 
have PAPR less than to. By definition, we have 

which can be rearranged as 

R = l +  
1 

N log2 (M) 
log2 Pr  (E < Eo). 

This coding rate can be estimated by simulation. Figure 6.8 shows the 
required code rate to limit the PAPR. For N = 128, to reduce PAPR to 7 
dB from 21 dB for the uncoded case, the required code rate can be as high 
as 0.98, suggesting that the PAPR can be much reduced by a small amount 
of redundancy. Unfortunately, such codes have so far been elusive. 
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6.5 Techniques for Distortionless PAPR-Reduction 

This section describes distortionless schemes for generating OFDM signals 
with low PAPR. In practice, the key problem in PAPR reduction is com- 
putational complexity. In principle, PAPR can be reduced with little per- 
formance penalty (i.e., bandwidth efficiency loss). All that is required is a 
table of sequences that exceed a PAPR limit. However, for a large number 
of subchannels, the table grows too large and is not feasible. Hence, the 
coding table in Figure 6.7 (eventually including also the mapping) should be 
replaced by an implementable algorithm. 

Distortionless PAPR reduction techniques include the selective mapping 
approach, optimization techniques like the partial transmit sequence ap- 
proach and algebraic coding techniques. Several of these techniques are 
based on a very simple premise: For a given data vector s, generate multi- 
ple OFDM signals and choose the minimum PAPR signal for transmission. 
Formally, this approach can be stated as follows. 

For each information bit-word bi define a set of associated 
signals x1 (bi, t) , 1 = 1, . . . , Ma. Then select that signal xlopt (bi, t) 
for transmission that has the lowest peak power. 

This very general principle comprises two separate problems. First, for 
each bi we must generate associated signals xl(bi, t),  I = 1, - .  . ,Ma  so that a 
selection can reduce the peak power of the resulting multicarrier signal at all. 
The second problem is performing the selection with reasonable complexity. 
Selecting the best signal may sound trivial, but as we will see, the definition 
of associated signals xz(bi, t) typically has to be done in frequency domain in 
terms of associated coefficient sequences dl(bi). Since from dl(bi) the peak- 
power in time-domain is not visible, the selection typically requires multiple 
transformations in time-domain, i.e. modulation processes. 

In fact, a major challenge is that there is no simple rule known that helps 
in accurately determining the peak power that corresponds to a particular 
coefficient sequence dl. Only some very basic rules for avoiding the worst 
case peaks are known. 

6.5.1 Selective Mapping 

The basic principle of PAPR reduction becomes most obvious with selective 
mapping (SLM). The method has been developed independently by several 
authors [248], [249], [250]. In selective mapping, Ma statistically independent 
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signals xL(bi,t), with I = 1,. . . ,Ma are generated from the same informa- 
tion bi and that signal with the lowest peak power is selected for trans- 
mission. Figure 6.9 shows an SLM OFDM system. The information word 

Figure 6.9. Selective mapping approach. 

bi is mapped onto a vector of OFDM coefficients di  conventionally. From 
this vector, Ma statistically independent coefficient sequences are derived by 
elementwise multiplication with Ma fixed, but statistically independent vec- 
tors rl, . , rMa. Each coefficient sequence is transformed in time-domain 
by conventional modulation. Then, for each resulting time domain wave- 
form xL(di,t), the peak power is measured and that signal xlOpt (di, t) with 
lowest corresponding peak power is selected for transmission. Since the peak 
powers are assumed to be statistically independent, selecting the best signal 
will reduce PAPR. 

For detection, the receiver needs to know which vector rOpt has been used 
in the transmitter in order to divide the demodulator output elementwise 
by rqt. This knowledge could be transmitted as side information without 
significantly reducing the data rate, since only log2(Ma) bits are needed. 
Typically, the number of sequences, Ma, must be kept small, because for each 
associated sequence, a complete OFDM symbol (6.2.1) must be generated. 

Of course, it is of greatest interest to know how many sequences are 
necessary to achieve a significant CF reduction and how much reduction is 
possible. Since for obtaining a CF C ~ M ~  larger than a certain desired value 
Cd it is a necessary requirement that the CF of all signals xl(di, t )  is larger 
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than Cd, cMa is determined by the following relationship 

pr(cMa > Cd) = pr((c(r l )  > Cd), . . . , (c(rMa) > Cd)) 

The second line of (6.5.1) is derived assuming that the probabilities are 
independent. Figure 6.10 plots simulation results for N = 128 subchannels 
and Ma = 1,2,4 and 16. With an increasing number Ma of associated 
sequences, the PAPR reduces significantly. 

However, although with a small number of associated sequences, e.g., 
Ma = 2 and Ma = 4, the percentile PAPR (e.g., at a probability of 
can be reduced, further significant reduction requires a dramatically increas- 
ing Ma, thereby limiting the practical applicability of SLM. In conventional 
OFDM, there is a lower limit for the CF, that is exceeded by almost every 
OFDM transmit symbol (the CCDF approaches 1). With selective mapping, 
it is very difficult to reduce the CF below that value, because according to 
(6.5.1) selective mapping benefits from reducing the CCDF by exponenti- 
ation. This mechanism works best, if the CCDF for individual symbols is 
already low. Figure 6.10 also shows estimations of the CCDF based on the 
analytic model (6.2.11) of the CCDF of time-samples that has been inserted 
in (6.5.1). As expected, the model is optimistic, because it neglects possible 
missed peak between the sampling instants. For higher probabilities of the 
CCDF, the modelling error becomes even more significant. 

For implementing the SLM approach, we need to define the Ma 'indepen- 
dent' vectors rl, 1 = 1,. . . ,Ma. To ensure independence, it is sufficient to 
take vectors that are generated by a pseudo-noise generator. Furthermore, it 
is desirable to limit the elements of rz to unit magnitude, i.e. r% = exp(j&), 
possibly with a limited number of discrete phases only, e.g. 4 or 8 phases 
[249]. Restricting the phase values to a discrete set also has the advantage 
that in typical, rotational invariant constellations, the constellation points 
are maintained, an advantage that serves for synchronization purposes. Also 
the complex multiplications reduce to a much simpler modulo arithmetic of 
the discrete phase values. 

2Assuming PSK-OFDM here, because strictly (6.5.1) is valid only if the selection pro- 
cess has no impact on the average power. Also, the elements of the sequences r shall have 
unit modulus. 
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Figure 6.10. CCDF of the CF for N = 128 and 8PSK OFDM with SLM. 
Thin lines are computed using (6.2.11) and (6.5.1). 

The method proposed in [250] works directly on the binary words bi to be 
transmitted. Here bi is scrambled with one of Ma possible different (binary) 
m-sequences. The result is mapped subsequently onto conventional modu- 
lation constellations. The advantage is that, also in the case of more general 
QAM constellations, the multiplications with the vectors r1 is replaced by 
the simpler modulo arithmetic. However, the main source of computational 
complexity in the selective mapping approach remains, i.e. performing a 
Ma-fold modulation. 

Therefore, in [251] the set of associated signals xl(di, t) is defined imme- 
diately in time-domain. In particular, it is proposed that for each vector of 
coefficients s, the corresponding time-domain signal s(t) according to (6.2.1) 
is decomposed into its time-symmetric and antisymmetric component. Then, 
in a second step, some low-complexity transformations are applied directly 
to the time-domain components, thereby defining several associated signals 
xl(di, t).  The best one is selected for transmission. Essentially, there is 
only one IFFT required to obtain the time-domain components; therefore 
computational complexity is reduced significantly. 
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6.5.2 Optimization Techniques 

The basic idea of all the optimization techniques is to define the transmit 
signal s(t) as a function of a set of parameters. Some of the parameters 
are determined by the information to be transmitted, whereas the remain- 
ing parameters are free for optimization. The optimization is performed so 
that the peak values in the time-domain waveform are as small as possi- 
ble. As a simple definition of parameters consider the OFDM-coefficients 
s = (so, s l ,  ..., s ~ - 1 ) .  Some of them could be used for transporting infor- 
mation and the remaining ones could be used for optimization. Since some 
parameters (subchannels) are not available for transferring information any- 
more, the bandwidth efficiency is reduced. 

Optimization techniques can also be regarded as a generalization of the 
SLM principle because, in effect, to each information word bi a large set of 
possible waveforms xz(bi, t) is associated. The optimization procedure se- 
lects the best transmit signal. Because the number of associated sequences 
increases exponentially with the number of optimization parameters, these 
methods can reduce PAPR much more than SLM. But the optimization 
procedure can be computationally expensive. Furthermore, the loss in band- 
width efficiency typically is higher than with SLM. 

Cancellation of Peaks 

As already mentioned, it is possible to reserve some of the elements of the 
coefficient vector s = (so, s l  , ..., sN-l) as optimization parameters for re- 
ducing the PAPR of s(t). The sum of all sub carriers that are reserved for 
optimization can be considered as a compensation signal to reduce the peaks 
created by the contribution from the information 12221, 12521. Specifically, 

nEIinf o nE&t -- 
information signal compensation signal 

In (6.5.2), Iinfo and Iopt denote disjoint sets of indices for the information 
carrying subchannels and optimization subchannels, respectively. Since the 
optimization parameters are the coefficients of individual subchannels or 
tones they are called optimization tones. 

The amount of achievable PAPR reduction increases with increasing size, 
1 Iopt I of the set Iopt . However, increasing 1 Iopt I will also reduce the bandwidth 
efficiency. Since the compensation tones are unavailable for information 
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transfer a relative redundancy, r = Iopt/N can be defined for this approach. 
The specific location of compensation tones has significant impact on the 

achievable amount of PAPR reduction. In [253], it is shown that for example 
using all tones with even index n for compensation, leads to a scheme that 
can not reduce the peak value of s ( t )  at all. But better results are obtained 
if the locations of compensation tones are selected pseudo-randomly [222]. 

Note that, in (6.5.2)' the information and optimization components are 
added linearly. This is an important property, because the PAPR is then con- 
vex on the optimization parameters. In particular this problem can be cast 
as a quadratically constrained linear program (QCLP) [222] .3 In practice, 
however the computational complexity for determining the optimal compen- 
sation tones may be too high. Therefore, in [222] a suboptimal iterative 
procedure for determining the optimal compensation tones has been pro- 
posed. PAPR can also be reduced by reserving some of the subchannels for 
peak reduction purpose and optimizing their values. Although this approach 
reduces the efficiency of the OFDM it does not need side information. The 
general idea follows from [254], [255], [256], [257], [258], [259]. 

Adaptive subchannel selection is presented in [260]. Subcarriers with 
low SNR are excluded at  the transmitter, which improves the BER of the 
signal. These excluded subchannels are used to reduce the PAPR of the 
signal, thereby achieving low BER and PAPR. An iterative technique to 
find a suitable reduction function corresponding to excluded subchannels is 
also presented. 

The use of parity subchannels to reduce the PAPR is reported in [259]. 
A PAPR suppressing signal is generated at parity subchannels when ever the 
PAPR is above a threshold level. These parity subchannels are based on the 
coding scheme prosed in [261]. The process of generating suppressing signal 
is iterated till peak power reduce to the given threshold. A PAPR reduction 
of 5 dB is observed for 8 subchannel OFDM signals. This method may not 
be suitable for OFDM systems with large number of subchannels. 

Partial Transmit Sequences (PTS) 

As already mentioned, the proper definition of the optimization parameters 
is crucial for the achievable amount of PAPR reduction. PTS is mainly 
motivated by the idea that an individual scaling and phase rotation of ap- 
propriately defined 'partial transmit signals' should be a powerful means 

31n the special case of real-valued signal such as in DSL applications, this problem 
becomes linear program(LP) 



Section 6.5. Techniques for Distortionless PAPR-Reduction 223 

to avoid the constructive addition of the components to high peak values 
[221], [223], [262], [263]. Figure 6.11 shows a possible implementation of this 
approach in the transmitter. The OFDM signal is partitioned into MpTS 

Figure 6.11. Partial transmit sequence approach. 

disjoint sets of subchannels 

with 

The components xg(t) are called the 'partial transmit sequences' (PTS) or 
'group signals'. The latter implies that the sets Ig consist of adjacent sub- 
channels but this is not necessarily the case. Each group signal is transformed 
in time-domain by conventional modulation. In time-domain, all group sig- 
nals are weighted with an individual factor Og, and added to result in the 
transmit signal s(t). The complex factors O that usually have unit modulus 
allow for a phase rotation of each group signal. They are chosen so that the 
peak power of s(t) is minimal. 

As with SLM, the receiver must have knowledge about the generation 
process of the OFDM signal, i.e. the chosen factors (el, 02, . . , OMpTS). 
These factors could be transmitted as side information. Alternatively within 
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each group signal differential encoding can be applied. In any case (neglect- 
ing the possibly required side information), the relative redundancy of this 
scheme is r = MpTS/N, since we spend MpTS complex factors for optimiza- 
tion. 

In principle, the group signals may consist of different numbers of sub- 
carriers, but the best PAPR reduction capability is expected, when they 
are the same for all groups, i.e. /Ig[ = N/MpTS. where N is assumed to 
be an integer multiple of MpTS. Also the particular selection of subchan- 
nels has an impact on the achievable amount of CF reduction [221]. For 
brevity, we will consider only the simple case of adjacent subchannels with 
I, = {(g- 1). N,, - . , g. Ng - 1). For the same reasons as mentioned in the se- 
lective mapping approach, also for PTS it is useful to restrict possible phase 
values 8, = arg(Qg) to a finite set. Figure 6.12 shows the achieved PAPR 

Figure 6.12. PAPR reduction with PTS for 128 subchannels. Dashed line 
denotes conventional OFDM. 

reduction for various numbers of groups MpTS and two to eight phases, i.e. 
0, E (0, T}, Og E { 0 , ~ / 2 ,  T, 3 ~ 1 2 )  and Og E (0, n / 8 , 2 ~ / 8 ,  . , 7 ~ / 8 ) .  The re- 
sults have been obtained by simulations with 8-PSK subchannel modulation 
and a full search over all parameter tuples. With an increasing number of 
groups MpTS as well as with increasing number of possible phase values, the 
achievable PAPR reduction increases. With 8 phase values however, most 
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of the possible PAPR reduction for a certain value of MpTS is achieved. A 
finer granularity has little effect only. Also, in addition to the fact that the 
effective CF is reduced, also the true maximum peaks can be significantly 
reduced [223]. 

A disadvantage of the method is that the number of possible time-domain 
signals s(t) rapidly increases with the number of group signals MpTS and 
phase values. Therefore, applying a full search procedure for finding the best 
time-domain waveform will often be impossible. There are several ways to 
combat this problem. In [231] it is proposed not to perform the full search 
optimization, but to try a certain number of sets of optimization parameters 
(el, Q2, , QMpTS). We may note however that this approach is similar 
to SLM. In particular, because of the linearity of the Fourier transform, the 
factors Qg can be considered also in frequency domain. Hence, the rotation 
vectors r of SLM can be expressed in terms of the PTS optimization variables 
according to 

Q1,Q1, . . - , . . .  , O ~ ~ ~ ~ , @ n / l ~ ~ ~ , - .  (6.5.5) - - 
Ng variables Ng variables 

Consequently, the limits of the SLM approach are also valid for this variation 
of the PTS approach. The next section explores another approach to reduce 
the computational complexity. 

Iterative PTS 

The PAPR reduction method presented in this subsection can be regarded as 
an optimized and specialized implementation of the PTS approach. Its main 
property is that it contains a powerful iterative procedure for the optimiza- 
tion of the free parameters in PTS. This procedure allows for the reduction 
of the signal peaks close to the theoretically possible values and reduces the 
complexity of PTS, which is exponential in N down to order N log N .  

We may use the notation of the PTS approach (6.5.3) and (6.5.4) here, 
but we will consider only the special case of equal numbers of subchannels 
Ng = N/MPTS per group signal xg(t). Within each group signal xg(t), 
information is carried in form of complex factors 6,, that are differentially 
encoded in frequency direction according to 

4This is not a necessary requirement of the iterative approach. 
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It is assumed that = 1, which implies DPSK modulation among the 
subchannels, but in general also DAPSK is possible.5 

In what follows, also Ibnl = 1 shall be assumed. The absolute phase of 
each group signal is represented by Og = arg(sgNg) and shall be optimized 
to reduce the CF. Also with this scheme, the price to be paid for the CF 
reduction is a loss in data rate, because, in comparison with conventional 
DPSK, each Ng-th phase difference is not available for information transfer. 
The relative redundancy r is calculated again by dividing the number of 'lost' 
parameters (used for optimization) by the number of information-carrying 
parameters, when no CF reduction scheme where applied, 

For large N ,  it depends mainly on the number of subchannels per group. 
For example, in the case of Ng = 4 rate loss is about 25 percent. 

The optimization algorithm is based on an iterative procedure that alter- 
nates between the time and frequency representations of the OFDM signal. 
It has already been used for the reduction of the peak values of multi-tone 
signals [264]. For the application in OFDM, the algorithm is generalized to 
the reduction of peak values of information-carrying signals. Its principle 
relies on the linearity property of the Fourier transform. Each group signal 
xg(t), is regarded as a basis function tg(t)  of a function subspace, 

with the information dependent factors AgNg = 1 and 

In (6.5.8), the first carrier of the group signal has been chosen to be 
the optimization parameter, but other definitions are possible. According 
to (6.5.8), the basis functions tg (t), g = 1, . . , MpTS, have an information- 
dependent shape, but nevertheless they are always mutually orthogonal (be- 
cause they consist of a weighted sum of mutually orthogonal functions). The 

5 ~ h e  transmission of additional side information is not required if non-coherent detec- 
tion is applied at the receiver. 



Section 6.5. Techniques for Distortionless PAPR-Reduction 227 

linear combination of these basis functions can form a subspace only, where 
the information to be transmitted defines that particular subspace. 

The optimization algorithm starts with generating s(t) according to (6.5.3)- 
(6.5.6), with the optimization parameters 9 = arg(eg) set to pseudo-randomly 
selected starting values. 

In each iteration, the components of the time-domain signal s(t), whose 
magnitude is greater than a certain threshold mt, are defined as an error 
signal e(t), 

In order to reduce the undesired peaks, this error signal is subtracted from 
s(t). This subtraction is done in the frequency domain. Therefore, the 
error signal e(t) is expressed as a series, according to the given set of basis 
functions Eg(t), g = 1, . . , MPTS. The mean square approximation of e(t) 
by a weighted sum of basis functions, 

leads (because of the mutual orthogonality of the tg(t)) to the following 
expression for the coefficients eg 

Using the definition of ((t) in (6.5.8), it can be shown that (6.5.12) is 
a weighted sum of Fourier coefficients r(t) of e(t), with en = & ~2~ e(t). 
e-jsTnAftdt. Consequently, the calculation of the eg can be performed by an 
efficient IFFT algorithm, extended by the following simple linear superposi- 
tion for each group, 

1 b+l)N,-l 

"g=X C Aicn- (6.5.13) 
n=gNg 

In the next step, the error coefficients eg are subtracted from the co- 
efficients s , ~ , .  In general, the resulting value s , ~ ,  - eg will not meet the 
condition s , ~ ,  - eg = 1. Therefore a new coefficient is calculated according 
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where i denotes the number of iterations. This nonlinear mapping ensures 
that the Euclidean distance between the new value s S g  and the desired 

value siNg - e i  is always smaller than or equal to the old distance between 

siNg and the desired value. This property guarantees the convergence of the 
algorithm. More precisely, it can be proved that the RMS value of le(t)l 
is monotonically decreasing [253]. Then, with a suitable selection of the 
threshold mt, the CF is almost always decreasing. 

Adaptive PTS 

Yes 

b 
To the 

Transmitter 

Figure 6.13. Adaptive PTS approach. 

We next present another reduced-complexity variant of PTS, which is 
called adaptive PTS. The key idea is that most input vectors intrinsically 
have low PAPR (Figure 6.2) and PTS optimization can be terminated early 
when such inputs occur. As above, we only consider binary (i.e., O, E 
(1, -1)) weighting factors and we divide the input data block into MPTS 
subblocks. As a first step, set all the weighting factors to 1 and compute 
the PAPR of the combined signal. If it is less than a set threshold PAPRTs, 
then stop optimization immediately. If not, invert the first weighting factor ( 
O1 = -1 ) and recompute the resulting PAPR. If it is less than the threshold, 
retain O1 as part of the final phase sequence and stop optimization. The 
algorithm continues in this fashion until PAPR is less than PAPRT, or all 
or part (K) of the 2 M ~ ~ ~ - 1  combinations are searched. The corresponding 
block diagram is shown in Figure 6.13. 

The adaptive algorithm can now be written as follows: 

step 1 Set [ e l , .  . . ,OMpTs] = [I, 1 , .  . . , I ] ,  



Section 6.5. Techniques for Distortionless PAPR-Reduction 229 

step 2 Set IterCount = 1, 

step 3 While PAPR(X') > PAPRTs or IterCount < K ,  

step 4 Change the weight vector by one bit, 

step 5 IterCount ++ 
Here, K can be set to 2 M ~ ~ ~ - 1  (then this reverts to full PTS) or a lesser 
value. The maximum number of iterations of this technique is K ,  and the 
minimum is 1. The actual number of iterations varies from one input frame 
to another. We characterize the complexity of this scheme by the average 
number of iterations per input frame. 

Figure 6.14. CCDF of an OFDM signal with APTS (MPTS = 8). 

In the following results, lo5 random OFDM symbols were generated to 
obtain CCDFs. We assume 256 subchannels throughout and use QPSK 
data symbols with the energy normalized to unity. Figure 6.14 shows the 
CCDF for MPTS = 8. The 99.9th percentile PAPR of the original OFDM 
signal is about 11.2 dB. The ordinary PTS technique improves it by 3.75 
dB. Curve 2 shows results for APTS with a threshold value PAPRTs of 
7.5 dB. In the region CCDF< both the techniques provide identical 
performance. Ordinary PTS requires 128 iterations per OFDM symbol while 
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Figure 6.15. Comparison of performance of optimum PTS with APTS for 
MpTs = 16. 

APTS requires only 16 (on average) iterations per OFDM symbol. This 
amounts to an 87% reduction in complexity. 

Results are also shown for APTS with PAPRTs of 7.4 dB, 7.25 dB and 
7.0 dB. These require 22, 36 and 71 iterations (on average) and reduce 
complexity up to 83%, 72% and 44% respectively. Therefore, the complexity 
of APTS can be reduced greatly by limiting the number of iterations by 
selecting a suitable threshold value. Lower threshold values yield better 
performance but result in higher complexity. 

Figure 6.15 shows results for 16 subblocks (MpTs=16). The optimal PTS 
curve requires 32768 iterations per OFDM symbol, which is too time con- 
suming for simulations. We therefore use randomly-generated 2000 binary 
weighting patterns, compute the PAPR of each and subsequently take the 
minimum PAPR as the optimal PAPR. Curves 2 and 3 show the perfor- 
mance of APTS with K=1000 and threshold limits of 7.2 dB and 7.0 dB 
respectively. Curves 2 and 3 correspond to an average of 38 and 104 iter- 
ations, yielding complexity reduction of 98% and 94.8% respectively, when 
compared with the optimum result. The performance loss is only about 0.1 
dB at the 99th percentile PAPR. By contrast, the flipping algorithm [265] 
requires only 16 iterations in this case, but results in a performance loss of 
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1 dB. The adaptive approach promises to considerably reducing the PTS 
complexity. 

6.5.3 Modified Signal Constellation 

Another optimization approach is to modify a standard constellation such 
as MPSK and MQAM by adding more points. These additional points can 
be used as free optimization variables. 

The PAPR of an N-subchannel MPSK-OFDM system can be as high 
as 10loglo(N). If some of these subchannels (say, Nn) are made to zero, 
the theoretical maximum PAPR reduces to 10loglo(N - N,). This fact has 
been exploited by several authors to reduce the PAPR. Parallel combinatory 
OFDM (PC-OFDM) is proposed in [266], [267]. In the transmitter first, 
which subchannels to be zero and nonzero are chosen. Then N - Nn nonzero 
subchannels are modulated by MPSK. Now another set of bits called parallel 
combinatory bits are mapped to the zero positions of the OFDM symbol. 

N 
There are ( Nn ) diRerent ways to choose Nn zeros out of N subchannels. 

Therefore, the total number of bits carried by a PC-OFDM signal can be 
expressed as 

where 1x1 is the largest integer smaller than or equal to x. 
PC-OFDM uses an MPSK signal constellation extended with an addi- 

tional zero amplitude point. Using an MPSK signal constellation, an (M+l)- 
ary amplitude and phase shift keying (APSK) constellation is constructed. 
The bandwidth efficiency of PC-OFDM may be higher compared to conven- 
tional OFDM depending on N,. The complexity of the PC-OFDM system 
increases when N and Nn increase. The difficult part is to select the zero 
positions of the OFDM signal for given parallel combinatory bits. Introduc- 
tion of zero amplitude signal point further reduces the Euclidian distances 
between signal points. However, simulation results show that PC-OFDM 
performs better than OFDM in an AWGN channel but not in fading chan- 
nels. 

Another approach is known as Tone Injection (TI) [268]. This approach 
expands the constellation to a bigger one, where one of several values that 
carry the same information can be selected. This extra degree of freedom 
is used to generate multicarrier signals with lower PAPR. The process of 
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constellation expansion can be explained as follows. If Xn carries bk bits, 
then it could take one of 2bk discrete values. If a QAM constellation with 
minimum distance between points sk is assumed, the real and imaginary 
parts of Xn can take values &sk/2, f 3sk/2,. . . , f ( M k  - l)sk/2, where Mk = 

2bk/2 is the number of levels per dimension. Real and imaginary parts of 
constellation points are modified such that PAPR is reduced. Note that no 
side information is needed. If we assume the constellation point is A then 
the modified point is expressed as Â  = A + pD + jqD, where p and q are 
any integer value and D is a positive real number known at the receiver. An 
iterative approach is presented to find proper values for p and q. A 6 dB 
reduction in PAPR is observed with moderate complexity. 

6.5.4 PAPR-Reduction Effect on the System Performance 

An OFDM system with 256 carriers, 16QAM and a guard interval of 12.5% 
is simulated. The OFDM signal is passed through nonlinear devices. Figure 
6.16 depicts the CCDF of PAPR of an OFDM signal. It also shows the PAPR 
reduction using SLM. When K = 2, two OFDM symbols are generated from 
the same information sequence and one with the minimum PAPR is chosen 
for the transmission. Similarly, when K = 16, 16 different OFDM symbols 
using the same information sequence is generated. These different sequences 
can be generated in different ways as shown in References [269], [270], [271]. 
When K = 16, PAPR reduction on the order of 4 dB at the 99.9th percentile 
PAPR is obtained. This PAPR reduction is obtained with the increase in the 
system complexity. An OFDM system with 256 subchannels needs highly 
complex systems at the transmitter to reduce the PAPR below 7 dB. PAPR 
reduction codes are capable of achieving low PAPR when N is small. But 
these schemes reduce the system throughput significantly as N gets large. 

lnband distortion 

The effect of inband distortion can be observed by the BER performance. 
Figure Figure 6.17 depicts the BER performance of an OFDM signal passing 
through a soft limiter nonlinear device. This figure shows BER performance 
of both ordinary OFDM and PAPR reduced OFDM signals for different 
back-off values of the nonlinear device. P-OFDM refers to the PAPR re- 
duced OFDM. PAPR of the signal is reduced by SLM. The BER improves 
significantly even in an AWGN channel depending on the back-off value of 
the non-linear device. No significant improvement in BER is observed when 
the back-off is very low, 0 dB for example. In this case both OFDM and 
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Figure 6.16. CCDF of PAPR of an OFDM signal. 

PAPR reduced OFDM experience severe signal distortions. When the back 
off greater than 2 dB a clear improvement in BER is observed. In these cases 
distortion in OFDM is high while the distortion in PAPR reduced OFDM 
is low. When the back-off is increased to 5 dB an improvement of about 
10 dB is observed at BER. If the back-off is increased further both 
schemes do not experience signal distortion thus would not show any BER 
degradation. Results shown in Figure 6.17 are obtained without using any 
forward error correction (FEC) codes. Typically, wireless systems need FEC 
to combat channel impairments. These FEC codes can also be used to im- 
prove the BER caused by peak limiting. Figure 6.18 shows the BER of an 
QPSK OFDM signal coded with Golay complementary sequences (6.5.27). 
Number of subchannels in the coded system is 32 and PAPR is 3 dB at  most. 
BER is significantly improved even for a clipping level of 0 dB. 

Out of band radiation 

OFDM in general has sharp signal transitions at  the signal boundaries, giving 
out high OBR even without nonlinearity effect. This can be alleviated by 
using extended guard intervals at both ends of the OFDM signal and a 
smoothing window function (raised cosine window) [272]. Figure 6.19 depicts 
the spectrum of an OFDM signal when passed through a SSPA nonlinear 
device. Curves 1 to 7 represent the different back-off values of the amplifier. 
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Figure 6.17. Bit error rate in an AWGN channel, 16QAM with SLM 
(K=16). 

For example, for a back-off of 9 dB, to provide -80 dB adjacent channel 
separation requires a channel spacing of about three times the symbol rate for 
normal OFDM, with the PAPR reduced OFDM the channel spacing is nearly 
the symbol rate. Thus, PAPR reduced OFDM provides a spectrally-efficient 
solution for the adjacent channel interference problem, which can arise in 
portable cellular applications. This performance also reveals that depending 
on the permissible OBR level, the amplifier back-off can be reduced by 2 
to 3 dB when the PAPR of an OFDM is reduced considerably. When the 
back-off of the amplifier is increased, OBR level is reduced. 

6.5.5 Algebraic Coding 

The last sections describe efficient PAPR reduction techniques. However, 
from a more theoretical point of view it is still unsatisfying that, despite the 
ingenious approaches taken, we still cannot explicitly state data sequences 
s = (so, sl ,  . . . , s ~ - ~ )  that will result in low PAPR. We succeeded in finding 
sufficiently large sets of such sequences for transferring information, but the 
detailed definition of each particular sequence is left to some optimization 
algorithm, which means that the structure of the resulting code is unknown 
to us. 

A much more direct way to obtain coefficients s that leads to signals s(t) 
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Figure 6.18. Bit error rate in an AWGN channel (PAPR reduced to 3 dB); 
C L  = 20 loglo ( m m a J f l ) .  
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Figure 6.19. Spectrum of an OFDM signal after passing through a SSPA. 

with low PAPR is by capturing the properties of low-PAPR signals in an 
appropriately structured coding scheme. Such a method would not require 
any time-consuming optimization or selection procedures. Also, the presence 
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and knowledge of a certain structure is a key requirement for efficiently 
exploiting the redundancy of the code for error correction as will be discussed 
later on. n principle block coding schemes to reduce the PAPR have many 
advantages. First, the transmission of side information to the receiver is 
unnecessary. Second, codes can include error control capability, which can 
reduce the BER. Good coding schemes, which reduce PAPR and provide 
good error correction capabilities having higher code rates have been elusive 
to date. 

Few definitions are required for this discussion. A M-ary code C is a given 
set of N-tuples = (so, s l ,  . . . , SN-I), where each sn E Q. The Hamming 
distance between two sequences (s, e ) or codewords is defined as 

S H ( ~ ,  e) = C 6(sn - en) (6.5.16) 
n=O 

where b(.) is the Kronecker delta function. A critical parameter of a code C is 
the minimum Hamming distance, or just minimum distance, which measures 
how good it is at error-correcting. This is defined to be the smallest of the 
distances between any two distinct codewords. That is 

Smin = rnin{sH(d, e) I d, e E C, d # e). (6.5.17) 

The PAPR of a code C is defined as 

PAPR(C) = max{PAPR(d) I Vd E C). (6.5.18) 

Finally, the code rate of a code C is defined as 

where #(C) denotes the number of elements of set (C). The following no- 
tation will be used where necessary. An [n, k, smin,q]-code is a code of 
length n, containing k information symbols, with minimum distance s,in 
and PAP&,, q. The aperiodic autocorrelation function (AACF) of a data 
vector s = (so, s l ,  . . . , sN-1) is defined as 

where * denotes complex conjugation and here and below the summations 
are understood be over only those integer values for which both i and i + k 
lie within { O , l ,  . . . , N - 1). 
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Encoding Principles 

In order to give an overview of the algebraic coding techniques, here we focus 
on the basic relations and describe the more advanced methods in examples 
only. The instantaneous envelope power Ps(t) of s(t) (6.2.1) can be expressed 

by 

By substituting k = i + u in (6.5.21), we obtain 

Ps (t) = N + C C sis:+ue-i2"uAft 

Using (6.5.20)in (6.5.22), the instantaneous power can be related to the 
AACF as 

Ps (t) = N + C, (u)e-j2nuAft. (6.5.23) 
u#O 

According to (6.5.23), the AACF and the instantaneous power Ps(t) are a 
Fourier pair. Consequently, for achieving a near constant envelope with a 
low PAPR, the AACF should be impulse-like. 

Two vectors s = (so, s l ,  . . . , S N - ~ )  and e = (eo, el ,  . . . , eN-l) are said to 
be a Golay complementary pair if 

Cs(u) +Ce(u) = O  for u#O.  (6.5.24) 

Any member of a Golay pair is called a Golay sequence. Let all coefficients 
sn and en have constant modulus 1 (PSK-modulation of the subchannels). 
Then a PSK Golay pair satisfies 

Golay-sequence codes for quadrature amplitude modulation are considered 
in [273], [228], [227]. If two sequences s and e are complementary, from 
(6.5.23) and (6.5.25) it follows that the sum of the corresponding instanta- 
neous powers is 

P,(t) + Pe(t) = 2N. (6.5.26) 

Furthermore, since each power is a non-negative function, it can be concluded 
that P,(t) 5 2N as well as P,(t) 5 2N. Hence the peak power of any signal 
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s(t), derived from a complementary sequence s is limited by 2N. Since the 
average power of s(t) is P = N,  the CF follows to be not greater than 3 dB. 

The fact that complementary sequences translate into time-domain wave- 
forms with PAPR or CF not greater than 3 dB was noticed first in [236], 
which can be regarded as a generalization of earlier work on Shapiro-Rudin 
sequences in [234]. Because these publications focused on measurement ap- 
plications instead of data transmission, no attempts were made to generate 
a larger set of complementary sequences. 

Golay complementary sequences and Reed-Muller codes 

Many of the early code proposals were comprehensively generalized by Davis 
and Jedwab when they proposed an infinite family of binary Golay comple- 
mentary sequences with parameters [2m, log2(m!)+m, 2m-2, 2.01, and defined 
them as certain Reed-Muller (RM) RM(2, m) cosets of RM(1, m) [274], [275]. 
This gave a set of codes that had predictable and guaranteed error control 
and envelope limitation properties. These codes might not have optimal 
error correcting capability when compared with standard alternatives, but 
a reduction in coding gain could be quite easily outweighed by a greater 
reduction in envelope fluctuation. 

We call this family D J ,  where D J  comprises codewords, c(x), which 
is defined in corollary 4 in [276]. For any permutations .rr of the symbols 
{1,2, . . . , m) and for any c, cr, E Z 2 h  

gives the i-th symbol of a Golay sequence over Z 2 h  of length 2m, where 
(xl, x2, . . . , x,) is the binary representation of symbol position i, i E 2m (i = zzl ~ j 2 ~ ~ j ) .  Here Z 2 h  = {0,1,. . . , 2h - I)] and each subchannel contains 

exactly h, (h > 1) code bits. This explicitly determines 2h(m+1).m!/2 Golay 
sequences over Z 2 h  of length 2m. This is the DJ construction generalized 
to higher-order constellations and to PAPRs which are a multiple of 2. The 
construction is optimal for low N. For instance, for m = 3 and binary 
sequences we can construct an optimal [8, log2 (48), 2,2.0] DJ code. There 
are only 16 more sequences with PAPR 5 2.0 which are not included in the 
DJ set, and the inclusion of any of these sequences would reduce s from 2 
to 1. Unfortunately the rate, k/N, of the DJ construction vanishes rapidly 
for N > 32. Therefore the DJ construction is only practically useful in 
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the context of OFDM for systems requiring no more than 32 subchannels. 
It remains an open problem to discover low PAPR error-correcting code 
constructions for N > 32 with an acceptable rate. Unfortunately, many 
OFDM systems require anything from 8 to 8192 subchannels. 

Rudin-Shapiro Recursion 

Rudin-Shapiro (RS) polynomials are defined recursively by the formulas [277] 

where Po(z) = Qo(z) = 1. RS sequences belong to a larger family of Golay 
sequences of length 2k [236]. Construction of RS sequences is equivalent to 
the recursive construction of Golay complementary pairs [234]. However, in 
Golay complementary pairs the number of tones is not restricted to power of 
two as in the case of RS sequences. Binary and multi-phase Golay comple- 
mentary sequences can be used to construct multitone signals with flat en- 
velopes rendering a PAPR of at  most 3 dB [236], [278]. Based on this results 
a code was proposed by van Nee [279] to build a special class of block codes 
that guarantee a PAPR of 3 dB at  most. Such codes can be constructed 
for any number of subchannels N ,  provided N is a power of two. When 
employing MPSK to modulate the subchannels, M-ary source vectors Xm 
of length (log2 N + 1) are encoded into M-ary codewords Cm of dimension 
N.  These codes can be regarded as linear block codes with the generator 
matrix GN for the first-order Reed-Muller code RM(1,10g2 N),  translated 
by a constant offset DN, called the kernel, is a row vector of length N with 
elements representing the phases of Golay complementary sequences, while 
GN has dimension N(log2 N + 1). These are complementary codes of length 
N. These codes are a special case of DJ codes described above. 

The complementary code has a rate of (log2 N + 1 ) lN  which decreases 
with the length of the code. This is due to the higher amount of redundancy 
needed to limit the PAPR to 3 dB as the number of subchannels increases. 
The code rate and the bandwidth efficiency decay when the number of sub- 
channels is increased. 

Here, for the purpose of illustration, we will only show an example [280]. 
Assume 8-PSK modulation and N = 8 subchannels. In this case the co- 
efficient vector s of length 8 is obtained from an vector of eight integers 
v = (y, . . . ,v7)T with v E 0,1,2,3,4,5,6,7, representing the phase values 
according to sn = ej2Tv/8, with n = 0,.  - . ,7. The vector v is defined by the 
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matrix equation 
v = G h + g  mod8 (6.5.29) 

where h denotes a vector of integers h = (ho, hl, ha, h3)T, representing the 
information to be transmitted, with elements hi E 0,1,2,3,4,5,6,7 and 

Computer simulation shows that all transmit signals generated accord- 
ing to (6.2.1) and (6.5.29) have a CF < 3 dB. Note also that G acts as a 
generator matrix, so that here we have a direct link to the traditional theory 
of linear block codes. This feature will be of importance when considering 
error correction capabilities. 

In this particular example with a CF of 3 dB, the relative redundancy 
is exactly r = 50%. This case is close to the theoretical limit. However, 
despite the good PAPR reduction here, in a typical practical application 
it is desirable to increase the number of subchannels and to increase the 
spectral efficiency. 

In principle, the method described above can be generalized to other 
PSK constellations and an increased numbers of sub carriers. However, 
because the construction rule is based on complementary sequences, the 
CF is always limited by a. For such a low CF it will not be possible 
to reduce the redundancy below approximately 30%. What is much more 
important, however, is the fact that, because the construction is based on 
concatenation, with increasing number of subchannels, the code redundancy, 
r = 1 - (log2(N) + 1) /N very quickly approaches 100%. For example, in 
the case of 64 and 512 subchannels it is r = 89.1% and 98%, respectively. 

Decoding and Error Correction Capabilities 

For the algebraic PAPR-reduction coding methods, suitable decoding algo- 
rithms have been derived. For example, the matrix G (6.5.30) is a code 
generator matrix. Consequently, the resulting set of vectors Gh forms a lin- 
ear code. The addition of the constant vector g does not change distance 
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properties of this code. For linear codes the minimum distance is given by 
the minimum weight over all nonzero codewords. For G in (6.5.30) the gen- 
erated code has a minimum Hamming distance of 4. Hence, in addition to 
the PAPR reduction, it also provides increased immunity against channel 
noise. Furthermore, from standard coding theory, errors can be detected 
by applying a parity check matrix, defined by H.G = 0. The parity check 
matrix corresponding to G in (6.5.30) is 

The following procedure is possible for performing simple hard decision 
decoding at  the receiver. Assume that the receiver's decision unit outputs 
the possibly erroneous vector v' corresponding to v at the transmitter. In the 
first step the vector g is subtracted to obtain h' = Gev'. Then the syndrome 
is obtained by calculating H . h'. Using the syndrome, error detection and 
correction is possible. However, in overall system simulations, the increased 
Hamming distance translates to lower bit error probability only if maximum 
likelihood (ML) decoding is applied. 

Efficient and optimal (i.e., soft-decision ML) decoding of Golay sequences 
requires computing the Euclidean distance or (equivalently) the correlation 
between the received vector and all valid codewords. Those correlations 
can be efficiently computed using the fast Hadamard transform (FHT); a 
FHT decoder for first-order RM codes is developed in [281]. While the FHT 
decoder efficiently computes the correlations, its complexity remains high. 
Another decoding approach is to reorder the received symbols according to a 
reliability measure; see [282] for a review of such techniques. Ordered statis- 
tic decoding (OSD) is an example of this approach that has been extended 
to Golay sequences in OFDM [283]. OSD is a low complexity decoding tech- 
nique for codes with moderate or high rates. However, for codes with low 
rates (Golay sequence codes are low rate), this technique requires extensive 
computation. Finally, classical hard-decision RM decoding algorithms in- 
clude majority logic and threshold decoding schemes. These decoders are 
simple and fast, but suboptimal. A class of sub-optimal soft decision de- 
coding algorithms for RM codes using majority logic decoding has also been 
developed [284]. 
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6.6 PAPR Reduction for Multicarrier CDMA - (MC-CDMA) 

Recently much attention has been given for combining OFDM and code di- 
vision multiple access (CDMA) techniques, resulting multi-carrier CDMA 
(MC-CDMA). MC-CDMA sends a single data symbol in multiple narrow- 
band subchannels. Each subchannel is encoded with a phase offset of 0 or 
T based on an orthogonal spreading code. For a spreading code of length N 
there are N subchannels. This is also a multiple access scheme since different 
users use the same set of subchannels but with a different spreading codes 
that are orthogonal to each other. OFDM structure reduces the intra-cell 
interference and increases the capacity within a cell in a cellular environ- 
ment using many parallel subchannels. In contrast, direct sequence CDMA 
(DS-CDMA) is specially robust against inter-cell interference by spreading 
each user's signal across the system bandwidth using a unique high chip rate 
spreading code. MC-CDMA combines both both techniques, thereby reduc- 
ing both inter and intra cell interferences by spreading every data bit across 
a set of orthogonal subchannels. By doing this MC-CDMA provides an effi- 
cient method of frequency diversity, especially suitable for fading channels. 
The lowpass equivalent transmitted signal xmc(t) of an MC-CDMA system 
can be expressed as [285] 

(6.6.1) 
where N is the number of subchannels, am[k] is the m-th user's binary 
antipodal input data symbol in k-th bit interval and %In], n = 0,1, . . . , N-1 
is the n-th chip of the spreading code assigned to the i-th user. Eb and Tb are 
the bit energy and the bit duration of the considered system respectively. 
The shaping pulse PTb(t) = 1 for 0 5 t < Tb and zero otherwise. The 
subchannels are spaced by l/Tb. MC-CDMA also suffers from high PAPR 
problem. Several techniques for PAPR reduction are reported to date [229], 
12621, 12861, [287], [288], 12891. 

6.7 PAPR Reduction for Multicode CDMA 

Multicode CDMA [290] is one of the techniques that has been proposed to 
support multirate operation in a packetized CDMA network. It provides 
easy integration of data streams having variable rates into a common uni- 
fied architecture, with all the transmissions modulating the same carrier, 
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occupying the same bandwidth and having the same processing gain. In a 
multicode CDMA system if a user needs K times the basic source rate, K 
spreading codes are assigned to it. The user converts its packet stream into 
K basic-rate parallel packet streams which are spread using the K different 
codes, respectively. Intuitively, with multicode CDMA, the different data 
rate requirements of the users can be easily catered for by assigning enough 
number of codes to each user. In multicode CDMA, a Walsh-Hadamard 
transform of input data is taken before spreading. The output of the operai 
tion is not binary, rather multilevel. Thus multicode signal can have a large 
variation in the envelope power giving out high PAPR. PAPR reduction in 
multicode CDMA can be seen in recent reach efforts [291], [292], [293], [294], 
[295]. The PAPR of milti-code CDMA can be defined as 

where N is the block length and Sn's are multilevel output signals of the 
Hadamard transform. 

6.8 Concluding Remarks 

The main part of the chapter was devoted to methods for reducing the PAPR 
without distorting the transmitted signal. Special attention has been given 
to selected mapping, optimization and algebraic coding techniques. Starting 
with an investigation of the properties of OFDM signals, it has been shown 
that high peak values are extremely rare: A PAPR greater than 14 dB is 
almost impossible. Consequently, in typical wireless applications, clipping 
techniques can reduce the PAPR down to about 10 dB without causing un- 
acceptable high out-of-band radiation or signal degradation. Further PAPR 
reduction can be achieved by sophisticated modulation and coding tech- 
niques. In theory, e.g., for QPSK transmission, a PAPR less than 6 dB can 
be achieved with only a 4% code redundancy. 

Advanced versions of selective mapping can reduce PAPR at the cost 
of small computational complexity. Another advantage of this technique 
is that high bandwidth efficiency is maintained. Optimization techniques 
can achieve some PAPR reduction with fairly small complexity. However, 
optimization techniques can be designed as well for high PAPR reduction 
at high complexity. Therefore they cover the largest range of applications. 
In particular, the cancellation approach seems to provide low PAPR with 
acceptable complexity. 
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Algebraic coding seems to be the most elegant method, because it allows 
the straightforward exploitation of code redundancy for error correction. For 
practical applications, however, the bandwidth efficiency is low. For large 
numbers of subchannels, bandwidth efficiency decreases dramatically. The 
major breakthrough that would be required for algebraic coding is a method 
for enlarging the set of low-PAPR sequences. 

While the approaches can provide significant reductions in PAPR, com- 
putational complexity is one of the key problems in PAPR reduction. Most 
algorithms allow for a reasonable trade-off between the key performance met- 
rics: PAPR reduction, bandwidth-efficiency and computational complexity. 
However, at this time, none of the three major approaches selected map- 
ping, optimization and algebraic coding, is capable of achieving high band- 
width efficiency and a PAPR close to the theoretical limits together without 
increasing computational complexity significantly. However, compromises 
are possible. For example, for point-to-point applications, low complexity 
methods can be suggested with a small amount of PAPR reduction. But 
for broadcasting applications, high complexity algorithms are allowed at the 
transmitter side. Hence, PAPR can be reduced significantly. 

In this chapter, the latest results have been summarized, but PAPR re- 
duction is still an active research area. Further developments are expected 
especially in the standardization bodies concerned with digital subscriber 
line technologies and mobile radio systems. Interestingly, the investigations 
and results on PAPR-reduction techniques for multicarrier systems stim- 
ulated the development of similar PAPR reduction techniques for single- 
carrier systems [296]. 



Chapter 7 

SYNCHRONIZATION FOR 
MIMO OFDM 

Gordon Stiiber and Apurva Mody 

7.1 Introduction 

A MIMO-OFDM receiver operating in the acquisition mode must perform 
time synchronization, radio frequency (RF) oscillator offset estimation and 
correction, sampling frequency offset estimation and correction, and initial 
channel estimation. Once the acquisition phase is complete, receiver enters 
a tracking mode. For systems that operate under high Doppler conditions, 
the channel must be tracked continuously. Even for applications where the 
users are stationary, variations in the effective channel will still occur due 
to drift in the oscillators used in the RF chain and the oscillators used at 
baseband to clock the digital-to-analog (D/A) and analog-to-digital (AID) 
converters in the transmitter and receiver, respectively. 

This chapter focuses on open loop sampling frequency offset and RF os- 
cillator frequency offset tracking schemes for MIMO-OFDM systems that 
operate in a frame mode, consisting of a preamble followed by data. Ex- 
amples of such systems include IEEE 802.11a and IEEE 802.16a. We also 
consider design issues associated with the MIMO-OFDM preamble, as well 
as the pilot signal structures, that enable the suggested algorithms to work 
efficiently. 

Notation: bold upper case letters denote matrices, and upper case let- 
ters with an underline denote vectors; ( . )* and ( . )H denote conjugate and 
conjugate transpose operations, respectively; E[ . ] and Var( . ) are the expec- 
tation and variance operators; Tr denotes the trace of the matrix; Diag( ) 

(l:Q,l:L) denotes a diagonal matrix; Xi denotes the ith entry of a vector; 

represents a 3-D matrix of dimension Q x L x N and x P ' ' : ~ )  represents the 
(l:Q,l:L) qth row vector of the sub-matrix XI ,  
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7.2 MlMO System Model 

The individual OFDM modulators and demodulators are implemented using 
an N-point inverse fast Fourier transform (IFFT) and fast Fourier trans- 
form (FFT), respectively. A block of N data symbols specifies the fre- 
quency domain coefficients input to the IFFT. The block of N time do- 
main coefficients at the IFFT output constitute an OFDM block. Let 
q; 1 < q < Q index the transmit antenna and let d = 0,1,.  . . be the 
running OFDM symbol index. Then the time-domain samples are s $ ' ~  = 

N-1 d,q -& Sk, exp {j27ink1/N), 0 < n < N - 1 , where is the data 

symbol transmitted from the qth antenna, for the dth OFDM symbol at the 
knh sub-carrier. The total average energy transmitted from all Q antennas, 

E,, is normalized to unity such that Es = $E {Cf=I I ssq  1 2, = 1, Vd, n. 

To mitigate the effects of channel delay spread, a cyclic prefix (CP) 
consisting of the last G coefficients are inserted in front of the OFDM block to 
form an OFDM symbol. To fully remove IS1 the cyclic prefix duration, Tg = 

GT,,, must equal or exceed the maximum delay of the channel, Th, where 
1/T,, is the sample rate. The time required to transmit one OFDM symbol is 
the OFDM symbol time, T = T, + Tg, where T, = NT,,. For each antenna, 
the corresponding real and imaginary components of the OFDM symbol 
samples are applied to a pair of D/A converters operating at a sampling 
frequency of l/Ts, Hz to generate the set of complex envelopes. The set of 
complex envelopes on the interval (dT, (d + l)T) is 

The complex envelopes are up-converted to RF with a carrier frequency of 
fT Hz. It is assumed that the same RF oscillator is used for all Q RF 
chains at the transmitter, so the frequency fT is the same for all transmit 
antennas. Similarly, all D/A converters in the transmitter chain are driven 
by a common sample clock oscillator. Similar assumptions are made for the 
RF and sample clock oscillators in the receiver chain. The waveforms are 
transmitted over a Q x L MIMO channel characterized by the time-variant 
impulse responses 



Section 7.2. MlMO System Model 247 

where {hke)(t)} are the time varying complex path gains between the qth 

transmit and the eth receive antenna, {T$")} are the corresponding path 
time delays, and M is the total number of paths for each channel. Assuming 
that the channel quasi-static, meaning that it stays essentially constant over 
the OFDM symbol duration T ,  the channel transfer functions are given by 

The received bandpass signals are down-converted to complex baseband 
using a local oscillator with carrier frequency fR Hz. Since the trans- 
mitter and the receiver RF oscillators have different frequencies, the re- 
ceived complex envelope is affected by an RF oscillator frequency offset of 
k ,  + E = (fR - fT)Ts sub-carrier spacings, where k, and E refer to the integer 
and the fractional components of the RF oscillator frequency offset in the 
units of sub-carrier spacing, respectively. The received complex envelope 
is also affected by RF oscillator phase noise 6(t). Since k ,  has the net ef- 
fect of shifting the down-converted OFDM signal by an integer number of 
sub-carrier spacings, it is ignored for the time being in the system equation. 
We later show a way to estimate and correct this integer offset. At the eth 
receiver antenna, the received complex baseband signal is 

e 
7- (t) = ' C C spa$,  

f l  q=1 t'=o 

where we(t) represents the complex additive white Gaussian noise (AWGN) 
with a variance of No. The real and imaginary components of the received 
complex baseband waveform are applied a pair of balanced A/D converters 
with a sampling frequency of l/TLa Hz. To counteract the aliasing intro- 
duced by the frequency offsets, and for improved parameter estimation, the 
waveforms can be over-sampled at the receiver by factor of u followed by 
a uN-point FFT which acts as an OFDM demodulator. However, we will 
not consider over-sampling in this chapter. Since the sampling frequencies 
at the transmitter and receiver differ, the received discrete-time samples are 
affected by the normalized SF offset coefficient ,6 = (Tia - TSa)/Tsa. The RF 
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oscillator frequency offset a drifts relatively slowly with time, whereas the 
sampling clock offset and phase noise may change more rapidly [297]. Some 
of the techniques discussed later in this chapter will assume that P and 6  
only take on new values every Q OFDM symbols. 

The nth sample for the dth OFDM symbol may be obtained from r'(t) 
by substituting t = d(N + G)TLa + nTLa + E = d(N + G)(P + l)TLa + n (p  + 
l)TLa + E, where E is the unknown phase component of the AID converter. 
Afterwards, the guard interval is removed and an N-point FFT is applied 
to the samples {r:):: for the dth OFDM symbol. Assuming that the 
timing synchronization window is accurate as discussed in Chapter 4, the 
demodulated samples at the kth sub-carrier are 

x exp {$ [ d ( ~  + G)(VP + a + ~p)] ) )  

1 sin[n(kl + kp + a + ap - k)] 
X- 

N sin[$(kl + kp + r + rP - k)] 

xexp { j 6 d }  

where W? is the AWGN term in the frequency domain. The above equation 
can be separated into the useful terms when kt = k and the inter-carrier 
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interference (ICI) terms when k' # k.  This gives 

d e ICI 
xexp { j ~ ~ }  + w,&,, + w ~ " ,  (7.2.7) 

If the RF oscillators are stable and the phase noise fluctuations are relatively 
small then the approximation exp {jdd) x 1 + j6d may be made, where the 

d,e P N  imaginary part of the phase noise jiJd introduces additional noise W, 
into the system. The term EP is assumed to be small and is ignored. 

If the frame structure of the MIMO-OFDM system is organized into 
groups of Q OFDM symbols, starting with the dth OFDM symbol and ex- 
tending to the (d + Q - l)th OFDM symbol, then (7.2.7) has the matrix 
representation 

where 
A: = exp { j [2*(kP + ~ ) d ( l +  G I N )  + fld] } 

is a scalar function of d, p, c and 6; 

is a scalar function of ,8 and E only; 

is a Q x Q diagonal matrix; S: is the Q x Q signal transmission matrix, 
where the ( d l  q)th element represents the symbol transmitted from the qth 
transmit antenna, for the dth OFDM symbol, at the kth sub-carrier. The 
channel matrix H: has dimensions Q x L and its (q,  l)th element represents 
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the frequency domain channel coefficient between the qth transmit and Ph 
receive antenna, at the dth OFDM symbol and kth sub-carrier. Note that 
the channel is assumed to be quasi-static over a frame duration, typical of 
fixed wireless access. Finally, W k  is the noise matrix representing the effects 
of the AWGN, ICI, and ISI. 

7.3 Preamble and Pilot Structures 

7.3.1 Preamble 

The signal transmission matrices Sk, for the preamble and pilot sub-carriers 
may assume different forms ranging from diagonal to unitary. Fig. 7.1 shows 
a typical MIMO-OFDM frame structure for Q transmit and L receive anten- 
nas. The frame consists of preamble and data portions. The data portion 
is comprised of length-N data sequences also arranged in a Q x Q matrix 
structure, each preceded by a length-G guard interval. The parameter P 
controls the preamble insertion rate. The preamble is comprised of length 
NI = N/I  sequences arranged in a Q x Q matrix structure. Each length-NI 
sequence is preceded by a suitable guard interval of length G. Although the 
training sequences shown in Fig. 7.1 all have length-NI, the preamble could 
consist of a mixture of training sequences having different lengths. Also, 
it is not necessary that training sequences be transmitted from all anten- 
nas simultaneously. The IEEE 802.16a standard, for example, specifies the 
preamble and pilot tone matrix structure for 2 x 2 OFDM systems using 
Alamouti' s [298] space-time code. In the standard, a training sequence of 
the form CP + 2 x 128 (similar to the case when I = 2 in this chapter) is 
transmitted from one antenna at a time, to maintain medium access control 
(MAC) conformity and co-existence with single-input single-output (SISO) 
OFDM systems. This results in a diagonal signal transmission matrix for 
the preamble. 

Since a diagonal structure requires that the preamble sequences be trans- 
mitted with a higher power to achieve the same performance, a unitary struc- 
ture may be preferred that can be constructed based on orthogonal designs 
for binary space-time block codes. The orthonormal property of the trans- 
mission matrix also has the advantage of making the matrix easily invertible. 
For Q = 2, we can use the Alamouti [298]' s signal transmission matrix 
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Antenna 1 

Antenna Q . 

Q(G+N,) PQ(G+N) 

Preamble - - data 

Figure 7.1. Frame structure for a Q x L MIMO OFDM system. 

Likewise, for Q = 4, 

where S1 is a length-N vector. 
When the number of transmit antennas is not of the form Q = 2' for 

some l, e.g., Q = 3, either a diagonal matrix may be used or Gram-Schmidt 
orthonormalization procedure can be used to obtain the signal transmission 
matrix as shown in Appendix A. However, this procedure yields transmitted 
symbols in the frequency domain that are not from a finite alphabet. 

7.3.2 Pilots 

In order to perform tracking functions, pilot tones may be inserted at  known 
positions in the 2-D time-frequency grid in the data portion of the frame. 
See, for example, Fig. 5.9 in Chapter 4. Similar to the preamble, the pilot 
tones have a Q x Q matrix structure. The IEEE 802.16a standard with 
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N = 256, for example, recommends the insertion of 8 pilot tones at fixed 
sub-channels [12 36 60 84 172 196 220 2441, as shown in Fig. 7.2. 
Fig. 7.2 also shows the method for generating pilot sequences in the frequency 
domain for the standard. At the beginning of each frame, in the Downlink 
(DL) and Uplink (UL), the shift register is initialized with sequences as 
shown in the figure. In the DL, the shift register output is given by the 
sequence [1111111111100000000OllO . . . I ,  where the 3rd 1, i.e., P3 = 1 is 
used to generate the pilot tones for the first DL OFDM symbol following the 
preamble. The pilot matrix elements of each OFDM symbol in the DL are 

11  11 initialized as, s:$ = sit = s:j12 = S2i0 = 1 - 2Pd and Sli = s:$ = s;t6 = 

Sit4 = 1 - 2Pd, where Pd is the complement of Pd. For the UL, the pilot 
1,1 1,l 1 1 1,l tones are assigned as s:; = S36 = S60 = ssi = S172 = ~2.k = 1 - 2Pd and 

s;i6 = ~ 2 . 2 ~  = 1 - 2pd. For MIMO-OFDM, the pilot symbols are inserted 
as known signal transmission matrices SK with the value of Pd determining 
the entire pilot matrix when Q is of the form 2e. 

Some work has optimized the preamble sequences and structures for 
OFDM systems [2l6], [3OO]. Preamble sequences must have desirable prop- 
erties in both the time and frequency domains. These include constant 
envelope properties in the frequency domain, good autocorrelation proper- 
ties in the frequency and time domain, and low peak-to-average power ratio 
in the time domain. Often the preamble sequence is designed in the fre- 
quency domain with elements chosen from the modulation alphabet or a 
subset thereof, converted to the time domain, and stored for direct modula- 
tion. For best channel estimation performance, the sequences must have a 
flat spectrum, where the spectral flatness can be measured using the spectral 
max-min ratio (SMMR) given by 

For good synchronization performance, the sequences transmitted from dif- 
ferent antennas should be orthogonal in time, must have good correlation 
properties, and low peak to average power ratio (PAPR) [3Ol]. Here, we 
use the sequences suggested in the IEEE 802.16a Standard to construct the 
preamble. The standard suggests a sequence for the value of NI = 128. For 
other values of NI we have generated our own sequences using computer 
search. The sequences are generated with BPSK alphabet in the frequency 
domain and the sequence having the lowest PAPR is selected to form the 
preamble. 
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Transmitter 1 Transmitter 2 

f I 
MSB LSB 

Initialization DL: 1 1 1 1 1 1 1 1 1 1 1 
Sequences UL: 1 0 1 0 1 0 1 0 1 0 1 

Figure 7.2. An example of pilot mapping for a 2 x L OFDM system and 
pilot generation using a shift register [299]. 

7.4 Time Synchronization and Sample/RF Frequency Offset Es- 
timation 

Signal acquisition as defined in this chapter consists of time synchronization, 
RF oscillator frequency offset estimation and correction, sampling frequency 
offset estimation and correction, and initial channel estimation. Fig. 7.3 de- 
picts the overall synchronization functionality of the MIMO-OFDM system. 
In our described method synchronization takes place in the following steps: 
S tep  A coarse time synchronization, Step  B Sample/RF oscillator frequency 
offset estimation, Step  C Integer Frequency Offset correction, S tep  D fine 
time synchronization, Step  E Sample/RF Frequency Offset Estimation, and 
S tep  F initial channel estimation. 

The MIMO-OFDM receiver first performs coarse time synchronization 
to obtain an approximate range of samples over which the OFDM frame is 
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Samp. Freq. Offset 

NCO using a fixed 
crystal feeding all the 

receive branches 

Figure 7.3. Receiver Implementation of a MIMO-OFDM System. 

likely to begin. This is followed by frequency offset estimation and correction 
in the time and the frequency domains. Finally, fine time synchronization 
determines the optimal sampling instant to within a small range of samples 
as discussed in Chapter 4. 

Step A. Coarse Time Synchronization- Coarse time acquisition can be 
performed by exploiting the repeated samples in the guard interval. The 
discrete autocorrelation of the sampled received complex envelope is com- 
puted over a window of G samples that are at a distance of NI from each 
other. Miiller-Weinfurtner [302], has analyzed the various metrics proposed 
in the literature for time synchronization based on the cyclic prefix in OFDM 
systems. It is found that a simple threshold comparison between the auto- 
correlation of the sampled received complex envelope and the energy of the 
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complex envelope over the autocorrelation window yields an ML estimate 
and is an adequate metric to obtain the coarse time synchronization instant. 
A threshold pcoarse is introduced to reduce the probability of false lock or 
false alarm (PFA). The autocorrelation can be calculated using the signals 
received over one or more receiver branches. Here we calculate the auto- 
correlation using all the receive branches. Our coarse time synchronization 
metric is 

G-I e * where 4: = Ck=O (rn+k. r:+k+NI) is the autocorrelation function and P: = 

xf~: lr2+k12 is the signal energy calculated over G samples. We empirically 
choose the threshold pcOarse as 10% of the incoming signal energy over the 
correlation window. 

Step B. Simple R F  Frequency Offset Estimation - Frequency offset esti- 
mation can be carried out based on the inherent periodicity in the OFDM 
signal and the preamble due to the cyclic prefix. The cyclic prefix and the 
last G samples of the useful part of the OFDM symbol are exactly the same 
in the absence of a frequency offset and are affected by the channel in a 
similar fashion if the channel changes slowly enough. If any frequency off- 
set exists between the transmitter and receiver RF oscillators, it is reflected 
in the cyclic prefix and the posterior part of the OFDM symbol as a pro- 
portional phase shift 0 = 2 7 ~ 3 ,  where E is the fractional portion of the 
RF frequency offset. Moose [303] showed that a relative frequency offset 
estimate of up to f 112 subchannel spacings can be generated based on the 
phase of the autocorrelation function 4: at time instant n:,,,,, as: 

where I = N/Nr. Moose [303] further showed this to be an ML estimator 
for the frequency offset. The frequency offset can then be removed from 
the received sample stream at the lth receive antenna by multiplying it by 
exp { - j2 . r r2%/~~} during the training sequence and exp { - j21r$n/~} dur- 
ing the data sequence. Note that a reduction in the length of the preamble 
sub-sequences by a factor of I increases the fractional frequency offset esti- 
mation range by a factor of I. Hence, in terms of frequency offset estimation, 
short training sequences in the preamble may be useful. 
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Step C. Residual Frequency Offset Correction - A frequency offset of 
an integral number of subchannel spacings may still exist and it must be 
removed. If a diagonal signal transmission matrix is used, or if a non- 
diagonal signal transmission matrix is constructed such that the same se- 
quence is transmitted from all the transmit antennas for d = 1, a cyclic 
cross-correlation of the demodulated OFDM symbol with the original se- 
quence can be performed to estimate the residual frequency offset ko [304]. 
The received frequency corrected time domain sequence from the first stage 

i,e c ~ ~ - 1  of frequency offset compensation {rn is repeated I times and its N- 
i , e c  N 1 point FFT yields the sequence {Rk . Then the cyclic cross-correlation 

(in the frequency domain) with the known transmitted sequence is 

and frequency offset of integral number of subchannel spacings is estimated 
A 

using ko = argmax{xk}. In summary, the fractional part of the relative 
frequency offset within f 112 sub-carrier spacings can be estimated in the 
time domain, while the integer part beyond &I12 sub-carrier spacings can 
be estimated in the frequency domain. 

Step D. Fine Time Synchronization - Fine time acquisition consists of 
finding the start of the useful portion of the OFDM frame to within a few 
samples. Once the frequency offset is removed, fine time synchronization 
can be performed by cross-correlating the frequency compensated samples 
of the received complex envelope with the transmitted time domain pream- 
ble sequences. Fine time synchronization ensures detection of the training 
sequence, especially when NI = N,  and reduces PFA. For a MIMO-OFDM 
system with Q transmitters, Q cross-correlators can be employed for each 
receive antenna and the fine time synchronization metric computed as 

Q NI-1 ~ , q * . ~ e ~  where the cross-correlation sequence is $( = CqZ1 I c ~ = ~  (sk n+k) 1 7  

P: = C;:i1 Irk$k12 and the r:& are the received frequency offset corrected 
samples. If the same sequences are transmitted from all antennas then only 
one cross-correlator is needed per receiver antenna. Once again, the thresh- 
old pfi,, is set at 10% of the energy contained in the NI received samples. 
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Since fine time synchronization is a computationally expensive process, it 
is conducted for a small window centered around the coarse time synchro- 
nization instant nf,,,,. The net time synchronization instant is chosen as 

L 
nopt  = Ce=l aen&,, where non-equal weights may be applied to put more 
emphasis on the stronger signal. A negative offset of a few samples is ap- 
plied to n o p t  to ensure that the fine time synchronization instant lies within 
the guard interval. Finally, the sampling frequency at the receiver may be 
increased by an integer factor to obtain a more accurate time and frequency 
synchronization. Our simulation results show an improvement in the BER 
floor if the sampling frequency is doubled at the receiver. 

7.4.1 SampleIRF Frequency Offset Estimation 

Here we describe a novel SF offset estimator to estimate the SF offset co- 
efficient p, and either the residual RF oscillator frequency offset E ,  (after 
coarse and fine frequency synchronization) or the phase noise 19, but not 
both. Starting with the dth block, the received sample matrix corresponding 
to the kth pilot subchannel position is 

If we proceed under the assumption that the channel is sufficiently static 
for 2Q consecutive OFDM symbols (such as fixed wireless access), then the 
received sample matrix corresponding to the pilot subchannel positions for 
the next block of Q OFDM symbols is 

Hence, we can correlate R$ and R p Q  at the pth pilot tone position to obtain 
an initial per sub-carrier estimate of Dp = k p p  + Y as, 

A 

where Y = $ or = [Zd+Q - $d]/[27r~(l + GIN)] and f (Pd,  P ~ + Q )  = 

T if Pd # Pd+Q and 0 if Pd = Pd+Q. Combining, the results for all M pilot 
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tone positions, the above measurements may be put in the matrix form 

The optimum set of weights {kl, . . . , kM) in matrix J depends on the pilot 
tone matrix structure as described in Appendix B. 

Step E. Sample/RF Frequency Offset Estimation - The estimate of the 
sample frequency offset = [p ?lT is obtained using a least-square fit as 

A 1 ' = (27rQ(1+ GIN)) 
( J ~ J ) - ~ J ~ B  . 

At this stage, the system designer needs to choose whether to estimate the 
residual frequency offset 6 ,  or the phase noise difference [gd+Q - Sd]. If the 
frame-size is large, then any residual frequency offset causes a linear increase 
in the phase of the received symbols with time which results in a BER floor. 
On the other hand, for short frame sizes, large fluctuations in the phase 
noise should not be ignored. Hence, either the residual frequency offset can 

be estimated as .$ = 0 or the phase noise difference may be estimated as 
[ T ' I Z  

[gd+Q - gd] = [27rQ(1+ #)I ['I 2, but not both. 

The residual frequency offset estimate is fed back to the time domain 
RF oscillator frequency offset correction circuit, whereas the estimates of 
the SF offset and the phase noise difference, are used to construct the terms 
- A -  

A ~ c ~ A ~ .  The new estimate of the received and demodulated sample matrix ,. -1 
is then obtained using gk = ( X ~ Q A ~ )  Rx which is used for decoding the 

data. The theoretical MSE performance of the above estimator is derived in 
Appendix C. 

Tracking Mode 

The sampling time T:= at the receiver suffers from jitter, which is reflected 
by changes in the SF offset coefficient P. At the same time, the RF phase 
noise may assume a new value. If we assume that ,8 and 6 assume new 
values every Q OFDM symbols, then new estimates of these parameters 
may be obtained using (7.4.9). If pd-Q and pd are the sampling frequency 
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offset estimates for the MIMO-OFDM blocks at the ( d - ~ ) ~ ~  and dth OFDM 
symbols, respectively, then the final estimate of the sampling frequency offset 
may be computed using a first-order frequency locked loop 

-d /3 = ai3pd-Q + (1 - ap)Pd . (7.4.10) 

Similarly, phase noise difference estimates may be obtained using (7.4.9) 
for every Q OFDM symbols. The estimate pd is then used to compensate 

A 

for sampling frequency offset by computing Rk = (A^fi?&)-'Rk. where 
(A^fi?k&) is formed using p. 

The above tracking scheme does not take into account the phase error 
built up due to error in the sampling frequency offset estimation. When 
this happens, compensation must be carried out partly in time domain and 
partly in the frequency domain as suggested in [305] and requires the use of 
a Phase Locked Loop (PLL). 

7.4.2 There is a Time for Channel Estimation 

The receiver should first estimate the sampling frequency offset using signal 
matrices transmitted at the pilot subchannels in the preamble and the next 
block of Q OFDM data symbols, before estimating the channel. This ensures 
that the sampling frequency offset has already been corrected before the 
channel is estimated. If statistics of the channel and noise are available at 
the receiver then they can be used to initially estimate the channel as [306] 

where Bk  = AkSk, CHH,k = ~ [ ~ ~ ~ f ]  is the channel correlation matrix of 
dimension Q x Q and CWW,k = E [ w ~ w ~ ]  is the noise covariance matrix 
of dimension Q x Q. In the absence of the necessary correlation functions 
the LS estimate can be obtained as 

H~ = ( B ~ B ~ ) - ~ B ~ R ~ .  (7.4.12) 

The MSE of the channel estimation is equal to No as shown in Appendix D. 
When NI # N ,  the initial channel coefficients obtained from the pream- 

ble must be interpolated/ extrapolated to obtain the channel estimates for 
all the sub-carriers. For example, a training sequence of length NI = N/4 
corresponds to the excitation of every fourth subchannel of an N-point sys- 
tem. Here we use simple linear interpolation/ extrapolation to estimate the 
missing channel estimates followed by simple frequency domain smoothing 
A 

qij,k = + ~ , ~ + ~ ) / 2 .  Of course a variety of more complex algorithms 
may be employed to improve the channel estimates. 
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Table 7.1. SUI-4 Channel Model [308] 

7.5 Simulation Results 

Delay 
Power (omni ant.) 

fm 

Simulations have been carried out for a 4 x 4 MIMO-OFDM system very 
similar to IEEE802.16a [299] operating on a Stanford University Interim SUI- 
4 channel [307] for fixed wireless access. The SUI-4 model is appropriate for 
intermediate path loss with moderate to heavy tree densities and has the 
parameters listed in Table 7.1. The Doppler power spectrum for the channel 
taps is [308] 

where b = 1.72, c = 0.784 and fm represents the maximum Doppler fre- 
quency. Rayleigh faded tap coefficients for the MIMO channel are gener- 
ated using a filtered Gaussian noise source as described in [2]. The fad- 
ing tap coefficients are uncorrelated. The sampling rate is assumed to be 
l/Ts, = 4.0 MHz. 

The preamble signal matrix with 4 transmit antennas shown in (7.3.2) 
is used with BPSK modulation. The OFDM block size is N = 256, and the 
guard interval is G = N/4 = 64. Out of 256 tones, the dc tone and 55 other 
tones at the band edges are set to zero [299]. This means that for N = 256, 
tones [ I .  . .I00 156.. .255] contain data and the number of used tones is 
Nu=200. The preamble of a system with I = 2, would have a known symbol 
at subchannels [2 4 .  . .I00 156 158. . .254] and the channel estimates for the 
remaining sub-channels must be obtained by interpolation or extrapolation. 
In the data mode, 8 pilot tones are inserted for each OFDM block in a 
manner described earlier. Each frame consists of a preamble followed by 
F = P Q  (typically 80) OFDM symbols. 

The sampling frequency offset coefficient ,4 is initialized at 10 parts per 
million (ppm) and fluctuates around that value every Q OFDM symbols, 
as ,4 = 10ppm + N(O,10% of ,f3 ppm), characterizing the timing jitter. As- 
suming that the RF and SF clocks are derived from different sources, E is 

Tap 1 
0 
0 

0.2 

Tap 2 
1.5 
-4 

0.15 

Tap 3 
4.0 
-8 

0.25 

Units 
P 
dB 
Hz 
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initialized to 0.2 subchannel spacings, and is made to vary from frame to 
frame in a random walk as E = 0.2 + N(O,10% of E ppm), symbolizing the 
relatively slow RF  oscillator frequency offset drift. Phase noise is assumed 
to have a zero-mean Gaussian distribution with variance (Var[O]) of 1 0 ~  and 
5 0 ~  ppm. Phase noise is assumed to change every Q OFDM symbols. The 
integer frequency offset k, is assumed to be one sub-carrier spacing. 

Figure 7.4 shows the coarse and fine time synchronization performance 
for a 4 x 4 system with NI = 128, I = 2, and Es/No=10 dB. The symbol 
energy to noise ratio [ES/Nole is defined as E[I H:"~~]/(QN~). 

Figure 7.4. Coarse and fine time synchronization for a 4 x 4 system with 
NI = 128 at  an E,/No of 10 dB and frequency offset k, + E of 1.2 subchannel 
spacings. Steps A and D. 

Figure 7.5 shows the performance of the channel estimator for various 
values of I (or NI). Here we use the LS channel estimator in (7.4.12) with 
frequency domain linear interpolation extrapolation and smoothing. No fur- 
ther post-processing is performed on the channel estimates. As I increases, 
the channel estimation performance becomes poorer because of imperfect 
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interpolation and extrapolation, especially at the band edges. 

Figure 7.5. MSE in channel estimate as a function of E,/No, N = 256, 
Nu = 200 with linear interpolation and frequency domain smoothing. 

Fig. 7.6 shows the theoretical and simulated MSE performance of the 
sampling/RF frequency offset estimator. Simulated MSE performance closely 
follows the theoretical values, and performs well for the system under consid- 
eration. Fig. 7.7 shows the theoretical and simulated MSE of the proposed 
residual frequency offset estimator. Our analysis and simulation results con- 
firm that this estimator yields a 13 dB performance improvement in MSE 
over the Simple RF Frequency Offset Estimator. Fig. 7.8 shows the the- 
oretical and simulated MSE performance of the phase noise estimator for 
a perfect frequency offset estimation, and frequency offset estimation using 
Steps A-C defined earlier. As can be seen, presence of residual frequency 
offset affects the phase noise estimate. 

7.6 Summary and Further Reading 

Time synchronization, RF frequency offset estimation and tracking, chan- 
nel estimation and tracking, and sampling frequency offset estimation and 
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Figure 7.6. (a) Estimation performance - Analytical and experimental root 
mean square (rms) of the (p^ - p) in ppm as a function of Es/No for a 4 x 4 
system. (b) Tracking performance - SF offset variations and the tracking 
performance using a single pole frequency lock loop with cup = 0.5 at  an 
Es/No = 20 dB. 

tracking are essential functions in a MIMO-OFDM receiver. A large num- 
ber of studies have addressed these issues, but usually individually and for 
single-input single-output (SISO) OFDM systems. Moose [303] proposed a 
popular technique for robust frequency offset estimation based on the trans- 
mission of two identical OFDM symbols. van de Beek et al. [I591 suggest 
time synchronization based on the periodicity of the cyclic prefix (CP) and 
proved it to be a maximum likelihood (ML) estimator. In their method, 
the estimate of the frequency offset is obtained from the phase of the auto- 
correlation function and the estimation range is f.112 subchannel spacings. 
Other work on synchronization in SISO-OFDM systems is available in [117], 
[132], [137], [143], [309], [310], [311], [312]. 

Most approaches for OFDM channel estimation estimate the channel in 
the frequency domain followed by some post-processing for performance en- 
hancement [159], [175], [306], [313], [314], [315]. Almost all this existing 
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work assumes perfect time and frequency synchronization. Finally, some lit- 
erature on SISO-OFDM system implementation includes the work by Speth 
[316] who has proposed a receiver architecture for digital video broadcasting 
(DVB-T) applications. 

-76l I 
0 5 10 15 20 

EsINo (dB) 

-20 

Figure 7.7. Theoretical and experimental MSE in frequency offset esti- 
mates as a function of Es/No for a 4 x 4 system using Mooses' method 
(7.4.2), and the residual sample/RF oscillator frequency offset estimation in 
the presence and the absence of phase noise. E = 0.2 subchannel spacings, 
Frame size F = 80 OFDM symbols. Our estimator gives approximately 
13 dB gain as compared to Mooses' approach. 

-28 

-30- 

Appendix 7A: Gram-Schmidt Orthonormalization to Make Sks Uni- 
tary 

Given a matrix Sink whose rows are not orthonormal we can use the Gram- 
Schmidt procedure [317] to orthonormalize the rows. The matrix Sat, that 
is formed using this procedure is unitary provided that Sink has full rank. 
The first row of Sink remains unchanged and based on the first, row Gram- 
Schmidt procedure is performed to make the remaining rows orthonormal. 
The following example shows the conversion of a 3 x 3 matrix Sink to SOut,. 

.A. MSE In ye - theory 

-60 - 

-65 - 

-70 - 

I 

\ 
,-, 

'k, 

t + a  MSE In y - expt - Mody-Stuber - Globecom 2002 
a4 MSE In y - theory - Mody-Stuber - Globecom 2002 . +. MSE In ye - expt, Var(0) = 10 n ppm . v. MSE In ye - expt - Vare) = 0 
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-10 

-50~  
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Figure 7.8. Analytical and experimental MSE in the phase noise estimates 
in radians2 as a function of E,/No for a 4 x 4 system, Var[d] = 50n ppm, 
Frame size F = 40 OFDM symbols. The graph shows that the presence of 
any residual RF oscillator frequency offset will affect the performance of the 
phase noise estimator. 

Given Sink whose elements are chosen from a 16-PSK alphabet, 

after the Gram-Schmidt orthogonalization, we obtain a unitary SOutk as 
follows: 
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Appendix 7B: Optimum Weight Calculation for Sampling Frequency 
Offset Estimates 

From ([318], page 57)) the Cramer-Rao Bound (CRB) for estimation of 
the frequency of a sinusoid is Var(G) 2 ~ ~ / ( E , / N ~ ) M ( M ~  - 1) where w 
is the angular frequency, and M is the number of observations. Since 
w = ~ T ~ ~ ( N + G ) / N ,  the CRB for Pk may be simplified to ~ a r ( & )  > 1/ck2 ,  
where C is a constant. Let al, a a ,  . . . , a M  be the weights for M pilot tones 

M 4 

kl, k2,. . . , kM such that E m = l  am = 1. Then the final estimate ,8 is 

To find the optimal weights we obtain the minimum 

by taking derivative and setting it to zero as 

- M-I 

This system of linear equations can be put in a matrix form and solved for 
a as - 

and a M  = (1 - cF~: a,). For 8 subchannels placed at [12 36 60 84 
172 196 220 2441 as in IEEE 802.16a [299], the optimal weights are 

[0.0009 0.0072 0.0196 0.0380 0.1574 0.2042 0.2569 0.31581. 
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Appendix 7C: MSE Analysis for the Sampling Frequency/ Residual 
RF Oscillator Frequency Offset Estimator 

For the MSE analysis of the sampling frequency offset estimator, we assume 
without loss of generality that Pd = Pd+~ ,  which implies that f (Pd ,  P ~ + Q )  = 0. 
The received OFDM-demodulated sample matrix at pilot tone p is 

The term iTr[R; H ~ ; + Q ]  in the sampling and the residual frequency offset 
estimator can be expanded as 

where A = ITr[X; H X ; + ~ ] I  = ~y~~ ~ k = ~  ~ ~ p " . ' l ~ ,  x is the desired phase, 

and i:, represents the contribution from the error terms. Assuming a small 
error analysis, the angle of the error terms may be expressed as 

cP = 1m{<exp{-jX}}/~. 

Let 8 = [p 'YIT and $= [p^ ? lT .  From (7.4.9), 

A 1 ' = (27rQ(1+ GIN)) 
( J ~ J ) - ~ J ~ Q .  

Substituting the value of Q yields 

A 1 ' = (27rQ(1+ GIN)) 
( ~ ~ ~ ) - ~ ~ ~ ( ( 2 7 r & ( l  + G/N))JB + 5) 

Hence, 

A e = e +  1 
- ( J ~ J ) - ~ J ~ ~ .  

(2.rrQ(l+ GIN)) 
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The MSE in the estimates of e (MS%) may be expressed as 
- 

1 
E[(B^-e)(B^-e)"] = E [ (  

(2nQ(1+ GIN)) 
( JHJ) -~JH~)  

The term E [c cH] is a diagonal matrix since the transmitted symbols and 
noise at different sub-carriers are uncorrelated. Assuming that the Ep are 
Gaussian distributed, the element is given by 

where H2 = E ~ i = ~  IH;~ '~~] .  Hence, 

Finally, we have the MSE of the sample clock offset 

the MSE of the residual RF frequency offset 
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and the MSE of the phase noise 

Appendix 7 0 :  MSE Analysis of the Channel Estimator 

The least-square channel estimator is given by (7.4.12) 

Hence, the error in the channel estimates is 

and the MSE of channel estimate is 
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