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Delegação de Leiria, Portugal

vii



Georgios Gardikis NCSR “Demokritos”, Institute of Informatics and

Telecommunications, Aghia Paraskevi, Attiki, Greece

Michael Grafl Alpen-Adria-Universitaet Klagenfurt, Universitätsstraße,
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Chapter 1

Introduction

Ahmet Kondoz and Tasos Dagiuklas

There have been many significant advances in 3D media technologies in terms of

capturing, representing, coding, transmitting, and visualizing for 3D displays. 3D

media have been evolving in various areas, covering diverse market segments such

as professional (e.g., scientific, medical, education, and training) and entertainment

(3D interactive gaming, broadcasting, social networking, etc.) sectors. These new

technologies provide the ability to design and develop applications ranging from

virtual collaborative environments (e.g., multimodal interactions, seamless appli-

cation on generation) to edutainment (e.g., 3D telepresence, combination of the

educational content along with entertainment).

Since the Internet has grown beyond its original design objectives due to

the increasing demand for performance, availability, scalability, security, and

reliability, it progressively reaches a set of fundamental technological (evolution

in wireless and mobile networking technologies) and operational limitations

(e.g., exhausting the number of possible IP addresses). The Internet was designed

for purposes that bear little resemblance to today’s usage scenarios and related

traffic patterns.

Several organizations have been working towards the development of the Future

Internet. Many research projects have been established worldwide. For example,

in Europe the FIRE [1], in the USA the FIND [2] and GENI [3], and in Japan

and Korea the AKARI [4] programs are the main drivers for the definition of

the characteristics and capabilities of the Future Internet. In Europe, the Future

Internet Research and Experimentation (FIRE) program, the Future Internet
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Assembly, and the Future Media 3D Internet Task Force are the main endeavors to

provide the fundamental foundations for the Future Internet research [5]. These

worldwide initiatives take different approaches to Internet evolution as part of their

core objectives but are all related to technological and socioeconomic scenarios as

envisioned today.

Future Internet is expected to provide the following characteristics:

1. Internet is experiencing a significant shift from PC-based computing to

mobile networks. Mobile data is growing at an unprecedented rate well beyond

the capacity of today’s 3G, 3G+, and 4G networks. Therefore, mobility has

become the key driver for the Future Internet, and convergence demands are

increasing across heterogeneous networks.

2. Cognitive radio networks aim to increase spectral efficiency and provide radi-

cally new and more efficient wireless access methods.

3. Cooperative communications have recently emerged as strong candidate

technologies for many future wireless applications in order to improve perfor-

mance and throughput of wireless networks, respectively. In particular, theory

and experiments have shown that they can be extremely useful for wireless

networks with disruptive channel and connectivity conditions.

4. In the last decade, Internet underwent a huge evolution, mainly related to

services. The concept of Web 2.0, that is, the second generation of Internet,

is led by the generation of new services such as user-generated content,

applications, and services, social networks, collaborative webs, and Web

TV, together with the growing interactive sets of applications. The new environ-

ment has a strong impact on the concept of end-to-end services at all levels, from

the applications up to the networks and their underlying technologies.

5. Newmethods of delivery of content towards the end users. This includes the use of

content/information-centric networking architecture making the communication

network as location independent possible with the use of distributed architecture

(e.g., P2P) associated with streaming, data sharing, routing, and forwarding.

6. Multimedia applications and services make strong demands for cloud computing

because of the significant amount in terms of computation resources required to

serve millions of both Internet and/or mobile users concurrently. In this cloud-

based multimedia-computing paradigm, users are able to store, process, and

adapt their multimedia application data in the cloud in a distributed manner. The

main drivers of the media-aware cloud architecture are simplicity, efficiency,

and scalability. Demands for a media cloud are different from the demands for

clouds in other industries.

1.1 3D Media Internet

The 3D Media Internet will play a significant role in achieving the key features of

Future Internet [6]. For example, the augmented virtual worlds, the collaborative

platforms, and the moving holograms created in 3D Internet will originate new

2 A. Kondoz and T. Dagiuklas



requirements in terms of information representation and metadata identification.

Moreover, the new services and applications will make new demands on ubiquitous

user interfaces that will have to support novel inputs (e.g., 3D position sensors),

displays (e.g., multiview displays), and presentation (e.g., augmented reality)

modalities in different kinds of terminals (e.g., European Commission, 2008).

In these respects, the Future Media Internet will be much more than simply a

faster way to go online. It will be designed to overcome current limitations and

address emerging trends in areas such as network architecture, content and service

mobility, diffusion of heterogeneous nodes and devices, mass digitization, new

forms of (3D) user centric/user-generated content provisioning, and emergence of

software as a service including interaction with improved security, trustworthiness,

and privacy. Figure 1.1 illustrates four 3D Media challenges associated with Media

Search, 3D Media, User Centric Media, and Media Delivery Platforms. In order to

meet these challenges, the enabling technologies include content creation, delivery

technologies, presentation, social media, and cloud computing.

The Future 3D Media Internet has generated a significant amount of recent

research goals to overcome current limitations. The resulting innovations could

include the following:

1. 3D Content Creation: In terms of 3D content, the methodological objective is to

combine rich interaction-based content production and game-related solutions in

order to contribute towards the design and development of novel applications

Fig. 1.1 3D media challenges

1 Introduction 3



and services. Instead of the technologically driven approach, content-oriented

service development is one of the key requirements for successful Internet

applications. A basic understanding and solid background for user behavior

can be achieved with the aid of the rich interaction model. Visual elements

(look) include texture, light, shadows, reflections, colors, composition, depth

perception, shapes, structure, and contrast. Examples of functional concepts

(feel) include responsiveness, overall end-user experience, feel of control, how

the audiovisual material meets the expectations of the end user, movements,

emotional experiences, and affective mechanisms. As opposed to off-line

rendering techniques to produce 3D movie effects, in augmented reality

applications, the challenge is to perform video processing in real time.

2. User-Generated Content and Personalization: Future Internet should provide

mechanisms embedded into the network to ease the personalization, adaptation,

accessibility, and search aspects but also protect and enforce intellectual prop-

erty rights related to user-generated content.

3. Presentation: In addition it should facilitate a smooth transition from 2D content

to 3D content and ease the user participation in 3D content generation and

fruition within enhanced 3D collaborative environments. Furthermore, the

Future Internet should empower communities to achieve dynamic content

creation, provisioning, and sharing (e.g., in social media).

4. Media Cloud: Existing cloud computing technologies are not particularly media/

video capable. Handling of multiple video flows in terms of encoding,

processing, and streaming is a much larger problem that stresses computing

infrastructure due to large data and bandwidth requirements. Media cloud

infrastructure must be capable of supporting all the functionalities associated

with the entire value chain from capturing to processing (encoding, content

protection) to content delivery and by greater simplicity to optimize media-

related and network infrastructure.

5. 3D Delivery: P2P technologies have the potential to provide a more cost-

effective and flexible delivery solutions for future 3D entertainment services

as well as giving users fast interaction with the content and with collaborating

partners in their social network. Moreover, recent advances in wireless

technologies (e.g., LTE, LTE-A, 5G) will offer the possibility of 3D video to

mobile users.

6. Social Media: Social networks will play an increasingly important role in the

Internet of the future. Internet users will have their own online identity, which

will carry them through from one network to the next. Moreover Social Media

expects to provide a new type of functionalities and capabilities such as 3D

Social Gaming, 3D Life-streaming, and Live-casting.

This book presents recent advances in the area of Future 3D Media Internet.

The first four chapters are devoted to the area of 3D Media Coding and presen-

tation. Chapter 2 presents techniques for 3D Media Acquisition and depth map

processing. Chapter 3 is a survey of methods for merging the real and the synthetic

4 A. Kondoz and T. Dagiuklas
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in augmented 3D worlds. Finally, Chaps. 4 and 5 present techniques to encode 3D

Video and Spatial Audio respectively.

The following chapters cover Networking Aspects for 3D Media. Chapter 6

presents current and future developments in the area of transport protocols for 3D

video. Chapter 7 presents application-layer filtering techniques through Media

Aware Network Element to optimize 3D Video Delivery. Chapter 8 surveys the

techniques used for P2P streaming. Finally, Chap. 9 examines the impact of IP

Mobility and mobility management protocols on the quality of 3D video.

The third section presents QoE and QoS advances for 3D Media. Chapter 10

discusses the use of QoS/QoE support in P2P overlays. Chapter 11 makes a survey

of QoE methodologies for 3DTV applications and services. Finally, Chap. 12

presents error concealment strategies and techniques to improve QoE in multiview

video applications.

The last section presents two 3D applications. Chapter 13 describes the use of 3D

images and video in medical surgery and training applications to improve diagnosis

and surgery operation. Finally Chap. 14 presents innovations in 3DTV capturing,

data representation, compression, transmission, and rendering required for a

technically efficient and commercially successful 3DTV broadcast system.
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Part I

3D Media Coding and Presentation



Chapter 2

3D Media Representation and Coding

Pedro Assunção, Luı́s Pinto, and Sérgio Faria

Abstract Nowadays, three-dimensional (3D) multimedia provides immersive user

experiences in virtual and real 3D environments, based on advanced technology that is

rapidly evolving towards different fields of application. An important element in 3D

multimedia is undoubtedly the visual information, where 3D video plays a major role.

This chapter addresses such element of 3D multimedia, by presenting a comprehen-

sive description of the most common 3D video formats used in various 3Dmultimedia

services and applications. Uncompressed 3D video representation is described, specif-

ically focusing frame compatible formats used for backward compatibility with 2D

systems, followed by those formats that explicitly include depth information, either in

single-view or multiview representations. Then an overview of standard coding

algorithms, currently used for 3D video coding, is presented along with a discussion

of their main characteristics in terms of processing methods and performance. Since

the response of the human perceptual system to 3D visual content includes specific

features different from those already known from 2D perception, the last sections of

the chapter describe recent studies dealing with asymmetric representation and coding

of stereoscopic video. The use and adaptation of standard coding methods to benefit

from asymmetric characteristics of the human visual system is presented and discussed

in the light of recent research advances. The chapter concludes by highlighting the

most relevant issues in the current context of 3D video representation and coding.

2.1 Introduction

The human perception of the real world is three dimensional (3D) and necessarily

includes information about volume and depth, which is not explicitly included in

classic representations of natural scenes using digital multimedia signals. The huge

P. Assunção (*) • L. Pinto • S. Faria
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amount of structured data required to represent 3D visual scenes leads to the need of

standard representation formats in both uncompressed and compressed domains.

Since 3D video is the most common type of media content used to provide 3D

immersion experience, this is also a driving factor of technology evolution in

several domains, ranging from high-resolution 3D cinema and 3D television to

small screen applications (e.g., games) using autostereoscopic displays.

Recent evolution of 3D media services along with increasing penetration of

3D-ready equipment in the consumer market leads to the coexistence of emerging

3D systems with legacy ones. Several 3D representation formats are currently used

to enable efficient coding for storage and transmission across interoperable systems

also enabling operation with equipment in different technological evolution stages

either in the segment of professional or consumer market.

The most common 3D video formats are described in the next sections, focusing

frame compatible formats used for backward compatibility with 2D systems

followed by specific formats explicitly including depth information either in

single-view or multiview representations. Then an overview of standard coding

algorithms currently used for 3D video is presented along with their main

characteristics in terms of processing architectures and coding performance.

Since the characteristics of the human perceptual system regarding 3D visual

content include specific features, different from those known from 2D perception,

the last sections of this chapter describe recent studies dealing with asymmetric

representation and coding of stereoscopic video. The use and adaptation of standard

systems to benefit from asymmetric characteristics of the human visual system is

presented and discussed in the light of recent research advances.

2.2 Raw Formats for 3D Video

There are several different formats used to represent raw 3D video. The common

requirement is that all of them must provide means for stereoscopic viewing, since

this is the underlying principle behind depth perception from visual information. In

the following sections, different formats are described including those based on

stereo views, 2D views plus explicit depth information, and multiple views also

associated with depth maps.

2.2.1 Frame Compatible Formats

In the context of 3D multimedia services and applications, 3D video representation

through frame compatible formats is a key factor to guarantee compatibility with

existing 2D video networking technology and equipment. Successful deployment of

3D video delivery services and applications is enabled by making possible trans-

mission of 2D-compatible formats over current networks and legacy decoders with

10 P. Assunção et al.



3D-ready displays already common in the user market. By using frame compatible

formats, seamless compression of 3D video content is also accomplished with

existing 2D encoders without the need to modify the coding algorithms.

In the case of stereoscopic video, representation in 2D-compatible formats is

achieved by multiplexing the two different views into a temporal sequence of 2D

signals. This means merging two different views into a classic sequence of single-

frame representation. If the full resolution of the two views is maintained, then such

representation format has twice the resolution of its equivalent 2D. However, taking

into account that good perceived quality of 3D video does not necessarily require

two high-quality views, either one or both views may be subsampled in one

dimension in order to fit two high-definition (HD) frames into only one HD frame

slot [1]. Identification of left and right views is done via specific signaling, used to

distinguish the data representing each one. Using H.264/AVC to encode 3D frame

compatible formats, the recommended signaling method is the use of supplemental

enhancement information (SEI) messages, as shown in Table 2.1, where the

frame_packing_arrangement_type field of the SEI message is defined according

to subclause D.2.25 in the standard [2]. SEI messages are used to convey informa-

tion about how decoders should handle their output according to the frame-

packaging scheme used. There is also an SEI value defining 2D format, which

enables switching between stereo and non-stereo content. Additionally to the type

of content, the SEI message includes other fields such as the arrangement id that can
be used to identify which frame is the left or right view.

In the following subsections, these frame compatible formats are described

along with their main characteristics.

2.2.1.1 Side-by-Side

The side-by-side format is shown in Fig. 2.1a. In this format, the two stereoscopic

views are concatenated side by side, giving rise to a single 2D matrix of pixels with

the same resolution in the vertical direction while in the horizontal one there is

twice the number of pixels of each single view.

However, since doubling the spatial resolution has strong implications in com-

pressed rates, the horizontal resolution of the original views might be halved

Table 2.1 Standard frame

compatible formats
ID Compatible format

0 Checkerboard

1 Column-based interleaving

2 Row-based interleaving

3 Side-by-side

4 Top-bottom

5 Temporal interleaving

6 2D

7 Tile format

2 3D Media Representation and Coding 11



through downsampling before packing into this side-by-side arrangement for

subsequent encoding and transmission. Correspondingly, the counterpart

up-conversion process must be done after decoding to display the full-resolution

stereo images, as shown in Fig. 2.1b.

A different version of the side-by-side arrangement can be accomplished by

sampling the stereoscopic views using a quincunx pattern. In this case, even though

the horizontal resolution is also reduced to half of the original, still half of each

view columns is maintained, as shown in Fig. 2.2. Quincunx sampling relates better

with the characteristics of the human visual system (HVS) in terms of frequency

domain representation. Thus, this sampling pattern preserves more relevant infor-

mation from the original signal, which has the potential to result in better perceived

quality.

Main view

Auxiliary view
Multiplexing

Downsample

Downsample

Frame to encode

a

b
 Main view

Auxiliary view
Multiplexing

Upsample

Upsample

Decoded frame

 

Fig. 2.1 (a) Side-by-side packing arrangement. (b) Side-by-side up-conversion process
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2.2.1.2 Top-Bottom

The top-bottom format is based on the same concept as side-by-side, but in this case

downsampling is applied to the vertical resolution and the resulting frames

concatenated as shown in Fig. 2.3.

Unless otherwise specified by the SEI message, in standard top-bottom format

the downsampled left view is concatenated into the first half (top) of a composite

frame while the downsampled right view is concatenated into the bottom half. This

3D frame compatible format should not be used with interlaced source material

because the vertical resolution of interlaced fields is already half of the full-

resolution frame and further downsampling in this dimension could incur in too

much loss of spatial detail.

Main view

Auxiliary view
Multiplexing

Downsample

Downsample

Frame to encode

 

Fig. 2.2 Side-by-side with quincunx arrangement

Main view

Auxiliary view
Multiplexing

Downsample

Downsample

Frame to encode

Fig. 2.3 Top-bottom arrangement
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Both side-by-side and top-bottom formats are preferred for production and

distribution of 3D content in comparison with the ones described next, based on

spatial interleaving. This is because interleaving is prone to cross-talk artifacts and

color bleeding.

2.2.1.3 Interleaved Formats

Interleaving methods provide higher correlation in the composite frame by

multiplexing both downsampled views, either vertically or horizontally according

to the downsampled dimension. If both views are half sampled in the horizontal

dimension, then a column interleaving arrangement is reached, as shown in Fig. 2.4.

Otherwise, if downsampling is performed in the vertical dimension, then

multiplexing is done row by row, attaining a row interleaving arrangement for the

composite frame.

These interleaving methods can be further combined in order to create a

multiplexed frame-like checkerboard such as the one depicted in Fig. 2.5. In this

type of format, each view must be downsampled using checkerboard nonmatching

patterns. In the case of the left view, this means that in odd rows each other pixel

should be kept starting from odd columns, while in even rows each other pixel

should kept, starting from even columns. In the case of the right view the comple-

mentary pattern must be used.

Other frame compatible arrangement is based on interleaving in the temporal

dimension. In this type of interleaving the frame rate of each view is reduced to half

of its original rate and then the even frames from the left view are temporally

multiplexed with the odd frames from the right view, as shown in Fig. 2.6. In this

type of format the spatial resolution of the original views is maintained. It can be

particularly suitable to represent low motion 3D content, where frame rate is not a

very relevant requirement.

Main view

Auxiliary view
Multiplexing

Downsample

Downsample

Frame to encode

 

Fig. 2.4 Column interleaving arrangement
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2.2.1.4 Tile Format

The last amendment of H.264/AVC in regard to the use of frame compatible

formats introduced the tile format [3, 4]. The arrangement depicted in Fig. 2.7

allows two HD frames (1,280 per 720 pixels) to be packed into a Full HD frame

Main view

Auxiliary view

MultiplexingT

T+1

T+2

T+3

T

T+1

T+2

T+3

T

T+1

T+2

T+3

Frames to encode

Fig. 2.6 Temporal interleaving frame arrangement

Main view

Auxiliary view
Multiplexing

Downsample

Downsample

Frame to encode

 

Fig. 2.5 Checkerboard arrangement format
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(1,920 per 1,080 pixels) using a tiling method, where different regions of one view

are tiled with the other view.

As seen in the figure, the left view is located at the top left corner of the Full HD

frame without any type of preprocessing. The right view is then divided into three

regions (R1, R2, and R3), which are placed in specific regions of the resulting Full

HD frame.

The great advantage of this method is the backward compatibility with legacy

2D devices, as it requires only a 720p crop to obtain a 2D version of the content in

HD resolution. Moreover there are no downsampling operations involved, which

means that full resolution of the original frames is maintained in all dimensions.

A potential drawback introduced by this method is lower coding efficiency and

annoying artifacts in the coded images due artificial edges created by tiling. How-

ever objective tests conducted show that these are not problematic as impairments

are not noticeable (comparing with simulcast), mainly above 1 Mbps [4].

2.2.2 Video Plus Depth

An alternative to stereoscopic representation of 3D video consists in two separate

2D signals to convey color image information and the depth associated to each

pixel, i.e., the distance to the camera [5]. Such information being available at

display side can enable the generation of virtual views through depth-based

image rendering techniques. Known as video plus depth (V + D), this format has

implicit higher complexity than stereo views because it requires either additional

computation to obtain the depth values from multiple views of the scene or specific

image acquisition hardware to obtain the depth maps directly from the scene,

e.g., using hybrid camera systems [6].

Main view
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H
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R2 R3

A
Frame to encode
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Fig. 2.7 Tile frame arrangement
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Depth values are usually represented as integers in the range of 0–255, thus using

8 bits per pixel which results in a gray-scale depth map, as shown in Fig. 2.8.

These values translate to the maximum and minimum distance of each point.

A warping function should be used to reconstruct a stereoscopic sequence by

synthesizing the other view of a stereo pair from the color image and the corres-

ponding depth map. Depth image-based rendering (DIBR) is a method commonly

used for this purpose [7]. In view synthesis using DIBR there are some problems that

may result in image distortions, such as the possibility of occlusions due to the lack

of unique texture data that may be needed to render the other stereo view through the

depth map.

Separate encoding of each signal (video and depth) is possible by a standard

monoscopic codec, such as H.264/AVC. In regard to encoding the depth map, the

gray-scale values can be given to the encoder as the luminance component of pseudo

video signal where chrominances are set to a constant value. Since the color video is

encoded as regular monocular video, this format has inherent backward compatibil-

ity with legacy decoders. This format allows extended possibilities at the receiving

side compared to the traditional stereo video. For instance, it is possible to adjust the

amount of depth perceived by viewers by adjusting view synthesis or to render

several different virtual views for multiview displays.

2.2.3 Multiview Video Plus Depth

As mentioned before, the V + D format is particularly suited to multiview displays

because it enables generation of different virtual views of the same scene. However,

if a wide range of views is required, the V + D format is no longer suitable because

not many different views can be rendered with enough quality from only one view

and corresponding depth map. This is because the original view may become

farther away than the one to be synthesized producing visible artifacts due to

occlusions, which cannot be properly handled in such cases. This is mainly relevant

in wide-range multiview (autostereoscopic) displays or free viewpoint video

applications.

Fig. 2.8 Sequence breakdance: video (left) plus depth (right)
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The multiview video-plus-depth (MVD) format provides a solution for

generating many virtual views by including several views from the same scene,

each one with an associated depth map. Based on each pair (Vn, Dn), n ¼ 1, . . . N, it
is possible to render virtually any intermediate view, giving rise to free viewpoint

video. Figure 2.9 shows an example with an autostereoscopic display, where

9 views are generated from only 3 views plus their associated depth maps. These

3 views are actually the only ones available to render the other 6 virtual views [8].

MVD has similar complexity issues as V + D since it also requires depth

acquisition/estimation at the sender side and rendering stereo views at the decoder.

On the one hand, this format allows significant savings in storage and transmission

requirements, but on the other hand higher processing complexity is required either

in the display side only or in both sides, i.e., acquisition and display.

MVD DECODER

MVD Autostereoscopic display

DIBR DIBR

V9V1 V2 V3 V4 V5 V6 V7 V8

Stereo view 1 Stereo view 2

Va Da Vb Db Dc Vc

Fig. 2.9 Use of MVD format
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2.2.4 Layered Depth Video

The layered depth video (LVD) is another 3D video format comprising color

images, depth maps, and an additional layer providing occlusion information,

which is used to fill up occluded regions in the rendering process. Such additional

layer contains texture information from those regions in the scene that are occluded

by foreground objects in the available view. Using this format, rendering of virtual

views benefits from layered information because it includes the necessary data to

synthesize virtual views, which otherwise would be missing. In LDV it is also

possible to represent residual layers to include visual data that is not available in the

main view but visible from other viewing directions. Figure 2.10 shows an example

of a color image and its depth map (top) along with an occlusion layer and depth

map (bottom).

A variant of LDV is known as depth-enhanced stereo (DES), which basically

includes two sets of LDV data [8]. Since LDV is an extension of MVD, its

inherent computational complexity is higher than MDV due to the operations

(warping, matrix subtraction/addition, etc.) that are necessary to obtain the resid-

ual layers. On the receiver side, rendering the extra views using LDV has similar

computational complexity as MDV. Besides the ability to better cope with

occlusions, LDV has also the advantage of requiring a smaller amount of data

than MVD for multiview 3D video representation. However, since LDV relies on

residual data, the potential impact of transmission errors or data loss is greater

than in MDV.

Fig. 2.10 Example of LDV
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2.3 3D Video Coding

Current 3D video technology is mostly based on stereo systems, but this is rapidly

evolving to include more information, that may be either more views and/or depth

information. These additional data is used to feed 3D systems that are able to

provide richer immersive experiences to users. Regardless of the 3D video format

used in such systems, these data have to be encoded, in order to fulfill the

application and service requirements and to achieve useful compression ratios.

Hence, due to the multidimensional nature of this content, it can be either jointly

encoded as a whole, by exploiting their correlation, or separately as a set of

independent sources.

2.3.1 Simulcast

Simulcast refers to independent encoding and transmission of several views and

possibly their corresponding depth maps, using any encoder to encode each data

sequence. To simulcast stereo or multiview video, each view (left, right) is

independently encoded without using any type of inter-view prediction, as can

be seen in Fig. 2.11. Any standard video encoder such as H.264/AVC [2] or HEVC

[9] can be used for this purpose. In this case, the complexity and processing delay

is kept low, since dependencies between views are not exploited, and backward

compatibility with 2D systems is maintained by decoding only one view.

However, a simulcast solution has a drawback in the coding efficiency, as it

does not exploit the inter-view redundancy. In this sense, studies on asymmetric

video coding suggest that one view may be encoded with less quality than the

other, with significant bit rate savings. Such scheme may be implemented by

means of coarse quantization or by reducing the spatial resolution [10]. This can

be achieved without loss of the stereo perception, but when played for long

periods, the unequal quality for each eye may cause eye fatigue. To overcome

such effect, the toggling of quality between both views has been suggested [11].

A more detailed description of asymmetric coding is presented in Sect. 4 of this

chapter.

Fig. 2.11 Simulcast structure
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2.3.2 Multiview Video Coding

Multiview video coding (MVC) comprises joint coding of two or more views of the

same scene. When only two views are allowed, this is named as stereo video

coding. Figure 2.12 shows an example of a stereo video sequence and frame coding

dependencies regarding the right (R) and left (L) views. The left view is indepen-

dently encoded to ensure compatibility with 2D video systems, while the right view

uses inter-view prediction from the left one achieving higher coding efficiency at

the cost of greater coding complexity and dependency.

The first standard for multiview applications was the extension of the MPEG-2

MVP [13] (Multiview Profile), which has been approved as International Standard

in 1996 when it was envisioned to be a profile appropriate for applications requiring

multiple viewpoints. The underlying coding principles used in this codec are mostly

the same as those currently used in more advanced ones. The general architecture is

depicted in Fig. 2.13, where the base layer (left view) is encoded as monoscopic

video to maintain compatibility with the MPEG-2 video decoders at the Main

Profile.

As shown in the functional diagram of Fig. 2.13, the enhancement layer (right

view) is encoded using hybrid prediction of motion and disparity and temporal

scalability tools. By exploiting the similarity between the left and right views,

higher compression of the right view was achieved. Both layers have the same

spatial resolution at the same frame rate. For MVP, an extension has been

introduced specifying the height of image device, the focal length, the F-number,

the vertical angle of the field of view, the position and the direction of the camera,

and upper direction of the camera.

A further step towards multiview compression has been done in 2009 with an

amendment of H.264/AVC (Annex H) to support MVC with the Multiview High
Profile [2]. A typical frame structure and interframe/view coding dependency is

illustrated in Fig. 2.14. Two types of predictions are explicitly used to achieve

increased coding efficiency: intra-view and inter-view prediction. The prediction

structure determines the decoding sequence according to the dependencies between

frames. Depending on the acquisition arrangement, any two adjacent views may

comprise a stereo pair to provide 3D viewing experience.

Fig. 2.12 Prediction

structure in stereo video
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The standard extension for MVC supports a flexible reference picture manage-

ment that is used by the inter-view prediction scheme, i.e., the decoded frames from

other views are made available for prediction in the reference picture lists. This

scheme allows a particular view to have some blocks predicted from temporal

Motion
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Disparity
compensator

Motion
compensated
DCT encoder

Disparity
estimator

In right

In left
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compensated DCT decoder

Fig. 2.13 Codec reference model for the MVP [12]

Fig. 2.14 Typical MVC frame coding structure
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references while others can be predicted from inter-view references. MVC includes

a mandatory base view in the compressed multiview H.264/AVC stream, which can

be independently extracted and decoded for 2D viewing. To decode other views,

information about view dependency is required. As in previous schemes, unequal

rate allocation may be used across the views.

In 2010, H.264/AVC was extended with the Stereo High Profile for stereo video
coding, with support for interlaced coding tools. In this case, the frame coding

structure only stands for two views, as can be seen in Fig. 2.15.

Figure 2.16 shows the two MVC profiles, Multiview High and Stereo High,
highlighting the fact that a common set of coding tools is used in both of them.

When coding a video sequence with two views using noninterlaced tools only, the

coded stream conforms to both profiles.

2.3.2.1 Coding Performance

A relevant performance metric of stereo video encoding is the amount of additional

bit rate required to encode a second view using standard encoders. The authors

in [15] carried out a performance study using MVC High Profile to encode 9

Fig. 2.15 MVC Stereo High Profile frame coding structure
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high-definition (HD) 3D video clips with various types of content, from animation

and live action shots, including progressive and interlaced material. The base view

was encoded at 12 Mbps and 16 Mbps. The dependent view was encoded at a wide

range of bit rates, from 5 to 50 % of the base-view rate, achieving combined bit

rates from 12.6 to 24 Mbps. The subjective results were rated by viewers based on a

numeric value, where 5 means excellent and 1 very poor. Figure 2.17 shows the

relevant results.

The base view encoded at 12 Mbps plus the second view at N % overhead is

labeled as 12L_NPct, where N corresponds to Mbps. As can be observed in the case

of 12Mbps in Fig. 2.17a, the results of subjective quality evaluation suggest that, as

compared to 2D, 20–25 % bit rate increase would provide satisfactory picture

quality in 3D HD video applications. These results show that it is possible to

trade off between the bit rates of the base and second views for given a total
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bandwidth. Higher bit rate for the dependent view preserve better the 3D effect, but

in this case fewer bits are left for the base view. For instance, for a bandwidth of

18 Mbps, both 12L_50Pct and 16L_15Pct (Fig. 2.17b) can be chosen. However, it

may be more important to preserve the picture quality of the base view, in order to

guarantee good quality 2D viewing.

The performance of the MVC encoder using inter-view prediction tools, against

simulcast, has also been tested over a broad range of test material, using the

common test conditions and test sequences specified in [16]. The results, given as

Bjontegaard Delta measurements (BD bit rate and BD PSNR) [17], demonstrate

that MVC with up to 8 views can save on average 24 % of bit rate (1.2 dB in BD

PSNR gain) in comparison with the total simulcast bit rate, at the same equal quality

in each view [14].

The MVC Stereo High Profile also supports stereo coding for interlaced

sequences. An experimental performance comparison between simulcast and

MVC is presented in [18]. The LG’s stereo 1080p24 HD sequences and other stereo

sequences, obtained by selecting two views from the multiview MVC test

sequences, were used with coding patterns for interlaced defined as IBBP and

hierarchical B frames for progressive video. It was found that, for progressive

stereo sequences, MVC achieved 9.36 % and 11.8 % of average bit rate savings

for both views, respectively, for the stereo MVC test sequences and LG’s stereo

1080p24 HD progressive sequences. For interlaced video sequences, an average of

6.74 % bit rate saving was achieved, for both views (two SD and one HD interlaced

sequence). The estimated savings for the dependent view is twice the total saving,

that is, approximately 20 % gain in the progressive scan sequences and 15 % in the

interlaced scan sequences.

The coding performance of the MVC Stereo High Profile was also compared

against AVC High profile (Simulcast), using 8 stereo sequences of 3D cinema clips

(1,920 � 1,080 at 24 fps with a playback time of 20 s for each view), also with

contents from animation to live shots. The coding pattern IBBP was used along

with the same fixed QP (quantization parameter) matrix for both views and an intra

(I) period of 1 s.

The Stereo High Profile achieved an average coding efficiency gain of about

15 %, in both views, as compared to simulcast using AVC High profile. For some

Hollywood 3D cinema clips, the coding efficiency gain can go up to 21 %

[19]. Regarding the right view only, as can be seen in Fig. 2.18, the BD bit rate

gain for Clip 01 is 42.17 % (or 2.00 dB in BD PSNR) and for all 8 clips the BD bit

rate gain is 30.50 % (1.07 dB in BD PSNR), on average. Concerning the coding

efficiency gain, this is more pronounced in the animation sequences. The content of

live shots very often presents different sharpness, brightness, color, contrast, etc., in

the right view, as compared to the left view. This difference reduces the efficiency

of the inter-view prediction.

The recently approved standard for high efficiency video coding (H.265/HEVC)

[9] has emerged with a new set of coding tools, which have significantly increased

the compression efficiency in comparison to the previous video compression

standards. Thus, quality evaluation tests demonstrate that HEVC is able to
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increase the compression ration about 50 % at the same quality, in comparison

with H.264/AVC. This has also been reported upon subjective tests [20]. However,

such increased efficiency is obtained at the cost of higher computational complex-

ity, as HEVC requires 2–10 times more computation in the encoder when compared

with H.264/AVC. At the decoder side, HEVC presents similar complexity to that of

the H.264/AVC [21].

The extension of HEVC to multiview video coding (MV-HEVC) is described in

Annex F of Recommendation ITU-TH.265, supporting 3D applications such as

stereoscopic television. This extension will enable HEVC-based high-quality 3D

video coding, at approximately half of the bit rate required by previous services and

applications like 3D television and 3D Blu-ray discs. Similarly to the MVC

extension of H.264/AVC, MV-HEVC takes advantage of the inter-view prediction

tools to exploit the redundancy between views.

Due to its powerful encoding tools, simulcast with HEVC, i.e., each view

independently encoded, outperforms H.264/MVC. This is clearly observed in

Fig. 2.19 where rate-distortion performance is compared. In the case of H.264,

where MVC provides significant bit rate reduction when compared to AVC simul-

cast, MV-HEVC also outperforms HEVC simulcast [22]. Regarding multiview,

MV-HEVC halves the bit rate required by MVC to encode a multiview sequence, in

the same proportion as HEVC improves the coding efficiency when compared to

H.264/AVC coding of a single-view video. Similarly to MVC, MV-HEVC provides

backward compatibility to allow single-view decoding. In MV-HEVC, inter-view

prediction allows the inclusion of inter-view reference pictures in the reference

picture lists that are used for prediction. This is also similar to H.264/MVC.
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2.3.3 Video Plus Depth Coding

As previously described, depth-based representations are emerging as an impor-

tant class of 3D formats, enabling the generation of virtual views through DBIR

techniques. Thereby, this format enables display-independent solutions, as differ-

ent displays may generate more views as required. Although the depth data is not

directly output to a display and viewed, maintaining the fidelity of depth infor-

mation is very important while encoding because it has great influence in the view

synthesis quality, due to the geometric information provided by depth. Thus,

reaching a good balance between compression ratio and quality of coded depth

data is of utmost importance. Note that depth information can be used by

encoders to attain more efficient compression, through view synthesis prediction

schemes.

The ISO/IEC 23002–3 standard, also referred to as MPEG-C Part 3, specifies the

representation of auxiliary video and supplemental information [23]. This is the first

standard where signaling of coded depth map is explicitly allowed to support the

coded format of video-plus-depth. It is worthwhile to notice that this standard does

not specify the coding standard that should be used for depth and video information,

which allows compatibility with any legacy receiver. The use of MPEG-C Part 3 is

illustrated in Fig. 2.20a with two H.264/AVC encoders generating two streams

(BS), one for video and another for depth. Then these streams are multiplexed using

frame-by-frame interleaving before encapsulation into a single transport stream

(TS). At the receiving side, these streams are demultiplexed and independently

decoded to produce the output video and depth signals, which in turn are used to

generate the second stereo view.

Another possibility for encoding and transmission of video plus depth is to use

the “Auxiliary Picture Syntax” defined in the H.264/AVC standard, which defines

that auxiliary monochrome pictures can be sent with the video stream, i.e., the

primary coded pictures may be associated with other types of data, jointly encoded

but not used for display. This is illustrated in Fig. 2.20b where depth is treated as the

auxiliary picture of the color view. The H.264/AVC encoder is given both

34

35

36

37

38

39

40

41

42

0 2 4 6 8 10 12 14 16 18 20
Average Bitrate [Mbps]

Poznan Street Sequence

HEVC Multiview
HEVC Simulcast

H.264 MVC
37
38
39
40
41
42
43
44
45
46

0 1 2 3 4 5 6

A
ve

ra
ge

 P
S

N
R

 [d
B

]

A
ve

ra
ge

 P
S

N
R

 [d
B

]

Average Bitrate [Mbps]

Kendo Sequence

HEVC Multiview
HEVC Simulcast

H.264 MVC

Fig. 2.19 R-D performance for “Poznan_Street” (left) and “Kendo” (right) for 3 views [22]

2 3D Media Representation and Coding 27



sequences to be jointly encoded, producing one single coded stream (BS/TS). The

color images and corresponding depth maps are seamlessly decoded as single

pictures and then separated into two different signals for viewing and synthesis of

the second stereo view.

As mentioned before, in order to overcome the drawbacks of the 2D plus depth

format in generating diverse virtual views, the MVD format allows enhancing the

3D rendering capabilities at a reduced number of transmitted views plus

corresponding depth.

In Fig. 2.21, a general coding and transmission system for MVD is depicted.

A few cameras (2 in the case of Fig. 2.21) are necessary to acquire multiple views of

the scene while the depth information can be estimated from the video signal itself

by solving for stereo correspondences or directly provided by special range

cameras. Depth may also be an inherent part of the content, such as with

computer-generated imagery. Both types of signals can be either independently or

jointly encoded using any coding schemed previously described. At the receiver,

the few decoded views and their corresponding depth maps are used to generate a
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higher number of virtual views as necessary for each particular multiview service or

application.

Since depth information mainly consists of larger homogeneous areas and sharp

transitions along object boundaries, the frequency spectrum of a depth map mostly

comprises low and very high frequencies. As a depth sample represents a spatial

shift in the color samples of the original views, coding errors result in wrong pixel

shifts in synthesized views, which may lead to annoying artifacts, especially along

object boundaries.

Joint video and depth coding is the current path for finding a scheme able to

achieve high compression efficiency. For instance, it has been shown that coding

efficiency can be significantly increased using scene geometry information such as

depth maps [5]. Beyond the use of inter-view prediction techniques, which can be

applied to both video and depth independently, there is some block-level informa-

tion, such as motion vectors, that may be similar for both data types and thus can be

shared. In the context of multiview coding, adjacent views may be warped towards

reference views in order to reduce the residual error between views. However, since

video compression algorithms are typically designed to preserve low frequencies, to

maintain the fidelity of edge information in depth maps special coding techniques

are required to deal with such particular characteristics.

To evaluate the compression efficiency achieved by the new coding tools

implemented in HEVC, several performance studies have been carried out [24].

Different schemes have been compared, namely, HEVC simulcast (based

on HM 6.0), MV-HEVC (multiview HEVC), and 3D-HEVC (both based on

HTM 3.1). MV-HEVC is a simple extension of HEVC, using the same principles

of H.264/MVC framework, providing backward compatibility for 2D video

decoding and utilizing inter-view prediction. The 3D-HTM encoder is an extension

of HEVC, where the base view is fully compatible with HEVC and the dependent

views use additional tools to exploit motion correlation and mode parameters

between base and dependent views. Using the common test conditions for 3D

video coding (Doc. JCT3V-A1100), for an average of 7 sequences, HTM is able to

achieve gains up to 22,7 % over MV-HEVC and 47,6 % over HEVC simulcast,

measured as Bjøntegaard delta bit rates.

The 3DV standardization is expected to be finalized by early 2014, which

probably include 3D AVC (based on H.264/AVC) and 3D-HTM (based on

HEVC). These schemes allow the choice of MVD, reducing the number of trans-

mitted views and enabling joint encoding of view depth. It is also possible that

single depth and asymmetric frame sizes for view and depth will be supported.

2.3.3.1 Depth Coding

Extensive research has been done on efficient coding algorithms for depth as well as

in the use of depth for video coding. Correlation between depth maps from different

views has been exploited and decoded information from texture components was

found useful for depth decoding, e.g., the motion prediction modes. In the case
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where video is decoded independent from depth, the decoder maintains compatibil-

ity with stereo decoders that do not support decoding of depth component. Other-

wise, if view synthesis prediction is utilized, decoding of depth is required prior to

decode the video [25]. Such tools have the potential to provide interesting com-

pression gains at the cost of reducing compatibility.

An important issue in the design of joint video and depth coding is the quality

optimization of synthesized views. Instead of evaluating the decoding quality in

comparison with an uncoded reference, the MVD format, besides good video and

depth quality, also requires good quality for the intermediate synthesized views. As

often the original intermediate view is not present, comprehensive subjective

evaluation is required. Such evaluation takes into account new types of errors,

like pixel shifts, regions appearing with wrong depths, or outworn object boundaries

at depth edges. In the experimental results presented in [26], PSNR measurement is

used to compare the synthesized views with uncoded reference views. The Ballet
test sequence is encoded using the overall bit rate of 1,200 kbps (video + depth),

with two different pair of quantization parameters (QP) for both video and depth.

One sequence is encoded with QP¼30 for video and QP¼30 for depth (C30D30).

The other sequence is encoded with QP¼24 for video and QP¼40 for depth

(C24D40), which means that the video bit rate is increased at the expense of the

depth bit rate, thus increasing the video quality and reducing the depth map quality.

As can be seen in Fig. 2.22, at the original camera positions 2.0, 3.0, and 4.0, the

configuration that uses a lower QP (24) achieves better reconstruction results than

using higher QP (30). However, for the intermediate positions, “C24D40” performs

worse than “C30D30” because it uses a higher QP (40) to encode the depth maps,

thus degrading the depth signal quality and leading to displacement errors when

using such depth data for view synthesis. Note that by using the depth information,

35

36

37

38

39

40

41

42

43

2 2.5 3 3.5 4
Camera Position

P
S

N
R

 (
dB

)

Ballet multiview sequence

C30D30
C24D40

Fig. 2.22 PSNR across the viewing range of cameras 2, 3, and 4 for two different bit rate

distributions between video and depth for the Ballet test set [26]
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the view synthesis scheme warps the original views to an intermediate position and

applies a view-dependent weighting to perform the view interpolation. As

illustrated in Fig. 2.22, the furthest distance from any original view (2.5 and 3.5)

presents the lower-quality values. Hence, these results show how important is to

preserve the depth maps quality for the synthesis process, mainly at middle

positions, far away from the original views. Besides these results, all dependencies

between video and depth information are currently under evaluation in terms of

their compression and rendering capabilities as well as the repercussions in the

compatibility and complexity of future coding algorithms.

2.4 Asymmetric 3D Video Coding

Asymmetric 3D video coding relies on the binocular suppression theory of the

human visual system (HVS), which states that a given stereoscopic content with

different quality between the two views can be perceived with the same quality as

that of the higher quality view [27]. One of the reasons for this consists in the HVS

response, which does not notice as relevant the absence of high-frequency informa-

tion in one of the views. Such characteristic of the HVS in regard to stereoscopic

viewing can be used to achieve extra coding gains in comparison with classic

single-view encoders where this is.

To benefit from the suppression theory, 3D video encoders may coarsely encode

one component of the stereo video signal, in order to obtain increased coding

efficiency gains without harming the quality experienced by users. Several methods

can be used to achieve unbalanced quality between the two views. For instance,

either the spatial or temporal resolution of one view might be reduced through

preprocessing. The texture quality of one view can also be reduced by coarse

quantization, resulting in asymmetric video encoding. Another method that can

be used to reduce the amount of compressed data with little or no impact in

subjective quality consists in dropping the chroma information of one view. Since

chrominance degradation is less likely to be perceived, the chroma components of

one stereo view can be dropped with no influence in the subjective depth perception

of viewers [28]. Moreover if the lack of chroma information in one view is

compensated through disparity or another reconstruction mechanism, then the

color information in both views remains close to the original. This is because the

image fusion process in the HVS superposes both images, resulting in a single

chromatic content rather than two slightly different ones from each view.

2.4.1 Mixed Resolution for Asymmetric Coding

Asymmetric spatial resolution can be used in stereoscopic video coding by mixing

different view resolutions [10]. Using mixed spatial and temporal resolution to a

certain extent, the high-frequency information removed from one view by low-pass
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spatial filtering is not detected by the HVS. In [10], spatial downsampling was

implemented with filtering at 1/2 and 1/4 of the image resolution and temporal

filtering was also done in two different ways, i.e., either by averaging the pixels

from adjacent fields or dropping and repeating each other frame. The conclusions

were drawn upon subjective testing carried out according to the ITU-R Recommen-

dation 500 [29]. Other studies have also shown that mixed-resolution stereo video can

achieve an overall perceptual quality and sharpness close to that of the higher quality

view [30]. Therefore this is a possible method to reduce the coding rate of 3D video,

providing that view asymmetry lies within an acceptable range. Figure 2.23 shows an

example of asymmetric views obtained from low-pass filtering of one of them [31].

Mixed-resolution coding is also a valid option to reduce the bandwidth required

by mobile 3D multimedia applications. In [31], the results of subjective tests found

that for an overall bit rate of 400 kbps, the lower quality view can be encoded at

30–45 % of the total bit rate allocated to the stereo pair.

Although spatial resolution asymmetry is not supported in standard multiview

encoders, this is still possible to implement using the scaling properties of scalable

video coding (SVC). A possible coding strategy is to use non-scalable H.264/AVC

for the base view while the auxiliary view is encoded with a modified SVC encoder

[32]. Objective quality results show improved coding efficiency compared to

simulcast (�52.05 Bjontegaard Delta (BD) bit rate or 4.66 BD-PSNR) or using

inter-view predictions (�12.68 BD bit rate or 0.85 BD-PSNR). However since no

subjective data is provided in [32], the actual perceptual performance of this

method is not evaluated. To mitigate the additional computational complexity

required for downsampling, spatial asymmetric multiview coding using lower

complexity motion compensation can also be used [33].

Although mixed-resolution asymmetric methodologies proved to be an efficient,

usable, and quality friendly method, similar studies on temporal-only asymmetric

methods demonstrated low-quality levels. Some possible options to achieve tem-

poral scaling of a stereoscopic video, such as dropping and repeating frames in one

of the views or averaging frames to produce intermediate ones, yield unacceptable

results [30, 34].

Fig. 2.23 Asymmetric views obtained with low-pass filtering of one view [31]
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2.4.2 Asymmetric Quality

Using asymmetric quality in stereoscopic video provides an ease method to

fine-tune the quality of rate-constrained video [30, 35]. Figure 2.24 shows an

example of a stereo pair obtained from asymmetric coding where blocking artifacts

can be seen in the right view but not so much in the left one. This type of SNR

asymmetric coding is one of the most suitable to be used in current standard MVC

encoders because it does not require coping with different resolutions and

downsampling/upsampling operations.

Those views not used as reference for others can be encoded with higher QP or

allocated a lower bit rate than other views. This results in asymmetric quality

among primary (reference) and secondary (non-reference) views. It is also possible

to interleave lower quality frames with high-quality ones in different views,

e.g., odd frames in one view and even frames in another view with lower quality

than the others [36]. This method has the advantage of eliminating viewer’s

asymmetric visual acuity (i.e., the influence of a dominant eye) and it is preferable

to drop and repeat frames in the sequence.

A complete framework consisting of an MVD encoder and a bit allocation

mechanism with chrominance reconstruction can be found in [37]. This approach

consists in asymmetric coding of the MVD-based video using the JMVM codec

with reconstruction at the decoder of those chrominance components that are

discarded at the encoder in the lower quality views. Considering the total bit rate,

this approach significantly improves the coding efficiency while maintaining the

overall quality experienced by end users.

Another possible approach to encode asymmetric 3D video is to encode one

view with a standard codec H.264/AVC and the other one with its scalable

extension SVC [38]. Such scheme allows exploitation of a wide range of asymme-

try with only one encoding channel. While the quality of one view is fixed, the one

coded with SVC has high-quality scalability range and it can be easily extracted

with either lower or higher quality than the H.264/AVC view.

Fig. 2.24 Result of asymmetric quality coding
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2.4.2.1 Perceptual Quality Thresholds

A relevant issue in asymmetric coding is to find perceptual thresholds beyond

which quality degradation is noticeable by viewers. Relevant thresholds were

experimentally found in [39] through subjective testing, where users started

evaluating high-quality symmetric coding (i.e., PSNR ¼ 40 dB) in both views

and reducing the quality of the auxiliary view down to 25 dB. It was found that

such threshold slightly varies according to the display and lies around 31 dB for a

parallax barrier display and about 33 dB for full-resolution polarized projection

displays. Thus an average value of 32 dB can be defined for the lower quality view

when the other is very high quality. When comparing SNR scaling with spatial

scaling, the former should be used at high bit rates (above the previously stated

threshold) as it results in better perceived quality. When low bit rates are used

(e.g., below 28 dB PSNR on the auxiliary view) spatial scaling tends to perform

better than SNR scaling. When operating in some quality range between these

two thresholds, symmetric coding is preferable over other options. Note that

display technology also influences the subjective quality obtained by symmetric/

asymmetric coding [40].

An indication of objective thresholds that can be used in asymmetric encoding of

stereoscopic video is shown in Fig. 2.25, obtained from the results presented

in [38]. In the first case two SNR scalable streams are produced and then the

enhancement layer on one of them might be cut down to the threshold of 32 dB.

In the other option, only one view is encoded with SNR scalability providing higher

quality variation range, as mentioned before.

2.4.2.2 The Effect of Dominant Eye

Although asymmetric coding algorithms can be used to reach greater coding

efficiency at either small or no cost to the viewer’s perceived quality, when a

lower quality view corresponds to the viewer’s dominant eye, some users can

base enhancement

base enhancement

View a

b
base enhancement

base

PSNR (dB)32 34 35 37

V0

V1

V0

V1

Fig. 2.25 Thresholds for asymmetric coding (a) both views coded with SVC and (b) only one

view coded with SVC [38]
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perceive the global quality lower than others [41]. Therefore, such ocular

dominance effect may lead to an overall perceived quality not equal to that of the

higher quality view as commonly expected.

To reduce the impact of the ocular dominance effect, it is possible to cross-

switch the low- and high-quality views along the time [42]. However the

interleaving of the views’ quality along the time can also result in a noticeable

effect, similar to flickering. To mitigate this effect, an adaptive algorithm should

be implemented in asymmetric encoders such that views’ quality cross-switching

occur at scene cuts, where a perceptual masking effect of the HVS occurs. The GOP

can also be used as a reference for cross-switching, as the frames inside a GOP have

high correlation [43]. Even so the GOP size should not be small to avoid flickering

effects. A possible alternative is to use unbalanced coding in horizontal slices with

smoothing on the slice edges, in both views [44]. In this case, the high- and

low-quality slices in each view should be located in complementary spatial

positions in order to mitigate the effect of eye dominance.

2.4.2.3 Coding Regions with Different Perceptual Relevance

A finer approach to achieve spatial asymmetric coding is based on identification and

encoding different regions of the stereo images according to their perceptual

relevance. Relevant regions might be identified through a combined approach of

depth variation thresholds and specific texture detection in order to differentiate the

background and foreground of a 3D scene. Bit rate savings of 28 % can be achieved

by using a method where the scene background is given less relevance [45].

Several approaches can be used to define regions of perceptual relevance.

For instance, a threshold limit can be used to split either the depth values or

disparity between stereo pairs in order to generate two different image regions.

Stereo image regions with different perceptual relevance can be found by using a

binary mask based on disparity thresholds between each stereo image [46].

An example of such masks is shown in Fig. 2.26. This method, when used as an

extension of spatial quality asymmetric coding, is capable of yielding bit rate

savings of about 20 % for the auxiliary view without noticeable subjective quality

degradation.

2.5 Conclusion

This chapter addressed the most relevant representation formats and coding

methods for 3D video services and applications. A thorough description was

provided from the simplest frame compatible formats to the most complex ones,

such as the MVD. The main characteristics of standard coding methods used for the

various 3D video formats were also described, highlighting the additional tools

specifically introduced to better cope with 3D visual content. Then asymmetric

2 3D Media Representation and Coding 35



coding techniques, relying on the particular characteristics of the HVS supported by

the suppression theory, were also described. Several possible dimensions of

exploiting asymmetric coding were highlighted, based on recent research findings.

Overall this chapter provides useful information for anyone interested in this fast-

evolving technology field of 3D video representation and coding.
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Chapter 3

Merging the Real and the Synthetic

in Augmented 3D Worlds: A Brief Survey

of Applications and Challenges

Athanasios M. Demiris

Abstract Augmented reality finds its way into everyday applications providing

appealing alternatives to current interaction paradigms as well as efficient and

comprehensive information visualization. The work presented in this brief survey

was carried out in the earlier days of augmented reality research in three different

application areas that show promising application potential for augmented reality

and are still not completely addressed and solved. The survey addresses not only

different application areas but through them different technological challenges. The

application domains addressed are the valorization of cultural heritage through

augmented reality, transformation of the simple TV viewing experience into inter-

active sports television, and visual support of interior design. In each of these

application areas, specific technological problems of augmented reality are

addressed and the initial approaches to their solution are presented, as well as a

projection to current developments and potential adaptations.

3.1 Introduction

Augmented reality is not new. It has been conceived very long ago, while research

in the realm has started in the 1960s, finding a wider basis in the 1990s. For the

origins of augmented reality, many articles refer to the “Wonderful wizard of Oz”

of 1901 as a very early source of many references to reality augmentation. Only

25 years later a magazine of the time, called “Radio News,” publishing various very

progressive title drawings introduces a kind of augmented reality application

showing a semitransparent display depicting an opera singer streamed right into

the living room of the time [1]. Most researchers agree that the first scientific

mention of augmented reality technology was carried out by Sutherland, who
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covers both virtual and augmented reality in his papers and ambitiously states that

someday computers may be able to control the existence of matter [2]. His research

work led to the “sword of Damocles,” the very first head-mounted display aiming at

an immersive experience for the viewer. In the 1980s the display of information

projected right into the view field of fighter pilots combined with spatial sound was

introduced. But it was only in the early 1990s that the term augmented reality was

used for the first time by Caudell and Mizell of Boeing, who developed an AR

system to support the aircraft technicians [3]. In the same year (1992) Steven Feiner,

Blair MacIntyre, and Doree Seligmann presented KARMA, in the first extended

paper on an AR prototype, in the framework of the Graphics Interface Conference

and 1 year later in [4]. In 1994 Milgram and Kishino presented the reality-virtuality

continuum in [5], which is depicted in the Fig. 3.1. The continuummodel introduces

various levels of integration between real and synthetic content and positions the

terminology on this axis. A taxonomy, further refining parts of the reality-virtuality

continuum that was introduced specifically for augmented reality and can be used to

classify augmented reality systems, can be found in [6].

Augmented reality is possible only through the collaboration of different engi-

neering disciplines and provides increased realism mainly through complicated

setups that require an optimal interplay of processing and display hardware,

sensors, and software processing. In order for an optimal result to be presented to

the end user, collaboration with other (nonengineering) disciplines is required and

varies based on the application under consideration. For example, in order to create

successful augmented reality applications for museums and archaeological sites, it

is necessary to at least involve museologists, designers, and eventually directors to

best “shape up” the necessary storytelling. Most augmented reality applications in

commercial use to date are applying mainly an augmented understanding of reality,

Fig. 3.1 A depiction of the reality-virtuality continuum based on the model introduced by

Milgram and Kishino [5]
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but in this paper we will focus on the perceptual and partly behavioral association of

the real and the virtual, as well virtualized reality, following the taxonomy in [6].

The present paper focuses mainly on software aspects, although in many cases,

the sensors available are also mentioned, since they influence the accuracy of

measurements. But the display used to produce the final impression of augmenta-

tion plays a central role in every augmented reality application. The display

hardware at hand is an important factor determining not only the user experience

but also the type of software processing itself. As shown in Fig. 3.2, the two main

types of portable displays are optical see-through displays and video see-through

displays (the list of technologies for fixed displays that can be used as “ambient”

installations in an augmented reality experience is very long and not dealt with in

this context). In head-mounted or portable optical see-through, a real image of the

world is presented to the end user using appropriate mirrors and optics. The major

disadvantage is that the synthetic objects are usually projected on the basis of small

displays integrated in the setup and usually a rectangular area corresponding to

these displays becomes visible leading to a difficult to control and partially unnatu-

ral outcome. A potential solution would be to project the display in an area larger

than the view field and to take that into account when calculating the synthetic

content, but no such implementation was available until 2005. In video see-through

the image projected does not come directly from the real world through optics, but

through a camera. As such each frame becomes available in the memory of the

processing unit and the synthetic objects are overlaid there prior to projection.

In the following sections, three major technological challenges of augmented

reality applications are presented. Three case studies are selected not only for the

reason that they provide very attractive application scenarios for augmented reality

but also because they highlight important and only partially solved problems for the

wider spreading of augmented reality. A major motivation behind the selection of

Fig. 3.2 Depiction of the basic working concept of optical (left) vs. video see-through displays

(right). The eye depicts the user, the globe the real content, and the teapot grid the synthetic

content
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the survey cases is also that today, approximately 10 years after the implementation

of the projects described, even commodity hardware, has evolved dramatically

providing not only significantly increased processing power but also access to

numerous sensors delivering very accurate measurements of position, orientation,

velocity, light, etc., and the same problems may be tackled in a much more

efficient way.

In the following sections, each application area is presented in its entirety but

with special focus on a specific technological problem that is representative for the

given case. Hence, in the case of cultural heritage, markerless tracking plays a

central role, since ancient sites usually need to remain unaltered; in the case of

interactive sports television, the near-real-time transmission of human motion in a

sports event (also without any body markers) onto a synthetic avatar is addressed,

and finally the creation of photorealistic, merged views of the real and the synthetic

plays a crucial role in interior design and decoration. This paper focuses on

the presentation of the augmented reality challenges addressed by three collabora-

tive European research projects about one decade ago and does not cover a

complete survey of augmented reality applications. For a more complete survey,

there are numerous online and printed reviews, such as the one in [7].

3.2 Augmented Reality in Cultural Heritage:

The Problem of Markerless Tracking

One of the most obvious and widely spread applications of augmented reality is in

the valorization of cultural heritage and particularly archaeological and historical

sites. The use of augmented reality is expected to boost the “readability” of these

sites by projecting onto the actual environment information that may help visitors

better comprehend the historical value and immerse into the life of past

civilizations. Different levels of augmentation may lead to different levels of

readability, starting by simple projections of artifacts in their actual surroundings,

to reconstructions of ancient temples and buildings all the way to the reconstruction

of life in an ancient site.

Although many projects exist in the realm, the survey is going to focus on the

work carried out in the framework of the European research project

ARCHEOGUIDE [8], which aimed at the revival of the site of ancient Olympia

in Greece, using mobile augmented reality guides. The idea was to create

personalized tours through the site and have the system guide the visitor from

place to place providing both visual and audible enhancements that would help

understand the way the site was built and functioning in its prime years in ancient

Greece. The augmented tour featured reconstruction of monuments in situ, com-

pleting the ruins on-site, but also revival of events, such as races in the stadium or

religious offerings in the temple area. Important artifacts, such as the never found,

oversized statue of Zeus in the position of the ruins of the corresponding temple,
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could be displayed to the visitor according to the archaeologists’ views, in order to

help the visitor better understand the importance of the site.

The usage scenario supports the nomadic behavior of the end users and foresees

pickup of the augmented reality guide by the visitors at the entrance of the site. The

guide was available in three variants: (1) a complete portable augmented reality

system with a processing unit, video see-through binoculars, a headset, and a

variety of sensors, all positioned in a compact backpack (except for the binoculars,

which were handheld, and the headset, which was placed on top of one ear); (2) a

smart book, which featured all necessary peripherals; and (3) a pocket guide, based

on a PDA (personal digital assistant, the predecessor of the smart phones). Firstly

the visitor is asked to provide some information in order to personalize the tour

experience and an appropriate tour is created for the specific visitor. Through audio

guidance the visitor is guided to different areas within the site. Every time multi-

media content was available, the visitor was prompted to look through the

binoculars. The presentation was in most cases augmented into the scenery.

A very important prerequisite was that there should be no alteration in the site of

any nature or extend. Even very small markers to be used as fiducial points by the

system were not allowed and were considered as intervention. This led clearly to the

need for a markerless tracking approach.

The equipment used was a laptop with a mobile graphics card in the backpack,

equipped with an assisted GPS sensor, a gyroscope, a camera, and a joystick for the

user interactions. The binoculars featured a set of buttons that could be used

alternatively to the joystick. Most sensors were built into or attached to the

binoculars, since they serve in the determination of the optical view field of the

visitor. The laptop featured a wireless LAN connection in order to be able to receive

data depending on the location and type of tour guidance taking place (Fig. 3.3).

3.2.1 Use of Reference Images

In the core of the system lies a multimedia database that contains all content in a

geo-tagged manner. For each significant position in the site, there is a series of

different multimedia files that can be used to either display or playback contextual

Fig. 3.3 The components and peripherals in the AR system and their connectivity
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information or augment the scene. Among these files are also reference images that

are used to support the tracking of the scenery. Since no markers can be used, the

solution provided was to use different images of the environment and calculate a

visible distance between them and the footage from the camera.

The images exist for different times of the day and different seasons, since there

are significant changes in the scenery caused by very dark shadows cast by the

strong sunlight in the morning and smaller and softer shadow areas in the afternoon.

The environment in ancient Olympia is exhibiting very strong variations between

different seasons, especially spring and summer (green vs. dried). This has an

impact on the distance calculations between the reference image and the images

coming from the camera mounted on the binoculars.

In order to calculate accurate distances between the images, metrics are neces-

sary, which would be rotation, translation, and scaling invariant, since the free

movement of the visitors’ hands holding the binoculars is expected to create

variations in all axes, in addition to the different scaling due to the distance of the

visitor to the object. Stricker has applied in [9] a Fourier-Mellin transform to

recover rotation, translation, and scaling and perform a registration between two

images. In the methodology applied, first the fast Fourier transform (FFT) of the

two images to be compared is calculated (for reference images in the database,

these are precalculated). Subsequently a log-polar transformation of the spectrum

takes place. The phase-correlation method is then applied and the rotation angle as

well as the scale factor is recovered. At the end, and after image rectification, the

translation is calculated, once again by phase correlation (Fig. 3.4).

Fig. 3.4 An overview of the reference image usage for the calculation of the projection

parameters leading to the final augmented view; two possibilities for obtaining the final rendering

are presented (the most time- and power-consuming one depicted in gray with dotted lines)
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The rotation, translation, and scaling parameters can be used to project the

synthetic object onto the current frame from the camera footage. This can be

done in two ways: a more time-consuming but accurate method is to feed a renderer

with the parameters and create a new view for the current position of the visitor and

then project it onto the image and have the augmented view displayed on the video

see-through setup. The second option, which requires significantly reduced

resources when compared to the first one, foresees the morphing of an existing

pre-rendered view onto the current frame. This usually works very well with very

good perceived quality results, since a large number of different reference images

used for different fields of view and in addition the areas where the display is

triggered (by creating and audible signal for the visitor that there is visual informa-

tion available in that particular spot) are relatively small, so that the variance in

scaling, rotation, and translation is marginal.

3.2.2 Projection to Current Developments

Markerless tracking is still a challenging topic in machine vision and augmented

reality. There are numerous applications that would benefit from a stable markerless

tracking solution, and although many domain-specific solutions exist, there are no

generalized solutions available.

The implementation of markerless augmented reality for significant (or even less

significant) places based on reference images is becoming feasible thanks to the

digital maps that are widely available (e.g., the “street-view” feature of Google

Maps). Currently augmented reality applications similar to the one described are

feasible for multiple sites and cases beyond cultural heritage valorization. Most

portable devices are equipped with all sensors necessary to make a good position

and view-field orientation of the user, along with a camera capture, which allows

for the markerless tracking described above.

3.3 Augmented Reality in Interactive Sports Television:

Projecting Human Motion onto Avatars

The second application presented is related to augmented, interactive television for

sports broadcasting. Sports broadcasting is the ideal case for the application of

interactive scenarios, where a viewer will most likely want to retrieve additional

information about an event in different formats, while it is taking place. A merging

of interactive computer games and live sports broadcasting leads to a much better

comprehension of sports events and various scenarios such as three-dimensional

reconstructions of attempts of athletes, where navigating freely in the scene by the

viewer becomes feasible. This merging of real and synthetic content requires very

precise extraction of various parameters from the real motion in real time or near

real time, such as human body motion, while others may be prepared offline

beforehand (e.g., the avatar of the athlete).
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In the following sections, the requirements and techniques are presented, which

were applied in the collaborative European research project PISTE [11], co-funded

by the European Commission in its 6th Framework Programme. The creation of

interactive sports television in real time or near real time (only seconds or minutes

after an attempt, an interactive replay becomes available) requires adaptations in

the acquisition of footage, as well as pre- and postprocessing of the scene and the

attempt, in order to create an augmented view of the event. Due to the complexity of

the overall effort, the project focused on track-and-field sports with just one

contestant (primary focus was on high jump, pole vault, and long jump). This

significantly simplifies the determination and reconstruction of human motion.

The enhancements offered to the viewers of a sports event are related to

projecting additional information onto the actual footage, such as speed

measurements, trajectory highlights, comparative display of multiple attempts,

but also the ability to freely navigate within the scenery, while replaying an attempt

of an athlete. In all cases the environment needs to be captured in a formal

representation and after the necessary image segmentation, it needs to be combined

with visualizations based on the motion of human athletes.

For each of the broadcasting cameras, a panorama image covering the field of

view of this camera is computed. In the approach by Fraunhofer, IGD [10] images

from multiple camera positions are incorporated for aligning the images. This

approach leads to correct 3D calibration data in reference to the coordinate system

of the reconstructed 3D scene. Correspondences between images from different

camera positions have to be set manually, while the alignment of the video sequences

from the same position into a panorama image is performed fully automatically.

Several camera models are supported for the environment map: the spherical coordi-

nate system is the classical coordinate system for panorama images, but requires

costly mathematics for the mapping and cannot easily be used for full-view

panoramas because of the singularities at the poles. Alternatively, the environment

can be mapped onto the six faces of a cube, which leads to a simplification in the

mappings. A third possibility is the use of the classic pinhole model of a perspective

camera, which is used for original camera images in case of static cameras.

The calibration information associated with this so-called environment map

makes it possible to compute the camera’s viewing ray in 3D space for each pixel

position in the image. Consequently, images showing the athlete from the same

camera position just need to be 2D aligned with the environment map in order to

calculate the 3D calibration parameters for this image. The advantage is the low

processing cost, the independency of each calibration step from other images, and

the ability for parallelization.

3.3.1 Offline Data Acquisition

The data acquisition takes place offline both before the event and during the event.

The preparatory phase aims at the collection of all information necessary to

reconstruct the event and the settings it takes place in. The three-dimensional
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model of the environment is reconstructed from multiple photographs using photo-

grammetric techniques [12]. In the technique introduced by Fraunhofer IGD, the

user is solely required to identify the corners of the objects to be reconstructed in the

photographs and to select the faces that connect these corners and form a 3D model

of the correct topology. With this input, the calibration of the cameras is performed

so that their position, direction, and lens parameters are captured. Subsequently, the

3D positions of the corners are computed and the surface texture is extracted from

the photographs automatically. By including example images from each TV camera

in this process, the positions and lens parameters of the TV cameras are estimated as

well, while additional images from the same camera position can be included fully

automatically.

This approach is clearly aiming at a result with predominant synthetic content

featuring real-world characteristics (such as the textures and the human motion, to

be described in the following). In the category of offline preparatory activities also

falls the collection of all accompanying information, such as schedule, names of

athletes, nationality, and various demographics and statistics. The schedule and

name of athletes can be used to pre-fetch avatars that are customized to match the

bodies and look of the specific athletes. Ideally each athlete participating in

the event would have their avatar prepared after a full-body scan in the beginning

of the event.

3.3.2 Online Data Acquisition and Pose Estimation

The creation of interactive three-dimensional views of an attempt requires captur-

ing the event from multiple cameras, at least two, simultaneously. These cameras

need to be clock synchronized in order to produce frames (or fields in case of analog

cameras) with identical timestamps. Subsequently each footage is processed com-

plementary to the others. For each frame (or field), the additional frames (or fields)

from the other cameras need to be processed in parallel.

The processing steps (vision pipeline) basically consist of multiple iterations of

(1) silhouette determination through segmentation (in the case of PISTE through a

modified/enhanced region-growing algorithm), (2) pose estimation (in this case

through a statistical model), (3) pose correction (in this case deploying a three-

dimensional anatomical atlas), (4) prediction of the pose for the next frame/field,

and finally (5) projection of the predicted pose onto the different camera views, to

be used as starting point for the subsequent segmentation.

It was decided early in the project to use 18 distinct significant anatomical points

on the body of each athlete and determine their position in space in order to

reconstruct the body motion. These 18 points, when appropriately connected,

form a skeleton that is projected in three-dimensional space and back-projected to

two dimensions for prediction of the subsequent pose (once again taking advantage

of epipolar geometry techniques). These points were selected to coincide with a

subset of the nomenclature selected and used in the MPEG-4 BDP standard (body
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description parameters). Correspondingly for the representation of the motion

(of these selected body points), the MPEG-4 BAP (body animation parameters)

standard was used. Obviously, not every point was visible from every camera, due

to occlusion of body parts. In theory, it was sufficient to have all points detected by

all cameras involved in the first frames and then cover for missing ones based on the

anatomical model used. Nevertheless, in practice, it proved helpful to interrupt

the automatic processing whenever the system could not accurately determine half

the points and ask for user intervention. Hence, the solution proposed in the PISTE

project was semiautomated. For a duration of approximately 10 s (or less) that is

necessary to cover a high-jump attempt, several user interventions were necessary

to correctly position body points and relaunch the process from that frame on

(Fig. 3.5).

3.3.3 Point Distribution Model

For the description of the motion of the athletes, a statistical kinematic model was

selected, namely, the point distribution model (PDM, as used by Heap et al. in

conjunction with active shape models in [13]). PDM derives a statistical description

of objects from training data sets and is particularly useful for nonrigid models. The

statistical training necessary leads naturally to different kinematic models for each

type of sports. The details of the implementation are described in [12]. Ideally a

Fig. 3.5 The PISTE vision pipeline featuring segmentation algorithms by the University of Crete,

pose estimation and adaptation by the Zentrum für Graphische Datenverarbeitung, Darmstadt,

Germany, and 3D pose confirmation based on an anatomical model of the human by the University

of Hannover, shown with sample images from a fencing event
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large database could hold personalized versions of the PDM for each athlete based

on past attempts in order to accommodate for any personal style in the movement.

The system within PISTE was tested only using generalized models for each type of

sports tested (Fig. 3.6). Usually the training set size would range between 20 and

40 different motion captures for each type of sports.

3.3.4 Prediction and Correction Using Anatomical Models

As mentioned before, in the vision pipeline of the project, after the estimation of the

skeleton of the athlete for a particular frame from different synchronized cameras,

and its projection in three-dimensional space, a validation and adaptation step

follows, which is evaluating the result, using a generic 3D body model in order to

identify unnatural movements or poses and possibly correct them or ask for user

intervention. The generic anatomical model used consists of 15 simple volumetric

primitives, representing significant body parts, which are fully described by the

18 important points selected for detection on the athletes’ bodies. Approximate

body proportions are taken from anthropometrical descriptions of human bodies, as

described in [14].

The pose adaptation takes place in a hierarchical manner, starting with the torso,

chest, and belly moving subsequently to other body limbs. The three-dimensional

model is positioned according to the information coming from preceding steps

related to the coordinates of the 18 aforementioned body points and then back-

projected onto the two-dimensional view of each camera involved. The differences

between the back-projected synthetic and the calculated actual silhouette are used

to correct the position of individual points and then regenerate a three-dimensional

pose, until the differences in all silhouettes drop below a selected threshold. In that

Fig. 3.6 On the left the setup for the high-jump event during the 2003 Panhellenic track-and-field

games captured by two cameras of the Hellenic Broadcasting Corporation and on the right a
randomly selected avatar performing the movement of a (female) athlete as calculated and

rendered by the Zentrum für Graphische Datenverarbeitung and Fraunhofer IGD
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case the PDM is used to predict the next position of all points; a three-dimensional

model is generated and adjusted to coordinates relative to the latest calculated pose.

In the next step the silhouette for each camera is produced once again through back-

projection. The result is used to produce the seed points for the multi-seeded region-

growing algorithm used to segment the silhouette in each frame.

3.3.5 Other Enhancements and Projection to Current
Developments

All processing presented thus far aims exclusively at the production of an interac-

tive three-dimensional replay of an attempt in sports. As mentioned before, the

motivation behind this type of enhancement and mixed-reality television is to

provide viewers with a novel experience where they can navigate freely in a

computer game-like manner assuming the role of the director and focus on the

details and aspects they find most interesting. Mixed-reality television for sports

can provide many more enhancements and solutions than three-dimensional

replays, like visual overlays depicting additional information, such as the path

that an athlete or an object has followed, various measurements like velocity and

distance, or even comparison between different attempts in the same picture. Such

features are very interesting not only for the interested viewer but also for the sports

specialists, trainers, and the athletes themselves. The project took advantage of the

three-dimensional reconstruction of the environment where the events took place

and implemented some examples of such features. A very small subset has found its

way to commercial television, e.g., during broadcasts of soccer games with the

projection of various measurements and auxiliary lines onto the field. The inter-

active activation or deactivation of such enhancements through a smart set-top or

TV set would lead to an initial form of content personalization in television.

3.4 Augmented Reality in Interior Design:

Augmented Reality and Photorealism

A vital aspect in augmented reality, which will play a central role in the acceptance

of augmented reality applications in everyday life, is photorealism. Many of the first

attempts of augmented reality ended up in synthetic objects not really seamlessly

integrated into the real scene, with very intense and unnatural colors projected on

the real-world surrounding, not actually delivering the value expected from such

applications. A very interesting application area for augmented reality is interior

design. Augmented reality may be used by interior designers or architects to show

their designs to their customers and together walk through empty spaces decorating
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and populating them with furniture, discussing and experimenting with alternatives.

For this type of application, photorealism is crucial.

The European collaborative IST Project ARIS, co-funded by the European

Commission in its Fifth Framework Programme, dealt exactly with this topic

between 2000 and 2004. The project investigated two application scenarios, the

interactive version aiming at the visual selection of additional furniture for an

already furnished room (e.g., e-commerce-site visitor who wants to see a piece of

furniture in their environment prior to purchasing it and is willing to take a few

snapshots using a webcam and have the augmentation take place on the servers of

the provider) and a second real-time collaborative AR scenario, where groups of

people jointly place objects in an empty space and modify selections (e.g., interior

designers or architects with customers arranging furniture, lights, etc., in a new

building). All results of the project related to photorealism were presented in [15]

and the discussion in this section is based on this paper.

Photorealism in augmented reality requires a set of different light-matter

interactions between the synthetic and the real. Apart from the correct occlusions,

there should also be shadows cast from synthetic objects onto real objects and vice

versa. In addition, the light in a real scene should be modeled and used by a renderer

to produce the synthetic objects, as if they were in the scene, before integrating

them in the actual settings through projection on a display. Finally, especially in

interior decoration, there are cases where a synthetic light source may be casting

light onto real objects. In such cases, when using video see-through displays, the

brightness of the spots of real objects may be altered to reflect the additional

illumination by the artificial object.

As described in all previous cases, the first step is the creation of a geometric

model based on images of the scene. This can be done on the basis of one or more

images of the scene. A technique for the calibration of the camera position and the

generation of an approximate representation of the scene on just a single picture of

the scene was used in the project for the desktop version (application scenario of

adding furniture to an already furnished room) by INRIA, by extending the tech-

nique of vanishing points selection introduced in [16]. Assuming each pair of edges

is not parallel, they can be intersected in image space and used to estimate the

camera focal length, position, and orientation. Camera orientation is found by using

the inverse of the camera calibration matrix to transform image-space vanishing

points into direction vectors.

In order to accurately reconstruct the illumination conditions in the room (the

so-called photometric scene reconstruction, as opposed to the geometric scene

reconstruction), a technique was developed featuring high-dynamic-range images

and a so-called spherical light probe positioned in the room prior to the “augmen-

tation session.” Based on the HDR images of the light probe, it is possible to project

all light sources onto the surfaces of the 3D reconstruction of the scene, creating a

so-called radiance mesh. This radiance mesh can then be used to calculate all

shading and shadows cast onto and by synthetic objects (Fig. 3.7).
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3.4.1 Current Developments

It is obvious that a working solution for all the above with minimal user interaction

or preparation will benefit all augmented reality applications significantly increas-

ing their perceptual quality for all users. Nevertheless, the state of the art has not yet

exhibited many successful generic solutions that can be incorporated automatically

into augmented reality solutions without the need for extensive user interaction.

Hence, photorealism is possible, but requires some preprocessing and a procedure

that may not be suitable for all types of users. It is thinkable that such an AR system

could be provided as a service by an interior decoration company where trained

personnel would take over all the necessary preparatory activities. Hence,

photorealism is desirable for all augmented reality applications but at the time

being may be deployable only in cases where it is inevitable due to increased

preparatory overhead, such as interior design and architecture.

3.5 Conclusion

The work presented herein has taken place in collaborative projects in the realm of

augmented reality a decade ago. Nevertheless, both the applications and the

problems addressed by these projects are still attractive and not satisfactorily

Fig. 3.7 The procedure to determine the light sources and create a radiance mesh for a given

environment, in order to augment synthetic objects in a photorealistic manner (table and chair in

the last image in the sequence) as introduced by the Simon Gibson of the University of Manchester

in the ARIS project. The dotted pattern in the second image in the sequence is used to enhance the

accuracy of the reconstruction by comparing the actual shadow cast by the light probe against the

reconstructed one and calculating a potential shift
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solved, respectively. The three major problems addressed are markerless tracking,

real-time human motion calculation and projection onto avatars, and photorealistic

merging of the real and synthetic objects in augmented views. All these issues still

play a central role in the acceptance of augmented reality applications and offer

viable scenarios for the added value and widespread use of augmented reality.

Current hardware is capable of significantly reducing the processing time necessary

to fulfill real-time requirements, and developments in graphics hardware may lead

to an increased perceptual acceptance of photorealistic AR. This contribution aims

at triggering such developments and at providing a collection of references to

techniques and approaches that have led to working solutions, where only addi-

tional engineering is required to produce commercial results using current hardware

and development environments.
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Chapter 4

Multi-view Acquisition and Advanced

Depth Map Processing Techniques

Nicolas Tizon, Gabriel Dosso, and Erhan Ekmekcioglu

Abstract This chapter provides a general framework for multi-view and 3D video

content acquisition. The device architecture is described as well with the camera

post-processing stage, taking into account of the multi-view aspects. In addition, a

depth-map computing stage is described in order to provide a complete specifica-

tion of the multi-view content acquisition and preparation module. For the depth

map extraction, different levels of quality can be achieved depending on the

processing time. For monitoring purposes, the priority is given to the fastness

although the depth information supposed to be used for the rendering, at client

side, requires more computing in order to optimize the quality of the reconstructed

views. In addition, in the multi-view context, a refinement step aims at enhancing

the quality of the depth maps and optimizing the video coding performances.

Finally, experimental results are presented in order to validate the different

approaches through quality measurements of depth-based view reconstruction.

4.1 Introduction

The delivery of 3D immersive media to individual users is becoming a key

requirement when designing new advanced multimedia applications or services.

Beyond the basic glasses-based stereoscopic rendering, the last researches on

the topic are more oriented toward multi-view rendering [1, 2]. In this direction,

one can distinguish between two main technologies:
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• Auto-stereoscopic 3D rendering: the 3D display shows stereoscopic color

images, thanks to a lenticular screen [3]

• Free view point video (FVV) [4]: it enables users to view a 3D scene by freely

changing their viewpoints.

In all cases, the quality of experience (QoE) strongly depends on the availability

of a high number of views, closely arranged around or in front of the scene. In a

high definition (HD) context, the acquisition and further the transmission of such

a number of view streams become rapidly a blocking point for the development of

these kinds of applications. Therefore, the multi-view plus depth (MVD) format

allows capturing and transmitting to the 3D renderer a reduced number of view in

the form of N video streams and the N corresponding per-pixel depth streams.

At the receiver side, the missing intermediate views are synthesised thanks to a

depth-image-based rendering (DIBR) algorithm [5]. In the development of multi-

view-based immersive applications, the processing of the depth information, from

the extraction to the exploitation at client side, is a key factor and has given rise to

many research works. Especially, the depth map estimation remains a highly

challenging problem. Stereo matching has been a very active research in the last

few years. Basically, the depth map estimation process can be subdivided into four

steps [6]: matching cost computation, cost aggregation, disparity computation and

disparity refinement.

The disparity computation is probably the processing step which has been

mostly explored in the literature and the step for which a important variety of

computation methods has been proposed. One among others is the graph cut

approach which is integrated in the reference depth map estimation tool used by

the MPEG consortium [7]. Compared to the local winner-take-all strategy, this

advanced disparity computation method produces depth maps of better quality but

at the price of huge increase of the processing time. On the other hand, a semi-

global matching (SGM) approach proposed in [8] allows to achieve good

performances while keeping an acceptable complexity. Hence, by applying this

basic algorithm it is possible to generate coarse disparity maps in real-time that

can be used for monitoring purposes. In this chapter we intentionally focus on

local disparity map computation methods in order to stay as close as possible to

real-time or near real-time performances. Hence, even if they allow achieving

more accurate depth maps, the global methods are not considered here and the

preferred approach is to better exploit the availability of several views (more than

two) in order to optimize the 3D rendering and especially the synthesis of

intermediary views.

In the specific context of multi-view rendering, the quality of depth maps is very

important to aid synthesis of views with high visual quality at arbitrary viewing

angles. Fast depth extraction methods that operate in real-time (or near real-time)

and are mainly based on disparity estimation yield in spatially and temporally

inconsistent depth values at several regions. These inconsistencies often lead to

lower quality intermediate view synthesis with visible artifacts. Furthermore, the

video object boundaries in the depth maps and the corresponding regions in the
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color images may not be well aligned. This would also result in synthesis artifacts at

the object borders. To overcome these inherent limitations of disparity-estimation

based depth map generation process, an enhancement processing can be applied by

improving the temporal and multi-view coherence of the already estimated depth

maps. In [9], the authors show that increasing consistency of the depth maps of the

different views, the video coding scheme (multi-view plus depth) will achieve better

performances.

In the remaining, we will firstly describe the multi-view acquisition system and

the different post-processing stages which aim at achieving optimized multi-view

content at rendering side. Next, the proposed algorithms are benchmarked and

experimental results are provided. Finally conclusions are drawn, highlighting the

key aspects of this study.

4.2 Acquisition and Post-processing

4.2.1 Devices Architecture

For the purpose of 3D video capturing, a multi-view system made of four industrial

cameras, depicted in Fig. 4.1, has been built. The main features, concerning the

multi-view aspects, of this system can be summarized as follows:

• Transportable rig,

• Linear (1-D Parallel) camera arrangement,

• Focal length: 9 mm,

• Inter-camera distances: 10 cm,

• Video format: YUV4:2:0, HD 1080p/25fps.

In Fig. 4.1, the scheme of the rig with the camera positions is provided and

will be used in the sequel as the reference naming when describing the different

multi-view process: view 1 refers to camera C1, view 2 refers to camera C2, . . .

Fig. 4.1 Transportable

multi-camera system

and camera naming
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4.2.1.1 Cameras and Trigger

In terms of image resolution, the requirement was to be able achieving HD quality:

1080p, 25 fps. Moreover, the choice of the cameras was motivated by the possibil-

ity to easily transport the entire system and to build it rapidly with medium-cost

equipments excluding high-end cameras from the broadcast world. Thus, in order to

fit with a limited budget, the industrial camera depicted in Fig. 4.2 has been chosen.

Another important feature of these cameras is to allow user getting directly the raw

stream (Bayer) instead of RGB or YUV. This is specially interesting in terms of

bandwidth, a Bayer frame being composed of 1,920 � 1,080 Bytes while an RGB

frame will need 3 Bytes for each pixel. Thus, a bandwidth of only 50 MB/s is

required for each camera (instead of 150 MB/s in RGB). In order to synchronize the

cameras on the same capturing instant, the Prosilica accepts an external trigger.

The choice of this external synchronizer has been focused on the Gardasoft CC320

(see Fig. 4.3) which allows triggering up to eight outputs. Finally, the last feature

provided by this device is the GigE Vision interface that provides a bandwidth up to

125 MB/s using the Ethernet protocol.

4.2.1.2 Acquisition and Storage

One of the most challenging aspects of HD multi-view capturing system is its

ability to acquire all the frames continuously, without any discarding. Frame

drooping is definitely not acceptable due to the strict synchronization constraint

Fig. 4.2 Industrial camera

model (AVT, Prosilica

GT1910C)

Fig. 4.3 Camera trigger

(Gradasoft CC320)
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required for stereo rendering. To respect this constraint, the capture workstation has

been equipped with the following hardware:

• Network adapters: composed of 4 Gigabits Ethernet port in order to get the

stream of each camera separately.

• Hard drives: composed of two SSD hard drives able to write data up to 250 MB/s.

Two camera streams are written on each device.

The writing rates of the hard drives are estimated statistically so that for a short

period, this rate could be lower than the required bandwidth. To fix this issue, a

software circular buffer has been used. In principle, it allows storing up to 50 frames

into the Random Access Memory of the server. The concept is illustrated in

Fig. 4.4. After the real time video content acquisition, a second step consists

in post-processing the content in order to achieve an exploitable content in terms

of 3D rendering. Classically, three main steps are needed: color space conversions,

geometrical rectification, and color equalization between views.

4.2.1.3 Color Space Conversion

Due to bandwidth constraints previously mentioned, the streams are recorded in

8 bits Bayer format. Thus, the first post-processing step consists in converting these

raw data to the simple red green blue format. To achieve this transformation, the

method proposed by Sakamoto in [1] has been implemented. In our case, this

conversion is not supposed to be done in real-time and can be easily implemented

and executed on a CPU. Nevertheless, one can note that this kind of image

processing is well adapted to be executed on a GPU, allowing to achieve real-

time performances.

4.2.1.4 Geometrical Rectification

Once the converted RGBmulti-view videos are available, errors due to the mechan-

ical imperfections of a real system must be compensated. These corrections mainly

aim at canceling lenses imperfection and geometrical shift of the camera sensor.

Fig. 4.4 Circular buffer principle
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To achieve this geometrical enhancement, intrinsic and extrinsic parameters of the

four cameras must be extracted. The intrinsic parameters correspond to the lenses

distortion (radial and tangential) and the focal value. The extrinsic parameters are

related to the relative position of the camera’s sensor in the real world. This position

is represented by a 3 �3 rotation matrix and a three components translation vector.

The extraction of these parameters is done using the well-known chessboard cali-

bration method. Around 15–20 different views must be acquired to have an accurate

calibration (see Fig. 4.5). In [10], Kang et al. present a simple and efficient method

that extends the stereo image rectification presented by Fusiello in [11] to parallel

multi-view images. The algorithm is divided into two main stages. Firstly, thanks

to the intrinsic parameters, the lenses distortions are corrected. Next, the alignment

of the four sensor plane is obtained, thanks to the extrinsic parameters (rotation and

translation). This second step is depicted in Fig. 4.6. The last step of the rectification

consists in cropping and resizing the frames in order to keep only the valid pixels of

all the four cameras. In principle, this process aims at finding the valid common area

between the views and to resize each camera view accordingly.

4.2.1.5 Color Equalization

Variations in camera parameters, different illumination conditions, or changes

in viewpoint often cause changes in the color value of corresponding regions in

two images of a scene. Those variations can lead to major problems during

3D processing. Therefore, a color calibration must be fulfilled to make the 3D

algorithms more accurate. Its goal is to set two images or more to the same color

distribution. In our case, the method proposed in [12] has been used as a basis and

adapted in the multi-view context. This method can be divided into two sub-modules

detailed in the sequel.

Fig. 4.5 Chessboard calibration samples
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Color Space Transformation

A key requirement of the chosen color calibration algorithm is to work in an

uncorrelated color space. In a classical color space like RGB space, all the channels

are dependent from the others preventing color transfer operations. An ideal color

space for these techniques is orthogonal, without any correlation between the

components. In [13], Ruderman et al. have developed a color space, called l α β,
which minimizes correlation between channels for many natural scenes. This space

is based on data-driven human perception studies which assume that the human

visual system is ideally suited for processing natural scenes

Statistics and Color Correction

The goal of the algorithm is to transfer the color distribution of a reference image to

a source image. This is done by recalculating the means and the standard deviations

along the three axes l, α, and β. These parameters are calculated separately for each

channel, for both the source and the reference images. First, the mean values are

subtracted from each component of the images:

l� ¼ l� μl

α� ¼ α� μα

β� ¼ β � μβ

(4.1)

Fig. 4.6 Camera plan alignment
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Then, normalization factors are calculated from standard deviations and a scaling

operation is applied as follows:

l0 ¼ σlt
σls

l�

α0 ¼ σαt
σαs

α�

β0 ¼ σ β
t

σ β
s

β�

(4.2)

where t corresponds to the target image used as a reference and s refers to the source
image to be adapted.

After this transformation l0, α0, and β0 represent the l α β components of the

source image with the same standard deviation as the reference image. Finally, the

mean value of the reference image is added resulting to an image with the statistics

of the reference.

In Fig. 4.7 the visual effects of the geometrical and color corrections are

illustrated. Especially, thanks to the delimitation (white dashed line) between

the ground and the green wall in the background, the horizontal alignment is

highlighted. Concerning the color correction, it is worth noticing that the big

difference in terms of colorimetry is mainly due to specific correction applied to

compensate some limitations of the cameras’ sensors rather than color equalization

between views.

Fig. 4.7 Visual effect of the color and geometrical correction on cameras C1 and C2 (top: before
rectification, bottom: after rectification)
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4.3 Depth Map Computing

4.3.1 Depth Map Extraction

Depth and disparity, respectively, noted Z and “Disp” (in pixel unit), are inversely

related according to the following equation:

Disp ¼ ðf :TÞ=ðZ:tpixelÞ (4.3)

where f is the focal distance, T the inter-camera distance, and tpixel the width of one
pixel of the camera sensor.

For simplicity, in the remaining of the chapter f is assumed to be given in pixel

unit and thus Disp ¼ ðf :TÞ=Z
Accurate dense stereo matching is a very challenging task. Especially in the

image areas containing occlusions, object boundaries or fine structure can finally

appear blurred inside the depth map. Lower repetitive textures, illumination

differences, and bad recording conditions can also make this task even more

complicated. In the sequel, an algorithm based on SGM and mutual information

method [8] is briefly described and used further as a general framework for the

experiments. This depth computation method achieves good performances and

the algorithm can be substantially accelerated, thanks to several possible opti-

mizations. Especially, this algorithm can be executed in real time and can be used

for monitoring purposes. The SGM stereo method relies on block matching of

mutual information and the approximation of a global 2D smoothness constraint

by combining many 1D constraints. The method can be divided into three steps

that are described in the sequel.

4.3.1.1 Block Matching Cost Calculation

The goal of this step is to compute the difference between two areas in the left and

right images to find the corresponding pixels. In order to find them, the left image is

divided in blocks and each block is compared with a same size block in the right

image that is moved in a defined range (called “Horopter”) on the same line.

A matching function computes “the cost” associated with each tested area. The

cost is calculated as the absolute minimum difference of intensities between

the tested blocks. Several parameters can be set during this step like the size of

thematchingwindowor the size of the blocks. All the costs are saved to be used in the

next step of the algorithm.
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4.3.1.2 Cost Aggregation

The basic block matching cost calculation is potentially ambiguous and wrong

matches can have a lower cost than the correct ones due to a poor awareness of

image content. Therefore an additional constraint is added that supports smoothness

by penalizing changes of neighboring disparities. Thus the cost aggregation is based

on a penalty-reward system and it is processed among eight paths from all direction

around the block.

4.3.1.3 Disparity Computation

Based on the previous cost aggregation step, the disparity image is determined by

selecting for each pixel p the disparity d that corresponds to the minimum calcu-

lated cost. To avoid problems brought about by not enough textured regions, a

parameter named uniqueness constraint is introduced. It enables to check the

consistency of a region and adapt the disparity computed in regards of it.

As previously mentioned, this three steps disparity map calculation framework is

a basis for numerous fast block matching algorithms. In [14], the authors propose an

optimized version of this kind of local disparity computation method. This study

shows that it is possible to produce depth maps of high accuracy with a local bloc

matching algorithm by applying advanced filtering processes which improve the

spatio-temporal consistency. In addition, the accuracy of the map can be improved

again by refining the decision process, with the use of an optimized reliability

criterion, after the aggregated cost function (ACF) calculation. In Sect. 4.4, this

algorithm will be used as a basis in order to test the multi-view refinement

algorithm proposed in the next section.

4.3.2 Multi-view Depth Refinement

4.3.2.1 Edge Adaptive Median Filtering for Multi-view Depth Maps

This first stage of multi-view depth processing framework comprises three

sub-stages as view warping, adaptive median filtering, and inverse view warping,

as was proposed in [15]. First, considering N total number of viewpoints and

according depth maps, all depth viewpoints are projected to the image coordinates

of the center viewpoint N∕2 . This process is depicted in Fig. 4.8. The depth maps

are transformed to the real world depths by:

D x; y; t; nð Þ ¼ d x; y; t; nð Þ
255

� z�1
near � z�1

far

� �þ z�1
far

� ��1

(4.4)
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where x and y depict the image coordinates, t denotes the time, n denotes the

viewpoint number, znear and zfar denote the smallest and largest depth in the scene

(in physical units). D and d stand for the actual depth value and quantized depth

value (in the range of 0–255) of a pixel, respectively. Afterwards, these transformed

depth values are used to obtain the three-dimensional coordinates as:

u; v;wð Þ ¼ RðnÞ � A�1ðnÞ � x; y; 1ð Þ � D x; y; t; nð Þ þ TðnÞ (4.5)

where the functions A(n), R(n), and T(n) represent the intrinsic parameters, rotation,

and translation, respectively, of the nth camera viewpoint. Then, all coordinates are

projected back to the image coordinates of camera n0, which is the center camera:

u0; v0;w0ð Þ ¼ Aðn0Þ � R�1ðn0Þ � u; v;wð Þ � T n0ð Þf g (4.6)

The projected coordinates (x0, y0) are expressed in a homogeneous two-dimensional

form as x0 ¼ u0=w0 and y0 ¼ v0=w0: Finally, the warped depth map values are

denoted as:

d0n0 x; y; t; nð Þ ¼ d x0; y0; t; nð Þ (4.7)

The forward warping process is followed by the main processing cycle, i.e. the

adaptive median filtering, incorporating all the warped depth map frames. The

mentioned median filter is applied on a four-dimensional window, S. The shape

of the window S is adaptive to edges and also the motion in the multi-view

sequences. Hence, the adaptation factors are defined as: (1) the local variance of

the depth values and (2) the local mean of the absolute difference between the

luminance components of the two consecutive color video frames. They are

denoted as V (x, y, t) and m(x, y, t), respectively. Both parameters are computed

in a 5 �5 spatial neighborhood Nt;n0 x; yð Þ taken at the time instant t and viewpoint

n0 and are centered around the spatial location (x, y). Accordingly, the first param-

eter is computed as:

V x; y; tð Þ ¼ var D0
n0

Nt;n0 x; yð Þ� �� �
(4.8)

And the second parameter is computed as:

m x; y; tð Þ ¼ mean c Nt;n0 x; yð Þ � c Nt�1;n0 x; yð Þ� �� ��� ��� �
(4.9)

Fig. 4.8 N views projection to the image coordinates of the center view
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The two parameters are compared to two different threshold values Thrv and

Thrm, respectively. For instance, if the variance is lower than the threshold (i.e., not

an edge), the window includes all the 5 �5 neighborhoods across all warped depth

representations. Otherwise, the window is restricted only to the center pixel across

all warped depth representations. Moreover, if no motion is detected, i.e. the

computed m is lower than Thrm, then the temporal coherence is enforced

by including the locations at the previous time instant (t � 1) in the window.

An example of the window, where both factors are smaller from their respective

threshold values is given in Fig. 4.9 [15].

Following the construction of the adapted multi-dimensional window, the

resulting depth values are obtained by median filtering on the same window as:

D0
n0

x; y; t; nð Þ ¼ median½D0
n0

N x; y; tð Þð Þ� (4.10)

For all cameras. It should be noted that the inter-view coherence is achieved in

this case by using the same resulting real world depth value for all views n ¼ 1,

. . ., N. Following this computation, the filtered real world depth values are mapped

back to the luminance values ranging from 0 to 255, and the inverse view warping

takes place to map back the filtered depth luminance values to their original

viewpoint’s image coordinates. The occluded depth pixels in the image coordinates

of the center viewpoint are processed in subsequent stages, by setting the target

viewpoint as the cameras numbered N=2d e � 1, N=2d e � 2; . . . instead of N=2d e.

4.3.2.2 Color Texture/Depth Edge Alignment on the Resultant

Depth Maps

After the first processing stage, in order to make the resultant depth maps easier to

compress, the median filtered depth values are smoothed using a joint-trilateral

filter, which incorporates the closeness of depth values, as well as the similarity of

both the color and depth map edges. In each depth viewpoint, for each pixel to be

processed, a window of 2w �2w is formed centered at that particular depth pixel.

Fig. 4.9 Sample multi-dimensional window, when both the variance and motion factors are

smaller than their respective threshold values
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Subsequently, in these kernels of 2w�2w (denoted byΩ), the filtered depth value is

computed as:

D00
p ¼

P
q2Ω

coeffpq � D0
q

P
q2Ω

coeffpq
(4.11)

where q denotes a pixel within the kernel, p is the center pixel to be processed andD0
q

the depth value of pixel point q obtained from (4.10). The “coeff” is a multiplication

of three different factors, namely the closeness in pixel, similarity in depth value, and

the similarity in color texture value:

coeffpq ¼ c p; qð Þ � sdepth p; qð Þ � scolor p; qð Þ (4.12)

The filters related to these three factors are considered as Gaussian filters

centered at point p. Accordingly, these individual factors are denoted as:

c p; qð Þ ¼ exp � 1

2
p� qð Þ2=σ2c

� �

sdepth p; qð Þ ¼ exp � 1

2
dp � dq
� �2

=σ2sdepth

� �

scolor p; qð Þ ¼ exp � 1

2
Ip � Iq
� �2

=σ2scolor

� �
(4.13)

where d represents the depth values of pixel points p and q, and I represents the
corresponding color texture luminance values. The standard deviations are calcu-

lated for each kernel, such that the group of pixels within the kernel (of size

2w �2w) fall into the 95 % confidence interval in the Gaussian distribution

[9]. Hence, all the standard deviation parameters within these three factors are

equal and calculated as:

σc ¼ σsdepth ¼ σscolor ¼ w=2 (4.14)

Figure 4.10 depicts a visual example from a depth frame of three neighbor

viewpoints (from Pantomime sequence), before and after the application of the

two stages of processing. From Fig. 4.10, it can be seen that many obvious textural

differences existing among the depth frames of the same time instant are removed

as a result of the application of the processing stage. Furthermore, many textural

gradients are also smoothened while preserving and correcting the depth edge

transitions in the second stage of the processing.
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4.4 Experimental Results

In order to validate the multi-view capturing system and the disparity map extraction

methods presented previously, different contents have been captured in the follow-

ing conditions:

• Resolutions: HD 1080p/25fps,

• Pre-processing: inter-view alignment and color equalization,

• Inter-camera distances: T ¼ 10 cm,

The simulations results presented in this section are obtained from the

processing of streams coming from two shooting scenario:

• “Musicians”: three persons playing music statically

• “Actors”: three persons talking and moving on a stage.

For each sequence, a sample of 2 s (50 frames) has been extracted and further

used for the simulations.

In order to evaluate the quality of the disparity maps, a classical approach

consists in calculating the objective quality metric (e.g., PSNR) of a depth image-

based rendered view. In the sequel, we will focus on cameras C1, C2, and C3 (see

Fig. 4.1) and the disparity map will be calculated between cameras C1 and C2 or

cameras C2 and C3. Then the views corresponding to cameras C1 and C3 are

reconstructed from the view corresponding to C2 and the disparity maps.

Fig. 4.10 State of the multi-view depth maps before and after the processing stages
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4.4.1 Depth Map Extraction

In this study, the development of a new stereo depth map extraction algorithm,

beyond state of the art in term of depth accuracy, is not targeted. On the other hand,

fast and practical algorithms have been used in order to provide depth of rather high

quality that are enhanced next by exploiting the multi-view aspects. Thus, in this

section, we provide visual results of the kind of disparity one can produce in real-

time or near real-time conditions with the two disparity extraction algorithms

presented before. Depth rendered views are also provided with the corresponding

quality metrics which are more intensively used further (Sect. 4.4.2) when

evaluating the coding performances.

4.4.1.1 Semi-Global Block Matching

In Fig. 4.11, visual results of the semi-global block matching approach are

provided. The top left picture corresponds to the first frame of the original stream

(after geometrical and color correction) coming from camera C3. The top right

picture is a gray scale representation of the disparity between camera C3 and

camera C2. This disparity is the result of the SGBM algorithm, followed by a

Gaussian blurring filter applied with a 51 � 51 kernel. The disparity map directly

provided by the SGBM algorithm is of good accuracy, but when using it for DIBR

without more processing, many occluded pixels appear in the synthesized view. On

the other hand, applying the blurring filter on the coarse disparity map slightly

decreases the accuracy of the depth but allows reconstructing more pixels. Hence,

on the bottom right picture, which represents the reconstructed view 3, without

enhancement processing, we can see the occluded pixels in black. This amount of

occluded pixels ( �5 %) remains quite low and allows the appliance of inpainting

technique [16, 17] in order to reconstruct the entire video frame. The entire

reconstructed frame of view 3, after inpainting, is represented on the bottom left

of Fig. 4.11. The quality of this picture measured by the PSNR (�33 dB) is

definitely good. However, strong object deformations can be observed, especially

for the microphone stands in the foreground. Even if it is not really visible due to

the black areas in the bottom right picture, these deformations are already present

before inpainting the image and are directly produced by the DIBR. Thus, these

artifacts visible on slim objects clearly illustrate the main drawback of the blurring

filter (loss of high frequencies) applied on the depth map. These first simulations

results highlight the need of a very accurate disparity map in order to allow high

quality view synthesis.
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4.4.1.2 Accurate Local Block Matching

In a second time, the accurate local block matching algorithm proposed in [14] has

been tested in order to generate more accurate disparity maps while executing in

near real-time (�11 frames per second), thanks to a GPU-based implementation.

Regarding the disparity map (top right) obtains with SGBM algorithm, one can

clearly visually appreciate the improvement brought by the accurate block

matching algorithm. Despite an important level of noise on the background, the

different objects of the scene are remarkably well segmented. In this case, any

blurring algorithm has been applied and the disparity map has been used directly

from the block matching in order to render the bottom right reconstructed picture

with occlusions. The number of occluded pixels is slightly the same than what was

obtained with SGBM algorithm and the PSNR after inpainting (bottom left) is very

close to 33 dB as well. However, the microphone stands are significantly better

reconstructed with this method, showing the benefit of this accurate block matching

approach (Fig. 4.12).

In addition, for this second method, it is important to note that the disparity map

has been obtained after merging the two disparity maps: one computed from C2 to

C1 and the other computed from C2 to C3, leading to lower performances than the

ones obtained with only the disparity from C2 to C3. Indeed, in a MVD transmission

scheme, it is classically expected to transmit only one disparity or depth map per

view. Since in a multi-view system the disparity can be computed from both right

and left sides, this implies to efficiently merge the two disparities without

Fig. 4.11 Disparity map and view synthesis with SGBM (top left: original view 3, top right:
disparity map, bottom left: synthetised view 3 with inpainting (32. 97 dB), bottom right:
synthetised view 3 with 4 % of occluded pixels)
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penalizing the right or the left reconstructed frames quality at rendering. In the next

section, regarding this information coding challenge, different compression

schemes are proposed and evaluated.

4.4.2 Depth Map Enhancement and Coding Performances

In this section, it is assumed that the disparity maps are transmitted through a

limited bandwidth channel. The objective here is to evaluate different coding

schemes of the disparity maps without considering any other compression methods

for the corresponding views. Thus, in order to not introduce any other bias in the

quality of the reconstructed frames, the view which is used as an input for the DIBR

does not suffer from any kind of lossy coding artifacts. Obviously, in a practical use

case the four views are compressed to fit with bandwidth constraints.

Taking into account of the disparity map transmission, different coding schemes

can be considered. As previously explained, when considered a four camera multi-

view system, six different disparity maps can be theoretically extracted: from C1 to

C2 (Disp12), from C2 to C1 (Disp21), from C2 to C3 (Disp23), from C3 to C2 (Disp32),

from C3 to C4 (Disp34), and from C4 to C3 (Disp43). Hence, the first transmission

scheme consists in transmitting these six disparity maps without any merging

process. Although this scenario is bandwidth consuming, it is even possible to

reduce the bitrate by using an adapted coding format like MPEG-4 multi view

coding (MVC) [18]. For instance, by using MVC, the two disparity maps: Disp21

Fig. 4.12 Disparity map and view synthesis with accurate local block matching (top left: original
view 3, top right: disparity map, bottom left: synthetised view 3 with inpainting (32. 81 dB),

bottom right: synthetised view 3 with 5 % of occluded pixels)
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and Disp23 associated with view 3 are encoded in the same video elementary

stream. In the sequel this scenario is referred to as the “two disparity maps” scenario

and the video elementary stream is obtained, thanks to JM reference software [19]

which supports MVC encoding.

On the other hand, instead of coding the two disparity map streams, a merging

process can be applied on the corresponding depth maps. A simple approach

consists in computing the mean depth obtained from Disp21 and Disp23 before

encoding and transmission:

Z2 ¼ ðZ21 þ Z23Þ=2 (4.15)

where Z21 ¼ f :T=Disp21 and Z23 ¼ f :T=Disp23.
After simplification, we can write:

Z2
f :T

¼ 1

2

1

Disp21
þ 1

Disp23

� �
(4.16)

Let’s call Disp2 ¼ f :T=Z2 the new disparity obtained after the merging process:

Disp2 ¼ 2:
Disp21:Disp23
Disp21 þ Disp23

� �
(4.17)

In the sequel, this approach is referred to as the “simple merge” scenario and the

merged video stream Disp2 is then encoded in MPEG-4 AVC format with the JM

encoder. Finally, the third approach referred to as “enhanced disparity map”

consists in merging the redundant disparity maps during the wrapping/inverse

wrapping process described in (4.3.2) and which can be seen as an enhanced

merging process regarding the merging described by (4.17).

The graphs presented in Figs. 4.13 and 4.14 show the multi-view depth map

coding performances for “Musicians” and “Actors” sequences, respectively, with

regard to the view synthesis quality (using PSNR metric). The horizontal axis

shows the disparity map coding bitrate and the vertical axis indicates the

PSNR values of the synthesized views: view 3 on top and view 1 on the bottom.

As described in (4.4.1), a simple DIBR without post-processing (e.g., inpainting)

generates images with occluded pixels. In the PSNR computing, these black pixels

introduce an important bias, leading to unexploitable results. In order to avoid this

drawback and for simplification purposes, these occluded pixels are excluded from

the set of pixels used for PSNR calculation. By doing this, an unfair factor is

potentially introduced when comparing the performances. However, by observing

the percentage of reconstructed pixels (not occluded) provided in Figs. 4.15

and 4.16, one can notice that these values are very close for each evaluated

approach. In all cases, the value never falls below 94 % and never exceeds 97 %,

while the maximum distance between two scenarios at a given bitrate remains

below 1 %. In addition, without going further in the analysis of the results, it is

interesting to observe that in a general manner the number of reconstructed pixels
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Fig. 4.13 Rate-distortion curves comparison, sequence “Musicians”

Fig. 4.14 Percentage of reconstructed pixels, sequence “Musicians” (top: view 3, bottom: view 1)
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is more important for the approaches where the measured PSNR is higher as well,

which validates our comparison method in terms of fairness.

Figures 4.13 and 4.14 show that in average, the “merged” approaches (one

disparity map per view) achieve better performance than the “two disparity

maps” approach. In almost practical bitrate ranges, the “simple merge” approach

outperforms the method based on two maps. Indeed, the averaging between depth

results to a better spatial consistency of the maps and then to better coding

performances. For the very low bitrates, the “enhanced disparity map” significantly

outperforms the two others approaches. Especially, around 500 kbps, a gain higher

than 1. 5 dB (up to 3 dB) is usually reached. These results demonstrate the

efficiency of the proposed algorithm for the improvement of the spatial, temporal,

and multi-view consistency of the maps leading to maximized compression

performances.

Regarding Figs. 4.15 and 4.16, it is interesting to note that the percentage of

reconstructed pixels is monotonically decreasing functions with the bitrate for the

merged approaches whereas increasing the compression sometimes allows

reconstructing more pixels with the “two disparity maps” approach. Actually,

without any consistency enhancement after disparity map extraction, the video

compression process somehow acts as a lowpass blurring filter, increasing the

number of reconstructed pixels, as observed in (4.4.1), while degrading the video

quality.

Fig. 4.15 Rate-distortion curves comparison, sequence “Actors”
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Finally, Fig. 4.17 provides a visual comparison of a reconstructed video frame

(at 450 kbps), between the “two disparity maps” and the “enhanced disparity map”

approaches. This figure clearly shows the benefit of the enhanced method in terms

of rendering artifacts. Especially, the faces of the two actress are strongly deformed

or occluded on the borders in the central pictures. In addition, even if some artifacts

are visible on the stepladder on the picture obtained with the enhanced maps

(bottom), the general shape of the object is really much preserved.

4.5 Conclusion

This chapter provides a complete framework for multi-view acquisition, with a

deep focus on depth map processing, in order to provide high quality views and

depth maps streams to the encoding stage and to allow optimized intermediate view

synthesis at rendering side. The capturing devices are dimensioned in order to

perform real-time 1080p@25fps HD acquisition. As presented in the experimental

results section, coarse disparity maps with acceptable quality can be extracted by

implementing a fast version of the SGBM algorithm. While executing very fast, a

more complex and accurate block matching-based method allows achieving dis-

parity maps with significant improvements. Different coding schemes, for the

Fig. 4.16 Percentage of reconstructed pixels, sequence “Actors” (top: view 3, bottom: view 1)
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Fig. 4.17 Visual comparison of reconstructed view 3 with disparity map encoded at 450 kbps,

sequence “Actors” (top: original frame, middle: two disparity maps per view, bottom: enhanced
disparity map per view)
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transmission of the disparity maps are proposed. Finally, it has been demonstrated

that applying a depth map refinement algorithm allows enhancing the depth images

and then significantly increasing the quality of the synthetised views in a

constrained bitrate environment.
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Chapter 5

Object-Based Spatial Audio: Concept,

Advantages, and Challenges

Chungeun Kim

Abstract One of the primary objectives of modern audiovisual media creation and

reproduction techniques is realistic perception of the delivered contents by the

consumer. Spatial audio-related techniques in general attempt to deliver the impres-

sion of an auditory scene where the listener can perceive the spatial distribution of

the sound sources as if he/she were in the actual scene. Advances in spatial audio

capturing and rendering techniques have led to a new concept of delivering audio

which does not only aim to present to the listener a realistic auditory scene just as

captured but also gives more control over the delivered auditory scene to the

producer and/or the listener. This is made possible by being able to control the

attributes of individual sound objects that appear in the delivered scene. In this

section, this so-called “object-based” approach is introduced, with its key features

that distinguish it from the conventional spatial audio production and delivery

techniques. The related applications and technologies will also be introduced, and

the limitations and challenges that this approach is facing will follow.

5.1 What Is Object-Based Audio?

As briefly mentioned above, object-based audio fundamentally aims to record or

capture the sound objects instead of audio channels which correspond to all the sound

coming from given directions. The information necessary to place the individual

objects in the rendered auditory scene as intended is also recorded or created. At the

rendering side, this information is applied to the processing of each audio object

signal such that the object sounds as if it were at the corresponding position, towards

the corresponding direction. Attributes such as sound level, position, and orientation
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are therefore essential in this auditory scene information. The audio rendering

system operates as a mixer which interprets the scene information and reproduces

the scene through the given number of transducer feeds (headphones or multichannel

loudspeakers) as mixtures of the objects. The placement and mixing of the objects

can be achieved by applying perceptual cues to the source signals, such as interaural

time and level differences (ITD and ILD) and head-related transfer function (HRTF)

for binaural or conventional multichannel surround systems [1,3], or by physically

generating the total sound field within a given listening area corresponding to the

captured scene, in the case of ambisonic [8] or wave field synthesis (WFS) [2]

systems. This implies that object-based audio is fundamentally independent of the

rendering configuration—any can be used if the scene information is interpreted

and used correctly for processing.

5.2 Differences from Conventional Channel-Based

Approach

For distinction from the term object-based, the conventional method currently being

used widely for spatial audio production can be called as “channel-based,” since it

captures and delivers audio signals for dedicated channels as mixtures of objects.

Figure 5.1 conceptually describes and compares the typical operation from capturing

to rendering of spatial audio in conventional channel-based approach to that in the

object-based approach, for a 5.1-channel loudspeaker system as an example.
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Fig. 5.1 Typical processing flow of audio signals for 5.1-channel loudspeaker configuration:

(a) using conventional channel-based approach and (b) using object-based approach
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In the channel-based chain, each input (denoted as source) typically corresponds

to a sound object or sometimes a mixture of objects or various acoustic “effects”

without actual objects (such as reverberation). The postproduction module operates

mainly as a mixer that places the incoming sources at the intended positions, based

on the scene information at the capturing site, in the auditory scene represented

by the 5.1-channel loudspeakers. The output from this module usually has the

form of a multichannel interleaved audio stream. It can be encoded further through

compression, depending on the application, as an archived medium or as a stream

towards a remote renderer. The decoder and/or renderer simply retrieve the produced

audio channels and feed them to the corresponding loudspeakers.

On the other hand, in the object-based approach, the inputs mostly represent

individual sound objects. The postproduction module prepares the objects along

with the scene description, generated from the information of the captured scene.

This needs to include all the detailed information as parameters required for correct

rendering, such as the level, position, orientation, reverberation-related parameters

(e.g., delay time and amount), and other spatial parameters (related to width and

envelopment), that can vary with time. It also needs to be organized in a format that

can be interpretable at the rendering side. Encoding and decoding processes can

be introduced as in the channel-based approach, suitable for multi-object signals, to

save the data storage or transmission bandwidth. The input to the rendering module

is the same as the postproduction output. Compared to the channel-based approach,

it is at this stage that the mixing and placing of objects happens, corresponding to

the scene description. The processor inside the rendering module will produce the

right feed to each loudspeaker channel using the scene description parameters and

the object signals. Depending on the application, the end user at the rendering side

can be given an additional control over the objects—that is, the user can adjust the

scene description before the final rendering and thus the object distribution or

characteristics in the auditory scene.

5.3 Advantages of Object-Based Approach

One of the main advantages of the object-based spatial audio over the channel-based

approach is the enhanced control over individual objects. As mentioned already

in the previous section, the object-based approach can give control over the scene

description and therefore the individual objects both to the producer and to the end

user, whereas in the channel-based approach, the detailed editing of individual

sound objects is possible only by the producer. This feature is useful in applications

where the user can interact with the auditory scene. For example, in video games,

virtual reality (VR) applications or augmented reality (AR) applications, the player

or the user’s movement often causes the auditory scene to change and the objects to

be redistributed relatively. Object-based rendering has already been being used for

these applications, with the user movement data playing the role of the rendering

control input. Another example in more general audio recording-reproduction chain
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is the user’s control over one or more individual objects in the total mix, without

affecting the others at all. A voice track can be moved, boosted, reduced, or muted

completely by the listener, in a song with background music as a mixture of various

objects including instruments and vocals, which have not been possible in the

channel-based approach without degrading the overall original mix. This enables

the user to create his/her own mix, above the producer’s intentions, and even above

reality if wanted.

Another advantage of the object-based spatial audio could be the wider scalability

of the produced material over a variety of rendering systems. The material produced

in the object-based manner does not need to consider or to be affected by the

rendering system configuration (binaural [11], multichannel loudspeakers, or WFS),

since the configuration-specific mixing is carried out by the rendering module.

Channel-based production material, however, is fundamentally bound to the

rendering configuration. Although it is possible to convert the format at the rendering

process (e.g., upmixing/downmixing), the original mix is inevitably altered through

this conversion. In the object-based approach, the same material can be used

by rendering modules with different configurations for the corresponding output

formats, provided that they can interpret the same format of scene description

relevantly for their own internal processing—for example, HRTF filtering, Vector-

Based Amplitude Panning (VBAP) [10], or WFS processing. Here comes the need

for a common scene description format. The Virtual Reality Modeling Language

(VRML) standard [6] is known as one of the early forms of such format. Based

on this, the Moving Pictures Experts Group (MPEG) later standardized the

Binary Format for Scene Description (BIFS) [12] for this purpose. Audio Scene

Description Format (ASDF) [4] and Spatial Sound Description Interchange Format

(SpatDIF) [9] have also been suggested by other collaborative groups. All of these

formats specify the methods to convey the scene description efficiently, using

predefined hierarchical entities with features necessary to render the sound objects.

5.4 Challenges of Object-Based Approach

Despite the advancement and potential as the next step of the spatial audio technology,

the object-based approach has some challenges to overcome to completely replace

the conventional method for spatial audio capturing and production. One of the key

challenges is the increasing data size for increasing number of objects to deliver.

While in the conventional channel-based production the amount of data is already

determined by the number of channels at the rendering side regardless of the

number of objects, in the object-based approach the number of objects included

in the captured auditory scene determines the amount of data, which can exceed the

number of channels in typical multichannel loudspeaker configurations. Additional

encoding (compression) would therefore be desirable, particularly in applications

requiring streaming, to save the bandwidth. Advanced Audio Coding (AAC) [7],

standardized in the MPEG-2 and MPEG-4 specifications, can be used for this,
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supporting compression of up to 48 channels of interleaved audio. Spatial Audio

Object Coding (SAOC) [5] in the more recent MPEG-D specification is particularly

designed for object-based audio storage or transport. In SAOC, individual audio

objects are downmixed into mono or stereo signals to minimize the media size

and the bandwidth. Meanwhile, side information is prepared which describes the

properties of all audio objects and stored as bitstream in addition to the downmixed

signals. This side information is used later at the decoding stage for the retrieval

of the audio objects. These coding techniques help to reduce the bitrate in the case

of a large number of objects to be included in the scene.

Another challenge in the object-based approach is the complexity of the material

production. Firstly, if a large number of objects (e.g., instruments in an orchestra)

need to be captured simultaneously, obtaining the individual object signals with

microphones, without interference from those of adjacent objects, can be difficult,

depending on the scene characteristics. A large number of microphones can also

be problematic in audiovisual production, if somehow the microphones should not

be noticeable. Secondly, if the captured objects are moving, the scene description

needs to contain all the trajectories of all captured objects. Authoring of such

scene descriptions may not be possible, particularly for broadcasting applications

where “live” streaming operation is often required. A solution for the total live

operation of the object-based processing chain would need to involve some type of

tracking technology, leading to automatic and real-time authoring of the complex

scene description. This keeps the object-based approach at the current stage from

replacing the channel-based method for the whole broadcasting applications range.

5.5 Summary and Conclusion

The concept of object-based spatial audio capturing to rendering approach has been

introduced, with its advantages and challenges as the next step in the spatial audio

technology. Its nature of capturing, encoding, and storing or streaming individual

sound objects instead of channels as pre-rendered mixture of objects has been

described. The meaning of scene description, a feature necessary in the object-

based approach for correct final mixing and rendering in various configurations,

has been introduced. The user’s control over separate objects in the final mix

without affecting the others has been described as an advantage that enables

interaction between the user and the produced auditory scene. The outlook of

using a common scene description language that allows the same production

content to be used for multiple rendering systems has also been described as another

beneficial point compared to the channel-based approach. Current challenges of

this approach, such as larger media sizes for a large number of objects, and

the increased complexity in capturing the individual objects separately and in

generating the scene description particularly for broadcasting applications,

have also been described. However, it has been expected that currently available

multichannel or multi-object coding techniques will enable efficient data saving
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and that relevant tracking technology along with scene-specific capturing equip-

ment arrangement will enable live production of the scene description and the

object-based audio material. With these developments foreseen, the object-based

approach is promising as the advanced method of delivering spatial audio for the

future, with improvements in general computing power and in data transfer speed.
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Chapter 6

Transport Protocols for 3D Video

Athanasios Kordelas, Ilias Politis, and Erhan Ekmekcioglu

Abstract The multi-view three-dimensional video streaming is emerging as an

important technology for future multimedia services. During the last decade, an

explosive growth of video applications over the Internet has occurred, resulting

to the demand of better network performance. This includes the need to extend

video coding and transport protocols as well as to discover new protocols that

will guarantee the delivery of real-time high-quality 3D video to consumers. This

chapter provides an extended overview of the most widely used media transport

protocols MPEG2-TS and RTP on top of scalable video bitstreams. Nevertheless,

these protocols have several limitations and are missing key functionalities. Hence,

this chapter provides a description of the most recent developments in the MPEG

media transport protocol, which is emerging as the next state-of-the-art application

layer transport protocol.

6.1 Introduction

MPEG developed the MPEG2 transport stream (TS) [1] in the early 1990s, and

since then it has been widely used in media delivery systems such as cable, satellite,

and terrestrial delivery of video. Today’s digital broadcast channels as specified by

the Digital Video Broadcasting Project (DVB) [2] or the Advanced Television

Systems Committee (ATSC) [3] rely on MPEG-2 systems for encapsulation and

signaling for media delivery. Although over the years new encoding standards such
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as H.263 [4], MPEG-4 visual Part 2 [5], and H.264/MPEG-4 Advanced Video

Coding (AVC) [6] and Scalable Video Coding (SVC) [7] have been developed, no

significant requirement to update the delivery chain based on MPEG-2 transport

stream (TS) has arisen.

On the other hand, the standardization organizations such as IETF, IEEE, and

3GPP have been developing a number of protocols that define the delivery of

packetized multimedia content over IP networks. In particular, the real transport

protocol (RTP) [8] is an application layer protocol responsible for transporting

real-time media data over IP using a variety of underlying transport layer protocols

(e.g., TCP [9], UDP [10], and DCCP [11]). The main functionalities provided by

RTP include real-time media encapsulation, media synchronization, basic quality

of service signaling, and basic coordination for multiparty communication. This

makes RTP suitable for different scenarios such as live broadcasting, on-demand

multimedia streaming, and other conversational services. Recently, RTP has been

updated in order to accommodate forward error correction (FEC) mechanisms and

advanced signaling about the received media quality as well as security [12].

The evolution of both standards over the past years has been fuelled by the

convergence of broadcasting and mobile services as well as the integration of

heterogeneous networking access technologies. The result of this new era in

networking is characterized by the need for high availability of both networks

and services, in addition to seamless multimedia service continuity across them.

Recently, MPEG has been working towards defining a more efficient media trans-

port standard called MPEG media transport (MMT) that aims at addressing all the

inefficiencies and disadvantages of current media transport protocols [13].

The rest of the chapter discusses the existing multimedia transport standards

MPEG2-TS and RTP with the emphasis on scalable 3D video delivery and includes

a presentation of the functionalities and mechanisms described in the current MMT

working draft.

6.2 Existing Media Delivery Standards

6.2.1 MPEG-2 Transport Stream

6.2.1.1 General Principle

The MPEG-2 transport stream format specification (MPEG-2 TS, or TS) describes

how to combine one or more elementary streams of video and audio, as well as

other data, into single or multiple streams that are suitable for storage or transmis-

sion. MPEG transport stream is widely used and is the basis for digital television

services and applications [14].

A transport stream can be a combination of several programs (e.g., TV

channels), where each program comprises elementary streams that share a common

time base. A transport stream is a continuous succession of fixed size and mixed
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(e.g., audio, video, or related data) packets. Several types of elementary streams can

be encapsulated, such as MPEG-2 video (ISO/IEC 13818-2), H.264/ MPEG-4 Part

10 AVC (ISO/IEC 14496-10), SVC and MVC, MPEG-2 Part 7 Advanced Audio

Coding (ISO/IEC 13818-7), as well as other information such as metadata and

electronic program guides (EPG), including proprietary information. Each such

elementary stream type has been defined in MPEG-2 TS standard, and the addition

of a new supported format requires an amendment to ISO/IEC 13818-1. An

example is the new HEVC standard [15].

A transport stream packet starts with a sync byte and a header as depicted in

Fig. 6.1. Additional optional transport fields, as signaled in the optional adaptation

field, may follow. The rest of the packet consists of payload. TS packets are

188 bytes in length among which 4 bytes are dedicated to the header. For recorded

media applications (such as Blu-ray disks), an optional 4 bytes header can take

place before the sync byte, carrying time stamp information.

The first byte of the TS packet header is the synchronization byte (0x47 in

hexadecimal representation). Transport error indicator bit determines if the TS

packets contain errors after the error correction process (e.g., Reed-Solomon FEC

in DVB-S). Payload unit start indicator signals that the first byte of the TS payload

is also the first byte of a packetized elementary stream (PES), which includes an

elementary stream. The continuity counter is incremented along successive TS

packets belonging to the same packetized elementary stream and is used to detect

packet losses.

A 13-bit packet ID (PID) identifies each table or elementary stream in a transport

stream. A demultiplexer extracts elementary streams from the transport stream in

part by looking for packets identified by the same PID. Apart from 17 reserved

Fig. 6.1 MPEG2-TS packet header
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values for specific purposes, the PID can take one of the 8,175 available values,

which corresponds to the maximum number of elementary streams that can be

present in a transport stream.

Within the 17 reserved values, a TS packet exists with a unique PID value of

0x0000 called Program Association Table (PAT) that lists the PIDs of the tables

called Program Map Table (PMT) describing each program.

Each single program is described by a PMT in which the PIDs of the TS packets

associated with that program are listed. PAT and PMT relationship in MPEG2-TS is

depicted in Fig. 6.2.

When the data transmission scheme imposes strict constant bitrate requirements

on the transport stream, some additional packets containing no useful information

(i.e., stuffing) can be inserted. Usually, PID 0x1FFF is reserved for this purpose.

To enable a decoder presenting synchronized audio and video content, a

program clock reference (PCR) is transmitted in the adaptation field of an

MPEG-2 transport stream packet. The PCR is associated to a unique PID and is

identified by the pcr_pid value in the corresponding Program Map Table (PMT).

The transport stream system layer is divided into two sub-layers, one for

multiplex-wide operations (the transport stream packet layer) and another for

stream-specific operations (the PES packet layer). Packetized elementary stream

is a logical construction and is not defined as a stream for interchange and

interoperability purposes. For transport streams, the packet length is fixed, while

both fixed and variable packet lengths are allowed for PES, which may be larger

than TS packet length. A PES packet consists of a header and a payload, which are

data bytes of the elementary stream. There are no requirements to align the access

units (i.e., the video frames in the case of a video elementary stream) to the start

of a PES packet payload. A new access unit can start at any point in the payload of

a PES packet, and several access units can be contained in a single PES packet.

A PES packet header starts with a prefix code followed by the stream_id that allows

distinguishing PES packets that belong to the specific elementary stream types

within the same program. For SVC video streams, all video sub-bitstreams of the

same video stream shall have the same stream_id value. Following bits include the

PES packet length and two flags indicating the presence of optional information

such as copyright information or times stamps (PTS/DTS). Time stamps are used to

ensure correct synchronization between several elementary streams of the same

program.

Fig. 6.2 PAT and PMT

relationship in MPEG2-TS
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The value of the program clock reference (PCR) is employed to generate a

system time clock (STC) in the decoder. The STC provides a highly accurate

time base that is used to synchronize audio and video elementary streams. This

synchronization uses the PTS/DTS (presentation time stamp/decoding time stamp)

information. Clocks used at the multiplexer and decoder are measured in units of

27 MHz coded in 42 bits. Each program of a multiplex has its own independent

clock which needs not to be synchronized with clocks of other programs of the

multiplex. PCR must appear in the multiplex at least every 0.1 s. The presentation

time stamp specifies the time in which the decoded access unit has to be presented

to the viewer. The decoding time stamp (DTS) specifies the time an access unit has

to be decoded. DTS is necessary when B pictures are present in the video elemen-

tary stream, since their order of arrival at the decoder is not the same as the

presentation order. DTS is always accompanied by PTS. PTS needs to be equal to

or greater than its associated DTS. Usually, PTS can be used alone in the elemen-

tary stream. Time stamps are expressed in units of 90 kHz and coded in 33 bits.

6.3 Multiplex of MPEG-4 Scalable Video Coding

Elementary Streams

SVC is part of MPEG-4 AVC/H.264 specification and detailed in Annex G of

ISO/IEC 14496-10 | ITU-T H.264. SVC provides scalability on top of an AVC

bitstream that is used as a base layer and can be decoded independently from the

enhancement layer(s). Thus, an SVC bitstream is backwards compatible with AVC.

SVC video data is included into NAL (Network Abstraction Layer) units

(NALUs) called Video Coding Layer (VCL) NAL, each of them being a packet

containing an integer number of bytes. The first byte of each NAL unit is a header

byte that contains an indication of the type of data in the NAL unit, and the

remaining bytes contain payload data of the type indicated by the header.

NAL units contain video data or other information types, such as sequence

parameter set (SPS), picture parameter set (PPS), and optional supplemental

enhancement information (SEI). The SPS contains important information that is

necessary for the decoding of the video sequence, whereas the PPS contains

important information that is necessary for the decoding of one or more pictures

in the sequence. SEI has been described in detail in Annex E of ISO/IEC 14496-10.

SVC requires the addition of SPS extension and PPS for the extension slices.

A video sequence consisting of a number of successive access units with an SPS

can be decoded independently from any other coded video sequence. Each encoded

picture belongs to one single access unit that can be signaled by the use of an access

unit delimiter NAL (NAL type 9). VCL NAL units of an access unit consist of a set

of slices belonging to the same picture. At the beginning of a coded video sequence,

the first picture is included in an IDR (instantaneous decoding refresh) access unit.

An IDR access unit contains an intra-picture, decodable independently from the

6 Transport Protocols for 3D Video 91



other pictures that can be followed by either other IDR access units or non-IDR

(N-IDR) access units and contains pictures encoded by using prediction

mechanism.

Each NAL unit has one byte or three bytes of header depending on the type of

the NAL unit payload of variable byte length, which is called the raw byte sequence

payload (RBSP). The overall MPEG-4 AVC bitstream structure is depicted in

Fig. 6.3.

SVC NAL units that carry parameter data or RBSP of spatial base layer (H.264/

MPEG AVC compatible) need only one byte header to describe the NAL unit type.

This NAL header consists of one forbidden bit (F), two bits indicating whether the

NAL unit is used for prediction, or not, and five bits to indicate the type, as depicted

in Fig. 6.4. At the end of the payload, trailing bits are used to adjust the payload size

to become a multiple of bytes.

NAL units of type 20 indicate the inclusion of SVC enhancement layer. They

need three extra bytes in their header to describe scalability related information,

where:

• R is a reserved bit that if set to 1 signal the presence of SVC NAL unit header.

• I is idr_flag, equal to 1 specifies that the current coded picture is an IDR picture

otherwise equal to 0.

• N is no_inter_layer_pred_flag specifies whether interlayer prediction may be

used for decoding the coded slice.

• Priority_id specifies a priority identifier for the NAL unit.

• Dependency_id specifies a dependency identifier for the NAL unit.

• Quality_id specifies a quality identifier for the NAL unit.

• Temporal_id specifies a temporal identifier for the NAL unit.

Fig. 6.3 MPEG-4 AVC bitstream structure
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• U is use_ref_base_pic_flag, equal to 1 specifies that reference base pictures

(when present) and decoded pictures (when reference base pictures are not

present) are used as reference pictures for inter prediction.

• D is discardable_flag equal to 1 specifies that the current NAL unit is not used

in the decoding process of NAL units of the current coded picture and all

subsequent coded pictures that have a greater value of dependency_id than the

current NAL unit

• O is the output_flag 1bits affects the decoded picture output process.

• RR are reserved 2bits, shall be equal to 3.

The SVC base layer, i.e., the AVC video sub-bitstream, has a dependency_id

equal to 0. Aspect ratio, timing information, picture colorimetry and picture

chrominance locations, and picture structure information of an SVC system are

signaled by using video usability information (VUI) parameters inside the sequence

parameter set. Even if SEI is optional to decode the video information, it provides

useful information, which can be mandatory for some applications like Blu-ray and

3D on smartphones that uses side-by-side representation. All SEI messages that

apply to SVC enhancement layers should be included in the AVC video base layer.

The use of MPEG-2 TS as a transport layer for AVC/SVC requires NALUs as

an ordered stream of bits, within which the locations of NAL unit boundaries need

to be identifiable by a pattern to prevent emulation of the corresponding pattern

within the compressed data. AVC/H.264 specification defines a byte stream format

(Annex B of ISO/IEC 14496-10 | Rec ITU-T H.264) in which each NAL unit is

prefixed by a synchronization byte sequence (0�000001 or 0�00000001). This

byte sequence is called a start code prefix and is inserted before every NAL unit to

create a new MPEG-4 AVC/ H.264 elementary stream ready to be multiplexed into

a MPEG-2 transport stream.

The boundaries of the NAL unit are identified by the unique start code prefix

pattern. The most basic NAL unit types related to video streams are listed in

Table 6.1.

Fig. 6.4 SVC NALU structure
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6.3.1 Real-Time Transport Protocol

Real-time transport protocol (RTP) provides both unicast and multicast end-to-end

network transport functions suitable for applications transmitting real-time data

over network services, such as audio, video, or simulation data. The IETF specifi-

cation on the RTP payload format inherits the basic characteristics of MPEG-4/

H.264 AVC in order to enable the packetization and transmission of scalable video

formats, such as SVC and Multiview Video Coding (MVC) [16]. Applications

typically run RTP on top of UDP to make use of its multiplexing and checksum

services, while the RTP header enables the receiver to reconstruct and synchronize

the sender’s packet sequence without guaranteeing quality of service (QoS). RTP

specifies three payload structures for the encapsulation of video NAL units into

RTP packets in such a way that fits to the maximum transmission unit (MTU). Each

payload structure defines a specific packet type, as shown in Table 6.2.

The first payload structure is the single NAL unit (SNU), which enables the

encapsulation of one NALU per RTP packet by using only the RTP header. It

should be mentioned that all receivers should support the SNU mode in order to

provide backwards compatibility. Moreover, the packet type is specified by the

encapsulated NALU type.

The aggregation packets allow the encapsulation of multiple NALUs in smaller

sizes (e.g., parameter sets, SEI NALUs) into one RTP packet, reducing the total

overhead. Each aggregation packet consists of the RTP header and an “aggregation

packet” header that has the same form as H.264/AVC NALU header. Finally,

multiple aggregation units are encapsulated, where each aggregation unit

encapsulates a NALU using either one or two additional headers depending on its

version. There are four aggregation unit versions inherited by MPEG-4/H.264 AVC

RTP payload format, as well as one introduced in SVC and passed to MVC, are

shown in Table 6.2. It must be mentioned that in the single-time aggregation packet

(STAP) mode, the aggregated NALUs must have the same NALU times, while in

the multi-time aggregation packet (MTAP) mode, the aggregated NALUs may also

have different NALU times.

Finally, fragmentation units (FUs) enable the fragmentation of larger NALUs

into smaller RTP packets in order to prevent the IP fragmentation. This scheme

increases the robustness with the cost of increased overhead. There are two differ-

ent FU versions called FU-A and FU-B which includes the decoding order number

Table 6.1 ROMEO related

NAL unit types
Content of NAL unit nal_unit_type

Coded slice of a non-IDR picture 1

Coded slice of an IDR picture 5

Supplemental enhancement information (SEI) 6

Sequence parameter set (SPS) 7

Picture parameter set (PPS) 8

Access unit delimiter 9

Sequence parameter set extension 13
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header. In both versions, each FU packet must contain the RTP header as well as

two additional headers (one byte long each), the FU indicator and the FU header.

From the packetization point of view, the values of the first two fields of the

“FU indicator” (F, NRI) are obtained from the corresponding fields of the NALU

header, while the last field (type) indicates the packet type (28 or 29). In the same

manner, the first two fields of the “FU header” (S, E) indicate the first and the last

fragment of a NALU, the third field (R) is a reserved field, and finally the type field

obtains its value from the corresponding field of the NALU header. Finally, the

H.264/AVC NALU header must be erased since all its values are transferred to the

FU headers as mentioned above.

H.264/SVC introduces three transmission modes that are also inherited by

H.264/MVC. Figure 6.5 illustrates the three available transmission modes.

In the single-session transmission (SST) mode, all data are carried in a single

point-to-point unicast RTP session, using one transport address. Each single RTP

session may either carry the base view/layer bitstream or may aggregate more

views/layers, depending on the client’s needs. This mode is used whenever the

potential benefits of MST mode are fewer than the added complexity of the system.

Table 6.2 RTP packet types

Packet type (Dec) Packet type name

0 Reserved

1–23 Single NAL unit

24 Single-time aggregation packet-A (STAP-A)

25 Single-time aggregation packet-B (STAP-B)

26 Multi-time aggregation packet 16 (MTAP16)

27 Multi-time aggregation packet 24 (MTAP24)

28 Fragmentation unit-A (FU-A)

29 Fragmentation unit-B (FU-B)

30 Single NAL unit (PASCI NAL unit)

31 Non-interleaved multi-time aggregation packet (NI-MTAP)

Fig. 6.5 RTP transmission modes for scalable videos
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In the case of multi-session transmission (MST) mode, the layered bitstream is

transmitted over multiple RTP sessions, each one associated with one RTP stream.

Each RTP stream may either carry the base view bitstream or non-base view(s)

bitstream(s) or may also aggregate more than one views or layers. MST mode

should be used in multicast transmission whenever different receivers must be able

to request different number of views of a scalable bitstream.

Finally, a Media-Aware Network Element (MANE) [17] based transmission

system can be considered as a middle-box, which is capable of dropping the less

important packets of a scalable stream. In this transmission mode, streamer

continues to use the MST transmission, but the RTP packets are collected and

depacketized from the MANE.With the use of an adaptation decision-taking engine

(ADTE), RTP packets may be dropped by taking into account the network

conditions and the client’s characteristics (i.e., available bandwidth, bit error

rate). Finally, the NALUs are re-packetized and transmitted through a single RTP

session to the clients. The need for such an intermediate system is stemmed from

the existing limitations (e.g., firewalls, NAT protocols) present in real network

environments.

During the depacketization process, a client can use the packet type field in

order to recognize the payload structure of the packets. The packet type always lies

at the first octet after the RTP header (type field), which is always structured as a

H.264/AVC NALU header. Generally, the depacketization procedure follows the

reverse procedure, but there are a few points that each client should handle:

• Packet reordering is executed using the packet sequence numbers (losses or

out-of-order packet arrival can be recognized).

• New frames are recognized by the RTP time stamps.

• In MST mode, the synchronization of the frames received via different RTP

sessions is achieved by an additional synchronization process which uses the

RTP and NALU headers (i.e., RTP time stamp, nal_unit_type, VID, TID, PRID).

6.4 MPEG Media Transport

6.4.1 Overview

In order to overcome the key functionalities that are missing from both RTP and

MPEG2-TS, ISO/MPEG is developing the MPEG media transport (MMT) as the

next-generation media transport standard. The scope of MMT working draft is to

provide transportation of MPEG media for emerging service over IP networks.

Towards this end, the ongoing standardization process has already identified a

number of open issues that the new standard aims to address.

In particular, MMT working draft is required to provide efficient mechanisms

for delivering emerging applications and contents including 3D video, ultrahigh-

definition content, and multi-device and interactive services, adaptively, over
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all-IP and broadcast (terrestrial, satellite, and cable) networks. In line with the

current tendency for converged networks and services, MMT is designed to seam-

lessly utilize heterogeneous networks, peer-to-peer networks, and multichannel

delivery. Moreover, MMT aims to inherently provide guarantees for QoS and

quality of experience (QoE) in media delivery and consumption, by incorporating

a cross-layer design. Finally, MMT addresses the demand for transparency to

multiple content protection and rights management through an efficient signaling

functionality.

The MMT specifies four different functional areas, composition, encapsulation,

delivery, and signaling, as shown in Fig. 6.6, that enable the multimedia delivery

services. The composition function defines the presentation of MMT-encapsulated

content; the encapsulation function defines the format for the encapsulation of

encoded media data in order to be either stored or carried as payload of delivery

protocols and networks. The delivery function specifies the formats and

mechanisms for the transfer of encapsulated media data from one network to

another. The signaling function provides signal and control functionality for the

delivery and consumption of the media.

Moreover, MMT working draft defines the logical structure of the content.

In particular the following terms are defined:

• Media fragment unit (MFU)—a generic container format independent of any

specific codec. It consists of media fragment data and additional information

that can be used by the underlying delivery layers to control delivery. An MFU

can be either a slice or a picture for video.

• Media processing unit (MPU)—a generic container format independent of any

specific code that carries one or more access unities (AU). An MPU is composed

by one or more MFUs and can contain either timed data or non-timed data. The

process of an MPU by MMT entities includes encapsulation/decapsulation and

depacketization.

• Asset—a logical data entity that contains coded media data, which may be

grouped as one or more MPUs. Individual Assets that can be consumed by the

entity directly connected to the receiving MMT entity can be the MPEG2-TS,

Composition

Signaling Encapsulation

Delivery

Transport layer
(UDP, TCP)

Internet layer

Fig. 6.6 MMT protocol

stack
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PES, JPEG file, etc. An Asset is the data unit for which composition information

and transport characteristics are defined.

• Package—is composed by one or more Assets along with additional composition

information and transport characteristics. The composition information specifies

the spatial and temporal relationship among the Assets and may also determine

the delivery order of Assets. The transport characteristics provide the QoS

information for transmission and can also be used by the packetizing entity to

configure the parameters of the MMT payload and MMT protocol.

6.4.2 MMT Functions

6.4.2.1 Composition

The composition function defines the spatial and temporal relationship among

Assets in the Package and includes information that is utilized for delivery

optimization and multiscreen presentation of Packages, based on HTML5 with

extensions. These extensions to HTML5 include association of Assets in Packages

as resource, temporal information that determines the delivery and consumption

order of Assets, and, in case of multiscreen environment, mapping of the Assets to a

particular screen.

The composition functional area of MMT defines also as view the entire display

region that is composed of areas. With the term area, MMT defines a part of a view

that is composed of Assets. Figure 6.7 illustrates an example of the view, area, and

Asset structural relationship.

6.4.2.2 Encapsulation

The encapsulation function in MMT utilizes the MFU, MPU, and Assets to perform

a number of operations similar to PES encapsulation in MPEG2-TS. These

Fig. 6.7 Example of a view

as defined by MMT

composition structure
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operations include media packetization, fragmentation, and multiplexing. Further-

more, encapsulation function is responsible for media synchronization and for

providing the composition information that determines the location of media

objects in a scene. Additionally, encapsulation defines the parameters for content

protection that includes digital rights management and conditional access. The

output of the encapsulation is an MMT package.

6.4.2.3 Delivery

The encapsulated MMT package is the input to the delivery functional area that

performs the following operations:

• Network layer packetization

• Flow control and multiplexing

• Timing constraints handling and insertion of delivery time stamps

• QoS operations

• Interfaces with application transport protocols (e.g., RTP, RSVP) and transport

protocols (e.g., UDP, TCP)

• Error control that includes application layer forward error correction (AL-FEC)

and retransmission-based error handling (i.e., ARQ—automatic repeat request

for retransmission)

As shown in Fig. 6.8, the delivery function consists of three layers, and each

delivery operation is performed in one of these layers.

In particular D.1 layer generates the MMT payload format by indicating a

number of functions. The payload identification determines the type of the payload

and whether it is media or signaling payload. The fragmentation and aggregation of

transport packets information allows the manipulation of the encapsulated media in

order to fit the transport layer packets. Finally, D.1 layer information includes the

content protection and AL-FEC.

Additionally, the D.2 layer generates the MMT transport packet by inserting in

the header information regarding the delivery time stamps and QoS parameters.

The MMT working draft specifies the timing model to be used for MMT packets

Fig. 6.8 Envision of delivery functional area architecture
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delivery, which provides time stamps for synchronization of media streams

and calculates network jitter and the amount of delay introduced by the transport

and network layers during the MMT package delivery. The protocol supports the

delivery of timed media data according to their temporal requirements, as well as,

the preservation of the timing relationships among packets in a single MMT Packet

flow or among packets from different flows. Currently, MMT protocol assumes that

the sending and the receiving entities have access to the universal time clock (UTC)

from a remote clock source that utilizes the network time protocol (NTP). However,

there are alternative approaches similar to the program clock reference of the

MPEG2-TS, which indicate that the delivery clock to be sent in-bound with the

media data. Moreover, D.2 layer header includes QoS fields that may be used for

network filtering and will eventually be mapped to the corresponding fields of the

IPv4 and IPv6 protocols.

The cross-layer optimization in MMT is supported by D.3 layer. The cross-layer

function requires exchange of QoS related information between the application and

underlying network layers, in order to enable operations such as QoS management

and adaptation, flow control, session management, monitoring and error control.

6.4.2.4 Signaling

The signaling function in MMT is divided between the presentation session and

the delivery session management layers, as in Fig. 6.9. The first layer defines the

formats of control messages exchanged between applications in the client device

for media presentation session management and provisioning of required informa-

tion for individual user consumption. The second layer defines the formats of

control messages exchanged between delivery end points and manages the delivery

sessions. These signaling messages are used for flow control, delivery session

management and monitoring, error control, and hybrid network synchronization

control.

6.4.2.5 Error Control

Effective media delivery services over error-prone networks require the implemen-

tation of error control, unless TCP is selected as the underlying transport protocol.

In the latter case, the packet loss detection and retransmission mechanisms of

Fig. 6.9 Signaling

functions
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TCP are responsible for recovering the lost information. Contrary to using TCP,

when error control is not built inside the transport protocol, then any packet loss that

occurs during the media delivery is detected at the client device. TheMMTworking

draft defines the application layer FEC mechanism for providing reliable delivery

over error-prone IP networks.

In particular, the FEC, which is considered part of the MMT delivery function-

ality, allows for multi-level construction of MMT packets for both layered and

non-layered media data. Hence, this scheme can ensure different levels of protec-

tion to each Asset in a FEC source flow. Specifically, two FEC schemes are

proposed in the MMT working draft, the first in a two-stage FEC and the second

is a layer-aware FEC.

Two-Stage FEC

The two-stage FEC coding structure for AL-FEC is specified to protect a source

packet block that contains a predetermined number of MMT packets, as shown in

Fig. 6.10.

According to this scheme, every source packet block will be encoded in one of

the following FEC coding structures:

• No FEC—no repair blocks are generated.

• FEC 1—one stage FEC, where a single source packet block (i.e., M¼1) will be

encoded by one of FEC 1 or FEC 2.

• FEC 2—two-stage FEC, where one source packet is split into multiple blocks

(i.e., M>1) and the split source packet blocks are converted to source symbol

blocks that in terms are encoded by FEC 1 and finally M source symbol blocks

are grouped together into a single source symbol block, which is encoded by

FEC 2. In parallel, FEC 1 generates M repair symbol blocks R1 (i.e., one for

every source symbol block), and FEC 2 generates one repair symbol block R2.

Layer-Aware FEC

The layer-aware FEC (LA-FEC) is proposed for application on layered media

(i.e., SVC and MVC) in order to generate as many repair flows as the number of the

media layers. LA-FEC exploits the dependency between the base and the enhance-

ment layers and generates repair flows that protect the data of their corresponding

layer as well as the data of the layers that this layer depends on. Figure 6.11 illustrates

an example of LA-FEC implemented for a base and an enhancement layer.

According to the proposed LA-FEC structure, the MMT packets of the enhance-

ment layers are grouped into source symbol blocks independent of the base layer.

The repair flow is then a combination of the source symbol blocks of the

corresponding layer and the source symbol blocks from all the layers that the

layer depends on.
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Fig. 6.10 Two-stage FEC structure

Fig. 6.11 Layer-aware FEC structure
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6.5 Conclusions

This chapter has outlined in detail the most widely used media transport protocols,

MPEG2-TS, and RTP, with emphasis on scalable video delivery. Although both

standards have been updated several times over the recent years, they still have several

limitations in terms of quality of service (QoS) guarantee, support for ultrahigh-

definition video (UHD), and error control. Additionally, the multimedia user demand

for seamless multimedia service continuity over heterogeneous networks renders

the current media transport solutions inefficient. Hence, the MPEG media transport

(MMT)has been proposedbyMPEGas a newapplication layer transport protocol that

efficiently addresses the challenges imposed by immersive multimedia applications

and the demanding new networking environment.
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Chapter 7

Media-Aware Networks in Future

Internet Media

Georgios Gardikis, Evangelos Pallis, and Michael Grafl

Abstract Within the Future Internet scene, where multimedia traffic is expected to

play a dominant role, the network infrastructure needs to be transformed from a

service-agnostic to a media-aware domain, able to offer service-specific handling

and in-network operations to the traversing media flows. In this context, this chapter

discusses techniques for Media-Aware Networking and illustrates the approaches

which have been adopted in the FP7 ALICANTE project towards a novel Media-

Aware Network Element (MANE). The media-centric functions of the MANE are

presented, namely, content awareness, caching/buffering, QoS management, and

flow processing/stream thinning. The added value of media-aware networking is

also discussed for four use cases (unicast VoD, multicast streaming, peer-to-peer

streaming, and dynamic adaptive streaming over HTTP).

7.1 Introduction

Multimedia (especially video) services constitute a dominant and ever increasing

portion of the global Internet traffic, while they are expected to also play a major

role in the Future Internet scene [1]. In order to address this reality in the

networking domain, a promising perspective is to gradually shift from the current,
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service-unaware, best-effort nature of IP networks into a network logic which is

service-aware—and, in specific, media-aware.

This chapter discusses how media awareness can be introduced in the network-

ing domain in a way which is both feasible and scalable, leveraging at the same time

state-of-the-art technologies in video representations, such as Scalable Video

Coding (SVC) and Dynamic Adaptive Streaming over HTTP (DASH).

7.2 Media Awareness and Media-Centricity

The term media awareness refers to the specific handling of each media stream by

the network elements, according to its application-layer characteristics, the network

conditions, the user demands, and also the various policies/Service Level

Agreements (SLAs) which may apply.

Media awareness can be seen as partially correlated with the current trends in

Information-Centric Networking (ICN) [2], in the sense that it treats each media

flow as a separate information object, with its own characteristics. While the two

approaches (media awareness and ICN) do not completely overlap, they could be

seen as complementary; media awareness can be exploited in an ICN architecture in

order to prioritize, adapt, and cache media content within the forwarding nodes.

Another fundamental difference is that many ICN approaches, although quite

promising, assume a clean-slate deployment and thus raise a lot of issues with

regard to compatibility with current infrastructures, which directly affect their

adoption perspectives. On the contrary, the approach for media awareness [3]

presented in this chapter and being designed/implemented in the frame of the

EU-funded FP7 ICT ALICANTE project [4] can be deployed in an evolutionary/

incremental manner, thus significantly reducing the risks of its adoption and

facilitating market penetration. The ALICANTE Media-Aware mechanisms are

integrated in an enhanced network node, namely, the Media-Aware Network

Element (MANE) [5]. The media-aware functions (Content awareness, Caching,

QoS Management and Flow Processing) of the ALICANTE MANE span across

OSI Model L3/L4/L7 layers and are summarized in Fig. 7.1.

Content awareness is a broad feature which is primarily based on application

recognition, i.e., discrimination between RTP/UDP media streaming, HTTP

streaming, and background traffic. This is achieved via heuristic algorithms, able

to quickly categorize each type of incoming flows. This basic MANE Flow Classifi-

cation Framework has been released as open source and can be found in [6].

Going a step further, theMANE gives theMedia Service Provider the opportunity

to request a more fine-grained classification of the handled flows, without resorting

to per-flow signaling mechanisms, which are quite unscalable. This is achieved via a

specific signaling mechanism adopted in the ALICANTE project, namely, the

Content-Aware Transport Information (CATI) header [7] (shown in Fig. 7.2)

The CATI header consists of 24 bits and is inserted either in the RTP or in HTTP

extension headers, depending on the service. (The detailed explanation of each of

the fields is beyond the scope of this chapter.) Via the “STYPE” and “SST” fields, the
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Media Service Provider can explicitly signal the Service Type and Sub-Service Type

to the Network Provider. The MANEs involved in the delivery of the stream parse

this header and apply the corresponding policies to the media flow, as have been

agreed in the SLA between the Media Service Provider and the Network Operator.

Flow Processing/Stream Thinning (Media Adaptation) can be also applied across
different layers. Application Layer (L7) adaptation includes full flow processing

(media transcoding) and also conversion from single-layer representations to SVC

and vice versa (often denoted X-to-SVC and SVC-to-X). Network/Transport layer

(L3/L4) adaptation involves dropping and re-including specific SVC layers in a

layered stream (stream “thinning,” Fig. 7.3). Adaptation decisions depend on the

network conditions, the user context and demands as well as CATI (accompanied by

the SLA) and are taken by a distributed Adaptation-Decision Taking Framework

(ADTF). The exact description of the functionality and logic of the ADTF is beyond

the scope of this chapter; more details are to be found in [8].

Caching/buffering mostly applies to P2P and HTTP streaming, where content

chunks are cached, according to either the LFU (Least Frequently Used) or LRU

(Least Recently Used) policies. This feature gives the MANE CDN-like

capabilities, however, focused exclusively on media services. Proactive caching

may also be applied, pre-fetching chunks which will be shortly requested, as will be

discussed in the Adaptive HTTP case.

Fig. 7.1 Media-aware functions of the ALICANTE MANE

0
0
U A M E STYPE SST SPR VCANID RES

1
1

2
2

3 4 5 6 7 8 9 0 1 2 3 1 2 34 5 6 7 8 9 0

Fig. 7.2 The content-aware transport information (CATI) header
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Last, QoS Management refers to the enforcement of QoS policies to each flow,

according to the findings of the Content Awareness function and also the network

conditions. In the ALICANTE MANE, QoS enforcement is achieved via well-

established traffic differentiation mechanisms such as DiffServ.

The following section describes the behavior of the aforementioned MANE

functions in four different use cases: unicast Video-on-Demand (VoD), multicast

video, peer-to-peer streaming, and dynamic adaptive HTTP Streaming. For a

detailed discussion, the interested reader is referred to [8].

7.3 Use Cases for Media-Aware Networking

7.3.1 Use Case 1: Unicast VoD Streaming (RTP/RTSP)

The Unicast VoD use case refers to a single sender streaming the video to a single

receiver (also applicable to one-to-one videoconference). We assume the use of

RTP for media transport and RTSP for session control; HTTP streaming is

discussed in Sect. 7.3.4. In a deployment with SVC, all layers are packed into a

single RTP session.

TheMANE becomes aware of the properties of the media stream via RTP header

inspection and parsing of the CATI header. In case of network congestion, the

MANE applies QoS policies to each flow. RTP sessions are always prioritized over

Fig. 7.3 Selective distribution of content layers and/or chunks according to the network

conditions, user demand/context, and service-level agreements (conveyed in the CATI)
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best-effort traffic, even over HTTP streaming. At a more fine-grained level,

prioritization among different RTP streams is based on CATI signaling, according

to the established SLAs; prioritization can take place among different media service

providers and also among different services of the same provider.

For SVC-based transmission, the MANE will furthermore react to network

congestion by selectively dropping the higher enhancement layers, always

according to the service and flow priority, denoted in the CATI header. This assures

continuous playout of at least the base quality at the receiver. Although the content

is received at a lower bitrate and the decoded stream is of lower quality, the actual

quality of experience is much higher than in the case of a video stalled or full of

visual artifacts caused by uncontrolled packet loss. As soon as there is again enough

network capacity, the dropped layers can be re-included.

7.3.2 Use Case 2: Multicast Streaming

Multicast streaming involves the streaming of content to multiple receivers simul-

taneously, using native IP multicast, at least in the core/edge network. In the case of

SVC, different multicast trees are constructed for each SVC layer, involving the

same root (sender) but different leaves (receivers). The SVC base layer is transmitted

to all receivers, while the reception of enhancement layers by each receiver depends

on the receiver context (e.g., screen resolution) and also the network conditions. The

most straightforward way of achieving this is via receiver-driven layered multicast

(RDLM) [9], in which different layers are transmitted over separate multicast groups

and over different RTP sessions. Each receiver only subscribes to the layers which it

can actually present to the viewer and can also be handled by the access network link.

Similar to the unicast case, the MANE becomes aware of the properties of the

multicast stream via RTP header inspection and parsing of the CATI header. In the

case of adequate capacity, the MANE can fulfill the aforementioned receiver-driven

selective multicast via standard IGMP-based multicast routing; a multicast flow—

corresponding to a media stream or a single SVC layer only—is forwarded only if at

least one receiver has subscribed to it. Content-aware QoS enforcement is applied

only when congestion occurs; in this case, the MANEs will selectively drop the

higher enhancement layers, always according to the service and flow priority, as

denoted in the CATI header.

7.3.3 Use Case 3: Peer-to-Peer Streaming

In peer-to-peer (P2P) streaming, multiple senders dispatch parts of themedia content

(called chunks) to multiple receivers. In contrast to traditional P2P file distribution,

P2P streaming exhibits timing constraints; every chunk must arrive before its

playout deadline expires. Scalable media representation allows the receiver to

request only those layers that are supported by the player and by the capacity of
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the access link; in this case, peer selection and chunk fetching must be done in a

way that the base layer is prioritized and decoded/presented in time [10].

P2P is a use case which leverages MANE in-network media-aware caching.

Popular media chunks are locally cached at the MANE and serve multiple client

requests; this is especially useful in live-streaming scenarios, where almost all

receivers share the same time window for the content; thus, each piece will be highly

popular for a short time span. By buffering a piece during this time frame, the MANE

is able to reduce network utilization and latency even with a limited buffer size.

7.3.4 Use Case 4: Dynamic Adaptive Streaming Over HTTP

The dynamic adaptive streaming concept, standardized as MPEG-DASH [11],

allows media content receivers to self-adapt to the optimal stream bitrate. To

achieve this, the content is stored in the server in various resolutions and bitrates

(called representations). Each representation is fragmented into segments, which

are time-aligned across different representations. A so-called manifest file contains

the structure of the media stream, including the description of each representation

and the URL of each segment. This mechanism allows the receiver to seamlessly

switch between representations, changing stream resolution and bitrate on-the-fly.

Furthermore, the use of HTTP alleviates most firewalling issues and allows easy

in-network caching by standard Web caches and CDNs. HTTP streaming is typi-

cally used in unicast mode, but MANE-assisted multicast or even P2P streaming

modes are possible as well.

DASH streams are recognized by the MANE by parsing the HTTP header and

especially the CATI field within it. This allows DASH streams to be prioritized over

other HTTP (Web) traffic. Prioritization amongDASH services is decided according

to the CATI field and conforming to the established SLAs. In any case, since HTTP

streaming uses TCP for transport, it is more resilient to errors and packet losses than

RTP/UDP streams. Thus, the latter are generally assigned a higher priority by

the MANE.

In-network adaptation does not apply to DASH streams, since the adaptation

procedure is entirely receiver-driven. However, in-network caching at the MANE is

greatly promoted by the use of DASH. HTTP streaming can immediately benefit

from existing HTTP caching technologies [12], which can be used “as-is,” adding

CDN functionalities to the MANE. The added value of media awareness relies on

proactive caching; having the MANE parsing the manifest file enables it to know a

priori which segments will be shortly request it. These segments can be pre-fetched

and cached locally for instant delivery. This is especially useful for high-popularity

live streams, since it can considerably reduce the viewing latency.
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7.4 Conclusions

This chapter presented the added-value features of the MANE, as designed and

developed in the frame of the EU FP7 ICT project ALICANTE. The investigation

of four separate use cases showed that media awareness at the network domain can

introduce significant benefits in the media provision chain by allowing content

awareness, service differentiation, as well as in-network media caching and

adaptation.

Further evolutions of MANEs would target to a more active participation of the

MANE in media delivery by allowing them to evolve to multimodal proxies,

combining/bridging different delivery modes. For example, a MANE could be

able to request a stream over p2p and then multicast it or translate between RTP

and adaptive HTTP streaming.
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Chapter 8

P2P Video Streaming Technologies

Konstantinos Birkos

Abstract Peer-to-peer streaming enables end-users to cooperate and exchange

available network resources in order to share video content. Peer-to-peer streaming

represents a prominent approach that provides scalability, robustness, and efficient

resource utilization. This chapter aims to present the basic aspects of peer-to-peer

streaming technologies. Mechanisms for establishing connections between peers as

well as mechanisms for exchanging video data are analyzed. Theoretical findings

that characterize the performance of peer-to-peer streaming systems are also

provided.

8.1 Introduction

Peer-to-peer streaming has enabled massive access to video content either

on-demand or real-time by exploiting for Internet users. The great advantage of

peer-to-peer streaming is the efficient exploitation of the users resources towards

the formation of a dynamic infrastructure. Peer-to-peer streaming systems are

inspired by their file-sharing equivalents. Therefore they have inherited their

main advantages, namely scalability, robustness, self-treatment, resilience, and

self-organization which are supported by central entities in some cases.

According to the peer-to-peer approach, the video content becomes initially

available from a set of servers (or a set of end-users in case of user-generated

con-tent). The servers act as mediators between the video source and the users (real-

time streaming) or as storage entities (on-demand streaming). End-users called

peers can connect to the server, retrieve the requested video content, and make it

available to other peers by means of a predefined diffusion mechanism which is

implemented as a computer software called peer-to-peer client.
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Two basic issues arise from the peer-to-peer streaming approach. The first issue

is selecting the peers to receive video content from and the peers to forward the

received video content to. The second issue is scheduling the delivery of the video

content between peers.

As in the peer-to-peer file sharing paradigm, the outcome of peer selection is an

overlay network which is formed by logical connection between peers. The overlay

network can be structured or unstructured.

A structured overlay has a fixed structure which is defined by overlay formation

and maintenance mechanisms. The overlay formation mechanism dictates the

establishment of logical connections between peers. The overlay maintenance

mechanism reconstructs the overlay in case of peer departures. In an unstructured

overlay, connections between peers are formed dynamically according to certain

peer selection criteria. As a result, the traffic flow between peers is also dynamic

and there is need for scheduling video delivery among peers.

Tree-based overlay networks are a special case of structured overlays. A tree-

based overlay is formed as an application-layer multicast tree on top of which

resides the video server. In tree-based overlays, the video content is pushed from

the root towards the leaves of the tree. Mesh-based overlay networks rely on the

dynamic formation of logical links between peers. The establishment of logical

connections is performed upon mutual agreement of peers. Proper mechanism

handles the exchange of video portions among connected peers.

Video streaming over peer-to-peer networks poses many challenges [15]. A first

challenge is to cope with the negative impact of different topologies on streaming

performance. Both tree-based and mesh-based approaches have limitations that

stem from inherent topology characteristics. Another challenge is to cope with

the heterogeneity of peers in terms of upload and download bandwidth. As proved

in [6], heterogeneity can cause performance degradation in peer-to-peer streaming

applications. Peer dynamics also have a negative effect on the service capacity

[24]. The unpredictable behavior of peers regarding session initiation and termina-

tion leads in topology changes which harm video delivery.

The rest of the chapter is organized as follows: Sect. 8.2 elaborates peer-to-peer

streaming over tree-based overlay networks. The main approaches for overlay

formation and maintenance are presented. Section 8.3 is about peer-to-peer stream-

ing over mesh-based overlay networks. State of the art in peer selection and chunk

scheduling is surveyed. Section 8.4 provides a comparison between tree-based and

mesh-based peer-to-peer streaming systems. Finally, Sect. 8.5 concludes the

chapter.

8.2 Tree-Based Overlay Networks

Tree-based overlay networks have deterministic data delivery paths where the

parent and children of a peer are predetermined and thus have more predictable

content delivery characteristics.
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8.2.1 Basic Principles

In single-tree systems, whole content is distributed over a single-formed tree.

In these systems, leaf nodes of the tree are consumers without uploading any

content to the other peers, which may be considered as an unfair job division.

Besides, in case of a non-leaf peer churn, children of this peer become totally

disconnected from the content delivery structure. On the other hand, use of multiple

multicast trees may eliminate the unfairness issue by inserting the leaf nodes of

one tree as intermediate peer in other trees. Resilience to the peer churn is also

improved in multiple multicast tree systems by delivering the data redundantly over

different paths.

In each tree, peers are represented by vertices and logical connections between

peers are represented by directional edges. The direction of each edge is also the

direction of the data flow from a source peer to a destination peer. In each tree, a

peer has a single source peer called parent and a set of destination peers called

children. The peer receives video chunks from its parent peer and forwards the

received chunks to its children peers. In this way, video chunks are disseminated to

all the peers in the tree.

Each peer participates in all the trees. Consequently, each tree is formed by the

same set of peers. However, each peer is placed in a different position in each tree.

A peer can be repositioned several times throughout the duration of its session due

to peer arrivals and departures that alter the formation of the tree dynamically.

Therefore, each peer has a different parent and a different set of children peers in

each tree. This structure has an inherent resilience to peer dynamics: when a peer is

disconnected from a subset of the available trees, it can still receive chunks via the

rest of the trees.

In a specific tree, a peer can be fertile or sterile. A fertile peer can forward chunks

to children peers whereas a sterile peer only receives chunks. In order for the overlay

to be feasible, every peer has to contribute using its uploading bandwidth. Therefore,

a peer is fertile in some trees and sterile in the others. A fundamental feasibility

assumption is that the total number of inbound connections to a peer must be equal to

the total number of outbound connections. In other words, if a peer participates in

t trees, it has t parents and it must offer at least t slots in total. Therefore, if the peer is
fertile in d trees, it must offer t ∕ d slots on average in each fertile tree.

At the roof of all trees there is a server that has the role of the root peer. The

server is responsible for the structure of the trees and the data flow towards the

peers. The server maintains the structure of the trees, monitors the overlay, and

distributes video chunks to the trees. In each tree, a number of peers are directly

connected to the server. The server sends the same video chunks to its children

peers in each tree. Moreover, different video chunks are sent to each tree in a

Round-Robin fashion. For instance, if seqi is the unique sequence number of chunk

i, then this chunk is forwarded to the tree mod(seqi, t) + 1. During disconnection

periods, peers do not receive the portion of video chunks that are propagated

through the disconnected trees. An example of the structure of multiple multicast
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trees is given in Fig. 8.1. If peer 3 leaves the system, peers 6 and 7 get disconnected

from the first tree. However, they are still connected in the other trees.

8.2.2 Overlay Formation and Maintenance

In CoopNet [12, 13], a centralized approach for the overlay control is adopted. The

basic characteristics of tree formation and maintenance are:

Peer insertion: When a peer wishes to join the overlay, it contacts the server

and requests access. The server finds the d trees with the least fertile peers and

assigns the joining peer to be fertile in these trees. The peer is sterile in the

remaining t � d trees.

(a) Insertion of fertile peer: the server searches the tree from top to bottom in a

breadth-first fashion. The term level means the number of logical hops between the

server and a peer. The search stops upon finding a fertile peer with free slots or a

peer with sterile children. (1) If it finds a peer with free slots in a certain level, it

searches the rest of the peers in that level. If there are more peers with free slots, the

server connects the joining peer with the fertile peer with the most free slots.

Otherwise it connects the joining peer with the first peer found. (2) If the server

finds a peer with no free slots but with at least one sterile child, it searches the

remaining peers at that level. If peers with free slots are found, the previous action

(1) is performed. If no peers with free slots are found and if more fertile peers with

sterile children are found, the server connects the joining peer with the peer with the

most sterile children. The sterile child is replaced by the joining peer and the sterile

child connects with the joining peer. If none of the cases (1) and (2) holds, insertion

is impossible and the peer is marked as disconnected in that tree. Algorithm 1 shows

the algorithm that describes the insertion of a fertile peer in a tree.

1 1 1

2

2 24 4

4

5 5

5

6

6

67 7

73

3 3

Fig. 8.1 The structure of a

multiple multicast tree-

based overlay
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Algorithm 1 Insertion of fertile peer

repeat

move to next peer

until a peer with free slots or sterile children is found

candidate parent ¼ peer

for each peer at this level do

if (peer has more free slots than candidate parent) or (candidate parent does

not have free slots and this peer has more sterile children) then

candidate parent ¼ this peer

end if

end for

if candidate parent has free slots then

attach joining peer to candidate parent

else if candidate parent has sterile children then

detach a sterile peer from candidate parent, attach joining peer to candidate

parent and attach sterile peer to joining peer

end if

(b) Insertion of a sterile peer: the server performs the set of actions in case

(1) described previously. It searches only for fertile peers with free slots since the

joining peer cannot offer slots in order to replace a sterile peer. If no peers with free

slots exist in the tree, the joining peer is marked as disconnected. Algorithm 2

describes the insertion of a fertile peer in a tree.

Algorithm 2 Insertion of a sterile peer

repeat

move to next peer

until a peer with free slots is found

candidate parent ¼ peer

for each peer at this level do

if peer has more free slots than candidate parent then

candidate parent ¼ this peer

end if

end for

attach joining peer to candidate parent

Peer deletion: When a peer wishes to leave the overlay, it informs the server. The

server considers the peers that depend on the departing peer as temporarily discon-
nected and performs a peer insertion process (a) for each one of them.

Two different policies can determine whether a fertile peer has free slots, namely

balanced and unbalanced allocation. In balanced allocation, a peer has almost the

same number of available slots in each tree. In unbalanced allocation, the available
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slots of a peer are allocated opportunistically among trees, according to the current

needs. In this work, only the balanced policy is considered.

SplitStream [5] is another tree-based overlay. Contrary to CoopNet, in which the

server has full control of the overlay formation and maintenance, SpliStream adopts

a more distributed approach. In doing so, it relies on Scribe [4] which in turn relies

on Pastry [16].

Pastry is a structured overlay network that implements lookup and overlay

routing services for retrieving items stored in a distributed hash table (DHT). As

in other structured overlays, peers are assigned a unique identifier called peer ID
and each stored object is assigned a unique key, namely object key. Peer IDs and
object keys share the same space. When a peer receives a query about an object key,

it forwards the query to a peer whose peer ID is numerically closest to the object

key. Each peer maintains a routing table that consists of the peer IDs which share

some initial bits with the peer ID of the current peer. Therefore, the query is

forwarded to a peer from the routing table which has a peer ID that shares at least

one bit more with the object key than the current peer.

Scribe exploits the structure of an existing Pastry overlay network in order to

provide application-level multicast services. In Scribe, each multicast trees is

assigned a unique identifier called tree ID. Tree IDs share the same space with

peer IDs. Each peer with the same peer ID as a tree ID is root in the corresponding

multicast tree. Each multicast tree is formed by the total of Pastry-based routes from

each peer to the root peer of the tree.

Pastry is inherently decentralized, i.e. overlay reformulation after peer insertion

and peer deletion is not handled by a central entity. Therefore, multicast tree

formation and maintenance in Scribe is also decentralized.

SplitStream extends Scribe by adding some extra functionalities. A peer can join

any subset of the set of available trees. In order to eliminate correlated paths

between different trees, all tree IDs differ in the most significant bit. IDs are chosen

from an address space in base 2b. If the number of trees is equal to 2b, each peer has

equal probability to be fertile in a tree.

The bounded upstream capacity of peers is a constraint that SplitStream

addresses as follows: The upstream capacity determines the maximum peer degree,
i.e. the maximum number of children peers a peer can support. When a peer that has

reached its maximum degree receives a join-request message from a new peer, it

decides whether it will remove any of its children in order to adopt the new peer or

not. Algorithm 3 presents the set of actions performed after a join request is made to

a “saturated” peer.
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Algorithm 3 Peer with no free slots handling join request from a new peer

adopt the new peer as a prospective child

find set of children with minimummatch between peer ID prefix and tree ID prefix

if prospective child in set then

reject prospective child

else

remove any child in set at random

accept prospective child

end if

If the peer rejects the prospective child, it responds with a list of its current

children. The new peer then tries to connect to a peer within this list. This is a

recursive process that terminates when the new peer finds an available parent peer.

If the orphan peer fails to find a parent, it sends an anycast request to all peers who

have available slots. If the are no peers with free slots, the overlay is infeasible.

Otherwise, either there is no peer with free slots in the specific tree or the candidate

parent is a successor of this peer.

Algorithm 4 Peer trying to connect to a tree with no free slots

find a leaf peer in the tree

if the leaf peer has no forwarding capacity then

request parent of leaf to drop leaf

else if the leaf peer has no free slots in any other tree then

the leaf peer drops a child at random

the leaf peer adopts the orphan peer

end if

Chunkyspread [20] is another tree-based streaming system. Chunkyspread runs

on top of a network formed with the Swaplinks algorithm. Swaplinks produces and

continuously refreshes a random graph by means of weighted random walks. Nodes

in the random graph represent participating peers. This structure is exploited

towards the formation of multiple multicast trees. Neighbor nodes in the random

graph are not necessarily connected peers in a tree. Instead, neighbor nodes may

possibly have a parent–child relation.

Each peer has a maximum load which equals the number of outbound

connections. Each peer has also a target load (TL) which is the preferred number

of outbound connections during steady state. TL must be higher than a predefined

threshold called minimum load (ML). Since latency is important in peer-to-peer

streaming, Chunkyspread defines latency threshold (LT) as the percentage of the

target load. Target load reduced by latency threshold percent is called lower latency
threshold (LLT) whereas target load increased by latency threshold percent is called
upper latency threshold (ULT). Each peer must have a minimum number of
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outbound connections which is called minimum node degree (MND). MND is

actually the minimum number of children in all trees.

The aforementioned parameters are used in the tuning of load balancing and

latency. The number of children peers is called node degree (ND) and it must be

proportional to the target load as follows: ND ¼ max½MND; ðTL=MLÞ�MND�. If a
peer’s load is below LLT, other peers will possibly try to add the peer as their parent

peer. If a peer’s load is above ULT, some of its children will try to find other parent

peers. Finally, if a peer’s load falls within the preferred range, the peer tries to

improve latency by changing parents. Dynamic switching between parent

neighbors and non-parent neighbors is the main mechanism for both load balancing

and latency optimization. Details of these interactions are given next.

When a peer joins the system, it discovers streams traversing different trees via

control packets flooded by its neighbor nodes. After that, it selects a parent peer for

each tree from the set of neighbor nodes. A peer periodically checks for overloaded

parents (with load that exceeds ULT) and underloaded neighbors (with load below

LLT). Underloaded neighbors are considered as candidate peers to replace

overloaded parents. In this case, the peer informs each overloaded parent of the

load of all the candidate parents (underloaded neighbors). This is called a switch
request. An overloaded parent tries to return to the normal load range and at the

same time to preserve load balancing for other peers. In doing so, when it receives a

switch request from a child, it checks the provided list of candidate

parents–neighbors and it dictates the child to attach to the neighbor with the

least load.

If the parents of a peer are not overloaded, the peer checks whether it can switch

parents in order to improve latency. A neighbor that receives packets from a tree

with lower delay than a parent in the same tree can replace this parent.

8.3 Mesh-Based Overlay Networks

In mesh-based overlay networks there is no constant topology and connections

between peers are formed dynamically. Two main problems arise in this case: peer

selection and chunk scheduling.

8.3.1 Basic Principles

The participating peers exercise peer selection algorithms in order to select the set

of peers to exchange content with. Peer selection strategies define the number of

peers to connect with, which peers to select, when and how often to change the

selected peers [9]. Usually, when a peer joins the system, a tracker provides the
peer with a list that contains a random subset of currently active peers. The peer
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applies the peer selection algorithm in order to select some of these peers as

partners (or neighbors) and start exchange chunks with them.

The exchange of chunks is handled by the chunk scheduling mechanism. The

basic idea in the application-layer multicast applied in mesh-based system is that

each peer receives missing chunks from neighbor peers that have these chunks

stored in their play-out buffer and transmits chunks stored in its own play-out buffer

to neighbor peers that need these chunks. In the former case, the chunk scheduling

mechanism selects which chunks to be delivered to which neighbors, and at which

order. In the latter case, the chunk scheduling mechanism selects which chunks to

be requested from which neighbors and at which order. The length of the play-out

buffer is a system parameter.

There are two main approaches in mesh-based streaming, namely push-based
and pull-based. In systems, a peer forwards the received chunks to neighbors that do

not have these chunks. The main drawback in push-based streaming is the redun-

dant chunk pushes: a peer may choose to forward a chunk to a neighbor that already

has this chunk. In pull-based systems, redundant pushes are avoided because each

peer requests the chunk it needs from its neighbors. This implies that each peer must

be aware of the chunks stored in the chunk buffers of its neighbors. This is realized

by periodical exchange of buffer maps between neighbor peers. A buffer map is a

list of the chunks currently stored at a peer’s chunk buffer.

Chunk scheduling is performed on a periodical basis. Chunks are divided in

sliding windows according to their time order. The window length is expressed as

number of chunks and it is a system parameter. The chunk schedule (decisions on

the which chunks to be requested, from which neighbors and at which order) is

defined and executed at the end of each window. Moreover, neighbor peers

exchange buffer maps at the beginning of each window. The information of the

chunk availability is used as input to the chunk selection algorithm. Figure 8.2
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presents an example of the evolution of the available chunks in the play-out buffer

of a peer. In this example, the size of the play-out buffer is 16 and the size of the

window is 8. In each round, a number of stored chunks are dequeued and consumed

by the video player. At the same time, requests for new chunks within the sliding

window must be scheduled.

Figure 8.3 presents an example of pull-based streaming. Neighbor peers 1,2 and

3 exchange buffer maps and schedule chunk requests between each other. Peer

1 pulls chunks 2,4,8 from Peer 2 and chunks 1,5 from Peer 3. Peer 2 pulls chunks

5,9 from Peer 3. Finally, Peer 3 pulls chunks 3,7 from Peer 1 and chunks 6,8 from

Peer 2.

8.3.2 Peer Selection

In every type of overlay network, a set of source peers is assigned to each

participating peer. The main difference between tree-based and mesh-based

overlays is the means to make this assignment. In tree-based overlays, peer selec-

tion is the outcome of the tree construction process. In mesh-based overlays, peers

have a more active role in peer selection. Each peer can select which peers to

downstream from and which peers to upstream to. Peer selection is important for

mesh-based overlays to achieve consistency in topology as tree-based ones.

In CoolStreaming/DONet [26], the notions of membership and partnership are

introduced. Each peer is considered as a member of the overlay and maintains a

partial view of the currently connected peers. This is realized by means of a

membership cache called mCache which contains a partial list of the unique
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identifiers of the peers in the system. Peers establish partnership with some of their

members in order to exchange video content.

When a new peer joins the system, it contacts a bootstrap peer. The bootstrap

peer contains information about all the connected peers in its mCache. It selects a

random set of the connected peers and hands it over to the new peer. The new peer

populates its mCache with the provided information. Then it selects a random

subset of the mCache to establish partnership with.

In order to maintain its mCache, its peer periodically generates membership
messages which are distributed via the Scalable Gossip Management Protocol

(SCAM). Each membership message contains four elements: (a) a sequence num-

ber, (b) the peer identifier, (c) the current number of partners, and (d) a time-to-live

values which is the validity period of the message. When a peer receives a

membership message with a new sequence number, it checks whether there is an

entry in its mCache with the same peer identifier as the one in the message. Entries

in mCache contain the same fields as the membership messages plus an extra field

which contains the last update time. When an entry is created or updated, the last

update time is updated accordingly. Changes in mCache may also occur upon

establishment of partnership between two peers. In this case, partners exchange

mCaches and they update their local entries.

Peer selection for video streaming can be modelled as a free-market resource

economy problem. A serving peer can charge for the delivery of video content a

price that may depend on: (a) the popularity of the content, (b) the transfer rate, and

(c) the duration of transfer. Price is given by pricing functions of the form ci(bi) �ti,
where bi is the transfer rate from server i, ti is the duration of transfer, and c(. ) is a
cost-rate function. The cost-rate function is equivalent to the cost per unit time

when the server streams at rate b.
Assume that a video object has a playback rate r and that the viewing time is

T seconds. A peer can receive the content from a set {1, . . ., I} of server peers.

When server peer i streams at rate bi, the cost per unit time is ci(bi). The receiving
peer must select the portion of the video object that will download from each server

and also the download rate. The division in video portions can be realized in the

time domain or in the rate domain. In time domain, the video object is partitioned in

the time axis and each server peer streams one partition. The peer downloads

different partitions in parallel and the aggregate rate varies as download of different

partitions terminates. In rate domain, each server peer streams a portion of each

video frame and the peer downloads at a rate that equals to the playback rate.

In [1], the problem is formulated in rate domain as follows: The peer

must choose a set of server rates b1, . . ., bI such that the total cost c1ðb1ÞT þ . . .
þcIðbIÞT is minimized subject to the constraint that the peer must receive at least at

rate r during viewing time T. The system must withstand a failure of a single server

peer, namely j.

min
b

XI
i¼1

ciðbiÞ (8.1)
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s.t.
X
i6¼j

bi � r; j ¼ 1; . . . ; I (8.2)

0 � bi � r; i ¼ 1; . . . ; I (8.3)

In case c(. ) is convex, the previous problem can be solved by means of the

following sub-problem, for any given y : 0 � y < r:

min
b

XI
i¼1

ciðbiÞ (8.4)

s.t.
X
i

bi � r þ y; j ¼ 1; . . . ; I (8.5)

0 � bi � y; i ¼ 1; . . . ; I (8.6)

The sub-problem stated in (8.4)–(8.6) is solved by a marginal allocation

algorithm [1].

Algorithm 5 Marginal allocation algorithm for problem (8.4)–(8.6)

s :¼ f1; . . . ; Ig
bi ¼ 0 8i 2 s
repeat

i� ¼ argmin
i2s
fciðbi þ ΔÞ � ciðbiÞg

bi�  bi� þ Δ
if bi > y � Δ then

s s� i
end if

until ∑ibi � r + y

The original problem (8.1)–(8.3) is then solved with a greedy algorithm.

Algorithm 6 Algorithm for solving problem (8.1)–(8.3)

y� ¼ r=ðI � 1Þ
repeat

solve problem (8.4)–(8.6) with for y ¼ y ∗

find solution C(y)
y ∗  y ∗ + Δ

until C(y) does not decrease or y ¼ r

The previous resource-economy-based approach does not guarantee efficient use

of network resources. Instead, it guarantees cost-effective use of resources given

the fact that each peer defines the cost-rate function of its resources arbitrarily.

124 K. Birkos



Alternatively, peer selection can be modelled as a cooperative game among

peers as presented in [25]. In the simple case with a single parent, a parent p and a

set of children c1, c2, . . ., cn are players and they can form coalitions. A coalition

can be the union of the parent with any subset of children set. The problem is to find

a stable coalition with the highest aggregate value.

Each peer x that participates in a coalition G gains a value v(x). The value V (G)

of coalition G is the sum of the values allocated to all the peers:

VðGÞ ¼
X
8x2G

vðxÞ (8.7)

The coalition is stable if peers have no incentive to decide not to join the coalition.

In this case, the coalition G has higher value than any other coalition G 0 : G 0 � G.
A coalition G must satisfy the following conditions:

VðGÞ ¼ 0 if p =2G (8.8)

VðGÞ � VðG0Þ if G � G0 (8.9)

VðG1 [ ciÞ � VðG1Þ 6¼ VðG2 [ ciÞ � VðG2Þ (8.10)

Equation (8.8) states that parent p must participate in any coalition. Equa-

tion (8.9) states that the value of a coalition cannot be lower than the value of any

smaller coalition. Equation (8.10) states that the same peer has different contribu-

tion to the value of different coalitions. In order to participate in a coalition, a peer

x puts a coalitional effort e(x). The utility gained by the player is uðxÞ¼ vðxÞ� eðxÞ.
The coalitional effort can be modelled as follows:

eðxÞ ¼ ðjGj � 1Þe ; x ¼ p

e ; x 2 G n p

(

This is justified by the fact that the server has to put effort for each participating

peer, whereas the effort of a peer is a constant parameter e. In [25], the following

value function is proposed:

VðGÞ ¼ log 1þ
X
8i6¼p

1

bi

 !
; p 2 G

0; otherwise

8>><
>>:
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Algorithm 7 Game-theoretic peer selection: parent side

loop

upon receiving a request from potential child cx
calculate vðcxÞ ¼ VðGY [ cxÞ � VðGYÞ � e
if v(cx) � e then
reply with bandwidth allocation bx, y ¼ α �v(cx)

else

reply with bandwidth allocation bx, y ¼ 0

end if

end loop

Algorithm 8 Game-theoretic peer selection: child side

obtain m candidate parents from server

for each candidate parent y do
send request to candidate parent y
receive reply with bandwidth allocation bx, y

end for

B0 ¼ bx;y8y;B ¼; b ¼ 0;
while b¡1 do

select the largest allocation from bx, y 0 from B
B ¼ B [y 0;
b ¼ bþ bx;y0 ;

end while

cancel allocation for parents not listed in B
confirm allocation for parents listed in B

In mesh-based overlays, peer selection must protect the connectivity of the

overlay network. This means that each peer must have a minimum number of

children peers.

Peer selection is more complex in wireless networks. Authors in [8] formulate

the problem by means of network utility maximizations (NUM). In [3], the problem

of peer selection for scalable video is addressed. Letℛ be the set of receiving peers

in the network. Each receiving peer i has a different setsi of S(i) possible sending
peers. Let L(i) be the number of layers that each receiving peer i can decode and let
li be the corresponding set of layers. The outcome of the optimization problem is

the derivation of the decision matrices x(i) 8i ∈ ℛ. Each element xsl
(i) of the Si	Ri

decision matrix x(i) takes binary values and denotes whether receiving peer

i receives layer l from sending peer s (value 1) or not (value 0).
We denote bl

i as the source bitrate of the lth layer of the video sequence

requested by peer i. tmn denotes the achievable throughput in the link (m, n) and

tsi denotes the end-to-end throughput from peer s to peer i. Let hsimn be a binary
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variable that describes whether link (m, n) belongs to the route between sending

peer s and receiving peer i. We denote h the set of physically connected nodes,

i.e. the set of one-hop neighbors.

The following interference model is used: A directed link between a sending

node and a receiving node interferes with a set of other links if the receiving node is

within the range of the sending nodes of the other links. Two interfering links

should not be active at the same time. We adopt the notion of maximal cliques
which is widely used in NUM formulations [14].

Given an undirected graph that depicts the physical network topology, an

undirected conflict graph consists of a set of vertices that correspond to the directed
physical links and a set of edges that indicate whether two physical links interfere

with each other. Maximal cliques are maximal—in terms of number of vertices—

subgraphs of the conflict graph in which each vertex is connected with every other

vertex in the subgraph. Therefore, the complete set of maximal cliques c describes

all possible interference scenarios. Let ckmn be a binary variable that equals 1 when

link (m, n) is a vertex of maximal clique k. Due to interference, a link cannot be

active constantly. Thus, we introduce the real variable ymn to express the percentage
of time link (m, n) is scheduled to be active.

Due to imperfect link scheduling and failures of the collision detection/avoidance

mechanisms, links that belong to a maximal clique cannot be fully utilized. To

capture this phenomenon, we introduce the link utilization factor af.
According to the assumptions described previously, we define the following

optimization problem:

maximize
x;y

XR
i¼1

UiðxðiÞÞ (8.11)

s.t.
XSðiÞ

s¼1
x
ðiÞ
sl � 1; 8i 2 r; l 2li (8.12)

XSðiÞ

s¼1
x
ðiÞ
sl1
�
XSðiÞ

s¼1
x
ðiÞ
sl2
; 8i 2 r; l1; l2 2li : l1 < l2 (8.13)

XR
i¼1

XSðiÞ

s¼1

�
hsimn

XLðiÞ

l¼1
ðxðiÞsl bilÞ

�
� tmnymn; 8ðm; nÞ 2h (8.14)

X
m

X
n

ckmnymn � af ; 8ðm; nÞ 2h; k 2 c (8.15)

XLðiÞ

l¼1
x
ðiÞ
sl b

i
l � tsi; 8i 2 r; s 2si (8.16)

x
ðiÞ
sl 2 0; 1f g; 8i 2 r; s 2si; l 2li (8.17)

0 � ymn � 1; 8ðm; nÞ 2h (8.18)
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The objective of the problem is to maximize the network utility. As shown in

(8.11), the network utility is the sum of the individual utility functions Ui of the

receiving peers. Furthermore, Ui is a function of the decision matrix x(i). In general,
each peer wishes to receive as many quality layers as possible, given congestion and

interference constraints derived from the network topology. In addition, lower

quality layers are more important than higher quality layers. Since the elements

xsl
(i) of the decision matrices are binary and since a layer is received by a single

sending peer, the sum ∑s ¼ 1
S(i)xsl

(i) represents whether peer i receives layer l,

regardless from which is the sending peer. The sum
PLðiÞ

l¼1
PSðiÞ

s¼1 x
ðiÞ
sl then represents

the number of layers received by peer i.
To capture the different importance of different layers, we assign a real positive

weight factor wl to each layer l. Then we define the following utility function:

UiðxðiÞÞ ¼
XLðiÞ

l¼1

�
wl

�XSðiÞ

s¼1
x
ðiÞ
sl

��
(8.19)

Ui(x
(i)) is an increasing function of the number of admissible layers. Since lower

layers are more important in the decoding process, it is rational to introduce the

following inequality:

wl >
XLðiÞ

j¼lþ1
wj; 8i 2 r; l 2 ½1; LðiÞ � 1� (8.20)

Equation (8.20) states that admitting a single layer l is more important than

admitting all the layers that are higher than l. The choice of weight factors that

satisfy (8.20) is also a means for providing fairness among flows of different video

sequences. Inequality (8.12) expresses that a layer is exclusively sent by a single

source. Inequality (8.13) expresses the inter-layer dependency constraint. It

indicates that a layer can be admitted if and only if its directly lower layer can

also be admitted. Inequality (8.14) is the congestion constraint. The amount of

video traffic that traverses a link must not exceed the link throughput multiplied by

the link schedule. If we wish the proposed scheme to be friendly to existing traffic in

the network, (8.14) can be replaced by:

XR
i¼1

XSðiÞ

s¼1

�
hsimn

XLðiÞ

l¼1
ðxðiÞsl bilÞ

�
� ymn

�
tmn �

XF
f¼1
ðhfmnbf Þ

�
; 8ðm; nÞ 2h (8.21)

In (8.21), F is the number of non-video flows in the network, hmn
f indicates

whether link (m, n) is used by flow f, and bf is the bitrate of flow f. Inequality (8.15)
represents the interference constraint. Inequality (8.16) is used to ensure that a

video flow does not exceed the end-to-end throughput between the sending peer and

the receiving peer. This constraint accounts for the problem of throughput
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degradation which is observed in multihop wireless networks. Finally, constraint

(8.17) forces the decision variables xs l
(i) to take only binary values and constraint

(8.18) limits value field of link schedule ym n between 0 and 100 %. Table 8.1

summarizes the notation used in the formulation of the problem.

It is noted that although ym n are not included in the network utility, feasible link

schedules must also be computed in order to produce an optimal peer selection and

layer allocation (both expressed by the binary decision variables xsl
(i)). Therefore,

(8.11)–(8.18) constitute an MILP. We can relax the constraint (8.17) and allow xsl
(i)

to take real values.

x
ðiÞ
sl 2 ½0; 1�; 8i 2 r; s 2 Si; l 2li (8.22)

However, in this case (8.12) does not guarantee single source transmission per

layer. Instead, the transmission of any layer is possible to be assigned to several

sending peers, each contributing a different percentage. Equation (8.12) only

guarantees that no redundant transmissions will occur. In order to force the system

allocate complete layers to sending peers, we adopt a new utility function. Instead

of using the weighted sum of the number of layers, we use the weighted sum of the

square of the values of the decision variables.

Table 8.1 Notations for the peer selection problem in a wireless network

Notation Description

ℛ: Set of receiving peers

si: Set of possible sending peers

for peer i

S(i): Number of possible sending peers

for peer i

li: Set of layers for peer i

L(i): Number of layers for peer i

x(i): Decision matrix for peer i

xsl
(i): 1 if peer i receives layer l from peer s

bl
i: Source bitrate of layer l

tmn: Achievable throughput in the link (m, n)

tsi: End-to-end throughput from peer s to peer i

hmn
si: 1 if link (m, n) belongs to the route from

peer s to peer i

h: Set of physically connected nodes

c: Set of maximal cliques

cmn
k: 1 if link (m, n) is a vertex of maximal clique k

ymn: Percentage of time link (m, n) is active

af: Link utilization factor

Ui(): Utility function of peer i

wl: Weigh factor of layer l
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U0iðxðiÞÞ ¼
XLðiÞ

l¼1

�
wl

XSðiÞ

s¼1
ðxðiÞsl Þ

2
�

(8.23)

The problem is then transformed to an NLP. The coupling constraints (8.14) and

(8.15) can be relaxed via Lagrangian multipliers. Then, the resulting sub-problems

are charged with updating the primal variables xsl
(i) and ym n while the master

problem updates the values of the Lagrangian multipliers. The solution is

sub-optimal with respect to the initial MILP problem.

The problem of scheduling transmissions from multiple senders in wireless peer-

to-peer networks is addressed in [18] and [19]. The proposed mechanism is based

on the multi-armed bandit approach and tries to: (a) maximize the receiving data

rate and (b) minimize power consumption. According to this approach, selecting a

sender at each time slot gives a certain reward value. The aim is to define a sender

schedule in order to maximize the total reward. The problem is based on a partially

observed Markov decision process (POMDP).

Among multiple servers, the one with the largest Gittins index acts as the active
sender. The Gittins index γk(l, xk(l )) is a function of the sender l and its information
state xk(l ) at time slot k. A sender l can be in Ul different states. We denote by sk(l )
the state of sender l at time slot k. The information state xk(l ) is defined as the

following matrix:

xkðlÞ ¼ ðxki ðlÞÞ; i ¼ 1; 2; . . . ;Ul (8.24)

Each element xi
k(l ) is defined as follows:

xki ðlÞ ¼ Pr½skðlÞ ¼ ijYk; ak�1 ¼ l� (8.25)

where Y k is the observation history and ak � 1 is the active sender at time slot k � 1.

Algorithm 9 describes the sender scheduling process.

Algorithm 9 Distributed sender scheduling

Off-line computation:

for each sender l ¼ 1, 2, . . ., L do

Compute a finite set of vectors ΛN(l ) and store them in the index tables.

end for

Compute γK(l, x0(l )).
Real-time scheduling:

Find the address list of the L potential senders.

At k ¼ 0, send a request for the first chunk to all potential servers and include the

address list in the request message.

Each sender decides γK(l, x0(l )) and multicasts the index to other senders.

repeat

(continued)
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Algorithm 9 (continued)

Each sender stores the L-dimensional vector (ak, γ) where ak is the active

sender and γ is the vector of the Gittins indices of the L senders sorted in

descending order.

Sender 1 transmits the requested chunk to the receiver.

At the next time slot, sender 1 obtains the observation yk + 1(1), updates the

state estimation and decides it γK(l, xk + 1(l )).
Keep the Gittins indices unchanged for the remaining senders.

if γK(l, xk + 1(l )) � γK(l, xk(l )) then
Sender 1 will continue to be active.

else

Sender 1 multicasts γK(l, xk + 1(l )) to other potential senders and becomes

passive.

end if

until The last chunk is successfully transmitted.

8.3.3 Chunk Scheduling

In mesh-based overlays following the pull-based approach, each peer receives

requests from multiple peers in order to provide them with specific chunks. Each

peer must determine which peers will be served first and also the allocation of the

available upload bandwidth to the requesting peers. Reversely, peers that request

chunks must determine which chunks to request, from which peer to request each

chunk, and at what order to issue the requests. The main factors that affect these

decisions are: the rareness of the chunks, the playback deadlines, and the relative

importance of chunks.

BitTorrent adopts a rarest-first policy for chunk selection, i.e. chunks with less

potential suppliers are requested first. The same policy is proposed in [17] with the

following modification: The size w of the sliding window must be adjusted so that a

peer can use the playback delay d to download all necessary chunks to play the first
d time units of the stream. Given the video consumption rate b and the chunk size c,
the size of the sliding window must satisfy the following relation:

w ¼ db

c
(8.26)

BiToS [21] is another system inspired by BitTorrent. BiToS enhances BitTorrent

by adding a view-as-you-download service. Three additional components enable

smooth streaming performance, namely Received Pieces Set, High Priority Set, and
Remaining Pieces Set. The Received Pieces Set contains all the downloaded

chunks. Chunks in this set can be of the following types: Downloaded, Not-
downloaded, and Missed. The High Priority Set contains all the chunks that have

not been Downloaded yet, are not Missed and their play-out deadline is

approaching. Chunks in this set can be of the following types: Not-Requested and
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Currently-Downloading. Finally, the Remaining Pieces Set contains all the chunks

that have not been Downloaded, are not Missed and are not in the Priority Set.

A chunk in the Remaining Pieces Set can be Not-Requested or Currently-
Downloading. The chunk scheduling algorithm in BiToS is described next.

Each time a peer selects a chunk for downloading, there is a probability p that the
selected chunk is picked from the High Priority Set and a probability 1 � p that the
chunk is picked from the Remaining Pieces Set. The value of p represents a trade-

off between playback continuity and acquisition of chunks that will be needed in the

future. Chunks from the High Priority Set are chosen according to the Rarest-First

mechanism. However, if some chunks have the same rareness, the chunk which is

closer to meet its play-out deadline is selected. At any time, there is maximum of

k Currently-Downloading chunks.

When a chunk download is complete, the chunk is moved from its set (High

Priority Set or Remaining Pieces Set) to the Received Pieces Set. If the downloaded

chunk was in the High Priority Set, a chunk from the Remaining Pieces Set is

moved to the High Priority Set. This chunk is the one with the closest play-out

deadline. A peer can provide other peers with Downloaded chunks in its Received

Pieces Set. Algorithm 10 presents the chunk scheduling in BiToS.

Algorithm 10 Chunk scheduling algorithm in BiToS

loop

Choose the set to download the next chunk from:

Prob. p: High Priority Set or Prob. (1 � p): Remaining Pieces Set

Find rarest chunks within the selected set

if There are many chunks with the same rareness then

Select the chunk with the closest deadline within the rarest chunks

else

Select the rarest chunk

end if

Download the selected chunk from the selected set

Include chunk in the Received Pieces Set

if Download was successful and the chunk was received on time then

Mark chunk as ‘Downloaded’

else if Download was unsuccessful then

Mark chunk as ‘Not-Downloaded’

else if Download was successful but the chunk was not received on time then

Mark chunk as ‘Missed’

end if

if The selected set was in the High Priority Set then

Find the chunk with the closest deadline in the Remaining Pieces Set and

move it to the High Priority Set

end if

Proceed to next chunk

end loop
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In CoolStreaming/DONet [26], the chunk scheduling algorithm tries to meet two

constraints: the playback deadline for each chunk and the heterogeneous bandwidth

from different partners. Since finding optimal schedules that meet these constraints

is NP-hard, a heuristic method is used. According to this method, chunks are

scheduled to be fetched according to the number of potential suppliers. A potential

supplier of chunk c for peer p is any partner of p that possesses chunk c. Chunks
with less potential suppliers are served first. For each chunk, the peer with the

highest bandwidth and enough available time is selected as supplier.

The algorithm runs on a periodical basis. At the beginning of each period,

each peer tries to schedule the delivery of a set of expected chunks called expected
set (denoted as expected_set). Prior to the execution of the algorithm, partners

exchange their buffer maps. Therefore, each peer has the buffer map bm[k] of every
peer k in its set of partners (set_partners). A binary element bm[j, i] in the buffer

map bm[j] declares whether partner j has chunk i in its buffer. At first, the available
times t[j, i] for transmitting chunks until chunk i and the number n of potential

suppliers are computed for each chunk i. In addition, chunks are categorized

according to the number of potential suppliers. Table chunk_sets[n] includes

chunks with n potential suppliers. If the chunk i has only one potential supplier

(n ¼ 1), then this supplier k is selected and its available time is reduced by the time

to transmit the chunk. The transmission time is the rate of the chunk size chunksize

to the bandwidth band[k] from partner k. After that, chunks with more than one

potential suppliers are served. Algorithm 11 describes the previous process in detail

and Table 8.2 presents the involved parameters.

Algorithm 11 Chunk scheduling algorithm in Coolstreaming/DONet

loop

for segment i ∈ expected_set do
n  0

for j to num_partners do

(continued)

Table 8.2 Parameters for the

chunk scheduling algorithm

in Coolstreaming/DONet

Notation Description

band[k]: Bandwidth from partner k

bm[k]: Buffer map of partner k

bm[j, i]: 1 if partner j has chunk i in its buffer map

t[j, i]: Available time for transmitting chunks until i

deadline[i]: Deadline of chunk i

chunk_size: Segment size

num_partners: Number of partners

set_partners: Set of partners

expected_set: Set of chunks to be fetched

chunk_sets[n]: Sets of chunks with n suppliers
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Algorithm 11 (continued)

t[i, j]  deadline[i] � current_time
n  n + bm[j, i]

end for

if n ¼ 1 then

k  argr{b m[r, i] ¼ 1}

supplier[i]  k
for j ∈ expected_set, j > k do

t½k; j�  t½k; j� � seg size=band½k�
end for

else

chunk_sets[n]  dup_set[n] [{ i}
supplier[n]  null

end if

end for

for n ¼ 2 to num_partner s do
for each i ∈ chunk_sets[n] do

k argr fbandðrÞ > bandðr0Þjt½r; i� > chunk size=band½r�; t½r0; i�
> chunk size=band½r0�; r; r0 2 set partnersg

if k 6¼null then
supplier[i]  k
for j ∈ expected_set, j > k do
t½k; j�  t½k; j� � chunk size=band½k�
end for

end if

end for

end for

end loop

According to the approach described in [10], each source peer randomly selects

which receiving peer to serve. The selection is performed among neighbors which

have pending requests. Within the mesh-based approach, two neighboring peers can

have a two-way source–receiver relation. The source peer favors neighbors from

which it downloads chunks at a higher rate. The probability pn, k that source peer

n selects receiving peer k is given by:

pn;k ¼ In;kðdn;k þ EÞP
i2kn

In;iðdn;i þ EÞ (8.27)

wherekn is peer n’s set of neighbors, dn, i is the uploading rate from peer i towards
peer n, and ε is a small positive constant. In, i and In, k are binary variables that

express whether there are pending requests to peer n from peers i and k, respec-
tively. The role of ε is to ensure that a peer will be considered in the selection

process even if it has not contributed its uploading bandwidth yet.
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A receiving peer with low uploading rate towards the source peer will not

necessarily be rewarded with low uploading rate by the source peer. If the network

is under-loaded, there will be fewer pending requests and therefore chunks

requested by peers with low dn, i will have increased chances to be served.

Apart from the chunk selection and bandwidth allocation exercised by the source

peer, receiving peers must also select source peers and schedule requests for chunks

properly. A common approach relies on random scheduling. Each receiver periodi-

cally requests missing chunks. Chunks are requested randomly, without any form of

prioritization. If a missing chunk is available from multiple providers, one of them

is chosen at random.

Authors in [10] propose a scheduling algorithm at the receiver side which is

suitable for handling layered video streaming. Requests for important chunks are

expected to be served on time whereas requests for less important chunks are

expected to be served if the corresponding source peers have enough upload

bandwidth. The former are called regular requests and the latter are called probing
requests. There is a layer threshold ln below which requests are regular.

The proposed algorithm computes the chunk schedule according to the following

input variables: the set kn of neighbors of peer n, the set cn of chunks to be

scheduled, the number of layers for regular requests ln, and the total number of

layers L. Let Li d[i] denote the layer index of chunk i.

Algorithm 12 Chunk scheduling algorithm at the receiver

loop

for i 2 cn ^ Lid½i� � ln do
for k 2kn do

if chunk i is owned by neighbour k then
insert k to supplier set

end if

end forrandomly select a neighbour k ∗ from the supplier set to request

chunk i from
end for

for l  ln + 1 to L do

for i 2 cn ^ Lid ¼ l do
for K 2kn do

if chunk i is owned by neighbour k then
insert k to supplier set

end if

end for

randomly select a neighbour k ∗ from the supplier set to request chunk

i from
end for

end for

end loop
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An important goal of chunk scheduling is the efficient use of the system

resources in favor of streaming performance. The scalability of a peer-to-peer

system depends on the exploitation of the upload bandwidth of peers. As suggested

in [7], proper chunk scheduling can achieve almost full utilization of the upload

bandwidth.

In this system, there are source servers and peers. Each peer has two queues: a

playback buffer and a forwarding queue. The playback buffer stores received

chunks from different peers in playback order. The forwarding queue contains

chunks to be forwarded to other peers. Incoming chunks are divided into two

classes: F chunks and N F chunks. F chunks are consumed by the peer and they

are forwarded to other peers, whereas N F chunks are consumed without being

forwarded. Only chunks received by the source server are marked as F. In order to

achieve full utilization of the peers’ upload bandwidth, the forwarding queue must

be always busy. Whenever the forwarding queue is empty, the peer sends a pull
message to the server in order to request more chunks.

The server has also three queues: a content queue, a signal queue, and a

forwarding queue. The content queue stores the chunks to be forwarded to peers.

It has two dispatchers: a content dispatcher and a forward dispatcher. The signal

queue stores signals received from peers. If there is a “pull” signal in the signal

queue, a chunk is taken from the content queue, it is marked as F and it is dispatched

by the content dispatcher. The content dispatcher forwards it to the peer that issued

the “pull” signal and the “pull” signal is removed from the signal queue. If the

signal queue is empty, a chunk is taken from the content queue, it is marked as N F
and it is dispatched by the forward dispatcher. The forward dispatcher puts that

chunk to the forwarding queue to be forwarded to all the peers.

Theoretically, the chunk scheduling practice described previously achieves

maximum streaming rate provided that the propagation delay is negligible and

chunks can be arbitrarily small. In a real system, peers must adjust the timing of

“pull” signals and the server must increase the number of chunks dispatched upon

reception of a “pull” signal.

The peer sends a “pull” signal when the number of chunks in its content queue is

less than or equal to a threshold Ti. The server sends K chunks when it dispatches a

“pull” signal from a peer. In order to fully utilize a peer’s upload bandwidth, its

forwarding queue must always be busy. In this case, the following rule holds [7]:

Ti � ð2tsi þ KδÞ=us þ tqÞui
ðn� 1Þδ (8.28)

where ts i denotes the propagation delay between server s and peer i, us denotes
the upload capacity of the server, ui denotes the upload capacity of the peer, δ
denotes the chunk size, and tq denotes the queueing delay in the signal buffer at

the server.
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8.4 Comparison Between Tree-Based

and Mesh-Based Overlays

Tree-based and mesh-based overlays for peer-to-peer streaming are characterized by

fundamental similarities and differences as well. The following similarities hold [11]:

1. Similar structure: Regardless of the means of overlay formation and mainte-

nance, both tree-based and mesh-based overlays are characterized by a tree-like

structure.

2. Similar content delivery: In both approaches, peers receive different pieces of

video content from different parents and forward these pieces to children peers.

3. Need for loosely synchronized play-out buffer: In tree-based overlays, buffering

is essential in order to accommodate delay diversity among flows traversing

different trees. In mesh-based systems, buffering is required to accommodate

chunks that are received at random order and also to schedule requests for

missing chunks.

Tree-based and mesh-based systems differ in the following items [2, 11]:

1. Formation of delivery trees: In tree-based systems, the delivery trees are static

whereas in mesh-based systems the delivery trees are formed dynamically as an

indirect outcome of the peer selection process.

2. Partitioning of the video content: Due to the dynamic nature of mesh-based

systems, partitioning of video content into chunks is necessary. On the contrary,

in tree-based systems, the partitioning of the video flow into sub-flows and the

allocation of the video sub-flows to the sub-trees are performed at packet level.

3. Impact of delay: In tree-based systems, all packets traversing a logical link are

subject to the transmission delay of this logical link which is the sum of the

underlying link delays. However, in mesh-based systems, the transmission delay

is not the only source of delay and the available bandwidth plays a significant

role in delay performance. These phenomena are elaborated next.

In tree-based overlays, optimization of delay performance is a minimum path

cost problem. Specifically in case of homogeneous links, the problem is reduced to

minimizing the depth of the trees. Given that there is enough upload bandwidth for

a peer to support its outbound connections, any further increase in the upload

bandwidth does not improve delay performance.

In mesh-based systems, transmission delay plays a more important role because

chunks are disseminated in a store-and-forward manner. A peer cannot start

forwarding a chunk to other peers until it has finished receiving this chunk from

its parent peer. Therefore, peers themselves increase delay when acting as relays. In

addition, minimization of delay cannot be formed as a minimum path cost problem

for a series of reasons analyzed in [2]. At first, the delay observed during the

transmission of a single chunk depends on the fraction of the upload bandwidth

that is dedicated to this transmission. Secondly, after a peer has received a chunk, it

forwards this chunk to a set of peers in a sequential manner. Consequently, the
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delay until all these children peers obtain the chunk is considerable. Thirdly, a peer

must accomplish the transfer of a chunk to a set of children peers before a new

chunk has been generated. Therefore, in mesh-based systems, the number of

children peers is constrained.

In [22, 23], a hybrid system that combines tree-based and mesh-based

approaches is proposed. This system, called mTreebone constructs a tree-based

backbone of stable peers. Stable peers also participate in auxiliary mesh-

based sub-overlays.

8.5 Conclusions

Peer-to-peer streaming represents a promising technology that enables the delivery

of video content to thousands of users in a scalable and efficient manner. Two

main types of peer-to-peer streaming networks exist, namely tree-based and

mesh-based.

Tree-based networks rely on application-layer multicast trees. In each tree, each

peer receives content from a parent peer and forwards it to a set of children peers.

The main research issue in tree-based systems is the overlay formation and mainte-

nance. More specifically, the structure of the trees must withstand peer dynamics

and exploit peers available resources effectively. Tree-based systems perform well

in terms of delay because of the predefined topology. On the other hand, they are

prone to churn because the overlay has to be repaired after peer arrival and

departures.

Mesh-based networks do not rely on a predefined topology. Instead, peers form

partnerships and periodically exchange information about the availability of video

chunks. In push-based systems, each peer provides other peers with new chunks. In

pull-based systems, each peer requests certain chunks from other peers. Pull-based

systems represent the dominant approach both in academic research and in

implemented systems. Two main issues are present in mesh-based systems: peer

selection and chunk scheduling. Peer selection is defined as the process of selecting

peers to establish partnerships with. Chunk scheduling is defined as the process of

scheduling pull requests to other peers in order to obtain missing chunks. Mesh-

based systems can tolerate frequent peer arrival and departures. However, they

perform poorly in terms of delay.

Recent research efforts have shed light on several aspects of peer-to-

peer streaming. Practical algorithms as well as analytical tools have been

proposed. Yet, there are still many open issues that need to be addressed.

Given the increasing demand for peer-to-peer video content, peer-to-peer streaming

represents an active research area with direct benefits for the end-users and content

providers.
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Chapter 9

IP-Based Mobility Scheme Supporting

3D Video Streaming Services

Asimakis Lykourgiotis, Riccardo Bassoli, Hugo Marques,

and Jonathan Rodriguez

Abstract Presently, a large proportion of the Internet traffic is multimedia

streaming. Moreover, there has been a vast proliferation of multimedia-capable

mobile devices equipped with multiple radio interfaces. In particular, it is foreseen

that by 2016 video streaming will account close to 70 % of consumer mobile traffic.

A major challenge for the future mobile Internet is the delivery of 3D multi-view

video as it involves a large amount of data and is vulnerable to losses and end-to-

end delay. Thus, it is of great importance to investigate the impact of IP mobility

management to 3D video streaming. In this chapter, the mobility protocols pro-

posed by Internet engineering task force to support IP Mobility will be presented

and compared analytically. Moreover, the impact of the most well-known protocols

in terms of PSNR on 3D Video will be assessed and evaluated through simulation.

Additionally, as existing networks are becoming more and more heterogeneous the

recently released IEEE 802.21 for media independent handover (MIH) will be

presented. Finally this initial approach could be improved by adding network

coding (NC) in order to correct errors and erasures. Thus a novel NC-MIH protocol

based on subspace coding that guarantees reliability of transmissions at media

independent handover function layer, independently from transport protocols or

acknowledgement mechanisms in use will be introduced.
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9.1 Introduction

Nowadays, a substantial portion of the Internet traffic is multimedia streaming. The

vast proliferation of multimedia-capable mobile devices such as laptops and smart

phones equipped with multiple radio interfaces (WLAN, 4G) intensifies the need

for supporting IP mobility. However, the Internet was initially designed to facilitate

fixed hosts for data exchange. The integration of complementary wireless

technologies in order to achieve “anywhere, anytime, and on any device” ubiqui-

tous services is the core idea of all-IP networks and the Future Internet. Through

this concept, mobile nodes can roam or change network access technology

continuing seamlessly their communication. Video is becoming a major challenge

for the Future Internet as it will account close to 70 % of consumer mobile traffic by

2016 [4]. Among the wide variety of multimedia applications is the delivery of 3D

multi-view video. It becomes apparent that 3D video streaming, especially due to

the large amount of data involved and its time-sensitive nature, is a highly chal-

lenging problem for IP mobility management.

Mobility management is a major factor towards a seamless provision of multime-

dia applications in such a heterogeneous environment. Mobility management

mainly comprises two tasks: location management and handover management.

While location management is responsible for keeping track of the location of the

Mobile Node (MN) between successive calls, handover management is in control

of service continuity when the mobile node changes its point of attachment to the

network. In order to support 3D video streaming, handover management must be

extremely efficient with minimum handover delay. In this chapter, we survey

different approaches for supporting IP Mobility that have been proposed in the

leading standards development organization of Internet engineering task force

(IETF). As the burdens imposed by live multimedia streaming were becoming

more demanding innovative approaches were introduced to augment the previous

protocols with new salient features. By investigating the evolution in mobility

management protocols, the ability to deliver 3D video streaming is also under

investigation.

Additionally, the IEEE 802.21 media independent handover (MIH) protocol will

be presented. The 802.21 standard provides link layer intelligence and other related

network information to upper layers to optimize handovers. In actual mobile

networks, different technologies are coexisting and handsets with multiple wireless

interfaces are moving under heterogeneous coverage. In this environment, there are

two types of handovers: Horizontal and Vertical. A Horizontal Handover is a

handover between two network access points (AP) that use the same network

technology whereas a Vertical Handover (VHO) is a handover between APs of

different network technologies. MIH, as it will be discussed, can assist vertical

handovers between heterogeneous link layer technologies, as well as horizontal

across IP subnet boundaries. In order to exchange messages among remote entities,

the standard describes an MIH protocol. In case the link experiences errors and
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erasures, the reliability of the protocol is guaranteed in two different ways either via

a classical transport layer protocol such as transmission control protocol (TCP) or

via the acknowledgement service of MIH protocol itself. According to these

assumptions, it appears fundamental to find more efficient methods to augment

MIH protocol strength against packet errors and erasure.

Network coding can represent an efficient solution to make MIH more reliable.

In fact, network coding can also be useful for error correction. In particular, [5, 30]

defined the capabilities and theoretic characteristics of network error correcting

(NEC) codes. Then, subspace coding [11, 24] emerged as a new way of designing

NEC codes, without the need of conveying the coefficients of the linear

combinations into the header of the packets. This noncoherent approach

communicates information via subspaces and exploits the fact that network linear

operations do not affect them. Despite the amount of achievements in network

coding theory, the research on network coding for practical application is still at the

beginning: it is not yet clear how network coding can be developed into practice and

the effects it can produce on existing systems

The remainder of this chapter is as follows. Initially, in Sect. 9.2 an overview of

each proposed protocol is given considering the functions and entities that the

protocol introduces as well as its handover signaling flow. Then, in Sect. 9.3 a

novel NC-MIH protocol based on subspace coding will be described. Section 9.4

formulates a qualitative analysis to compare the previously described approaches

and discusses which approaches are more suitable for efficient mobile video

delivery. Additionally, in Sect. 9.5 simulation results will be presented to evaluate

the impact of mobility protocols on 3D video streaming. Finally, Sect. 9.6

concludes the chapter.

9.2 IP Mobility Protocols Overview

In the following section the most well-known IP mobility management protocols

will be presented. The protocols are categorized in global, local, route optimization

enabled and fast handovers.

9.2.1 Global Mobility Protocols

Internet connections are set up and established utilizing the Sockets Application

Programming Interface. Sockets uniquely identify the communications endpoints by

an IPAddress and a TCP/UDP port. Since the IP Address comprises a network prefix

and a host identifier, the mobile node’s change of subnet results to a prefix change

which will destroy the socket and break any existing connections. A crucial concept

in mobility management is the use of a unique identifier and a locator for the mobile

node. An identifier is a stable value that uniquely identifies the mobile node,
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regardless of its location while a locator is an IP address that indicates the mobile

node’s current attachment point to the Internet. As explained above applications use

the IP address as an identifier of the host, while the Internet uses it as a locator. This

duality of IP address is the reason why the Internet cannot inherently support

mobility. Another important concept is the place where the mapping between

mobile node’s identifier and locator is held and it is named rendezvous point.

In global mobility management the system is cognizant of the mobile node’s current

geographical location or subnet, i.e. its locator, on a global scale.

9.2.1.1 Mobile IPv4 (MIPv4)

MIPv4 [21] was introduced to alter the problem of socket close in TCP/IP and to

allow IP to natively support mobility. As a result, MIPv4 allows the mobile node

to utilize two addresses, one as an identifier called home address and the other as a

locator named care-of-address. In order to enable the usage of these two addresses,

new functions must be added to both the wireless routers and the mobile node. In

MIPv4, the router that advertises a network having a prefix matching that of mobile

node’s home address is the rendezvous point called Home Agent (HA) and allows

roaming of its users to other subnets. Additionally, a Foreign Agent (FA) is a router

of any other network that is capable of accepting visitors. MIPv4 is a well-known

protocol, sharing similarities with the next version and thus will not be further

described herein.

9.2.1.2 Mobile IPv6 (MIPv6)

MIPv6 [23] provides a vast number of IP addresses as well as mechanisms that

allow the mobile node to acquire its care-of address by itself, eliminating the need

of foreign agents deployment. The two procedures that allow the mobile node to

handle each own mobility management are the Router Discovery (RD) and the

duplicate address detection (DAD). The former involves exchange of messages

called Router Solicitation (RtSol) and Router Advertisements (RtAdv). The router

advertisement message allows the mobile node to learn the link-local address of the

access router (AR), the network prefixes, and the type of address configuration to

use. As defined in [20], router advertisement messages are sent periodically but

no less than every 3 seconds. To expedite the router discovery procedure, a router

advertisement message can be sent as a reply to a router solicitation.

The purpose of DAD is to verify the uniqueness of an IP address prior to assigning

it to an interface. As the Neighbor Discovery protocol [20] defines, DAD must be

performed on all unicast addresses, regardless of whether they are obtained through

stateless autoconfiguration, DHCPv6, or manual configuration. During the DAD

process a mobile node sends a number of Neighbor Solicitations (NbSol), each

separated by RetransTimer milliseconds in order to verify whether any other

node has the same address. If after the end of DAD no Neighbor Advertisement

message has been received, the mobile node assumes that no other node has this
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tentative address and assigns it to its interface. The protocol specifies that at least

one Neighbor Solicitation must be sent with minimum value of 1,000 ms for

the RetransTimer. During the DAD procedure the mobile node cannot use the

address under test which makes DAD a very time-consuming operation that

degrades the handover performance significantly. Alternatively, the optimistic

DAD can be used that removes the RetransTimer delay during address configu-

ration. The configured address can be used immediately as an Optimistic address

which is an address that is assigned to an interface and is available for use, while its

uniqueness on a link is being verified. This is based on the assumption that the

probability of a conflict is low especially when IEEE identifiers are used.

Once the mobile node moves to a new subnet, it performs configuration of the

link-local address, router discovery for new prefix acquisition, and new care-of-

address (NCoA) configuration as well as DAD procedure. Subsequently, it registers

the NCoA with the home agent through Binding Update (BU) and Acknowledge-

ment (BA) messages. Figure 9.1 depicts the MIPv6 signaling exchange when the

mobile node registers its NCoA with the home agent.

9.2.2 Local Mobility Protocols

Although Mobile IP enables the mobile node to maintain its connectivity to the

Internet when it roams across IP subnets, it has been slowly deployed in real

networks as it suffers from high handover delay. During handover, there is a period

in which the mobile node is unable to send or receive packets because of link layer

handover latency and IP protocol operations. This handover latency resulting from

standard Mobile IP is often unacceptable to real-time traffic. Separating local from

global mobility reduces adequately the handover delay. The following extensions

are proposed standards of the IETF designed to deal with local mobility and

compatible with both versions of Mobile IP protocol.

MN AR HA CN
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Fig. 9.1 Mobile IPv6

handover signaling
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9.2.2.1 Hierarchical Mobile IPv6 (HMIPv6)

HMIPv6 [25] introduces hierarchical mobility management in MIPv6, and by that

separates local from global mobility. In HMIPv6, global mobility is managed by the

MIPv6 protocols, while local handovers are managed locally. To do so, a new

Mobile IP functional entity called the mobility anchor point (MAP) is used, which

is basically a local HA. As shown in Fig. 9.2, the only difference of HMIPv6 from

MIPv6 is that the mobile node registers to the local MAP rather than the HA and, as

a result, the registration process is expedited by taking place locally. Figure 9.2

depicts signaling exchange when the mobile node performs a local handover.

Consequently, HMIPv6 reduces Mobile IP signaling load and improves the

MIPv6 handover delay. All in all, HMIPv6 minimizes the impact on Mobile IP

offering additional reliability and scalability.

9.2.2.2 Proxy Mobile IPv6 (PMIPv6)

PMIPv6 [31] is a local mobility protocol which additionally implements mobility

management procedures in the network part without involving the mobile node. For

that purpose, two new functional entities are introduced in PMIPv6, the local

mobility anchor (LMA) and the mobility access gateway (MAG). The LMA is

the topological anchor point for the mobile node’s home network prefix (i.e. it

advertises the prefix to the network), receiving any packets that are sent to the

mobile node by any node in or outside the PMIPv6 domain. The LMA is a home

agent with enhanced capabilities for supporting PMIPv6. The MAG is a new

functional entity that emulates the mobile node’s home link on the access link.

To do so, the MAG sends router advertisement messages, containing the mobile

node’s home network prefix. By this means, PMIPv6 does not require the address

MN pAR nAR MAP HA
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Tunnel
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CN

Data

Fig. 9.2 Hierarchical mobile IPv6 handover signaling
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configuration procedure to be performed during handover reducing handover delay

and signaling. Typically, MAG is a function runs on an access router. Finally, the

advantages of network-based mobility management is that it is compatible with

legacy devices and reduces signaling exchange through the wireless link.

Figure 9.3 illustrates the signaling flow for the PMIPv6. When a mobile node

enters the serving area of an MAG performs the router discovery procedure by

sending a RtSol message. Through this procedure, the MAG obtains the mobile

node’s identifier such as the link layer identifier and sends a proxy binding update

(PBU) message to the LMA. PBU is a BU message extended with a new field to

indicate to the LMA that the BU is a proxy registration. New options are available

in a PBU message, such as mobile node identifier, access technology type or link-

local address. Finally the LMA replies with a proxy binding acknowledgement

(PBA) and sets up a bidirectional tunnel with the MAG in order to use the mobile

node’s home network prefix over it. Upon reception of the PBA, the LMA acquires

the mobile node’s home network prefix and sends the relevant RtAdv. Receiving

the RtAdv, the mobile node assumes that there was no subnet change and the

handover process is completed.

9.2.3 Route Optimization

The main goal of MIPv4 was to allow transparent interoperation between mobile

nodes and their correspondent nodes using mobility enable agents as described in

Sect. 9.2.1.1. Although through this concept the condition of transparency has been

satisfied, all datagrams are forced to be routed through the mobile node’s home

network even if the correspondent node is located at the vicinity of the mobile node.

This situation in which correspondent node’s packets destined to the mobile node

follow a path which is longer than the optimal path because the packets must be

forwarded via specific mobility agent is called Triangle Routing [33].

In the case of MIPv4 route optimization is a nonstandard set of extensions [22],

while in MIPv6 is a fundamental part of the protocol. However the approach in

both cases is similar as the main idea is to allow the mobile node to register its care-

of-address not only with the home agent but also with the correspondent node.
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As a result a binding cache is maintained by the correspondent node containing the

care-of-address of the mobile node in order to optimize the communication path.

This is accomplished through the BU and BA messages exchange between the

mobile node and the correspondent node.

Nonetheless, before this signaling exchange a mobility security association must

be established between the two endpoints of the communication. In MIPv6, this is

achieved through another fundamental sub-protocol named Return Routability

protocol (RR). The RR is a procedure that enables the correspondent node to

carry out a minimal verification that a mobile node owns an address (home address)

and is reachable at another (care-of-address). Only with this assurance the corre-

spondent node can accept BU and direct mobile node’s data traffic to its claimed

care-of-address. The mobile node initiates this testing procedure by sending two

messages, one routed through the home agent (Home Test Init—HoTI) and one

directly to the correspondent node (Care-of Test Init—CoTI). These messages

are used to initiate the RR procedure and convey the home and care-of-address of

the mobile node. Upon reception of these two messages the correspondent node

produces two keygen tokens based on its secret key and the home or care-of-

address. Finally, each token is sent by the correspondent node to the mobile node,

one via the home agent (Home Test—HoT ) and one directly (Care-of Test—CoT).

The RR is completed when the mobile node receives both messages and can now

send a BU to the correspondent node. It is noted that, in HMIPv6 described in

Sect. 9.2.2.1, the mobile node hides its location (CoA) from both the home agent

and correspondent node and, as a result, it cannot use MIPv6 route optimization.

If route optimization is supported by the correspondent node the RR is executed

right after the home agent registration and it is followed by the correspondent

registration. Figure 9.4 above shows the message flow for the Mobile IPv6 protocol

with route optimization.

Fig. 9.4 Mobile IPv6

route optimization signaling
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9.2.4 Fast Handovers

In all previously discussed protocols, a mobile node initiates the network layer

handover procedure when it detects that it has moved to a new subnet. Movement

detection occurs after link layer handover and as a result link and network handover

delays are additive. This can introduce significant disruption which is unacceptable

for applications such as 3D video streaming. To address this problem, the IETF

Network Working Group has proposed a cross layer solution where link layer

triggers are used to optimize the network layer handover procedure. This approach

results to a family of protocols defined as fast handovers including specific

implementations for MIPv4 [14], MIPv6 [13] and PMIPv6 [31].

A link layer trigger is an event related to the link condition or the link layer

handover process. The link layer triggers that are made available to the IP layer are

assumed to be generic and technology independent. As these events are very

common in cross layer design, IEEE has developed a standard to support handover

management and interoperability between heterogeneous network types. The result

is the 802.21 MIH protocol, which is a standard that can perform such signaling and

assists fast handovers functionality. Such triggers are the “Link Going Down” event

for an upcoming change in link layer point of attachment due to signal deteriora-

tion, the “Link Down” event which is the trigger that occurs at the previous access

router (pAR), informing that the mobile node has moved to another subnet and the

“Link Up” is the consequent establishment of the new link.

In the beginning, the mobile node solicits information of the future (new) access

router that is going to be handed over. This will result to configuration of a NCoA

based on the new access router (nAR) while the mobile node is still connected to its

current (previous) access router using its previous care-of-address (PCoA). The

next step is to establish a tunnel between the previous and nAR to forward mobile

node’s data. During this stage buffering can be used to minimize losses. If this

establishment occurs while the mobile node is still connected to the pAR the

scenario is characterized as the predictive mode of operation. In this case a

movement prediction mechanism must be applied. Otherwise, a reactive fast

handover occurs meaning that the tunnel starts after the “Link Up” event. Finally,

the mobile node registers the NCoA to the home mobility agent starting normal

routing of data. However, during this signaling exchange there is no loss of data

only an additional delay to forward packets from pAR to the new one.

9.2.4.1 Mobile IPv6 Fast Handovers

In the following, the specific signaling defined for FMIPv6 implementation will be

described as shown in Fig. 9.5. Initially, the mobile node sends a Router Solicita-

tion for Proxy Advertisement (RtSolPr) to the pAR to request information for a

potential handover. The pAR will respond with a Proxy Router Advertisement

(PrRtAdv) providing information about neighboring links and by this way
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expediting movement detection. After processing the PrRtAdv message, the mobile

node sends a fast binding update (FBU) message instructing its pAR to redirect

its traffic towards the nAR. The moment of sending the FBU is determined by

link-specific events and significantly affects the handover delay. In the predictive

mode the mobile node sends the FBU from the pAR’s link whenever anticipation

of handover is feasible and the pAR responds with a Fast Binding Acknowledge-

ment (FBack) message. A “Link Going Down” event can be such a trigger.

From that moment on, packets will be sent to the nAR and will be buffered until

the “Link Up” event. Consequently, the smaller the time delay between the “Link

Going Down” event and the “Link Down” event the less packets will be buffered

and the communication disruption will decrease. In case that anticipation is not

feasible or that the mobile node has not received an FBack, the reactive mode is

applied where the mobile node sends an FBU immediately after attaching to

nARs link.

In any case, the result is that packets arriving for PCoA are tunneled to NCoA.

Such tunnel remains active until the mobile node completes the binding update

with home agent. In the opposite direction, the mobile node reverse tunnels

packets to the pAR in order to ensure that packets containing a PCoA as a source

IP address are not dropped due to ingress filtering. Even though the mobile node is

IP-capable on the new link, it cannot use the NCoA directly with its correspondents

without first establishing a binding cache entry (for the NCoA). It should be

noted that route optimization can apply in this case without contributing in the

handover delay.

MN pAR nAR HA CN

PrRtAdv

FBU

HI

HAck

FBAckFBAck

Forwarding
BufferingLink Up UNA

BU

BA

Tunnel
PrRtSol

Link Going Down

Fig. 9.5 Fast handovers for mobile IPv6 (FMIPv6)
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9.2.4.2 Fast Handovers for Proxy Mobile IPv6 (PFMIPv6)

Fast Handovers can also apply in the case of local mobility management. In PMIPv6

unlike HMIPv6, fast handovers is a proposed standard [31]. In PMIPv6, as described

in Sect. 9.2.2.2, a mobile node is not directly involved with IP mobility management

operations. Hence, the messages involving the mobile node in FMIPv6 cannot be

used in the PMIPv6 context. Therefore, the RtSolPr, the PrRtAdv, FBU, FBack and

the UNA messages are not applicable and they are omitted.

On the other hand, the protocol operations are transparent to the LMA. Note that

the mobile node is capable of reporting lower-layer information to the nAR

meaning that MIH can be applied. Moreover, when the mobile node establishes a

new link layer connection its identifier is also transferred to the newMAG (nMAG).

This can be regarded as a substitute for the UNAmessage. The sequence of message

exchanges for the predictive fast handover is illustrated in Fig. 9.6.

9.3 MIH and Network Coding

Before presenting our approach which integrates network coding into MIH

protocol, the main characteristics of MIH protocol are shown and some concepts

of network coding are described in the next subsections.

9.3.1 Media Independent Handover Protocol

According to IEEE 802.21, MNs and network entities communicate with each other

using MIH protocol messages. MIH protocol is employed to remotely send

messages between separate media independent handover function (MIHF) entities.
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Fig. 9.6 Fast handovers for proxy mobile IPv6 signaling
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Figure 9.7 represents the IEEE 802.21 reference model and types of MIHF

relationship. Once two MIHF entities need to communicate with each other, a

transaction is initialized. An MIH transaction is a flow of messages with the same

Transaction-ID submitted to, or received from, a particular MIHF ID. A specific

MIH node cannot have more than one transaction pending for each direction with

an MIH peer. According to classical MIH protocol, if the remote communication

between entities is not reliable, an acknowledgement service is required. The MIH

acknowledgement service uses two bits inside the MIH header: the ACK-Req bit is

set by the source and the ACK-Rsp bit is set by destination. After sending an MIH

protocol message with ACK-Req bit set, the source starts a retransmission timer and

keeps a copy of it while the timer is active. If the acknowledgement message is not

received before the expiration of the timer, the source node retransmits the saved

frame with the same Message-ID, with the same Transaction-ID and with

ACK-Req bit set. Otherwise, when acknowledgement is received before expiration

of the timer or before any other retransmission attempt, the source ensures the

correct reception of the message, resets the timer, and deletes the saved copy of the

packet. Moreover, if the MIH source receives ACK for any of the previous

transmission attempts, then the communication is classified as successful and it

does not need to wait for any further acknowledgements. Retransmissions are

done while ACK is received or the number of retransmissions reaches the maxi-

mum value.

On the destination side, frames received with the ACK-Req bit set cause the

return of anMIH acknowledgement message with ACK-Rsp bit set in the header and

with the same Message-ID and Transaction-ID. In particular, acknowledgements

are MIH packets without payload. When an immediate response is waited by the

MIH source, the receiver sends the corresponding MIH answer message with

ACK-Rsp bit set. Then, the destination can also set the bit ACK-Req to ask the

source to acknowledge the response message. If multiple messages are received,

the sink only processes the first one. In this sense, all the duplicate frames are

acknowledged. All MIH protocol messages have two identifiers: MIHF ID

Fig. 9.7 IEEE 802.21

reference model with the

different kind of interfaces

used to communicate with

different layers and entities
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and Transaction-ID. The former uniquely identifies an MIHF entity to provide the

services whilst the latter matches a request message with the correspondent response

message or acknowledgement. An MIH protocol payload is constituted by a Source

MIHF Identifier Type-Length-Value (TLV), a Destination MIHF Identifier TLV

and an MIH Service Specific TLVs. Figure 9.8 depicts the fields of MIH protocol

frame format and of its header. Table 9.1 describes themeaning of the different fields

of the MIH protocol header format.

Fig. 9.8 MIH general protocol frame format and its header [8]

Table 9.1 MIH protocol header fields [8]

Field name Sizea Description

Version 4 It specifies the current version of MIH protocol in use.

ACK-Req 1 It is used to request an acknowledgment for the message.

ACK-Rsp 1 It is used to answer to the request for and acknowledgment

message.

Unauthenticated Informa-

tion request (UIR)

1 It informs the MIH Information Service if the message is sent

in pre-authentication/pre-association state so that the

length of the response message is limited.

More fragment (M) 1 It is used if the message is a fragment to be followed by

another fragment.

Fragment number (FN) 7 It is used to represent the sequence number of the fragment

(0–127).

Reserved (rsvd) 1 It is kept reserved and usually set to “0”.

MIH message ID 16 It is a combination of three different fields: Service identifier

(SID), operation code (Opcode) and action identifier

(AID). The first identifies the different MIH services. The

second is the kind of operation to be performed with

respect to the SID. The third indicates the action to be

done according to the SID.

Reserved2 (rsvd2) 4 It is kept reserved and all the bits are usually set to “0”.

Transaction-ID 12 It is used to match requests, responses and acknowledgments.

Variable payload length 16 It defines the total length of the variable payload of the

respective MIH protocol frame.
a Sizeis expressed in bits
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9.3.2 Network Coding

Network coding can represent an efficient solution to make MIH more reliable. The

idea of coding information at network layer started in 2000 with [1]. This work

showed that higher rates could be achieved in a network by mixing packets together

at the nodes instead of only forwarding them. Next, [16] demonstrated that linear

combination of packets were optimum solution to design network codes for

multicast scenarios. These initial approaches were mainly taking advantage of

graph theory and linear algebra. A complete algebraic framework for network

coding was proposed by [12]: its theoretic results were fundamentals for the

development of random linear network coding (RLNC) [7].

Besides improving throughput, network coding can be useful for error correction.

In particular, [5, 30] defined the capabilities and theoretic characteristics of NEC

codes. Then, subspace coding [11, 24] emerged as a new way of designing NEC

codes, without the need of conveying the coefficients of the linear combinations

into the header of the packets. This noncoherent approach communicates informa-

tion via subspaces and exploits the fact that network linear operations do not

affect them.

Despite the amount of achievements in network coding theory, the research on

network coding for practical application is still at the beginning: it is not yet clear

how network coding can be developed into practice and the effects it can produce

on existing systems. The first work focused on practical network coding was [6].

Next, the landmark articles [26, 27] proposed a mechanism to efficiently incorpo-

rate network coding into the TCP. The novel TCP/NC consists in a modified

protocol stack and in an innovative acknowledgement system, which makes TCP

compatible with coding operations on packets. Side by side, [3, 15, 17, 29]

investigated how retransmission systems, such as automatic repeat request (ARQ)

and hybrid automatic repeat request (HARQ), could meet network coding. The two

main solutions to modify the acknowledgement mechanisms were:

• once a packet is not received, the source retransmits the linear combination of

that packet with a new one,

• if a set of packets is received with errors, the source retransmits their linear

combination.

Next, [10] described a cooperative radio access network (RAN) MAC layer

protocol based on RLNC to ensure reliable and flexible data delivery over 3GPP

long-term evolution-advanced (LTE-A) RAN.

Section 9.3.4 describes a novel NC-MIH protocol based on subspace coding.

The main idea is to deploy network coding to avoid erasures and to reduce

retransmission load, acknowledgments, and energy consumption. The network

coding operations are efficiently integrated into the original MIH protocol and a

novel acknowledgment mechanism is shown.
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9.3.3 Subspace Coding

Coding through subspaces [11] represents an alternative solution to RLNC to

develop NEC codes independent from network topology. In particular, subspace

coding in respect of RLNC, does not require appending coefficients of linear

combinations to headers of packets. This is important to avoid additional overhead

in transmissions, especially in wireless scenarios.

In order to explain the main characteristics of subspace codes, let us define the

channel model

Y ¼ HPþGE (9.1)

where the rows of matrices P and E are, respectively, the source packets and error

packets, H and G are random matrices and Y are the received packets. Let W be a

fixed N-dimensional vector space over a finite field of size q. An operator channel

associated with the ambient space W is a channel input and output alphabetpðWÞ.
Given as channel input the subspace V and as channel output the subspace U, the
relationship between them is

U ¼ hkðVÞ � E (9.2)

where k ¼ dim(U \ V ) and E is an error space. Especially, the operator channel

transforms V intoU by committing ρ ¼ dimðVÞ � k erasures and t ¼ dim(E) errors.
Next, it is fundamental to define a metric function for subspace coding. In order to

do that, let d be a function d : pðWÞ �pðWÞ ! Zþ, with Z + the set of nonnega-

tive integers. Then, the function

dðA;BÞ :¼ dimðAþ BÞ � dimðA \ BÞ (9.3)

is the distance between the two subspaces A and B. Finally, a code C for an operator

channel with ambient space W is a nonempty collection of subspaces of W. Other

two important parameters of subspace codes are the maximum distance between

codewords (subspaces)

LðCÞ :¼ max
A2C

dimðAÞ (9.4)

and the rate of the code

R ¼ logq ðjCjÞ
NL

(9.5)

where NL denotes either the number of q-ary symbols contained in the source

packets or the number of required channels to inject L source packets.
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The first algorithm to efficiently construct subspace codes was provided by [11]

in 2008. Because of the name of the authors, these codes have been called KK

codes. The basis for the transmitted vector space is obtained via the evaluation of

a linearized message polynomial in a Reed-Solomon-like way. On the other side,

KK codes decode received subspaces via a Sudan-style algorithm [19].

9.3.4 NC-MIH Protocol

This section presents our approach to merge subspace coding with the original MIH

protocol. The reason to incorporate network coding intoMIHF layer is the reduction

of packet erasures due to unreliable links and the reduction of losses caused by

vertical handovers. The existing protocol stack of MIHF is modified to efficiently

embed coding operations. So, the classicalMIHF layer defined by [8] is split into two

sub-layers: anMIHF sub-layer and a network coding (NC) sub-layer. The former has

kept almost all the functionalities that belonged to the previous MIHF layer: in fact,

this layer directly communicates with upper and lower layers, respectively, through

the interfaces MIH_SAP and MIH_LINK_SAP. The NC sub-layer is placed under

MIHF sub-layer to perform encoding and decoding operations over theMIH frames.

Because of this, MIH_NET_SAP interface has been moved to NC sub-layer to allow

this sub-layer to exchange information between remote MIHF entities. Figure 9.9

depicts how the reference model in Fig. 9.7 has been modified. At the source, the

MIH sub-layer sends a set of packets—belonging to the same transaction—to theNC

sub-layer which stores them in an encoding buffer. Then, the KK encoder encodes

the buffered packets according to a fixed subspace codebook: the dimensionality

of the encoded subspaces cannot exceed the min-cut bound of the connection.

Fig. 9.9 NC-MIH reference model showing the two new MIHF and NC sub-layers and their

interfaces
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When subspaces are sent, a copy of them is stored and a retransmission timer starts.

This procedure allows NC sub-layer to perform retransmissions in case of errors and

erasures. It is useful to describe the coding procedure at the MIH source entity.

First, L linearly independent vectors a1, . . ., aL are given: these vectors span an

L-dimensional subspace over a finite field of size q. Source frames, which are created

at MIH sub-layer, are represented by the matrix U with k rows

P ¼
p0

..

.

pk�1

2
64

3
75 (9.6)

where the elements are belonging to a finite field of size qm. Based on these

k vectors that are collected in the buffer, the encoder forms a linearized polynomial

f ðxÞ ¼
Xk�1

i¼0

pix
qi : (9.7)

Then, the encoder evaluates the function f(x), with x ¼ a1, . . ., aL, and calculates

the set b1, . . ., bL, with bi ¼ f(ai). Since vectors a1, . . ., aL are linearly indepen-

dent, the tuples (a1, b1), . . ., (aL, bL) are linearly independent as well and they

result in a basis of a vector space V of dimension L + m over a finite field of size q.
Finally, subspace V is sent via the MIH_NET_SAP interface. It is important to

underline that subspaces, obtained by f(x) for different set of source messages, are

all distinctive if the condition j A j � k is satisfied.
Once the destination receives the packets, the NC sub-layer decodes the

subspaces by comparing them with the ones listed in the codebook and sends

the information packets to the MIH sub-layer. Side by side, the decoder also

acknowledges the subspaces that are correctly received. The ACKs are related to

each subspace and are interpreted by the NC sub-layer at the source. In fact, from

the moment an acknowledgment1 is received, the NC sub-layer releases the

encoded packet stored before and stops the respective retransmission timer.

Moreover, it removes the information packets which span that subspace from the

buffer to give space to new packets to be encoded and sent. The MIH destination

entity receives a subspace U of dimension r ¼ L� ρþ t, where the tuples (xi, yi),
i ¼ 1, . . ., r, are a basis for U. First, the decoder constructs a nonzero bivariate

polynomial

Qðx; yÞ ¼ QxðxÞ þ QyðyÞ (9.8)

where Q(xi, yi) ¼ 0, 1 � i � r. Two assumptions are important to find the solution

of a homogeneous system composed of r equations in 2τ � k þ 1 variables: Qx(x) is

1 Acknowledgments are related to a unique subspace.
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a linearized polynomial over finite field of size qm of degree at most qτ�1 and Qy(y)

is a linearized polynomial over finite field of size qm of degree at most qτ�k. Because

of that, it is achieved a nonzero solution if r ¼ L� ρþ t < 2τ � k þ 1. Another

condition is that Q(x, f(x)) ¼ 0. It is possible to convert (9.8) into

QyðxÞ � f ðxÞ þ QxðxÞ ¼ 0: (9.9)

From this relation, polynomial f(x) is calculated by using Euclidean algorithm.

If no polynomial is found, the decoding procedure fails. Finally the output f(x)

corresponds to the codeword V̂ 2 C if dðU; V̂Þ < L� k þ 1. The time complexity of

the decoding procedure isO((L + m)2) operations over a finite field of size qm. Once

the codeword V̂ is recovered, the NC sub-layer at the receiver sends back an

acknowledgement referred to subspace V. Side by side, the decoder interprets—

via the codebook—the source packets from V̂ and finally, the packets are ready for

the MIH sub-layer.

MIH protocol leaves reliability issues for the particular transport layer protocols

implemented. When the message loss rate experienced on the link is greater than or

equal to 0. 01 %, the acknowledgement service is deployed to make the communi-

cation reliable. Themain advantage of our NC-MIH protocol is that subspace coding

within the MIHF layer guarantees the reliability of the protocol, independently from

the transport protocol in use. The integration of a coding sub-layer to provide less

errors becomes more important when, for example, user datagram protocol (UDP)

is the transport protocol. In case, the system required UDP to reduce latencies

for delay-sensitive handover communications—while reducing reliability—an

NC-MIH sub-layer could achieve low losses together with low latencies.

9.3.5 Practical Implementation

After previous theoretic discussion about how to integrate subspace coding into

MIH protocol, this section describes our approach to implement in practice the

NC-MIH protocol.

First, since the one-to-one correspondence between byte and symbol is assumed,

coding operations are performed over a finite field of size 256. Next, the informa-

tion messages considered in Sect. 9.3.4 are of fixed length. However, MIH protocol

defines a variable payload length. Therefore, while the encoder takes the source

packets from the buffer, it introduces zero symbols to achieve a fixed size packet.

The reference to perform this action is the longest packet in the encoder buffer.

Nevertheless, the variable payload length field inside packet headers remains the

same to inform the receiver about the real packet size of each frame.

An encoded packet is constituted by either packets in the buffer or a subset of

them. Its header has the aim of helping its routing towards the destination and to

help the receiver to manage the classification of the packet and the acknowledge-

ment process. Figure 9.10 depicts the structure of an encoded packet.
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• Ack-Req and Ack-Rsp: they allow the receiver to perform acknowledgement

mechanisms of encoded packets, once received.

• Unauthenticated information request: it shows the receiver if the packets

encoded are from an MIHF entity that is communicating in unauthenticated

mode.

• Transaction-ID: it indicates the transaction the encoded message belongs to.

• Source and Destination MIHF identifier: they uniquely identify source and

destination of the message.

The information packets stored in the source buffer have associated with

a retransmission timer. When an ACK is interpreted by the NC sub-layer,

the packets which span that subspace are removed from the buffer and their

retransmission timers are cancelled. After a successful decoding process, the NC

sub-layer at the receiver acknowledges the subspace received. Figure 9.11 shows

the structure of the acknowledgement frame. As IEEE 802.21 standard states,

the ACK frame is only constituted by MIH frame header. In case of NC-MIH

protocol, a field of 16 bits called Subspace-ID is introduced to create a single

correspondence between subspaces and acknowledgements. In fact, the Subspace-

ID field indicates the number of the subspace in the codebook list and uniquely

identifies it.

It is possible to have intermediate nodes between source and destination. Once

encoded packets are received, they are linearly combined together in an arbitrary

way. Since linear operations are not affecting subspaces, the receiver is still able to

decode the original message.

Fig. 9.10 NC-MIH protocol frame format

Fig. 9.11 NC-MIH acknowledgement frame format
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9.3.6 Performance Analysis – An Energy Perspective

This section presents a first analysis to show the differences in energy consumption

between classical MIH protocol and our NC-MIH protocol. The simple topology

considered is a point-to-point communication network with a source MIH entity

sending packets to a destination MIH entity. The model of the link consists in an

erasure channel, in which each packet is lost with a constant probability ε in transit
independent of all the other packets. Then, the capacity of the erasure channel is

1 � ε and the range of possible code rates achievable becomes R < 1 � ε. This
scenario can be seen as a MN communicating with a point-of-attachment (in

this case an IEEE 802.11n access point). When MIH protocol is implemented, the

consumption calculated considers the presence of acknowledgment service or

the application of a link-layer efficient erasure code [34] based on cascades of

sparse bipartite graphs.

Let us assume the packet erasure probability of the wireless link ε = 0. 1 and the

real rate of the link rmax ¼ 80 Mb/s. The MIH source entity has to send 7, 000

packets of constant size 256 bytes to the MIH destination entity. Table 9.2

summarizes the energy consumption per second of IEEE 802.11n for each state.

As Sect. 9.3.1. has shown above, the size of an ACK frame is 8 bytes. The following

evaluation does not take into account latencies and retransmissions caused by the

expiration of retransmission timers.

First, the system deploys MIH protocol with acknowledgment service to make the

transmission reliable. Each packet transmitted requires an acknowledgment and

the frames lost need to be retransmitted and acknowledged. The second case is

the one in which there are no losses because of the packet erasure code [34].

A code of at least rate 9
10

guarantees to recover all the lost packets after the decoding

procedure. However, this produces a redundancy of 778 frames plus relative ACKs.

The last case investigates the use of NC-MIH protocol instead of classical MIH

protocol. The extra overhead into NC-MIH frames includes 15 bits per frame.

Figure 9.12 depicts the energy consumption per bit of the three previous approaches

by using the energy consumptions summarized in Table 9.2. It is possible to see

that NC-MIH protocol has the least energy consumption. It is important to highlight

that, in case of MIH protocol with erasure code and NC-MIH protocol, the

energy consumption calculated represents an upper bound: in fact, the analysis

considered the application of the acknowledgment service. Nevertheless, if the

communication is reliable because of coding procedures, acknowledgments become

unnecessary.

Table 9.2 Energy consumption measurements of IEEE 802.11n

by considering unit time 1s [23]

Device state Energy consumption [mJ]

Off 0

Receive 1, 270

Transmit 1, 990
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9.4 IP Mobility Protocols Analysis

In the following section the aforementioned mobility management protocols will

be analyzed in terms of Signaling Cost, Packet Delivery Cost, and Handover

Disruption Time. To perform the analysis, the fluid flow mobility model will be

adopted. Fluid flowmodel is appropriate for mobility nodes with high mobility. The

model is applicable under the following assumptions:

• Subnet and domain areas are circular.

• The density of mobile nodes is uniform in these areas.

• The direction of mobile node’s movement is uniformly distributed in the range

of (0, 2π).

Let v be the nodes’ average speed, R is the coverage radius of each wireless

access router and N is the number of subnets in a domain. Then the cell crossing

rate μc, the inter-domain crossing rate μd and the intra-domain crossing rate μs are
expressed as follows [2].

μc ¼
2 � v
π � R , μd ¼

μcffiffiffiffi
N

p and μs ¼ μc �
ffiffiffiffi
N

p � 1ffiffiffiffi
N

p (9.10)

Fig. 9.12 Energy consumption per bit of the systems which use MIH protocol, MIH protocol with

a packet erasure code and NC-MIH protocol
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Assuming that the session arrival process follows a Poisson distribution with

parameter λs and from (9.10), the average number of movements for each type of

previously discussed crossing during an inter-session arrival can be obtained.

EðNcÞ ¼ μc
λs

, EðNdÞ ¼ μd
λs

and EðNsÞ ¼ μs
λs

(9.11)

Finally, for our analysis the session to mobility ratio (SMR) will be utilized.

The SMR is defined as the ratio of the session arrival rate to the mobility rate which

is the inverse of E(Nc). If the SMR is high, the session activity is a more important

factor than the mobility rate and hence reduction of the packet delivery cost is more

preferable rather than the signaling cost.

9.4.1 Signaling Cost Analysis

The transmission cost of control message M between nodes X and Y can be

expressed as:

CM
X;Y ¼ awl � Lp þ aw � Lp � ðdX;Y � 1Þ: (9.12)

where awl and aw is the transmission unit cost in the wireless and wired link,

respectively, Lp is the message size in bits and dX, Y the number of hops between

nodes X and Y. In this analysis, the message processing cost in routers is considered

negligible. The size of messages is given in Table 9.3 whereas all the network

related parameters are given in Table 9.4. As described in Sect. 9.2.2 HMIPv6 and

PMIPv6 perform local binding updates in intra-domain crossing. For inter-domain

crossings although not explicitly defined in the current specifications, it is assumed

that the MIPv6 mobility service is used. Thus, the average signaling cost for local

mobility protocols between two consecutive session arrivals is given by:

Coverall ¼ EðNsÞ � Clocal þ EðNdÞ � Cglobal (9.13)

Table 9.3 Length of control messages (in bytes)

Message Length Message Length Message Length Message Length

AgSol 28 HoTI 64 BA (CN) 66 PBA 76

AgAdv 67 CoTI 64 BU (MAP) 56 HI 52

RReq 60 HoT 74 BA (MAP) 56 HAck 52

RRpl 56 CoT 74 FBU 56 PrRtSol 52

IPv6 40 BU (HA) 56 FBA 56 PrRtAdv 80

RtSol 52 BA (HA) 56 UNA 52 NbSol 52

RtAdv 80 BU (CN) 66 PBU 76 data 1,460
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Obviously, global mobility protocols perform the same process regardless the

type of crossing. The average signaling cost in this case is:

Coverall ¼ EðNcÞ � Cglobal (9.14)

Subsequently, the signaling cost for MIPv6 using the optimistic DAD concept

and without performing the return routability process is:

CMIPv6 ¼ EðNcÞ � CRtSol
MN;AR þ CRtAdv

AR;MN þ CNbSol
MN;AR þ CBU

MN;HA þ CBA
HA;MN

� �

¼ EðNcÞ � CMIPv6
single :

(9.15)

If the route optimization procedure is used, then the signaling cost is:

CMIPv6RO ¼ EðNcÞ � CMIPv6
single þ CHoTI

MN;HA þ CHoTI
HA;CN þ CCoTI

MN;CN

�

þ CHoT
CN;HA þ CHoT

HA;MN þ CCoT
CN;MN þ CBU

MN;CN þ CBA
CN;MN

�
:

(9.16)

Based on the previous analysis the signaling cost for HMIPv6 is:

CHMIPv6 ¼ EðNsÞ � CRtSol
MN;AR þ CRtAdv

AR;MN þ CNbSol
MN;AR þ CBU

MN;MAP

�

þ CBA
MAP;MN

�
þ EðNdÞ � CMIPv6

single :
(9.17)

In the case of FMIPv6, it is worth noting that DAD is not performed as the AR has a

pool of addresses which defends for this reason. So the signaling cost is:

CFMIPv6 ¼ EðNcÞ � CPrRtSol
MN;pAR þ CPrRtAdv

pAR;MN þ CFBU
MN;pAR

�

þ CHI
pAR;nAR þ CHAck

nAR;pAR þ CFBA
pAR;MN þ CFBA

pAR;nAR þ CUNA
MN;nAR

þ CBU
MN;HA þ CBA

HA;MN

�
:

(9.18)

Table 9.4 Network related parameters

Parameter Value (hops) Parameter Value Parameter Value

dHA,AR 6 Bwl 11 Mbps q 0.01

dHA,CN 4 Bw 100 Mbps �ωq 0.1 ms

dCN,AR 9 Lwl 10 ms v 10 m/s

dHA,GW 4 Lw 2 ms N 30 subnets

dGW,AR 3 awl 0.0015 R 150 m

dpAR,nAR 2 aw 0.001 DL2 100 ms
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In the case of PMIPv6 the signaling is significantly reduced to:

CPMIPv6 ¼ EðNsÞ � CRtSol
MN;MAG þ CPBU

MAG;LMA þ CPBA
LMA;MAG þ CRtAdv

MAG;MN

� �

þ EðNdÞ � CMIPv6
single :

(9.19)

Finally, regarding the PFMIPv6 protocol:

CPFMIPv6 ¼ EðNsÞ � CHI
pMAG;nMAG þ CHAck

nMAG;pMAG þ CPBU
nMAG;LMA

�

þ CPBA
LMA;nMAG þ CRtSol

MN;nMAG þ CRtAdv
nMAG;MN

�
þ EðNdÞ � CMIPv6

single :
(9.20)

Figure 9.13 illustrates the binding update signaling cost during handover as a

function of SMR based on the previous analysis. When SMR is less than the unit,

the cell crossing rate is greater than session arrival rate. Hence, more handovers are

performed between sessions and the signaling overhead increases. As the mobility

rate decreases (i.e. average number of handovers) the cost of signaling declines too.

The highest signaling cost is incurred by route optimization in MIPv6 due to the

extensive message exchange imposed by the return routability process. However, as

it will be discussed later in Sect. 9.4.2, in route optimization the packet delivery

cost decreases as well as the packet end-to-end delay. This is the trade-off for

enabling direct communication between mobile and correspondent node. It is noted
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Fig. 9.13 Impact of SMR on handover signaling cost
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that packet end-to-end delay is a crucial aspect regarding time sensitive applications

such as 3D video streaming. On the other hand, local mobility protocols achieve

the lowest costs as the handover signaling during intra-domain crossings takes

place locally. In particular, PMIPv6 performs better than HMIPv6 as no messages

are transmitted over the air due to its network-based approach. Finally, the fast

handovers schemes increase the signaling cost compared to the basic protocols

due to messages introduced for handover anticipation. As it will be seen later, this

overhead of fast handover schemes is traded off by lower handover delay and

packet loss. Once again, local mobility (i.e. PFMIPv6) performs better than global

(i.e. FMIPv6). In particular, PFMIPv6 manages mobility locally and without

evolving the mobile node, thus becoming a very attractive solution.

9.4.2 Packet Delivery Cost

According to packet delivery cost, mobility protocols can be classified into three

scenarios based on the path that is used to send packets to the mobile node. The first

case contains all the global mobility protocols with no route optimization support.

Therefore all traffic is intercepted by the home agent and then tunneled to the

communication endpoint. On the contrary, when route optimization is in place,

traffic bypasses the home agent and data follows the direct path between the mobile

node and its correspondent node. Lastly, there is the case of local mobility where

route optimization cannot be applied due to the fact that the local binding hides

the global routable address of the mobile node. Accordingly, data traffic at first is

directed to the home agent and then is forwarded to the local mobility agent before

being delivered to the node. Following the previous cost analysis and assuming that

the average number of packets per session is E(P), the packet delivery cost for

global mobility protocols without route optimization is:

PCGlobal ¼ EðPÞ � Lp � Cdata
CN;HA þ Cencap

HA;MN

� �
: (9.21)

When route optimization is applied:

PCRO ¼ EðPÞ � Lp � Cdata
CN;MN: (9.22)

In the end, regarding local mobility protocols:

PCLocal ¼ EðPÞ � Lp � Cdata
CN;HA þ Cencap

HA;GW þ Cencap
GW;MN

� �
: (9.23)

Figure 9.14 depicts the packet delivery cost as function of the average size of the

session in packets. While in terms of signaling cost the local mobility accomplishes

better results, in terms of packet delivery cost and the consequent packet end-to-end

delay performs worst. This is because packets routed between the home agent and
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the mobile node are intercepted by the local gateway (GW) instead of following the

optimal direct path. However, as the distance between the home agent and the local

gateway increases the impact of this triangular routing decreases. Conversely, route

optimization is the most efficient solution with respect to packet delivery cost

although the worst in regard to signaling cost.

9.4.3 Handover Delay

The handover delay is defined as the time interval between the last packet received

from the pAR and the first packet received through the new link. The handover

delay comprises the link layer handover delay DL2, network layer handover delay

and the time needed to transmit a packet to the mobile node through the new point

of attachment. As explained in Sect. 9.2.4, these delays are additive with the

exception of fast handovers scenarios where the network layer handover operations

take place before the mobile node moved to the new network. Therefore the IP

signaling contributes the least to the overall delay. According to [18] to obtain the

one-way transmission delay Ds
X;Y of a message of size s in bits between node X and

node Y the following equation can be used:

Ds
X;Y ¼ 1� q

1þ q
� s

Bwl

þ Lwl

� �
þ ðdX;Y � 1Þ � s

Bw

þ Lw þϖq

� �
(9.24)
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where q is the probability of wireless link failure, φq is the average queueing delay

at each router between X and Y, Bwl, Bw is the bandwidth and Lwl, Lw is the delay of

wireless and wired link, respectively. The values used for this analysis are given in

Table 9.4.

Consequently, the handover delay for MIPv6 using the optimistic DAD concept

and without performing the return routability process is:

DMIPv6 ¼ DL2 þ DRtSol
MN;AR þ DRtAdv

AR;MN þ DBU
MN;HA þ Dencap

HA;MN: (9.25)

If the route optimization procedure is used and assuming that (dMN,HA + dHA,CN) is
greater than dMN,CN, then the handover delay is:

DMIPv6RO ¼ DMIPv6 þ DHoTI
MN;HA þ DHoTI

HA;CN

þDHoT
CN;HA þ DHoT

HA;MN þ DBU
MN;CN:

(9.26)

Taking into account HMIPv6, the handover delay is:

DHMIPv6 ¼ DL2 þ DRtSol
MN;AR þ DRtAdv

AR;MN þ DBU
MN;MAP þ Dencap

MAP;MN: (9.27)

In the case of predictive FMIPv6 the handover delay is reduced to:

DFMIPv6 ¼ DL2 þ DUNA
MN;nAR þ Dencap

nAR;MN: (9.28)

In the case of PMIPv6 the handover delay is:

DPMIPv6 ¼ DL2 þ DPBU
MAG;LMA þ Dencap

LMA;MAG þ Ddata
MAG;MN: (9.29)

Finally, regarding the PFMIPv6 protocol:

DPFMIPv6 ¼ DL2 þ Dencap
nAR;MN: (9.30)

After obtaining the handover delay for each protocol, the disruption time

imposed by the handover process during the interval between consecutive sessions

can be extracted utilizing the fluid flow mobility model. Similar to Sect. 9.4.1 the

disruption time for a global mobility protocol “GP” is:

DTGP ¼ EðNcÞ � DGP; (9.31)

whereas for a local mobility protocol “LP” is given by:

DTLP ¼ EðNsÞ � DLP þ EðNdÞ � DMIPv6: (9.32)

Figure 9.15 shows the disruption time imposed by handover latency between

sessions as a function of SMR. It can be seen that as the SMR increases (i.e. mobility
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rate decreases) the disruption time declines too. Route optimization in MIPv6 has

the highest values of disruption time due to the time needed to complete the return

routability process. Conversely, the fast handovers schemes expedite significantly

the handover delay and the consequent disruption time. This is the result of the fact

that the data traffic is redirected to the mobile node’s new location before it moves

there, delivering packets to the mobile node as soon as its attachment is detected by

the new access router. Once again, network-based solution (i.e. PFMIPv6) has the

best performance as it does not introduce any signaling between the mobile node

and the access network. Finally, the pure local mobility protocols’ performance is in

between the one of the basic and the fast handovers. As explained in Sect. 9.2.2 the

binding update in the case of intra-domain handovers is executed locally

minimizing the overall delay.

9.5 Simulation Results

In order to evaluate the performance of IP mobility for live 3D video streaming,

MIPv6 and PMIPv6 will be compared through simulation. For this purpose, two

new modules were integrated in the basic version of Network Simulator

2 (ns2) [28]. The first [9] is an open source tool that enables the simulation of

scalable video coding (SVC) transmission and the second [32] implements the
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Proxy Mobile IP protocol in ns2. The IEEE 802.11g WLAN was used as the

radio access technology with a data rate of 54 Mbps, while the network topology

was the one described in Sect. 9.4. The simulation results were obtained using

the test sequence “Martial Arts”, which is a high motion sequence with texture

variation and standing camera, at full High Definition resolution of 1, 920 �1, 080

pixels and 25 frames per second. The sequence was encoded using Medium

Grain Scale scalability producing two layers with QP values (30,36) and an Intra-

frame period of 8 frames. Finally, the playout buffer was set to a constant value

of 500 ms.

Figure 9.16 shows that in the case of MIPv6 handover the drop of PSNR lasts for

30 frames while in PMIPv6 lasts only for 15 frames. The improved performance of

PMIPv6 is a result of its fastest handover procedure that achieved by performing the

registration procedure locally and without involving the mobile node. Additionally,

from the simulations results it is obtainable that in the case of MIPv6, the handover

delay is 1,172 ms while it is only 444 ms for PMIPv6.

It is worth noting that although the handover process is three times faster in the

case of PMIPv6 compared to MIPv6, the PSNR drop lasts only half the number of

frames. This is because, in the case of PMIPv6, the first frames received after the

handover are B-frames (i.e. Frames #24 to #26) which cannot be decoded as the

previous I-frame has been lost. On the other hand, in the case of MIPv6 the first

frame received after the handover is an I-frame and it is decodable. As a result, it

can be inferred that the disruption time may last more than the handover delay.

In particular, assuming a rate of 25 frames per second, a GOP size of 8 frames and

uniformly distributed handover occurrences inside a GOP, the disruption time will

last 160 ms more than the handover delay on average. Additionally, the 26th

frame which was transmitted distorted immediately after the completion of the

handover process is shown in Fig. 9.17 for PMIPv6. For comparison, the first

I-frame after the completion of the handover process is shown in Fig. 9.18a

for MIPv6 and in Fig. 9.18b for PMIPv6. Eventually, the simulations results

showed that the disruption time can be higher than the handover delay due to

video coding characteristics.
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9.6 Conclusions

This chapter was focused on IP mobility management to support 3D video

streaming services. Initially, the MIP-based protocols were briefly described as

well as the IEEE 802.21 MIH protocol. Furthermore, an analytical comparison was

given in terms of signaling cost, packet delivery cost, and disruption time. As

analytical results showed in Sect. 9.4, local mobility reduces both the signaling

cost and the handover delay but it cannot support route optimization. On the other

hand, fast handovers technique minimizes the handover delay and can adopt route

optimization in exchange for signaling cost.

Additionally, the simulation provided results showed that the recently

introduced PMIPv6 outperforms MIPv6 for 3D video streaming. Through simula-

tion results it was also shown that although the handover process is completed the

video quality is not restored until the reception of a new I-frame. As a result, IP

mobility management must focus on eliminating packet loss and packet end-to-end

delay in order to fulfill the goal of seamless service provision.

Finally, in this chapter a new protocol for MIH based on subspace coding was

proposed. The main aim is to make the original MIH protocol reliable in order to

Fig. 9.17 Distorted frame #26 for PMIPv6

Fig. 9.18 (a) First I-frame for MIPv6, (b) first I-frame for PMIPv6
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reduce losses, retransmission load, and energy consumption. The protocol

described by IEEE 802.21 has been adapted to include coding operations: a new

stack and a new acknowledgement mechanism have been designed. The reference

model of the protocol and the frame structure have been modified to make the

proposed changes easy to deploy in IEEE 802.21 implementations.
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Part III

QoE and QoS Advances for 3D Media



Chapter 10

Dynamic QoS Support for P2P

Communications

Evariste Logota, Hugo Marques, Jonathan Rodriguez,

Fernando Pascual Blanco, Manuel Nuñez Sanz,

and Ignacio Digón Escudero

Abstract Scalable Quality of Service (QoS) control is of paramount importance to

effectively enable a seamless convergence of the rapidly evolving Peer-to-Peer (P2P)

overlay communications over the Internet since the latter only supports best-effort

service paradigm. For example, the European Union (EU) funded ROMEO project is

focusing on a joint use of DVB-T2 and P2P overlay networks for live multimedia

content sharing and collaboration among multiple users. This raises a strong need that

the media packets transmitted through the P2P overlay delivery system must arrive

earlier enough at the end users to assure a proper synchronization of the multiple

views that may be received via the hybrid network. For this purpose, the P2P network

must assure a certain QoS guarantee in terms of bandwidth, delay, jitter, and loss.

More importantly, the control must be scalable to prevent excessive signalling and the

related processing overhead, usually suffered in the traditional per-flow QoS control

approaches. In this view, recent research effort claimed that the Internet resources can

be efficiently over-provisioned (booking more resources in-advance) in such a way to

allow differentiation of QoS control with reduced signalling overhead and increased

resource utilization. This approach, however, needs further investigations for proper

integration into innovative networking architectural designs to achieve performance.

In addition to that, and in order to provide an end-to-end QoS, a mechanism to

enforce prioritization policies within the customer’s access network is also needed.

E. Logota (*) • J. Rodriguez

Instituto de Telecomunicações, Campus Universitário de Santiago, Aveiro, Portugal

e-mail: logota@av.it.pt; jonathan@av.it.pt

H. Marques

Instituto de Telecomunicações, Campus Universitário de Santiago, Aveiro, Portugal
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Hence, this chapter proposes a cross-layer control architecture that takes advantage of

the Internet resources over-provisioning and the QoS policy enforcement within

access networks to facilitate rapid development of P2P applications. The design

aims to alleviate the requirements of buffers and the need for adaptation on end

users’ devices, thus allowing for cost-effective and rapid development of attractive

services in similar hybrid content delivery networks.

10.1 QoS Control Requirements and Challenges

in P2P Networks

The Information Technologies (ITs) have become integral part of our society with

many evolving applications (e.g., data, multimedia, haptics, and personalized

services), serving all kinds of activities whether professional, leisure, safety-critical

applications, or business. As the citizens start to realize the benefits that the IT can

offer, they are willing to select from a wide range of options to get the content they

want ubiquitously anytime and over any facilities available. This imposed urgent

needs to ease the development of attractive and innovative services that the end

users can enjoy such as real-time interactive applications. However, the traditional

networking designs have shown serious limitations in dealing with these

expectations, which motivated a consensus to integrate all services over packet-

switched infrastructures, using the Internet Protocol (IP), leading to the Next

Generation Network (NGN) paradigm [1]. This way, the NGN could inherit control

flexibility features and economic benefits of the Internet including its broad deploy-

ment to support innovations.

Nonetheless, the service convergence over the packet-switched networks raises

major challenges since the Internet does not provide any kind of support for service

differentiation while each service has its own requirements (e.g., in terms of

bandwidth, delay, jitter, and packet loss). For example, Voice over IP (VoIP)

applications requires 150 ms of (mouth-to-ear) delay, 30 ms of jitter and no more

than 1 % packet loss [2]. The interactive video or video conferencing streams

embed voice call, and thus have the same service level requirements as VoIP.

In contrast, the streaming video services, also known as video on-demand, have less

stringent requirements than the VoIP due to buffering techniques usually built in the

applications. Other services such as File Transfer Protocol (FTP) and e-mails are

relatively noninteractive and drop-insensitive. Moreover, the networking control

solutions such as IP routing and the network management protocols, do need

appropriate bandwidth guarantees to assure that control messages are correctly

delivered on time to prevent performance degradation.

Besides, the communication paths usually correlate by sharing links inside a

network. To ease the understanding, Fig. 10.1 presents a network control domain

(e.g., a Differentiated Service (DiffServ) Domain [3]) with 3 Ingress Routers (IRs),

3 Egress Routers (ERs), and 7 core routers with a certain number of communication

paths or multicast trees such as Path1, Path2, and Path3 originated at the IR1, Path4
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and Path5 originated at IR2, Path6 and Path7 originated at IR3. In this scenario, the

network links (e.g., L1, L2, L5, and L8) happen to be used by several paths

originated at the same ingress router or different ingress routers. For example, the

link L8 is used by three paths originated each at different ingress routers. Hence,

one can imagine that, in real scenarios, the traffic flows passing through a given

network interface must struggle to obtain the bandwidth resource that they need

since the interface’s capacity is shared and flows’ behaviors are unpredictable.

Therefore, the Internet resource must be properly controlled to effectively allow for

the service convergence in the NGN due to the large amount of data involved in the

communications, the heterogeneity of traffic characteristics, the users’ terminal

requirements as well as users’ context such as preferences and location.

Another challenge is that, the rapidly evolving P2P applications promise to rely on

the Internet infrastructures to provide various types of overlay services with both real-

time and non-real-time requirements. For example, the European funded ROMEO

project [4] is focusing on simultaneous delivery of live 3D media through both

DVB-T2 and P2P transport technologies to facilitate application scenarios such as

social TV, entertainment, and high quality real-time collaboration. To this, ROMEO

aims to capitalize on the emergence of multiple views and scalable coding of rich

content to transmit a base layer of view via DVB-T2 and multiple enhancement

layers of views would be selectively delivered via P2P network. Given that the

packets transmitted through the DVB-T2 would experience a relatively small

delay, the packets transmitted through the P2P networks must also be received within

acceptable delay for proper synchronization of the full view at end users in similar

hybrid communication systems.

Fig. 10.1 Network scenario illustrating the requirements and challenges for QoS and resources

control
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In this scope, the Internet Quality of Service (QoS) and resource control

technologies consist of defining tools and techniques to provide predictable, mea-

surable, and differentiated levels of quality guarantees to applications according to

their characteristics and requirements by managing network bandwidth, packet

delay, jitter, and loss parameters. To enable QoS support in the Internet, resource

reservation and admission control have been investigated for many years as funda-

mental functions in networking control designs. These approaches involve control

states maintenance and signalling messages to enforce the QoS policies (e.g., by

configuring the schedulers [5, 6]) on nodes along the communication paths that

media packets will follow.

The Internet Engineering Task Force (IETF) developed the Integrated Services

(IntServ) [7], a QoS control architecture to provide end-to-end QoS support for each

service individually over the Internet. In particular, IntServ guarantees QoS for

each flow by explicitly reserving the requested amount of resource for the flow at

every node on the path that the flow will take from its source to its destination,

usually resorting to the Resource Reservation Protocol (RSVP) [8]. Upon receiving

a request, the network is first signalled to probe the available resources. In case

there is sufficient available resource, the network is signalled again so that the

requested resource is reserved and the related states are maintained on all nodes on

the relevant path. Hence, the reservation is released upon signalling when the

session terminates. However, such per-flow states and signalling operations in

IntServ have been severely criticized due to lack of scalability suffered under

excessive control state and signalling overhead [9].

As alternative to IntServ, IETF introduced the DiffServ [3], a Class of Service

(CoS)-based QoS architecture standard for the Internet. In class-based networks,

traffic flows are classified into a set of CoSs at network borders (e.g., ingress

routers) or at central stations (e.g., Bandwidth Brokers), according to predefined

policies in terms of QoS, protocols, application types, etc. This way, the per-flow

control states is maintained at the network edge while they are aggregated in the

core nodes to reduce the overhead. For further scalability in the legacy DiffServ

design, the network resource is assigned to each CoS in a static manner (e.g., a CoS

is allocated a percentage of the link capacity) with no dynamic resource reallocation

functions. Nonetheless, static resource allocation has clear limitations with poor

resource utilization since traffic demands are dynamic and mostly unpredictable.

Therefore, class-based network resources reservation must be carried out

dynamically by taking network current resource conditions and the changing traffic

requirements into account to improve resource utilization.

However, class-based control driven by per-flow signalling to increase the reserva-

tion of CoSs on per-flow demand basis as in [10], introduces unacceptable signalling

and processing overhead which can easily overwhelm the Input/Output interfaces of

nodes. Hence, the standard aggregate resource reservation [11] protocol introduced by

IETF aims to allow for dynamically reserving more resources than a CoS needs, so

that both QoS states and signalling overhead can be reduced. This approach has been

researched for many years [12–14] as promising method to achieve differentiated QoS

in a scalable manner. Prior and Sargento [15] provided valuable studies and analyses
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of both per-flow and the standard aggregate reservation approaches. They found out

that, per-flow approach allows high utilization of bandwidth at the price of undue

signalling overhead and thus fails to scale. On the other hand, the standard aggregate

resource control approach reduces the signalling overhead to scale at the expense of

low resource utilization; the more over-reserved resources, the more the signalling

overhead decreases, and more resources are wasted. It is also deeply investigated in

[16] that aggregate over-reservation imposes a strong trade-off between the reduction

of signalling overhead and the waste of resources.

While aggregate resource over-reservation has proved to achieve scalability with

QoS guarantee, the waste of resources usually placed by inefficient control of residual

bandwidth (over-reserved but unused) among CoSs has made network operators

reluctant. In this respect, recent proposals [12] demonstrated that it is possible to

avoid the waste of resources while using over-reservation in dynamic systems.

Therefore, this chapter aims to provide a scalable Internet Resource and Admission
Control Subsystem (IRACS) QoS control schemes which relies on efficient aggregate

resource over-reservation techniques [17] in such a way to support P2P communi-

cations with significant reduction of QoS control signalling overhead while assuring

differentiated control without wasting resources. This intends to enable the IP

networks with flexible and cost-effective control mechanisms to support transparent

service convergence, which is of paramount importance to motivate the success of

added-value and innovative applications such as the ROMEO-alike services

(e.g., real-time and bandwidth consuming) at reasonable cost.

In addition, the access network is a segment that sometimes represents a

bottleneck when deploying services over the Internet. The main problem here is

that when customers use several services competing through the same access

network, such as media streaming, web browsing, file transfers, online playing,

system updates, etc., they tend to exhaust access network resources, causing

services to not be delivered properly. In some scenarios this problem can be fixed

by provisioning static prioritization policies within the access network elements,

but this approach fails when dealing with P2P services like ROMEO because of its

dynamic nature. Therefore, a solution to dynamically enforce QoS policies within

the access network will be presented and will be based on the 3GPP Policy,

Charging and Control (PCC) [18] architecture. That architecture will let P2P

services to request the desired flow prioritizations to the access network in a

simplified way and just in the moment when the service is going to be delivered

through the access network.

This chapter is organized as follow. The Sect. 10.1.2 describes a QoS over-

provisioning architecture for P2P networking and the Sect. 10.1.3 details a priority-

based QoS management architecture within access networks. Further, the

Sect. 10.1.4 presents the ROMEO end-to-end QoS control approach and the

Sect. 10.1.5 concludes the chapter.
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10.2 A QoS Over-Provisioning Architecture

for P2P Networking

The main objective of this section is to describe a scalable QoS architecture to

enable bandwidth-aware IP transport for P2P communications over the Internet

infrastructures, with lowQoS reservation control signalling and the related overhead

(e.g., processing load and energy requirements). To facilitate the understanding,

Fig. 10.2 is used to illustrate a heterogeneous networking scenario in which rich 2D

and 3D contents, destined to interested client peers, are delivered simultaneously

through a DVB-T2 delivery system and a P2P delivery network. In particular, the

P2P transport system encompasses three access domains such as the Access Network
(AN) A, the ANB, and the ANC. In each AN, the client peers are expecting to enjoy

live attractive services on their multihomed devices connected to the networks.

These ANs are attached to a core network infrastructure under a central control

entity called Network Control Decision Point (NCDP). The NCDP is placed in a

service/control network domain together with a set of dedicated content processing

and delivery servers. As shown in Fig. 10.2, these servers include a media encoding

server to process content so as to provide scalable codecs to the ROMEO server

which is responsible for Authentication, Authorization, and Accounting (AAA)

functions. Besides, a super-peer server is deployed inside the service/control domain

as the responsible for building several P2P overlay multicast trees and managing the

overlay topology for the P2P content delivery. As it is detailed in Sect. 10.1.4, a

super-peer is deployed per Internet Service Provider (ISP) for the sake of scalability
of the P2P overlay system. In this chapter, a border node that connects an access or

service/control network to the core is called Edge Router (ER) while the core

represents a backbone infrastructure to bridge connectivity between different net-

work domains.

In this scenario (see Fig. 10.2), the ROMEO server transmits a 3D view (a base

stereoscopic view) through the DVB-T2 system and other 3D views such as enhance-

ment views are delivered over the P2P network as relayed by the super-peer server.

Thus, the DVB-T2 technology is used to provide a seamless content with a base view

streaming to all end userswithin the broadcast area. Then, the views transmitted over the

P2P system are expected to take into account several control metrics such as end users’

preferences, locations, and devices capabilities. Therefore, the hybrid system envisages

media distributions among collaborating peers with support for QoS as well as service

personalization. Hence, it is mandatory that the streams received fromDVB-T2 and the

P2P network must be synchronized to provide acceptable quality of the full multi-view

3D content to individuals as well as to the collaborating peers. However, the P2P

communications depend on the underlying Internet infrastructure which only supports

best-effort service paradigm as we referred earlier. Therefore, a proper QoS support

must be carefully engineered to take the P2P overlay resource capabilities and the

underlay network resource availability into account simultaneously to allow for service

convergence over the Internet while improving the network overall utilization, the

so-called cross-layer control approach which is depicted in Fig. 10.3.
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In Fig. 10.3, the NCDP embeds a Resource and Admission Manager (RAM) as

being the responsible for defining proper control policies and managing the distribution

or access to the underlay network resources. Besides, the network nodes (e.g., routers)

implement a Resource Controller (RC) that enables them to enforce the control

decisions based on the instructions that they receive from the RAM. The physical

mapping of RAM and RC to server and to network nodes respectively is shown in

Fig. 10.2 and the related functional architecture is provided in Fig. 10.3. It is also worth

mentioning that, the overall mechanism deployed to coordinate the control of the RAM

and the RC is referred to as the IRACS. In particular, the RAM includes several

functional modules such as a Resource Reservation Subsystem (RRS), a Control

Information Base (CIB), an Admission and Control Subsystem (ACS), and one

interface for communications with external nodes. Besides, each network node

implements a Resource Controller (RC) with added-value functions to allow for the

enforcement of the control decisions taken by the RAM.

Moreover, Fig. 10.3 illustrates the P2P overlay subsystem which is hosted by the

super-peer shown in Fig. 10.2. Further details on these modules in terms of their

relevant functions and interactions are provided in the following subsections.

Fig. 10.2 A use case architecture for ROMEO networking scenario
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10.2.1 Resource andAdmissionManagementFunctions:RAM

The RAM implemented in the IRACS approach is responsible for network access and

resource allocation to support IP transport with heterogeneous QoS requirements.

In other words, theRAMcontrols the operators’ network infrastructures by granting or

denying access to the related resource consumption in a way to improve the network

utilization while guaranteeing differentiated QoS for all admitted sessions based on

CoSs. Such differentiation of QoS control is a must for seamless convergence of all

types of services over the Internet. Hence, the RAM is responsible for defining

appropriate control policies and dictating them for the enforcement on network

nodes to prevent some Internet applications (e.g., bandwidth demanding P2P

communications) from starving other applications of resources.

The RAM also performs traffic load balancing to avoid unnecessary congestion

occurrence in support for packet delay and jitter control. As such, it facilitates the

synchronization operations of multiple views that end users receive from diverse

technologies or multiple communication paths. Also, the RAM uses efficient

resource over-reservation techniques to improve control scalability, that is, without

overwhelming networks with QoS reservation signalling, states and processing

overhead while guaranteeing Service Level Agreements (SLAs) in terms of band-

width demands. The RAM achieves these functions by means of a good knowledge

of the underlay network topology, the related link resource statistics and control

through interactions between various modules such as the RRS, the CIB and the

ACS which are respectively described in Sect. 10.1.2.1, 10.1.2.2, and 10.1.2.3.

In purely centralized networks, a single RAM will take overall control of the

network as in Fig. 10.2. In hierarchical scenarios spanning multiple domains as

described in Sect. 10.1.4, a RAM is deployed per core network for scalability

reasons, and inter-domain connections are performed according to predefined

Fig. 10.3 Cross-layer QoS control architecture
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SLAs between the domains. In other words, IRACS aims to optimize the network

utilization across the core domains by enforcing scalable QoS measures. In the

access networks, the QoS is assured by means of the virtualization concept

described in Sect. 10.1.3. This way, ROMEO is expected to guarantee end-to-end

QoS provisioning over the P2P network without unnecessarily depriving the Inter-

net background traffic of resources.

10.2.1.1 Resource Reservation Subsystem

In the RAM architecture, the RRS is exploited to create andmanage bandwidth-aware

multicast trees across the core network domain in a way to allow for connection

between access networks and peers. The RRS module deploys aggregate resource

over-reservation control scheme [12] to dynamically define appropriate policies for

resource sharing among various CoSs on network interfaces upon need. Aggregate

over-reservation means that a CoS may be reserved more bandwidth than it currently

requires, according to the local control policies. This approach is used to prevent

excessiveQoS control signalling, states and processing overhead to achieve scalability

and to reduce session setup time as well. Moreover, it enables RRS to avoid CoS

starvation by means of proper readjustment of reservation parameters dynamically

upon need, such that the performance can be achieved without increasing session

blocking probability unnecessarily.

10.2.1.2 Control Information Base

The RAM uses the CIB to maintain a good knowledge of the underlying network

topology and the related resources statuses. It stores the multicast trees created

inside the network under the control of the RAM and the IDs of the outgoing

interfaces that belong to the trees. Moreover, it maintains the overall capacity of

each interface, the amount of bandwidth reserved and used in each CoS on the

interface [17]. The CoSs configured on the interface are also maintained along with

relevant information about the active sessions inside the network. An active

session’s information includes, but is not limited to, the bandwidth required by

the session, the session ID, the IDs of the flows that may compose the session, the

ID of the CoS to which the session belongs, the source ID, the destination ID, the

ports IDs, associated multicast tree’s ID, and the multicast channel.

10.2.1.3 Admission Control Subsystem

The ACS enables RAM to accept or reject service requests to a network, depending

on the service requirements in terms of QoS (e.g., bandwidth) and the network

resource availability reported by the CIB local database. Therefore, the RAM

provides an interface for interactions with the P2P overlay control subsystem
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embedded in the super-peer. It is worth mentioning that this interface allows also

for receiving service demands from the ROMEO server or a peer upon need,

depending on the overlay specific control mechanism and requirements. Whenever

a session is admitted, terminated or the QoS requirements of a running session are

readjusted in a CoS on a communication tree, the ACS process updates the resource

utilization status such as the bandwidth usage in the concerned CoS on the related

outgoing interfaces in the local CIB. Considering that resource is over-reserved

throughout the network, the ACS is able to admit, terminate or readjust the QoS

demands of several sessions without signalling the nodes inside the network as long

as the over-reservation is not exhausted on the distribution trees involved in

the process, leading to scalable admission and QoS control. When the

over-reservation is exhausted on a tree, the ACS triggers the RRS to define new

reservation parameters such as the amount of resource to be reserved and

the reservation thresholds for the relevant CoSs along the tree as detailed in [12].

After the new reservation parameters have been successfully computed, the RAM

conveys them to the nodes on the tree so that the new control policies are enforced

on the nodes using the RC modules. This way, the reservation parameters are

defined and readjusted dynamically in a way to prevent CoS starvation or unneces-

sary waste of resources while the QoS control signalling frequency is reduced for

scalability. The RC functions are described in the subsequent subsection.

10.2.2 Resource Controller Functions: RC

The RCmodule implements basic control functions required in all network nodes and

mainly operates in the routers at the ISP network as illustrated in Fig. 10.2.

In particular, it deploys elementary transport functions to enable UDP port recognition

(routers are permanently listening on a specific UDP port) or IP Router Alert Option

(RAO) [19] on nodes to properly intercept, interpret, and process control messages.

It interacts with Resource Management Functions (RMF) [20] to properly configure

schedulers on nodes [5, 6], thus ensuring that each CoS receives the amount of

bandwidth allocated to it to provide QoS-aware data transport across the network.

For flexibility, it interfaces with legacy protocols (e.g., routing protocols, existing

system databases) on nodes in order to improve performance. For example, the RC

is able to exploit legacy control databases such as, but is not limited to, theManage-
ment Information Base (MIB), Routing Information Base (RIB) or multicast Routing
Information Base (MRIB) and Forwarding Information Base (FIB), according to the
control instructions received from the RAM.

When deployed at network border, the RC is enabled to learn inter-domain

routing information from the traditional Border Gateway Protocol (BGP) [21] for

proper packet delivery between various domains. It also interacts with traffic control

and conditioning for traffic shaping and policing according to operator’s local

control policies to force admitted traffic flows to comply with the SLAs between

network users and the providers, which functions are available in most of the

Differentiated Services (DiffServ [3])-based frameworks. Further, the RC is used
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to enforce multicast trees decisions upon receiving instructions from the RAM. It is

also used to allow control messages to collect the IDs of outgoing interfaces and their

capacities on trees as beingRecord Route Object (RRO) [22, 23].When instructed by

the RAM through a control message, the RC enables nodes to record the ID of the

previous outgoing interface visited by the message so that asymmetric route issues

can be avoided in reverse direction of trees [24].

As a result, the IRACS approach pushes network control complexity to the RAM

at the NCDP server, and the core nodes are left simpler by implementing the RC for

scalability reasons. In most of the cases, the RC implementation will not be needed

at the peers, since the operator is providing resource reservation control service and

peers are connected through the network. The RC module, however, can be

implemented at peer level to enforce ROMEO application to guarantee QoS

requirements when peers share the same broadcast domain.

10.2.3 Network Initial Configurations and Operations

At network initialization, when nodes boot up, the RAM, especially the ACSmodule,

gets network topology information by importing such information from existing

(resident) link state routing protocols [25]. The ACS then uses an appropriate

algorithm (e.g., Dijkstra [25]) to compute all possible edge-to-edge routes inside

the core network under its control. As in [13], a combination of the edge-to-edge

routes leads to all possible edge-to-edges branched routes. Among these computed

routes, the ACS selects the best routes that can be used for service delivery. A route

can be selected based on but not limited to its number of hops and bottleneck

outgoing interface capacity. It is worth mentioning that a bottleneck outgoing

interface on a route is the outgoing interface which has the smallest capacity on

the route. Then, the ACS allocates a unique multicast channel (S, G) for each selected

route where S is the IP address of the edge router at which the route originates and G

is the IP multicast address assigned to the concerned tree. Besides, the ACS triggers

the RRS (through interface 1) and the latter defines initial over-reservation

parameters to be enforced on interfaces inside the network. After that, the ACS

encapsulates this information together with the route record object RRO in a control

message and sends the message to the nodes on each route.

As the control message is travelling along a route, every visited router hosting the

RC module intercepts the message and configures its local multicast routing table as

well as the initial over-reservation parameters destined to its interfaces accordingly.

Also, the control message is forced to follow the desired route by means of the route

record RRO which enables source routing such that multiple QoS-aware multicast

trees are thus initialized for use inside the network. In a pure centralized scenario, a

single RAM maintains knowledge on the entire network and related trees. In a

hierarchical control scenario, an end-to-end route may be a concatenation of trees

from each of the domains that lie on the route as in Sect. 10.1.4 to ensure that packets

are pinned to the desired routes where they receive the bandwidth reserved for them.

Hence, every RAM in a domain properly maps traffic flows to its local trees
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according to its local QoS control model, independently of the other RAMs and

end-to-end control is assured in a scalable manner across heterogeneous network

environment as further detailed in Sect. 10.1.4.

10.2.4 Cross-Layer QoS Control Using
Resource Over-Provisioning

This subsection describes a cross-layer mechanism in which incoming overlay

peers’ QoS demands and the underlying network resource availability are efficiently

taken into account simultaneously to allow for improving the overall network

utilization and the perceived quality of the end users. In other words, as the network

is initialized (see Sect. 10.1.2.3) and set to run, every authorized QoS-sensitive P2P

session request must be jointly processed by the P2P overlay subsystem and the

IRACS resource and ACS. Hence, each session request specifies its desired QoS

(e.g., bandwidth and buffer) and the related traffic characteristics (e.g., flows IDs,

source and destination IP addresses and ports). Then, the P2P overlay subsystem

encapsulates this information in aNext Step In Signalling (NSIS) compliant protocol

[17] or any other protocol specified by the operator, and sends it to the RAM through

the interface 7 in Fig. 10.3. A session request process may be triggered by the

ROMEO server, a super-peer, a peer, or another RAM in multiple RAMs control

environment, depending on the scenario, as illustrated in Sect. 10.1.4.

To ease the understanding of the interactions between various network elements

such as a joining peer, a super-peer, a RAM, and the ROMEO server for a session

setup, Fig. 10.4 depicts a scenario in which a peer wants to enjoy a live 3D content

service in the network topology presented in Fig. 10.2. Hence, the peer first interacts

with the ROMEO server for Authentication, Authorization, and Accounting

purposes. During this control phase, the peer and the ROMEO server exchange

also the QoS requirements (e.g., bandwidth) of the desired media stream together

with the related traffic characteristics (e.g., codec and peak rate). In case these AAA

operations are successful, the server redirects the peer to the super-peer by providing

the address of the latter. This is important to prevent unknown peers from affecting

the media delivery performance.

Based on the instructions received from the server, the joining peer issues a

connection request to the super-peer. The request carries the desired session’s QoS

and the related traffic characteristics. Hence, upon receiving the request, the super-

peer contacts the NCDP server (which hosts the RAM) to request for the underlay

network resources in order to establish QoS-aware connectivity for the media

streaming. The request to the NCDP includes the IP address of the joining peer

and that of the ROMEO server as well as the QoS requirements and the traffic

characteristics. Thus, the NCDP selects appropriate multicast trees (preestablished

as in Sect. 10.1.2.3) that can guarantee the requested QoS to connect the super-peer

to the ROMEO server and to the joining peer. In case the trees’ selection succeeds,

the NCDP instructs the edge routers that lie on the selected trees to bind the
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incoming session parameters (e.g., QoS requirements, source’ and destination’ IP

addresses, ports and transport protocol) with the selected trees. Thus, incoming

media packets are correctly encapsulated at ingress edge routers to follow the

desired trees, so they enjoy the QoS reserved for them, and the packets are

decapsulated at relevant egress edge routers for delivery to the end user.

Considering that each network interface is initializedwith extra resource reservation,

several connection requests may be established without QoS reservation signalling as

long as there is enough over-reservation available on the selected trees. As

demonstrated in [12], the reservations of CoSs on a tree are readjusted only when the

reservation of a CoS exhausts and the CoS is demanding more resources, depending on

the incoming session requests.

10.3 An Architecture for Priority-Based QoS Management

A priority-based QoS solution is employed within a virtualization platform hosted

at IP Edge node (e.g., see ER in Fig. 10.2) to ensure that the user perception meets

the expected QoE for all services subscribed to the residential environment, while

IRACS controls the QoS in the core networks (see Sect. 10.1.2). As depicted in

Fig. 10.5, that solution will be provided by using two main functions: a Policy and

Charging Enforcement Function (PCEF) and a Policy and Charging Rules Function

(PCRF) [18]:

• The PCEF is the responsible for the QoS enforcement within the IP edge node. In

that case the PCEFmodulewill be embeddedwithin theBroadbandRemoteAccess

Fig. 10.4 A use case for P2P session setup sequence chart
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Server (BRAS). In the virtualization use case, the BRAS becomes the Network

Address Translation Implementer Equipment (NATIE) because it acquires

functionalities typically placed within the Customer Premises Equipment (CPE).

• The PCRF is the responsible for defining the QoS rules that will be applied to a

particular user. It receives from the upper service layers the physical parameters

to identify a certain flow to be prioritized and communicates with the PCEF in

order to enforce the rules in the access network.

Figure 10.5 depicts the designed architecture and places the described functions.

Being the super-peer node the element aware of the flows to be prioritized

(because it is the one that is serving the content to the peer) it is the one selected

as the element to notify the QoS needed towards the access network: to the PCRF

through the Network API—an API that intends to simplify the interfaces towards

the network to upper service layers. This notification will be passed to the policy

manager (PCRF) through the Network API in order to enforce the prioritization

needed to achieve the requested QoS within the NATIE.

10.3.1 The Network API

The Network API layer is deployed in order to ease the management of the access

network resources to the upper service layers. It enhances the service provisioning,

adding flexibility and real-time control over the flow prioritization, among other

things. A unique interface is responsible of managing these features as requested,

offering a transparent way to access any of the offered functions.

Fig. 10.5 Architectural design
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The API layer offers a way to prioritize a specific flow within a given channel

based on a pair of tuples (IP address/Port) describing the origin and destination of

the desired flow. It is also necessary to choose the desired QoS profile, since there

will be several profiles predefined for different services.

Figure 10.6 depicts how upper service layers owned by the service provider

(IP Multimedia Subsystem (IMS) based or not) and third party applications (APPs)

make use of the network capabilities by requesting resources to the PCRF through

the Network API (API Layer).

10.3.2 Policy and Charging Function Control

The PCRF is the element in charge of the policy management within the access

network infrastructure. It is in contact with the IP Edge node (in this case the

NATIE) to apply specific policies to certain users, depending on the needs of every

user. It provides a dynamic policy configuration and improves the classic static

configuration of the access networks.

Figure 10.7 depicts how the QoS enforcement platform composed by the Net-

work API, the PCRF and the PCEF connects with the Virtualization Platform. The

Resource Allocation Request
QoS profile
Origin: IP / Port
Destination: IP / Port

API LAYER

Dynamic Resources 
Management (PCRF)

Rx / HTTP

SERVICE LAYER

OPERATOR 3rd PARTY

IMS APP Non-IMS 
APP

APP APP

Fig. 10.6 Network API
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Virtualization Platform, which basically removes the classical layer 3 router from

the customer premises and shifts its capabilities to the service provider premises, is

composed by

• The Gigabyte Passive Optical Network layer 2 access network (placing an

Optical Network Terminal within the customer premises and an Optical Line

Terminal within the service provider premises).

• The Virtual Software Execution Environment (VSEE) in order to place

virtualized services in a virtual machine for the customer.

• The Dynamic Host Configuration Protocol (DHCP) server in order to allocate IP

addresses to the customer devices.

• The Metropolitan Area Network (MAN) in order aggregate several access

network (GPON-based or not)

• The NATIE, the BRAS acquiring the layer 3 capabilities shifted from the

customer premises to the service provider premises.

It is also shown that the PCRF enforces the desired policies to the PCEF,

embedded within the NATIE.

The PCRF is composed by three elements. The first one is the Subscriber Profile

Repository (SPR), which is the internal database where the users must be provisioned

to be managed by the PCRF. The second one is the Multimedia Policy Engine

(MPE), which is the policy manager module, and it is configured through the third

one, the Manager (MGR), which is the configuration web interface.

Fig. 10.7 PCRF
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10.3.2.1 Subscriber Profile Repository

The SPR contains the database where the users are provisioned. If the PCRF

receives a message indicating a user started a session not provisioned within the

SPR, there will not be a session created within the PCRF for that user, the user will

access the network but no policy changes will be applied to that user.

Users are identified by using their Network Address Identifier (NAI), the E.164

[26] with the Mobile Station Integrated Service Digital Network (MSISDN) or the

International Mobile Subscriber Identity (IMSI) [27], so at least one of these fields

must be provisioned. In addition, every provisioned user must be provided with

four fields:

• DefaultBW (Bandwidth by default)

• DefaultQoS (Quality of Service by default)

• InstalledBW (Bandwidth applied)

• InstalledQoS (Quality of Service applied)

These fields are verified and updated every time a policy is applied to a user.

Bandwidth profiles define the upload and the download speed to be applied to the

user (in kbps), and QoS profiles defines the flows to be prioritized. The fields that

define a flow to be prioritized are:

• IP_DEST (destination IP address)

• PORT_DEST (destination port)

• IP_ORIG (source IP address)

• PORT_ORIG (source port)

10.3.2.2 Multimedia Policy Engine

The MPE is the policy manager engine. The entire configuration performed within

the MPE must be done through the MGR, but it also exist a command line tool to

configure it.

It is also possible to see all the internal sessions within the MPE. Every internal

session represents a network user. When a user accesses to the network, an internal

session is created (by using the information mentioned before in Sect. 10.1.3.2)

within the MPE. That way by modifying user’s internal session within the MPE

there will be changes in their applied policies within the NATIE.

10.3.2.3 Manager

The MGR is a web tool to configure the MPE. It supports the configuration of

several MPEs although in that case there will be only one.

Figure 10.8 shows how user’s policy definition is performed within the “Policy

Library” section, where policies can be created using blank ones, using a template

or using an existing policy.
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After that, the policy can be defined by using a number of conditions to be applied

and actions to be executed. A normal action will be to install a particular service

pre-configured within the NATIE by using a label identifying the service itself.

Figure 10.9 depicts how PCRF logs can be shown. It is possible to configure the

search parameters in order to obtain only the desired results.

10.3.3 Architectural Design

This proposal has as a central key, the PCRF, controlling the configuration process

by signalling (following the 3GPP PCCmodel [18] by using the Gx reference point)

towards the NATIE. The following picture depicts the architecture:

However, if a network operator wants to deploy that architecture in the short

term, due to current market limitations, there could be several drawbacks to achieve

that goal architecture and any of them has an already available solution in the market

that could help to achieve the objective. Following these lines and summing up:

• Currently it is easy to find a BRAS not supporting the Gx interface (defined by

the 3GPP PCC model). In this case, the PCRF should support RADIUS CoA

(RADIUS Change of Authorization), which is widely implemented in BRASs.

Otherwise, the use of an AAA server is recommended if the PCRF does not

supporn RADIUS CoA interface. The AAA server would act as Gx—RADIUS

CoA translator.

Fig. 10.8 MGR, policy definition

Fig. 10.9 MGR, logs
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• Finally, there is no a well defined networkAPI running in the operating network. In

this case, the service layer (in our case, the Super-Peer requesting the QoS to the

access network)will have to be aware of the network complexity (its topology), and

to implement complex database operations, as well as the Rx reference point

instead of a simpler and widely used http-like interface as SOAP, or JSON [9].

In the ROMEO case, the NATIE will not support Gx interface, so it will be

managed from the PCRF through RADIUS CoA (the selected PCRF obviously

implements RADIUS CoA). A Network API avoids the upper service layers to be

aware of the complicated network topology, and eases the development of applications

and services able to manage dynamically network resources. The Network API will

support a HTTP interface, so that servicemodules (such as the super-peer) can use it to

enforce policies within the access network (NATIE) (Fig. 10.10).

10.3.4 Parameters Needed to Enforce the QoS

To guarantee a certain QoS to the ROMEO data flows, there are five parameters

needed in order to identify each flow:

• Source IP address

• Destination IP address

Fig. 10.10 Architectural design
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• Source port

• Destination port

• QoS profile to enforce

These parameters will be provided to the PCRF through the networkAPI from the

appropriate ROMEO entity, at this time themost suitable candidate is the super-peer.

10.3.5 QoS Enforcement Within the Network Access Server

In ROMEO, the QoS in the access network relies on DiffServ protocol to ensure the

proper treatment for different types of traffic. In this scenario, the NATIE is the

entity in which QoS enforcement will be performed. Figure 10.11 shows the generic

actions the NATIE triggers to incoming traffic.

Figure 10.9 blocks functionalities are defined as follows:

• Filter: The first action when a packet reaches the customer Virtual Router and

Forwarding VRF (a virtual routing domain dedicated to a particular customer)

within the NATIE is the identification of the type of service the packet corresponds

to. Packets can be identified according to different factors (IP destination, IP origin,

transport protocol used, etc.).

• Traffic classifier: This block assigns a forwarding class and Loss Priority parameter

to the filtered traffic. According to the different time constraints services may be

subjected to, the filtering action (see Fig. 10.11) divides traffic in several classes:

Best Effort (BE), without QoS guarantees, Assured Forwarding (AF) that ensures

four special different treatments without fixing any QoS guarantee (no SLA is

established) and Expedited Forwarding (EF) that it is the class that offers better

QoS guarantees (throughput, loss rate, delay, and jitter), being equivalent to a

dedicated line.

• Policier: The application of Input/Output policies allows fixing the service

bandwidth. In most cases, Input/Output policies are used to limit the bandwidth

for the Internet service.

• ReMarking: Before the traffic is divided in queues, the DSCP [28] packet field is

remarked to allow subsequent systems as the MAN, the GPON, or the services

give the agreed treatment to each type.

• Scheduler: Finally the packets are placed in the scheduler. The scheduler has

defined diverse queues according to the degree of prioritization envisaged to

cover all services, being possible to configure different resource configuration to

each queue such as bandwidth and buffer length.

Figure 10.12 shows a possible configuration of the scheduler. Four queues have

been configured, where the lower the queue number is the more priority the traffic

has. Queue number 1 is dedicated to expedited forwarding traffic and corresponds

to maxim priority. This type of traffic is allocated to the priority queue so minimum

bandwidth, maximum delay, and maximum jitter is guaranteed.
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Queues 2–4 are configured to operate with a weighted round robin algorithm.

Queue 2 and queue 3 are configured to process the assured forwarding traffic.

Finally queue 4 is devoted to process best-effort traffic. The weights allocated to

each queue depend on the minimum bandwidth each type of service needs in order

to meet its QoE. Figure 10.12 shows the configuration details applied to the

example: (Table 10.1).

10.4 QoS-Enabled End-to-End Communications

in P2P Networks

The main objective of this section is to describe how the ROMEO deals with QoS

across multiple networks domains. To facilitate the understanding, Fig. 10.13 is used

to illustrate the IRACS resource and admission control approach, involving several

network domains. In particular, we assume that ISP Y is hosting the ROMEO server

and a given peer A, in an ISP A’s access network, are connected through a transit ISP

T. Hence, we assume that the ROMEO AAA Server, and the Encoding Server are

hosted in an ISP A’s infrastructure which is connected to the ISP B’s network via the

BorderRouters—BRs—(BR1 in ISPA andBR2 in ISPB).Notice that anEdgeRouter

(ER) is a node that bridges connection between an access and a core networks while a

BR is used to connect two core networks. Besides, the ISPB’s network is composed of

2 access networks (Access B1 and Access B2) and 1 services/control network, which

are connected through a common core network. Likewise, the ISP C’s network

encompasses 2 access networks (Access C1 and Access C2) and 1 services/control

network. Also, a ROMEO super-peer that allows for a proper coordination of the

media streaming among the ROMEO peers is placed in each ISP (ISP B and ISP C).

As the network is initialized and set to run, every authorized QoS-sensitive

service request to a core network is subject to the resource and admission control

process defined by the corresponding local RAM. This implies that best-effort

services may not be subject to such admission control, depending on local control

policies. In particular, a connection request specifies its desired QoS parameters in

terms of bandwidth and buffer, together with the related traffic characteristics

(e.g., flows IDs, source and destination IP addresses and ports), as being the original

QoS requirements of the request, in a NSIS compliant protocol [17]. This process

Fig. 10.11 QoS diagram block as performed by NATIE
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may be triggered by the ROMEO server, a RAM from neighboring domains in a

hierarchical manner, or from a peer to a parent peer or to a super-peer. Thus, a

connection scope may be a single network domain (e.g., a connecting child peer and

the parent peer(s) are in the same network) or span over several domains, depending

on the locations of the initiator and the destination points of the connection. To

facilitate the understanding, Fig. 10.14 is used to illustrate the IRACS resource and

admission control approach, involving several network domains. In particular, an

ISP Y network hosting the ROMEO server and a given peer A in an ISP A’s

network are connected through a transit ISP T. While RAM is responsible for the

QoS control in the core using over-reservation techniques, PCRF controls QoS in

the access network based on prioritization and not by reserving resources.

The way the end-to-end QoS-aware multicast trees control is performed to

connect peers in a scalable fashion is further detailed in the following:

• First, a joining peer A exchanges appropriate information (e.g., peer’s capabilities,

requested streams and codecs) with the ROMEO server for AAA. During this

Fig. 10.12 Sample scheduler queuing algorithm

Table 10.1 Traffic parameters for the sample scheduler

Type of traffic

DSCP

label Class

Prior. 802.1p/

Q

Output

queue Throughput

Buffer

size

VolP traffic 46 (EF) 5 5 1 (Priority) 10 % 10 %

Voice and video

control traffic

26 (AF31) 3 3 2 (WRR) 10 % 10 %

Rounting protocols 48 6 6

Spanning tree 56 7 7

Real-time video 34 (AF41) 4 4 3 (WRR) 60 % 26 %

Gold traffic (1st) 16 2 2

Silver tarffic (2nd) 8 1 1 4 (WRR) 20 % 54 %

Background (3rd) 0 (BE) 0 0
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session negotiation phase, the server redirects the peer A to the super-peer A to

which it could connect to consume the requested stream. Afterwards, the ROMEO

resource and admission process is triggered to perform QoS-aware connectivity

between the peers and the server. To better describe the IRACS resource and

admission control mechanism overmultiple domains as in Fig. 10.14, it is assumed

that the requested stream (e.g., a particular enhanced view) by the peer is not yet

available at any peer inside the network. Thismeans that the connectionmust be set

up all over the way between the server and the peer.

• Hence, the peer A sends a connection request to the super-peer A along with the

desired QoS parameters (e.g., bandwidth and buffer) and the traffic

characteristics (e.g., destination peer’s ID and traffic flows IDs). Then, the

super-peer A triggers the RAM A to obtain QoS-aware trees for connectivity

across the core domains. Upon receiving the request, RAM A checks its candi-

date trees that connects the Edge Router (ER A) to the neighboring transit ISP T

on the route towards the server. A SLA should have been preestablished between

the involved ISPs. The selected tree must include the super-peer A from which

the peer A will receive the content, while the proper BRs (ingresses and egresses

in a domain) are obtained based on the inter-domain routing information

populated by BGP. In case a candidate tree presents sufficient over-reservation,

the RAMA books the best tree among them and forwards the request down to the

next RAM T towards the destination without QoS reservation signalling. In case

the over-reservation is insufficient, the RAM A invokes the RRS to decide new

reservation parameters policies based on the resource information in its local

CIB database. If the resource readjustment is successful, the tree is booked and

Fig. 10.13 Illustration of large network topology supporting ROMEO
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the message is automatically forwarded to the next RAM T without QoS

reservation signalling. This way, RAM A avoids per-flow QoS reservation

signalling on trees so as to scale. In case the currently unused network resources

are not enough to connect the peer with acceptable QoS, RAM A denies the

request and sends a notification back to the super-peer, or it maps the request to a

lower QoS CoS according to predefined SLAs between the provider and the

customer. This mechanism is repeated at each RAM visited on the route till the

message will reach the RAM Y in the ISP domain where resides the ROMEO

server. Hence, RAM Y selects the best tree to connect ISP T to the server. Then,

it enforces its QoS policies on the tree and sends a response message in the

reverse route back to the super-peer.

• Hence, when RAM T intercepts the message and there is sufficient available

over-reservation, it simply confirms the desired QoS enforcement in its local

database and instructs the related ingress and egress routers to configure the

sessions-to-multicast trees mapping so that media packets/chunks can be

correctly encapsulated at ingress and decapsulated at egress points. In this

case, RAM T forwards the message upstream to RAM A without issuing QoS

reservation signalling messages. Otherwise, the RAM T must signal the RCs on

the selected tree to readjust the reservations according to the local control

policies. After that, RAM A enforces the QoS on its tree and sends the message

to the super-peer A that forwards it to the edge node (ER A). At the edge node

and through the Network API, the PCRF enforces a higher priority within the

PCEF (access domain) to the ROMEO traffic flows over other services and

Fig. 10.14 Illustration of IRACS QoS-aware trees control over multiple domains
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acknowledges the super-peer. This way, end-to-end QoS-enabled trees are setup

and the super-peer sends a response message to the peer A and asks the server to

start streaming the media which will enjoy the QoS destined to them in the P2P

overlay.

As a result, IRACS deploys a fast and scalable resource and admission control,

which efficiently prevents per-flow QoS reservation signalling messages. More-

over, it provides support for service and network convergence by guaranteeing that

each admitted traffic flow receives the contracted QoS, without excessive control

overhead.

10.5 Summary

This chapter proposes a cross-layer networking control architecture that allows a

flexible use of the Internet resource over-provisioning to ease rapid advances in P2P

communications. In particular, the approach assists end users’ devices to synchronize

content delivered through hybrid distribution paths (such as DVB-T2 and the IP

networks) in a cost-effective and scalable manner, that is, without high complexity

and buffering requirements. In otherwords, the proposed architecture assures that each

connected session will receive a minimum guarantee of its desired QoS in terms of

bandwidth and delay through P2P overlay system in support for improved Quality of

Experience. The use of efficient resource over-provisioning ensures scalability since

the control states and signalling overhead, and therefore the related consumption of

CPU, energy, and memory can be significantly reduced. In addition, the dynamic P2P

flows (ROMEO flows) prioritization is achieved within the access network thanks to

the implementation of the 3GPP PCC architecture that allows P2P services to request

flow prioritizations on the fly when the P2P service is going to be consumed. This

approach enables to deliver the P2P servicewith aminimumguarantee having a higher

priority over other services consumed by the customer using the same access network.
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Chapter 11

Assessing the Quality of Experience of 3DTV

and Beyond: Tackling the Multidimensional

Sensation

Jing Li, Marcus Barkowsky, and Patrick Le Callet

Abstract Quality of experience in 3D media requires new and innovative concepts

for subjective assessment methodologies. Capturing the observer’s opinion may be

achieved by providing multiple voting scales, such as 2D image quality, depth

quantity, and visual comfort. Pooling these different scales to achieve a single

quality percept may be performed differently by each human observer. The chapter

dives into the complexity of this subject by explaining the QoE concept using

3DTV as an example. It explains the meaning of the different scales, the current

approaches to assess each of them, and the individual influence factors related

to the voting which affects reproducibility of the obtained results. Methodologies

for assessing the overall preference of experience using pair comparisons with a

reasonable number of stimuli are provided. The viewers may also create their own

attributes for evaluation in the Open Profiling methodology which has been recently

adapted for 3DTV. The drawback of all these assessment methods is that they are

intrusive in the sense that the assessor needs to concentrate on the task at hand.

Medical and psychophysical measurement methods, such as EEG, EOG, EMG, and

fMRI, may eliminate this drawback and are introduced with respect to the different

QoE influence factors. Their value at this early stage of development is mostly in

supporting and partly predicting subjectively perceived and annotated QoE. The

chapter closes with a brief review of the most important technical constraints that

impact on the capture, transmission, and display of 3DTV signals.
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11.1 Definition of 3D QoE

The term “Quality of Experience” (QoE) unites a multitude of meanings. Some of

them were attributed to QoE and similar terms such as “Quality of Service” (QoS)

in an ambiguous manner. Recently, representatives of more than 20 internationally

recognized research institutions discussed this issue within the European Network

of Excellence “Qualinet” (COST IC2003). They decided for the following working

definition: “Quality of Experience (QoE) is the degree of delight or annoyance of

the user of an application or service. It results from the fulfillment of his or her

expectations with respect to the utility and/or enjoyment of the application or

service in the light of the user’s personality and current state” [1].

The need for this definition has been triggered partially by the recent develop-

ment of 3D video quality assessment methodologies. While it is evident that

multimodal services, such as audiovisual services, require multidimensional quality

analysis, 3D video quality assessment is a particularly interesting example of a

monomodal service stimulating the human’s quality perception in a complex

manner that may be modeled in a multidimensional approach.

11.1.1 Multidimensional Perceptual Scales for 3D

The multidimensionality in 3D video QoE is explained by the enhanced depth

perception due to the stereopsis effect implemented, in most cases, by projecting

two different images to each of the two human eyes and thus mimicking the

real world situation in a fixed head position. The technical implementation in

3D capture systems and 3D display devices has deficiencies leading to visual

annoyances such as visual discomfort sensations or visual fatigue symptoms.

Several models have been proposed to explain the human’s integration of the

different aspects, an excerpt will be provided here. Seuntiens et al. proposed a

combination of perceived depth, binocular image distortion, and visual strain to

model viewing experience in the presence of crosstalk in 2005 [4]. Kaptein

et al. proposed to enhance the well-known 2D image quality measurement by

adding a depth evaluation and the combination would then lead to a notion of

naturalness [2]. This model has further been refined by Lambooij et al. towards a

two level perceptual process which measures image quality and amount of depth as

primary indicators and naturalness and viewing experience as derived, higher level

indicators [3]. Chen et al. added visual comfort as primary indicator to the model

and noted that two levels of derived perceptual criteria may be appropriate. He

positioned naturalness and depth rendering on the second level and visual experi-

ence on the third level [5] leading to the pyramidal representation shown in

Fig. 11.2.
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11.1.1.1 Added Value of Depth

The depth perceived in stereoscopic 3D (S-3D) reconstruction maintains all

previously perceived 2D depth cues, such as occlusion, relative size and relative

density, height in the visual field, aerial perspective, texture gradients, light and

shading, and linear perspective. Most of the current S-3D displays are limited to

two views, such as polarized passive or active shutter glasses displays. These

displays would then add binocular disparity and eventually the convergence state

of the eyes as depth cue. Autostereoscopic displays provide more than two views

and may therefore also reconstruct motion parallax to a certain extent. Cutting and

Vishton have analyzed the just-noticeable difference of object’s depth position [8].

They observed that binocular disparities may offer an important depth position cue

at short distances which decreases linearly with log distance. At a viewing distance

of about 1.5 m, a typical viewing distance for a 42 in. screen, the depth resolution

of the human eye would correspond to about 1.5 cm. Using a visual depth acuity

threshold of 20 arcsec, the minimum perceivable depth difference would corre-

spond to about 9.4 cm in the same situation. On an autostereoscopic display, a

psychophysical test has shown that the perceived noticeable difference may be in

between these values [6].

The disparity distribution as shown to the observers mostly influences the

perceived depth quantity effect. The qualitative effect of depth also relates to

the reconstruction of the depth volume, in particular the relationship between

horizontal and vertical compared to depth extents. Extreme depth compression

may lead to cardboard effects or even puppet theater effect. To improve perceived

depth quality, a stereoscopic shooting rule was developed to allow for improved

reconstruction of S-3D content using two camera models [7].

11.1.1.2 Visual Discomfort

The added binocular depth introduced by S-3D technology may provide viewers not

only a totally different and enhanced viewing experience but also visual discomfort

and visual fatigue issues. Recently, visual discomfort and visual fatigue gained

increasing attention as it impedes viewers’ quality of experience significantly,

besides, of course, being related to the viewers’ health and safety.

Visual discomfort and visual fatigue are two distinct concepts though they are

often confused and interchangeably used in literatures. Visual discomfort is a

subjective sensation which accompanies with the physiological change, thus can

be measured by asking the viewer to report its level. Visual fatigue refers to a

decrease in performance of the human vision system produced by a physiological

change, which can be objectively measured and diagnosed [9, 10]. Here, we focus

on the visual discomfort issues.

Vergence-accommodation conflict is a well-known factor that would induce

visual discomfort [11, 12]. When viewing an object by means of a 3D screen, the
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eyes will converge to the virtual object which is in front of or behind the screen

plane. However, the accommodation has to be performed at the screen depth

level, which is unnatural and will not happen in our daily life. The larger this

discrepancy between vergence and accommodation gets, the higher the possibility

that observers will perceive visual discomfort.

The comfortable viewing zone, which determines a maximum threshold for

the vergence-accommodation mismatch that would not induce visual discomfort,

was thus investigated and defined in different ways. Yano et al. [13] proposed

that depth of field (DOF), which refers to the range of distances in image

space within which an image appears in sharp focus, can be used to define the

comfortable viewing zone in terms of diopters (D). A value of �0.2D is suggested

[14, 15]. Another definition on comfortable viewing zone was based on the results

of empirical measurements, in which �1 arc degree of visual angle was used

[16, 17]. If considering the screen parallax, the comfortable viewing zone can be

defined by a percentage of the horizontal screen size. For 3D television, values of

�3 % were suggested [10].

Besides the large disparity magnitude, studies showed that the parallax distribu-

tion might introduce visual discomfort as well [18, 19]. To prevent or avoid visual

discomfort, the upper part of the screen should be located further away from the

viewer with less parallax dispersion, and the entire image should be positioned at

the back [20].

Binocular distortions or binocular image asymmetries seriously reduce visual

comfort if present to a sufficient extent [21]. Asymmetries can be classified as optics-

related errors, filter-related errors, and display-related errors. Optics errors are

mainly geometry differences between the left and right images, e.g., shift, rotation,

magnification, or reduced resolution. Filter-related errors are mainly photometry

differences between the two views, e.g., color, sharpness, contrast, and accommo-

dation. The main source of error induced by display system is crosstalk. Crosstalk

produces double contours and is a potential cause of discomfort [22]. A study

showed that vertical disparity, crosstalk, and blur are most dominant factors when

compared with other binocular factors in visual comfort [21].

Fast motion can induce visual discomfort even if the object is within the

comfortable viewing zone [15, 17, 23]. Motion in 3DTV can be classified into

planar motion (or lateral motion) and in-depth motion. Planar motion means that the

object only moves in a certain depth plane perpendicular to the observer while

the disparity does not change temporally. In-depth motion, which is also called

motion in depth or z-motion, is defined as object movement towards or away from

an observer [24].

Studies showed a consistent conclusion on the influence of in-depth motion

velocity on visual discomfort, i.e., visual discomfort increases with the in-depth

motion velocity [10, 15, 17, 25]. However, the influence from disparity amplitude

(disparity range) and the disparity type (crossed or uncrossed) of in-depth motion

on visual discomfort was still under study. In [17], the results showed that disparity

amplitude (magnitude) is not a main factor for visual discomfort. However, the

same authors in their recent study [10] showed that visual discomfort increases with
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the disparity amplitude. Furthermore, the results also showed that crossed in-depth

motion would induce significantly more visual discomfort than the uncrossed and

mixed conditions (both crossed and uncrossed).

For planar motion video sequences, studies showed that visual discomfort

increases with the motion velocity [10, 23, 26, 27]. However, the influences of

the disparity on visual discomfort led to different conclusions in these studies.

Basically, the conclusions can be classified as two types. One is that the disparity

type, i.e., crossed and uncrossed disparity, did not affect the visual discomfort

thresholds [26] in which the vergence-accommodation conflict has a significant

impact. The other is that the crossed disparity will generate more visual discomfort

than the uncrossed disparity [10, 23, 27]. A possible explanation for these two

different conclusions might be the position of the background. For the first conclu-

sion derived by [26], the background was positioned at the screen plane. For the

latter conclusion derived by [10, 23, 27], the positions of the background were

placed at a fixed position behind the screen.

11.2 Subjective Assessment Methodologies for 3DTV

The complexity of perceiving S-3D content as opposed to real-world perception

explains the difficulties that naı̈ve observers experience when asked to provide an

opinion on the QoE of a particular video sample. On the one hand side, they have

limited experience with the new technology, notably as opposed to 2D television

and, eventually, multimedia content. On the other hand side, they may need to

counterbalance positive and negative effects such as added depth value and visual

discomfort.

11.2.1 Observer Context Dependency

An observer participating in a subjective assessment experiment cannot be consid-

ered isolated from his previous experience and current status. He bases his internal

vote on many influence factors which he then expresses towards the outside world,

mostly in the form of a vote on a limited scale. Figure 11.1 lists his external

experience on the left, notably situations which he has encountered himself, termed

“reality,” experience with currently available, often widespread reproduction tech-

nology such as 2D television, and new reproduction technologies such as S-3D. He

uses his perception towards the goal of analyzing the scene information itself and

the perceived artifacts which is the main task that he is asked to perform. However,

he also consumes and interprets the perceived visual and – eventually – auditive

information leading to a match or mismatch with his experience in reality. Last but

not least, he also takes into consideration his overall feeling, notably his health

conditions which may be divided into perception intrinsic factors, i.e., those related
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to eyesight, and other health factors which may or may not be related to the task

at hand.

An example of this context dependency is related to one of the major decision

factors when introducing S-3D services: their advantage over 2D content. From a

subjective assessment point of view, the observer’s habit to watch 2D content on

known reproduction technologies is often misleading their judgment for 3D content

shown on the new reproduction technology. Their prejudice may impact in two

opposite directions. Often, they judge the 3D content mostly on their trained 2D

quality aspects, i.e., perceived coding artifacts, blurring degradations, or reduced

resolution, for example, when judging 3D content on a vertically view-interlaced

polarized display. On the opposite side, some observers overestimate the sensation

of depth as a new and exciting experience as part of the so-called hype effect.

Comparing 2D to 3D videos will therefore always be context dependent. Even when

introducing both media types into a single subjective experiment, observers will

likely change the context from presentation to presentation, therefore, for example,

either neglecting or overestimating the added depth value.

11.2.2 Multiscale Assessment Methodologies

A possible solution to expressing the observer’s opinion in complex and eventually

conflicting situations concerning his internal representations of quality may be to

Fig. 11.1 Model excerpt for a human observer in a subjective assessment task
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use multiple scales. The observer may judge one aspect such as the perceived image

quality independently from other aspects such as the depth quantity or visual

discomfort symptoms. These scales have been proposed in Fig. 11.2 as basic 3D

quality factors. Several assessment methodologies have been developed to allow for

assessing multiple dimensions at once or in separate experiments. Assessing all

dimensions in a single experiment facilitates the decorrelation between the scales

for the observer, i.e., he decides immediately which effect he assigns to which scale.

The advantage of individual experiments with a single scale is reduced experiment

duration and focus of the observer on a single quality perception aspect, i.e., he does

not need to change his voting context. In most cases, one of the three following

standardized methods was used:

– Absolute Category Rating with Hidden Reference (ACR-HR): A single stimulus

presentation methodology where the observer votes using a fixed number of

attributes per scale, such as the five attributes “excellent,” “good,” “fair,”

“poor,” and “bad” [32]. High-quality reference sequences are usually included

in the experimental setup to allow for calibration of the observer’s voting. Each

video sequence is presented only once in random order.

– Double Stimulus Continuous Quality Scale (DSCQS): A double stimulus

presentation methodology in which the observer watches two different video

sequences with one repetition. One of the two video sequences shall be the

reference, the other one a degraded version of this reference. He votes for each of

the sequences on a semicontinuous integer scale from 0 to 100 which may be

annotated with attributes for easier comprehension [33].

– Subjective Assessment Methodology for Video Quality (SAMVIQ): The

experiment is ordered by video content. For each of the evaluated video contents,

a group of degradations, usually 8–12, is presented in such an interactive interface

that the observer may watch each one repeatedly. The reference video sequence is

available explicitly and shall be evaluated in a hidden manner among the

degraded versions. When the observer has provided his opinion for each scale

and each video, he validates his choices and continues with the next content [34].

The International Telecommunication Union—Radiocommunications (ITU-R)

has started a new 3D recommendation in 2012 [29]. Besides the three primary

Fig. 11.2 Quality of

experience model starting

from primary factors on the

bottom to more complex

factors on higher levels
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perceptual dimensions “Picture quality,” “Depth Quality,” and “Visual (Dis)

Comfort,” it names two additional perceptual dimensions, “Naturalness” and

“Sense of Presence.” Besides the abovementioned methods ACR and DSCQS, it

proposes Pair Comparison and Single Stimulus Continuous Quality Evaluation

which is reserved for usage when a single vote for a video sequence is not sufficient

but a continuous evaluation is preferred.

All single value voting methods have the drawback that the 3D content display is

interrupted after the playback of a single video sequence and a gray frame shall be

shown. This distracts the 3D vision on S-3D displays such that the observer requires

time at the start of the next sequence before perceiving the 3D effect to its full

extent [30]. A solution to this has been proposed by using a continuous playback

such as a 3D movie film. Intervals that shall be voted for are marked with overlayed

numbers and the observer shall provide a vote for the complete interval [28, 31].

11.2.3 Attribute Selection

Besides choosing the scales for a subjective assessment, the attributes that were

used for voting need consideration. When using categories in different languages,

important differences may occur, leading to the requirement of aligning the scales

from one country to another [36]. It was shown that in many languages the currently

employed attributes are not equidistant either and that service acceptance

thresholds may vary largely. Assuming that the groups of observers in four different

languages would vote for a common average value when judging the same video

sequences, a numerical fitting of attributes has been calculated based on the

attribute positions for the French scale as used by Zielinski et al. [36]. This led to

Fig. 11.3 which shows the experimental results for the 3D experiments with long

bars [35] and the results from [36] with shorter bars. While the usual terms

“Excellent,” “Good,” “Fair,” “Poor,” and “Bad” are used for both “image quality”

and “depth quality,” the ITU-R has introduced the scale items “Very comfortable,”

“Comfortable,” “Mildly uncomfortable,” “Uncomfortable,” and “Extremely

uncomfortable” for visual discomfort [29]. The drawback of this scale is that the

attributes are hard to associate and to distinguish for untrained observers. A typical

observer question would be: “How comfortable is 2D viewing on this scale?”

11.2.4 Preference of Experience: Paired Comparison
as Ground Truth

In most cases, an overall decision on the quality has to be taken. Multiscale

experiments only evaluate a particular quality aspect but the combination of the

aspects may be complex. Linear models have been used so far but the stimulus
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degradations were very limited. In addition, the selection of category descriptions

for the scales may alter the meaning of the scales in different situations such as

viewing contexts or languages, and therefore determining an overall quality

remains a challenge. The paired comparison methodology may provide a solution.

The paired comparison methodology is already a standardized subjective video

quality assessment method for multimedia applications [32]. The observers com-

pare two video sequences to each other and note their preference. The presentation

may be either time parallel, i.e., on two screens, or time sequential, i.e., on one

screen.

For m stimuli S1, S2, . . ., Sm, the test pairs are generated by combining all

the possible N ¼ m(m � 1)/2 combinations S1S2, S1S3, S2S3, etc. When considering

the stimulus display order, all the pairs of sequences should be displayed in

both possible presentation orders (e.g., S1S2, S2S1), the number of combinations

will raise to N ¼ m(m � 1) for one observer. After the presentation of each pair,

the observers judge which element in a pair is preferred in the context of the test

scenario.

One advantage of the paired comparison method is its simplicity. Observers just

need to make a selection for each pair, no judgment scale issue is considered.

Another advantage of paired comparison is the enhanced discriminability between

similar quality levels compared to the scale rating methodology [37]. Since naive

viewers are not used to 3D television and thus have no reference to compare with as

in the 2D condition, it might be difficult for the viewers to vote on an absolute

psychophysical scale for the stimulus such as “viewing experience” introduced in

Sect. 1.1. Thus, the paired comparison method is a possible solution as observers

seem to have less difficulties in responding to the question: “which one do you

prefer in this pair?” compared to answering “is the quality of this 3D sequence

excellent/good/fair/poor/bad?”

The preference vote provided by the viewers may be converted to a scale value

indicating his “Preference of Experience” (PoE). PoE represents the preference of

Fig. 11.3 Usage of attributes in four different languages under the assumption that the same MOS

value would have been obtained. The long bars indicate experimental finding in a 3D QoE

experiment, the shorter bars the positions published by Zielinksi et al.
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the QoE of the observers in a paired comparison test as the observers only provided

their preferences between each two videos rather than an absolute scale value for

each video sequence.

However, there is a drawback for the paired comparison method. With the

increase of the number of stimuli, the number of comparisons increases exponen-

tially, and thus, it becomes infeasible to conduct the pair comparison experiment.

To reduce the number of comparisons, some designs for the pair comparison

method are proposed. These designs are introduced briefly here.

11.2.4.1 Balanced Subset Design

Since it is unwieldy to run all pairs in paired comparison method, one possible

way is to omit some pairs completely. Dykstra [38] proposed a “balanced subset”

method, which means that for certain pairs (Si, Sj) the comparison numbers nij is
0 while for all other pairs (Sp, Sq) it is a constant where npq ¼ n. Each of the stimuli

has the same frequency of occurrence in the whole experiment which leads to the

“balanced” design. Dykstra developed four types of balanced subset design: “Group

divisible designs,” “Triangular designs,” “Square designs,” and “Cyclic designs.”

The “Square design” is briefly repeated here.

Assuming the stimulus number m ¼ s2, the square design (SD) is constructed by
placing the m stimuli into a square of size s. Only pairs which are in the same

column or row are compared. For example, if there arem ¼ 9 stimuli, the indices of

the stimulus S1, S2, . . ., S9 could be placed into a square matrix as follow:

1 2 3

4 5 6

7 8 9

In this design, only the pairs among stimuli (S1, S4, S7), (S2, S5, S8), (S3, S6, S9),
(S1, S2, S3), (S4, S5, S6), and (S7, S8, S9) are compared. The total number

of comparisons is m
ffiffiffiffi
m

p � 1ð Þ . The comparison of the number of trials between

the full paired comparison (FPC) method and the SD method is shown in Fig. 11.4.

As the SD method only runs part of the pairs, there must be a loss of information.

Dykstra gave a definition called “efficiency” to evaluate this method, which showed

that this method was highly efficient in predicting the scores of the stimuli. For

details, the reader is referred to [38]. However, according to the subjective visual

discomfort experiments for 3D videos in [39, 40], the SD method is not robust to

observation errors and the influence from the occurrence of other stimuli if the

indices of the stimuli were placed into the square matrix randomly. How to arrange

the square matrix is an issue which could improve this design to be more robust.

Optimized square designs are thus proposed [41], and one of them, called Adaptive

SD method is introduced in the following part.
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11.2.4.2 Adaptive Square Design (ASD)

Based on the analysis in [39], comparisons should be concentrated on the pairs with

closer quality in the test. Thus, in SD method, the stimuli with similar quality

should be arranged in the same column or row to increase the probability to be

compared. When the indices of the stimuli are ordered in (descending or ascending)

quality as (d1, d2, d3, . . ., dm), a possible solution of the arrangement of the square

matrix is shown in Fig. 11.5. According to this, an optimized SD method called

“Adaptive Square Design” was proposed [40, 41].

The detailed steps about the ASD method are as follows:

• Initialization of the square matrix. If the ordering of the stimuli is unknown, the

position of the square matrix could be arranged randomly. Else, the position

should be arranged along the spiral as shown in Fig. 11.5 according to the pretest

results. Afterwards, run paired comparisons according to the SD rule, i.e., only

the stimuli in the same column or row are compared.

• Calculation of the estimated scores. According to current paired comparison

results obtained by the previous k observers (k � 1), calculate the scores and the

ranking order.

• Arrangement of the square matrix. According to the order rearrange the square

matrix for the k + 1 observer, then run paired comparisons for the k + 1 observer

based on the updated square matrix.

• Repeat step 2 and 3, until certain conditions are satisfied (e.g., all observers

finished the test or targeted accuracy on confidence intervals are obtained).

The main difference between the original SD and the ASD method is that the

position of each stimulus in the square matrix is updated for each observer. This

method has been verified by the subjective visual discomfort experiment in 3DTV

and showed robustness for observation errors and other influence factors [40].
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11.2.4.3 Sorting Algorithm-Based Design

In [42], based on the idea that comparisons between very distant samples do not

provide as accurate an estimate of distance as nearby samples, sorting methods are

used for paired comparisons. Firstly, efficient sorting algorithms based on comparing

two elements at a time requires M log2 M rather than M2 comparisons between

samples. Secondly, a sorting algorithm should include comparisons between samples

of similar quality. This assures that there will be one voting experiment between each

closest set of samples, and fewer checks between more distant samples.

An example of using a binary tree sorting method is introduced here. A binary

tree can be constructed with the stimuli as the nodes. Each node of the tree is

a partitioning element for a left sub-tree and a right sub-tree. The left sub-tree

consists of nodes which were judged to be lower in quality, and the right sub-tree

consists of nodes which were judged to be higher in quality. During the comparison

process, the new stimulus is always compared from the root node. If there is no root

node, this stimulus is considered as root. If this stimulus is judged as higher quality,

it is then added to the right sub-tree; otherwise, it is added to the left sub-tree

recursively. To improve the efficiency of the sorting, a balance process is added

after each comparison, which means reconstructing the tree to make it as small as

possible and to have as few nodes at the bottom as possible. This method is

evaluated by Monte Carlo simulation and showed high efficiency and accuracy in

predicting visual quality.

11.2.5 Descriptive Quality Evaluation Methods

Traditional subjective measurement methods have focused on quantitative

psychoperceptual evaluations. These methods provide a good basis for examining

the relationship between the test stimuli and the sensorial experience. However, as

d1 d2 ...

...

... ... ... ... ...

...

...

...

dt−1

dt+1

d2t−2

t × t
d2t d2t−1d3t−3d3t−2

d3t−1

d4t−4

dm

dt

Fig. 11.5 A possible

design methodology for

optimizing the comparisons

performed in adaptive

square design (ASD)
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QoE in 3DTV is related to not only the visual perception of the viewer but also the

viewer’s expectations, enjoyment, and the evoked emotions from 3D videos, the

traditional quantitative methods failed in studying the underlying relationship

between the presented stimuli and these individual attributes.

Descriptive quality evaluation approaches, where the participants may define the

underlying factors by themselves to classify or differentiate the quality levels, are

thus gaining more and more attention recently and have been successfully applied

to the user-centered QoE studies on mobile 3D videos [43].

The basic idea of the descriptive quality evaluation methods are to develop the

vocabulary (attribute list) used in the subjective test and to evaluate (rate) the test

stimuli based on the attributes in the vocabulary. Thus, the contribution of the

attributes on the quality of the test stimuli can be analyzed. The implementation

methods on the creation of the vocabulary or the evaluation process of the attributes

can classify the descriptive quality evaluation approaches into different types. For

example, interview-based evaluation methods utilize an individual session per

observer called “interview” to create the vocabulary [46]; individual vocabulary

profiling methods ask the naı̈ve observers to use their individual vocabulary to

evaluate quality, while consensus vocabulary profiling methods require well-

trained assessors or experts in the field to develop a consensus vocabulary of quality

attributes for quality assessment [44].

Since the traditional quantitative perceptual evaluation methods and the qualita-

tive evaluation methods serve for different aspects of the investigation, a mixed

method was also proposed which combines the advantages of both methods and

provide a broad interpretation of the results [45].

Open Profiling of Quality (OPQ) [46], a typical mixed method, is briefly

introduced here. OPQ is designed to be applicable for naive observers in evaluating

the overall quality of the test stimuli. There are in total three steps in the OPQ

method. The first step is to estimate the overall quality of the stimuli using

the traditional quantitative assessment methods, where the results may serve as a

preference ranking of the excellence of all stimuli. The second step is to investigate

the underlying characteristics of the stimuli by using qualitative sensory profiling

methods, where the individual opinions from naive observers are collected. The

third step is a combination of the two results, i.e., analyzing the relationship

between quantitative results and qualitative results.

11.2.6 Objective Psychophysical Measurement

Besides the subjective assessment methods, viewers’ psychophysical perception

and experience in 3D may be predicted by objective psychophysical measurement

devices. For example, electroencephalography (EEG) and functional magnetic

resonance imaging (fMRI) have been used to assess the brain activities which are

related to the processing and reactions to the stimuli, e.g., emotion and visual

fatigue [50]. Electromyography (EMG) and electrooculography (EOG) are used
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to detect the activities related to the eyes, e.g., electrical activity produced by

skeletal muscles of the eyes and eye movement, which are considered to provide

an indication for visual fatigue.

11.2.6.1 Electroencephalography and Emotive Devices

In clinics, EEG is often used to detect disorders of brain activity or to monitor

certain procedures, e.g., the depth of anesthesia. Recently, it has been adopted

in psychophysical studies on the relationship between brain activity and 3D QoE

because stereoscopic 3D videos would elicit responses from certain brain regions

which relate to stereo perception processing, visual discomfort/fatigue,

emotion, etc.

The brain waves can be classified into four basic groups according to the

frequency band which are gamma (25–100 Hz), beta (14–25 Hz), alpha

(8–13 Hz), theta (4–8 Hz), and delta (0.5–4 Hz) bands [47, 48]. Different brain

activities can be reflected on different bands. For example, alpha activity is induced

by closing the eyes or by relaxation and abolished by thinking or calculating while

the gamma band is related to high cognitive processes. These selected responses of

brain regions allow for discovering the relationship between the test stimuli and a

certain attribute of the QoE. For example, in the study of [49], the authors used an

EEG device to compare the brain activity when watching 2D and 3D video

sequences. The results showed that the power of the EEG signals in beta frequency

was significantly higher when watching 3D contents which might be related to

either visual discomfort or visual fatigue.

Another possible application of EEG measurement on 3D QoE is the classifica-

tion of emotion, which is associated with participant’s feelings, thoughts, and

behaviors. For example, in [51], the authors used EEG signals to classify happiness

and sadness of the participants. The results showed that the emotional states

classification is most evident in the gamma frequency band and shows a prediction

accuracy of approximately 93 %.

11.2.6.2 Functional Magnetic Resonance Imaging

fMRI is an MRI procedure that measures brain activity by detecting associated

changes in blood flow. Compared to EEG, fMRI is more precise in understanding

the human brain regions related with the stereoscopic perception due to its high

spatial resolutions.

Considerable research efforts have been dedicated to measuring human cortical

activity when viewing stereoscopic stimuli [52]. It was discovered that while

watching stereoscopic images, the processing and the stereoscopic shape recogni-

tion were probably performed in certain regions [53–55]. For example, in [52], the

authors used fMRI to test visual fatigue when watching stereoscopic images with

disparities of 1, 2, and 3�. The results verified the conclusion that V3A (a cortical
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visual area; for more details please refer to [56]) is related to stereoscopic percep-

tion as the activation at V3A is much stronger when watching stereoscopic images

rather than 2D images. For the stereoscopic images, the results showed that there

were strong activities in the frontal eye field (FEF) when watching 3D images with

large disparities. This is also supported by a previous EEG study which showed

that the areas near the prefrontal cortex (PFC) were related with 3D visual fatigue

[57, 58].

11.2.6.3 Electromyography

Usually, EMG is used to analyze the neuromuscular activation of muscles within

postural tasks, functional movements, work conditions, and treatment or training

regimes. EMG often measures not only at the extremes of the muscle but also along

the muscle. As visual fatigue is defined as a decrease in performance of the human

vision system produced by a physiological change, it may be desirable to use EMG

to detect muscle activities around the eyes and find a relationship with visual

fatigue/discomfort.

Nahar et al. [59] studied the EMG response of the orbicularis oculi muscle to

“low-level visual stress” conditions, where “low level” means the work conditions

in which muscles are activated at a level that can be maintained for a long period

of time. The results showed that for conditions in which visual fatigue may stem

from eyelid squinting (e.g., refractive error, glare), the power of the EMG response

increased with the degree of eyestrain. However, for test conditions without relation

to squinting no significant EMG response was measured.

11.2.6.4 Eye Blinking

Eye blinking rate is also considered as an indicator for predicting visual discomfort

or visual fatigue. Studies showed that when in relaxed conditions, people would

blink more often than in book reading and computer reading tasks [60]. In [61, 62],

the results showed that blinking rate was higher in watching 3D video than in 2D.

The study of [63] gives the conclusion that eye blinking rate increases with visual

fatigue when watching 3D images. For the conditions employing display screens,

the blinking frequency was significantly decreased when fatigue was reported

(e.g., reading information from the screen for a long time) [64]. In conclusion, eye

blinking performs quite differently in different conditions, e.g., in relaxed condition,

reading, long-term use of displays, and watching 2D images and 3D images.

Studies in [65] investigated the relationship between eye blinking rate and visual

discomfort induced by different types of 3D motion. The results showed that

visual discomfort has a linear relationship with eye blinking rate. When watching

a still stereoscopic image or 3D video with in-depth motion, the blinking rate

increased with the visual discomfort. However, when watching a 3D video with

only planar motion, the blinking rate decreased with the visual discomfort.
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11.3 Challenges for Measuring and Optimizing QoE

in 3D Systems

Most of today’s capture, transmission, and reproduction chains were designed for

2D transmission. 3D video transmission schemes are currently under development

and may require new guidelines.

11.3.1 Comfort Zone: Shooting 3D Content for Displaying

As opposed to 2D video, capturing and displaying stereoscopic content are not

independent. As explained in Sect. 1.1.2, the maximum disparity that can be

watched without visual discomfort depends on the display geometry. In addition

it is limited for uncrossed disparity to the distance between the human eyes, on

average 6.5 cm, such that it does not force the observers to diverge their eyes.

The constraint of the comfort zone is related to the coverage of visual angle of a

single pixel for a given display device at the designed or preferred viewing distance.

The maximum number of depth planes at integer pixel disparity positions that can

be reconstructed has been analyzed [14]. As an example, it was shown that in

electronic cinema, the maximum disparity should not exceed 14 pixel positions

for crossed and 8 pixels for uncrossed disparity. On a 42 in. display, this would

correspond to about 25 % of the exploitable comfort zone and therefore lead to a

rather poor depth effect. In the opposite case, showing content that was produced

for a 42 in. display in an electronic cinema condition, the eyes would be forced to

diverge for any uncrossed disparity larger than 8 pixels.

11.3.2 Television Broadcast and Packet Switched Network
Video Transmission

Most of today’s transmission systems have added 3D as an option rather than being

particularly designed for 3D video. The most prominent example is the side-by-side

(SBS) format in which most broadcasters transmit 3D content to their clients by

reducing the horizontal resolution by half and sending two videos in one single

HDTV frame. It is evident that this format impacts not only on the image quality but

also on the depth reproduction quality as the disparity information is quantized by a

factor of 2 as well.

This backwards compatible format also has the disadvantage that any

differences in coding and transmission between the left side of the video frame

and the right side result in binocular rivalry conditions when shown on the 3D

screen. This is particularly true in case of transmission errors when 2D error
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concealment algorithms may alter one part of the video frame. For simulcast

coding, it has been shown that observers preferred switching to 2D in this case [66].

An alternative solution is to transmit the pictorial texture information of one or

several different camera views and depth map information for each view. At the

receiver, the required views are created using depth image-based rendering

technologies. The perceived artifacts that this technology introduces differ signifi-

cantly from previously perceived degradations [67]. In addition, the depth map

transmission requires additional bitrate and spatial and temporal subsampling

cannot be easily applied [68].

11.3.3 QoE in 3D Display Technology

Current S3D display technologies often require a sampling approach to project

the two views into the observer’s eyes. Either temporal sampling (active shutter

technology) or spatial sampling (passive polarized technology) or color bandwidth

sampling (anaglyphic or narrowband color filters) is used. In all cases, some part of

the light intensity destined to one eye leaks into the view that is reserved for the

other eye. Measurement of this technical parameter called “crosstalk” is a challeng-

ing task and cannot be easily compared in between displays. Tourancheau

et al. showed differences even on a single model of a particular active display

[69]. Recently, the Society for Information Display (SID) finished a recommenda-

tion on the measurement methodology for 3D displays including the measurement

of crosstalk on currently available display technologies [70].

The crosstalk effect has been studied by Seuntiëns with respect to the influence

on overall QoE [4]. An important influence factor is the camera distance and

therefore the amount of disparity that accounts for a difference between the two

views. An objective model based on subjective data was developed by Xing

et al. [71].

11.3.4 Assessment Environment: Lab or Living Room

Generally, the laboratory viewing environment is intended to provide critical

conditions to check systems while the home viewing environment is intended to

provide a means to evaluate quality at the consumer side of the TV chain. In

traditional 2D image/video quality assessment, the influence of the viewing envi-

ronment is expected to have a significant influence on the observers’ results which

led to the corresponding recommendations, e.g., ITU-R BT.500 and ITU-R

BT.2022. However, the influence of the viewing environment, such as the overall

room illumination, the background illumination, and optimal viewing distance for
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line interlaced passive displays on 3D QoE, is still under study. Recently, the Video

Quality Experts Group (VQEG) started a reevaluation of the viewing conditions in

preparation of new recommendations for 3DTV in standardization organizations

such as ITU and EBU.

In a similar situation, studies in [72] investigated the influence of the observer’s

environment on a multimodal, audiovisual subjective test in an international col-

laboration. Ten different environments were tested in six labs ranging from highly

controlled environment to disturbing cafeteria environment. The test results showed

that the lighting, background noise, wall color, and objects on the wall were not

significant factors or at least were inferior to the influence of the intersubject

difference.

This result is similar to the conclusions drawn for a 3D QoE experiment

conducted in one lab with exactly the same experimental setup (e.g., displays,

participants, viewing distance, stimuli) except for the viewing environment [73].

The experiments were conducted by using the pair comparison method to evaluate

the overall QoE of the participants. Two test viewing environments were consid-

ered, one was a controlled lab environment which meets the ITU recommendation

requirements and the other was a living room environment. According to the

statistical analysis, there was no significant influence from test environments.

11.4 Conclusions

Quality of experience symbolizes today a larger variety of perceptual inputs than

researchers used to tackle within the 2D television broadcast context for many

decades. This chapter aimed at providing an overview of recent developments in

terms of 3DQoEmeasurement. It started from the explanation of the dimensions that

stereoscopic 3D viewing may imply. Various methods of assessing the observer’s

opinion on QoE were provided both in terms of assessment methodologies that

use multiple scales as well as single-scale methods, notably paired comparison and

the methods which allow to conduct subjective assessment with feasible effort.

Approaches which allow users to define their own rating scales were reviewed.

Innovative concepts using psychophysical, medical, and emotive measurements in

the prediction of QoE were summarized. Last but not least, main impact factors of

current technology on each of the dimensions on QoE were provided. Going further

into the future, one of the most challenging tasks will remain the understanding of

the human’s way of interaction with various media, such as the immersion experi-

enced when reading an interesting book that cannot be guaranteed in modern 3D

electronic cinemas despite its huge technical complexity, effort, and cost.
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1. Le Callet P, Möller S, Perkis A (2012) Qualinet white paper on definitions of quality of

experience (2012), European network on quality of experience in multimedia systems and

services (COST Action IC 1003), (Version 1.1) Published online by COST Action IC 2003,

http://www.qualinet.eu/images/stories/QoE_whitepaper_v1.2.pdf

2. Kaptein RG, Kuijsters A, Lambooij M et al (2008) Performance evaluation of 3D-TV systems.

In: Image quality and system performance V. Presented at the society of photo-optical

instrumentation engineers (SPIE) conference, vol 6808

3. Lambooij M, IJsselsteijn W, Bouwhuis DG, Heynderickx I (2011) Evaluation of stereoscopic

images: beyond 2D quality. IEEE Trans Broadcast 57(2):432–444

4. Seuntiens PJH, Meesters LMJ, IJsselsteijn WA (2005) Perceptual attributes of crosstalk in 3D

images. Displays 26(4–5):177–183

5. Chen W, Fournier J, Barkowsky M, Le Callet P (2012) Exploration of quality of experience of

stereoscopic images: binocular depth. VPQM, Scottsdale, Arizona

6. Barkowsky M, Cousseau R, Le Callet P (2011) Is visual fatigue changing the perceived depth

accuracy on an autostereoscopic display? SPIE electronic imaging: stereoscopic displays and

applications, vol 7863

7. Chen W, Fournier J, Barkowsky M, Le Callet P (2011) New stereoscopic video shooting rule

based on stereoscopic distortion parameters and comfortable viewing zone, SPIE electronic

imaging: stereoscopic displays and applications, vol 7863

8. Cutting JE, Vishton PM (1995) Perceiving layout and knowing distances: the integration,

relative potency, and contextual use of different information about depth. In: Epstein W,

Rogers S (eds) Handbook of perception and cognition, vol 5, Perception of space and motion.

Academic Press, San Diego, pp 69–117

9. Lambooij M, IJsselsteijn W, Fortuin M, Heynderickx I (2009) Visual discomfort and visual

fatigue of stereoscopic displays: a review. J Imag Tech 53(3):1–14

10. Tam WJ, Filippo S, Carlos V, Ron R, Namho H (2012) Visual comfort: stereoscopic objects

moving in the horizontal and mid-sagittal planes. In: Society of photo-optical instrumentation

engineers (SPIE) conference series

11. Hoffman DM, Girshick AR, Akeley K, Banks MS (2008) Vergence-accommodation conflicts

hinder visual performance and cause visual fatigue. J Vis 8(3):1–30

12. Kim J, Shibata T, Hoffman DM, Banks MS (2011) Assessing vergence-accommodation

conflict as a source of discomfort in stereo displays. J Vis 11(11):324

13. Yano S, Ide S, Mitsuhashi T, Thwaites H (2002) A study of visual fatigue and visual comfort

for 3D HDTV/HDTV images. Displays 23(4):191–201

14. Chen W, Fournier J, Barkowsky M, Le Callet P (2010) New requirements of subjective video

quality assessment methodologies for 3DTV, fifth international workshop on video processing

and quality metrics (VPQM), Scottsdale

15. Yano S, Emoto M, Mitsuhashi T (2004) Two factors in visual fatigue caused by stereoscopic

HDTV images. Displays 25(4):141–150

16. Kuze J, Ukai K (2008) Subjective evaluation of visual fatigue caused by motion images.

Displays 29(2):159–166

17. Speranza F, TamW, Renaud R, Hur N (2006) Effect of disparity and motion on visual comfort

of stereoscopic images. Proc SPIE 6055:94–103

18. Ide S, Yamanoue H, Okui M, Okano F, Bitou M, Terashima N (2002) Parallax distribution for

ease of viewing in stereoscopic HDTV. In: SPIE proceedings, vol 4660, pp 38–45

19. Nojiri Y, Yamanoue H, Hanazato A, Okano F (2003) Measurement of parallax distribution,

and its application to the analysis of visual comfort for stereoscopic HDTV. In: Proceedings

of SPIE, vol 5006, pp 195–205

11 Assessing the Quality of Experience of 3DTV and Beyond. . . 219

http://www.qualinet.eu/images/stories/QoE_whitepaper_v1.2.pdf


20. Nojiri Y, Yamanoue H, Ide S, Yano S, Okana F (2006) Parallax distribution and visual comfort

on stereoscopic HDTV. In: Proceedings of IBC, pp 373–380

21. Kooi FL, Toet A (2004) Visual comfort of binocular and 3D displays. Displays 25(2–3):

99–108

22. Pastoor S (1995) Human factors of 3D imaging: results of recent research at Heinrich-Hertz-

Institut Berlin. In: Proceedings of IDW, pp 69–72

23. Li J, Barkowsky M, Wang J, Le Callet P (2011) Study on visual discomfort induced by

stimulus movement at fixed depth on stereoscopic displays using shutter glasses, digital signal

processing (DSP), 17th international conference on, IEEE

24. Harris JM, Mckee SP, Watamaniuk S (1998) Visual search for motion-in-depth: stereomotion

does not ‘pop out’ from disparity noise. Nat Neurosci 1(2):165–168

25. Cho S-H, Kang H-B (2012) An assessment of visual discomfort caused by motion-in-depth in

stereoscopic 3D video. In: Proceedings of the British machine vision conference, pp 1–10

26. Lee S-I, Jung YJ, Sohn H, Ro YM, Park HW (2011) Visual discomfort induced by fast salient

object motion in stereoscopic video, SPIE stereoscopic displays and applications XXII, vol 7863

27. Li J, Barkowsky M, Le Callet P (2011) The influence of relative disparity and planar motion

velocity on visual discomfort of stereoscopic videos. In: Quality of multimedia experience

(QoMEX), 2011 third international workshop on, pp 155–160

28. Gutierrez J, Perez P, Jaureguizar F, Cabrera J, Garcia N (2011) Subjective assessment of the

impact of transmission errors in 3DTV compared to HDTV. In: 3DTV conference: the true

vision—capture, transmission and display of 3D video (3DTV-CON), pp 1–4

29. International Telecommunication Union—Radiocommunication Sector (2012) Recommenda-

tion ITU-R BT.2021: subjective methods for the assessment of stereoscopic 3DTV systems.

ITU-R broadcasting service

30. Stelmach LB, Tam WJ (1998) Display duration and stereoscopic depth discrimination. Can J

Exp Psychol 52(1):56–61
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Chapter 12

Error Concealment Techniques inMulti-view

Video Applications

Carl James Debono and Brian Walter Micallef

Abstract The demand for immersive multimedia experiences is driving

researchers and industry to develop solutions that capture, deliver, and display 3D

video in an efficient way. The key to the success of this technology is the removal of

redundant data through effective video coding and its transmission. One solution

that can meet this coding requirement is Multi-view Video Coding (MVC). Besides

the removal of spatial and temporal redundancies already used in legacy single-

view video transmission, this scheme also considers the redundancies present in

between views. Such redundancies exist since the different spatially separated

capturing devices are shooting the same view. Removal of the latter significantly

enhances the coding efficiency compared to encoding separately each view. This

huge reduction in data to be transmitted comes at a price. Practical channels are not

error-free, and thus, because of the dependencies generated during encoding, errors

in the channel will result in artifacts in the video streams that will propagate in

space, time, and views until the dependencies are interrupted. This demands

solutions that allow the reconstruction of missing data at the receiver to guarantee

a good quality of experience (QoE) which is paramount to the success of 3D video

applications. To reduce the occurrence of erroneous data, the information transmit-

ted needs to be protected using error control strategies. These will typically

introduce some redundancies that infer knowledge on missing information such

that it can be recovered. However, not all the erroneous data can be recovered

requesting algorithms that can limit and estimate the missing information. The

latter techniques are known as error resilience coding and error concealment

methods, respectively, in which the error propagation is restricted and the missing

content is estimated from the available information. This chapter will examine the

effects of errors experienced during transmission of multi-view video content.

C.J. Debono (*) • B.W. Micallef

Department of Communications and Computer Engineering,

University of Malta, Msida, Malta

e-mail: c.debono@ieee.org; brian.micallef@ieee.org

A. Kondoz and T. Dagiuklas (eds.), 3D Future Internet Media,
DOI 10.1007/978-1-4614-8373-1_12, © Springer Science+Business Media New York 2014

223

mailto:c.debono@ieee.org
mailto:brian.micallef@ieee.org


This is followed by the application of error resilient and error concealment

techniques that introduce enhancements to the quality of the received video content.

12.1 Introduction

Recent advancements in the technologies surrounding the development of three-

dimensional (3D) services and applications are pushing towards full immersive

multimedia experiences. Video capture systems, information technology tools,

broadband network infrastructures, and display technologies all play an important

role in the uptake of 3D multimedia services. The capture of 3D video demands the

use of multiple cameras to provide the necessary information for the 3D recon-

struction. This results in a huge amount of data that needs to be delivered over

bandwidth-limited channels. This will add up with the other multimedia content

which altogether is expected to exceed 70 % of the total mobile network traffic by

2016 [1]. This suggests that efficient video coding will be a major player to ensure

in-time delivery of 3D video data. Displays have also seen improvements in recent

years, where stereoscopic displays in conjunction with filtered or synchronized

glasses have been available for some time and new auto-stereoscopic displays are

becoming available. The latter allow 3D viewing without the need of glasses with a

viewing angle proportional to the number of views available at the display. For

successful deployment of immersive services, all these components of the technol-

ogy must ensure a good quality of experience (QoE).

The requirement for 3D video transmission has recently been addressed by the

standardization bodies. This has resulted in the Multi-view Video Coding (MVC)

extension of the H.264/AVC standard which is the current state-of-the-art CODEC

for 3D transmission [2]. Yet, most of the current broadcasts still rely on side-by-side

stereo video encoding using H.264/AVC and are sent using MPEG-2 transport

streams. MVC allows the transmission of a number of full-resolution camera views

and thus can provide a better 3D television (3DTV) experience together with the

implementation of free-viewpoint video (FVV) applications [3]. In the latter the

user has the ability to select the viewpoint wanted out of many. More recent work

has been devoted towards improving quality and coding efficiencies. A coding

standard that is expected to replace MVC is the multi-view video plus depth (MVD)

[3, 4], which through the depth information allows a better 3D depth impression in

3DTV and better reconstruction of virtual views, using techniques such as depth

image-based rendering (DIBR) [5], for smooth navigation in FVV. The MVD is

also being studied for the High-Efficiency Video Coding (HEVC) 3D extension [6],

where compression gains exceeding 30 % compared to the H.264/AVC counterpart

are expected.

The high level of compression is obtained by exploiting redundancies available

in the different streams. Single-view block-based video compression techniques

rely on the correlation that exists between pixels in a macroblock that is being

encoded and its neighborhood and similarly the correlation that exists between
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frames in the time domain. The latter implies that if a replacement can be found,

only the difference or no data needs to be transmitted, drastically reducing the

number of bits needed for transmission. However, this task tends to be complex as a

search in a predefined area needs to be done. In multi-view we have another

dimension that can be exploited, and this takes the form of inter-view correlation,

spanning from the fact that the capturing devices are all focusing on the same scene

but from different angles. Hence, the macroblock replacement algorithm can be

extended to identify substitutes in other frames. This is the basis of the H.264/MVC

and can achieve better coding efficiencies when compared to coding individually

each stream for simulcast transmission [7], at the expense of increased complexity.

The data compression allows better use of available bandwidth, making trans-

mission of 3D video viable. However, the dependencies that are introduced during

this process affect the quality of the video displayed in case errors occur [8]. Channel

errors can be negligible, such as in fiber-optic channels, but can also be significant,

such as in wireless channels. As a result of the coding structure of MVC, erroneously

received macroblocks will generate artifacts that will propagate in space, time, and

in between views. This will drastically reduce the quality of experience of the users,

where for 3D videos, it will not only impair annoyance as in single-view video but

can also lead to visual fatigue resulting in sickness [9]. Therefore, this problem needs

to be mitigated to restore the QoE. Two techniques that can enhance the quality of

Multi-View Videos (MVV) are error resilient coding and error concealment

methods. In the former case, some redundant data is left with the bitstream together

with data interleaving such that erroneous bits can be identified and corrected.

However, error control mechanisms, even though they limit the error from

propagating, are not always successful in correcting all the errors, and therefore a

post-decoding process is required to conceal any remaining erroneous macroblock at

the application layer. This data filling exercise is done by interpolating information

from correctly received data in the spatial, temporal, and inter-view neighborhood.

Thus, a search for the optimal macroblock replacement needs to be done, similar to

the way encoding is done. This can highly improve the reconstruction of the 3D data,

resulting in a good quality of experience. The process needs to be low in complexity

or accelerated via parallel hardware not to delay the displaying of the video.

Even though the standardization of 3D video transmission is young, consumers

are already benefiting and consuming content. This is being done through 3D

Blu-ray disks, 3DTV broadcasts (mainly over satellite), and the Internet [10]. This

technology allows a plethora of services that can be developed, such as educational

services, telemedicine applications, remote manipulation of objects, entertainment,

and gaming [11]. The growth in this technology can only be guaranteed if adequate

quality of experience can be guaranteed through robust error resilient strategies and

efficient error concealment.

This chapter will first review the H.264/MVC standard. A study on the effects of

channel errors incurred during transmission follows. Some low-complexity error

resilience tools will then be discussed. Simple and more advanced error conceal-

ment methods will be visited and the quality improvements obtained will be

presented. Finally, a conclusion will be drawn with some thoughts over future

research directions in this field given.
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12.2 Multi-view Video Coding

This section gives an overview of the MVC standard to highlight the structure of the

dependencies found in the bitstream and the decoded video streams. The informa-

tion gained helps in understanding how transmission errors will affect the resulting

video, the impact of error resilience, and the reasoning behind the error conceal-

ment techniques that can be applied.

Each multi-view video stream has a large amount of spatial and temporal

redundancy. A camera is pointing towards a scene which has a number of quasi-

homogenous areas. Therefore there is a very good correlation between pixels lying

within these areas. This allows a reduction of the data that needs to be transmitted

since, at the receiver, macroblocks in the neighborhood can be predicted from

known data. This type of coding is known as Intra coding. In a similar way, video

frames within a video stream have high rates and thus appear as near stationary if

we consider just two consecutive frames. This means that we have a high correla-

tion in the temporal domain that can be exploited to further reduce the data being

transmitted. Since there is some movement between the frames, the macroblock in

the subsequent frame can be encoded as a motion vector (MV). This is known as

Inter frame coding which uses motion compensation techniques to generate the

current macroblock from the corresponding macroblock in the previously decoded

frame. These Intra and Inter coding schemes are specified in the H.264/AVC

standard [2]. Other than these correlations, the MVV have another source of

redundancy, which is the dependency that they have in between views, since they

are capturing the same scene but from different angles. This dependency is similar to

the temporal one, and thus the motion compensation techniques can be extended to

replace macroblocks with disparity vectors (DV). This will give a prediction struc-

ture as shown in Fig. 12.1. When frames are encoded with no temporal references, to

allow random access, these frames are known as anchor frames, such as those at T0

and T8. The additional coding technique provides the basis of the multi-view

extension which is defined in annex H of the H.264/AVC standard [2]. Basing

the coding technique on this structure produces much less data for transmission

than sending all the views as separate H.264/AVC encoded bitstreams.

The entropy encoder takes the sequence of symbols that represent the video and

applies a lossless compression scheme to further reduce the size of the bitstream.

The two main entropy encoders found in H.264/AVC are the context-adaptive

variable length coding (CAVLC) and the context-adaptive binary arithmetic coding

(CABAC). The CAVLC applies the variable length coding technique whereby

input symbols are mapped on a series of code words that present different lengths

using lookup tables, called VLC tables. Typically, frequently occurring symbols

will have shorter code words compared to the uncommon ones. The decoder must

use the same code word to decode the symbol which in H.264/AVC is available to

the CODEC through the use of standard tables defined for generic videos [12, 14].

The CABAC method is based on arithmetic coding that uses a probability model of

each syntax element according to its context and adapts the probability estimate
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depending on local statistics before coding the sequence. For more information on

both schemes, the reader is directed towards [13].

12.3 Channel Errors

The bitstream generated by the encoder needs to be transmitted over some channel.

Some channels allow near-error-free transmission, such as fiber-optic channels and

satellite links under clear sky conditions. However, other channels, such as the

wireless channels, are more prone to errors. This will result in erroneous bits which,

in a packet-based transmission scenario, result in the loss of packets. The loss of

packets is random and is normally defined by the packet error rate (PER). The errors

in the bitstream can be classified as either random errors or burst errors which still

have a random occurrence.

The more efficient the compression is, the more susceptible to errors the

bitstream becomes. As discussed in the previous section, H.264/MVC employs

block-based predictive coding which will cause artifacts generated by the erroneous

information to propagate in the direction of the dependency structure generated

during encoding. That is, artifacts will propagate in space because of the Intra

coding scheme, in time and inter-view because of the Inter coding techniques that

use motion estimation and disparity estimation, respectively.

An error in the bitstream can generate an isolated artifact that does not propagate

neither in space nor in time, such as an error affecting just one macroblock and

possibly its neighborhood but occurs just before an Intra frame (I-frame), an

example would be View 0 during T7 in Fig. 12.1. This occurs because the I-frame

has no dependency on previous frames. However, in most of the cases, the artifact

generated as a result of an error or burst of errors will propagate amplifying the

effect of the original error and can drastically reduce the quality of experience of the

user. The effect of random errors and burst errors on the Ballroom sequence [14]
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Fig. 12.1 The multi-view prediction structure showing only three views and a group of pictures

(GoP) of 8 [12]
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using the CABAC entropy encoding is illustrated in Figs. 12.2 and 12.3, respec-

tively. From these figures it is clear that its effect must be curbed.

The occurrence of an error can result in loss of code word synchronization,

and thus the entropy encoder starts interpreting the code words wrongly leading to

Fig. 12.2 The effects of random errors on frame 71 of the first three views from the Ballroom
sequence [14], encodedusingMVCand theCABAC. (a)Noerrors, (b)with a bit error rate of 10�6, (c)

with a bit error rate of 10�5, (d) with a bit error rate of 10�4, and (e) with a bit error rate of 10�3
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spatial propagation of the error. Such an error will propagate until the next syn-

chronization marker is encountered, which under normal encoding is at the end of

the frame. Furthermore, such error propagation can also stem from the loss of

coefficient synchronization, where coefficient would be still meaningless without

Fig. 12.3 Effect of burst errors, with maximum length of 16 and error probability of 65 % within

the burst, on frame 71 of the first three views from the Ballroom sequence [14] using CABAC.

(a) No errors, (b) with an error rate of 10�6, (c) with an error rate of 10�5, (d) with an error rate

of 10�4, and (e) with an error rate of 10�3
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previous data because of the prediction structure even though code word synchro-

nization is restored.

The propagation of the error on the time axis occurs when motion compensation

is applied and the reference macroblock is erroneous. The new macroblock is

simply a copy of the erroneous one, just shifted according to the motion vector.

This implies that the new frame will have the same artifacts that were in the

previous one. The propagation of this error continues until an anchor frame is

reached.

A similar error propagation mechanism occurs in the inter-view generated

frames where an artifact in a frame of a view will be copied in other views and

will also propagate in their temporal dimension. Again the propagation of the error

will stop once an anchor frame is reached and a new group of pictures starts.

All the erroneous macroblocks, propagated through the three dependency types,

constitute visual effects similar to the ones shown in Figs. 12.2 and 12.3. This

analysis shows that error resilience methods are needed to try to limit the impact of

errors, correct the errors, and recover the original data. In case these techniques fail,

error concealment becomes imperative to minimize the remaining artifacts and

recover to some extent the quality of the video.

12.4 Error Resilience Coding

The video data is encapsulated for transmission over the network in Video Coded

Layer (VCL) Network Abstraction Layer (NAL) units. These packets are then

transported using the MPEG-2 (Motion Picture Experts Group) transport protocols.

At the receiver, lower network layer protocols will check the integrity of the each

NAL unit, and if the code redundancy check fails, the NAL unit under test is

dropped. This means that all the macroblocks encapsulated in such a packet are lost

and need to be concealed to regain some quality in the video. The authors in [15]

have shown that, in the case of single view, some quality can be gained if the

decoder does not drop the corrupted slice and allows decisions on error detection

and concealment to be taken at the application layer. The scheme has been shown to

be effective also for multi-view video in [8]. Mechanisms to support error detection

and bitstream re-synchronization are required to enhance the video data’s error

resilience.

In the previous section, we have seen that errors can cause the loss of bitstream

synchronization, and because of the encoding dependencies, the errors are

propagated. Therefore, to limit the proliferation of the errors, fast error detection

and action to prevent quality degradation is needed. The decoder, through the

syntactic and semantic violation detection tool, is able to detect a syntactic error,

such as an illegal code word, or a semantic error, such as a nonexistent reference

frame. While providing some basic tool to identify errors, this system leads to a late

detection of the error and it provides no error localization method. This means that

after the error, synchronization is lost and the error propagates until the next anchor
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frame. Thus, when an error is identified, its spatial propagation should be stopped as

soon as possible. This implies that decoder re-synchronization with the bitstream is

achieved without dropping too many bits and proceeds with normal decoding. The

lost macroblocks will need concealment.

The re-synchronization needed can be accomplished by using the synchroniza-

tion markers that are available at the beginning of the NAL units. Thus, improve-

ment can be obtained by using smaller predefined NAL unit sizes. This can be

implemented using the slice coding tool, leading to slices that contain a group of

macroblocks within them, as illustrated in Fig. 12.4. These are encoded without

external dependencies such as Intra or motion vector prediction and are decoded

independently. This figure shows the difference in having a fixed number of

macroblocks per NAL unit and a fixed number of bytes per NAL unit. Smaller

cyclic-Intra coded periods lead to more frequent anchor frames, curbing the

re-synchronization time and temporal proliferation of the errors.

If the error occurs in the header of the VCL NAL unit or in a NAL unit, this can

lead to malfunction of the decoder since information such as frame size, entropy

encoder used, and the frame rate parameter can be lost. The amount of bits in these

units is small compared to the payload, and therefore in our analysis and evaluation,

we will assume that errors will only affect the Raw Byte Sequence Payload (RBSP)

of VCL NAL units. Therefore, all important parameters for the decoder are always

available and only the encoded data for the macroblocks are lost. This assumption is

valid because in practice we can apply unequal protection on the header and thus

drastically reduce the probability of this portion of the slices to be in error. An

illustration of error propagation when using slice sizes of 200 bytes and CAVLC

Fixed number of macroblocks
 per NAL unit

Fixed number of bytes
 per NAL unit

Fixed number of macroblocks per NAL unit

a

a

b

b Fixed number of bytes per NAL unit

Fig. 12.4 Slice coding with (a) a fixed number of macroblocks per NAL unit and (b) a fixed

number of bytes per NAL unit [16]
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entropy encoder is shown in Fig. 12.5. From these results it is clear that even

without any concealment, the quality of the video is somewhat improved, since the

propagation of the error is now limited.

Making reference to Fig. 12.5, we observe that slice coding has provided some

error resilience in that it has curbed the propagation of the errors. It also avoids the

loss of complete frames which might be encoded into a single slice if slice size is

not limited. Further analyses on the slice size is provided in Fig. 12.6 which

represents the visual results when using smaller slice sizes. These results are also

captured through average peak signal-to-noise ratio (PSNR) plots in Fig. 12.7.

Fig. 12.5 Effect of burst errors, with maximum length of 16 and error probability of 65 % within

the burst, on frame 71 of the first three views from the Ballroom sequence [14], encoded using

CAVLC and slice coding. (a) No errors, (b) with an error rate of 10�5, (c) with an error rate of

10�4, and (d) with an error rate of 10�3
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Fig. 12.6 Effect of random errors, with a bit error rate of 1 � 10�4, on frame 71 of View 2 from

the Ballroom sequence [14], encoded using CAVLC and slice coding. (a) Original, (b) slices of

200 bytes, (c) slices of 150 bytes, and (d) slices of 120 bytes

Fig. 12.7 Average PSNR for different slice sizes and bit error rates
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Careful examination of the results reveals that the erroneously decoded

macroblocks occur in sequence as packetized during transmission. This will reduce

the efficacy of concealment which ideally demands that all neighboring

macroblocks are available for efficient missing data interpolation. This suggests

that neighboring macroblocks should be encapsulated in different slices, such that

loss of a slice will not result in a concentrated artifact but the errors will be

dispersed within the frame after its reconstruction. This technique is called flexible

macroblock ordering (FMO). We find different scanning patterns for FMO [17];

however, we will be using the dispersed type as it presents good results in

such applications. In this FMO type, consecutive macroblocks are placed in differ-

ent slice groups to ensure that the neighborhood of each macroblock is within

a different group as is illustrated in Fig. 12.8 and each slice group is encoded

independently, without neighborhood dependencies.

At the decoder, the macroblocks in a slice that is in error will be uniformly

scattered on the whole frame. As an example, Fig. 12.8 shows the result of losing a

slice containing the macroblocks of slice group 1. From this, it is evident that FMO

ensures that we have no accumulation of erroneous macroblocks in a bound region.

This means that with the help of slice coding and FMO, there is improved proba-

bility that an erroneous macroblock is surrounded by correctly decoded neighbors.

Thus we experience a substantial improvement in the quality of the concealment

result.

An illustration of the error propagation when applying both slice coding and

FMO using slice sizes of 200 bytes and the CAVLC entropy encoder is shown in

Fig. 12.9. These results show the effectiveness of the technique which has dispersed

the macroblocks in error throughout the whole frame. Further redundancies can be

added to provide more data protection such as using forward error-correcting codes.

Nonetheless, these are not essential, since the error resilience techniques presented

coupled with concealment can give good-quality performances at low-medium

PERs [18].

0 = Slice group 0
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Dispersed FMO and error immunity
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Fig. 12.8 The encapsulation of macroblocks using dispersed FMO with three slice groups
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12.4.1 Error Concealment

Error concealment is a post-process that is used after the decoder to fill any missing

data through interpolation of available data. This can be done because of the

correlation that exists between missing macroblocks and their spatial, temporal,

and inter-view neighborhood. Techniques available for single-view video can be

applied also to multi-view, since similar coding structures are used. Furthermore,

the temporal concealment techniques can be extended for inter-view replacements.

Fig. 12.9 Effect of burst errors, with maximum length of 16 and error probability of 65 % within

the burst, on frame 71 of the first three views from the Ballroom sequence [14], encoded using

CAVLC, slice coding, and flexible macroblock ordering. (a) No errors, (b) with an error rate of

10�5, (c) with an error rate of 10�4, and (d) with an error rate of 10�3
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An error map containing the locations of all the erroneous and dropped slices is

kept during decoding. The order used during macroblock concealment starts from

the top and bottom edges of a frame and proceeds towards the center of the lost

slices within the map. Similarly, in the horizontal plane, concealment starts at the

left and right edges of the image and proceeds towards the center [19]. When an

error corrupts macroblocks with an Intra frame, there are no temporal or inter-view

references that can be used. In such cases, the missing pixels have to be concealed

using a weighted average of the available spatial neighborhood. The interpolation is

done using the closest available boundary pixels as illustrated in Fig. 12.10. The

weights are evaluated in relation to the inverse distance between the missing pixel

element and the reference boundary pixels used. The closer to the missing data the

boundary is the better the quality of the concealment. A visual representation of

applying spatial concealment to an Intra frame containing erroneous regions is

given in Fig. 12.11. In this figure the missing data is shown as black pixels to

provide the reader with better understanding of the regions that are being replaced.

For an Inter predicted frame, we can apply temporal error concealment methods.

These methods estimate the missing motion vector of a corrupted macroblock using

the motion vector information of its spatial neighborhood. A temporal replacement

can therefore be found in the previous frame. If the average motion vectors of the

neighborhood represent a stationary object or a very slow-moving object, typically

representing a movement of less than ¼ of a pixel element, all the missing data is

replaced by the collocated macroblocks in the first forward reference frame. If more
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(uA+vB+xC+yD)/(u+v+x+y)

Fig. 12.10 Concept of

spatial concealment
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movement is present, a motion vector is selected from the missing macroblock’s

neighborhood and assigned to this macroblock. Motion compensation of the

macroblock is then applied. This represents a good estimate as, statistically, the

motion in nearby regions are highly correlated. The concept is represented in

Fig. 12.12. An 8 � 8 luminance block defines the smallest block size that is

normally considered for this job. However, macroblocks can be made up of smaller

block sizes. In such cases the average of the motion vectors within the 8 � 8 blocks

are used as candidates. We end up with a list of candidate motion vectors for

concealment. The selection within this list is then done through the calculation of

mvleft

mvbot1 mvbot2

mvtop1 mvtop2

mvright

Fig. 12.12 Concept behind temporal concealment

Fig. 12.11 Frame 0 of the Ballroom sequence [14] transmitted using a 150 byte slice size.

(a) Original frame, (b) received frame assuming a packet error rate of 5 %, and (c) the displayed

frame after applying spatial concealment
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the boundary match error. The winning vector is the one that presents the smallest

error and is calculated through the boundary matching algorithm (BMA) [21]:

dsm ¼ minarg
dir∈ top;bottom;left;rightf g

X16
j¼1

Yref mvdirð Þj � Yrec j

���
���

 !
=N

* +

where dsm represents the side match Luma (Y ) distortion, mvdir is the motion vector

under test, Yrec is the Luma pixel element at the boundary of the frame being

reconstructed, Yref is the Luma pixel element from the boundary of the motion

compensation macroblock, and N is the averaged number of pixel elements. Top,
bottom, left, and right are the position of the neighborhood macroblock relative to

the one being compensated.

This error provides an idea of the smoothness between the image and the motion-

compensated macroblock. The zero motion vector must also be placed in the

candidate list, since the erroneous data can actually be a SKIP.

In case that the current frame is a B-type frame, we can have more than one

motion vector from an 8 � 8 block. The candidate that will be selected will depend

on the existence of these vectors. When only one forward or backward motion

vector is available, then selection is trivial. When both are available, then the

forward prediction one is used. Note that only correctly decoded neighborhood

macroblocks are used for concealment.

If we consider the MVC structure depicted in Fig. 12.1, it is evident that the

sequence representing View 0 has no inter-view dependencies. Therefore, this

sequence can be viewed as the single-view case and the techniques just described

can be applied for concealment of errors within its frames. The Intra coded frames

allow random access to the sequence and limit the propagation of errors in the time

axis. Weighted average interpolation can be applied to the Intra frames, while

motion compensation concealment can be applied to the temporal motion-

compensated ones. The second type of encoding sequences in the MVC structure

is the single inter-view-predicted view, such as View 2. This has only the anchor

frames that are forward predicted from another view. This structure is similar to the

temporal prediction case except for the inter-view reference frame that uses the

disparity vectors. The non-anchor frames can apply the temporal motion-

compensated concealment type. However, the anchor frames do not have temporal

references but an inter-view dependency. Therefore, in this case, the disparity

vectors of the macroblocks in the neighborhood of an erroneous one can be used

for concealment using a technique which is similar to the temporal replacement one

[20]. This uses a disparity vector list in which the best match needs to be found. The

last type of sequence in the architecture is the inter-view bi-predicted videos, such

as View 1. Similar to the anchor frames in the single-view prediction scheme, a lost

macroblock can be compensated through disparity vectors from the reference

frames. This time we have two reference frames from where to search the best

replacement. The non-anchor frames present more options, since the replacement

can be obtained using either temporal or inter-view concealment, with the latter
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having two views from where to choose. Therefore, the algorithm needs to choose

the best reference frame and this depends on the error generated by the motion

vectors and disparity vectors being considered.

The results for applying the spatial, temporal, and inter-view concealment

techniques to the Ballroom sequence [14] can be seen in Figs. 12.13 and 12.14.

Figure 12.13 gives a visual interpretation of the effect of these basic methods at a

PER of 10 % and using a slice size of 150 bytes. On the other hand, Fig. 12.14 gives

the PSNR curves for different PERs, again using a slice size of 150 bytes.

Different objects are found in distinct positions across different views. This

implies that they represent different depth values in the scene. An anchor frame is

only inter-view predicted, and therefore if a depth discontinuity is encountered, a

macroblock is either Intra coded, compensated using a large residual error, or the

disparity vector would have lost any correlation with the neighborhood. This occurs

because the object is at a different point, is captured from a different angle, or is

occluded by other objects in the scene. In these cases, we cannot use the disparity

vectors from the neighborhood for concealment, since this would give an erroneous

result. Therefore, in such cases, it would be more useful to replace the macroblock

using spatial concealment. This suggests that a threshold is used to select between

Fig. 12.13 Visual quality improvements on frame 75 of the Ballroom sequence [14]. (a) Original

frame, (b) received frame assuming a packet error rate of 10 % on 150 byte slice sizes and using

flexible macroblock ordering, and (c) the result obtained after applying spatial, temporal, and inter-

view concealment
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disparity vector replacement and spatial replacement techniques. The boundary

matching distortion error provides us with the measurement of similarity and is

used as a means to determine whether the threshold was exceeded. If this error is

larger than a predefined threshold, spatial concealment is applied [20].

The visual representation of video data when the disparity vector and spatial

concealment threshold system is applied to anchor frames of the Ballroom sequence

[14] is shown in Fig. 12.15. Furthermore, the gain in performance obtained consid-

ering the PSNR curves for different PERs is presented in Fig. 12.16. Note that only

View 1 and View 2 are given since anchor frames in View 0 have no inter-view

dependencies.

To further enhance the quality of the concealed frames, we can extend the list of

possible replacements for erroneous macroblocks. This brings us to a the list

containing the following: (1) the zero motion vector, (2) the four nearest neighbor
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Fig. 12.14 Peak signal-to-noise ratio curves at the different packet error rates. (a) Result for View

0 frames and (b) average result for inter-view-predicted frames of the Ballroom sequence [14]
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macroblocks motion vectors for motion compensation, (3) the four nearest neighbor

macroblocks disparity vectors for inter-view compensation, (4) the motion

and/or disparity vectors of the four corner (top left, bottom left, bottom right, and

top right) macroblocks, (5) the average and median of the vectors of these corner

macroblocks, (6) the collocated vector from a temporal frame, and (7) the eight

neighboring vectors of the collocated vector in the temporal frame. This list

presents vectors that have high correlation between the missing data and its spatial

and temporal neighbors. For the inter-view-predicted streams, the collocated

motion vectors in the Base view (View 0) and the motion vectors of the eight

neighboring macroblocks are also considered. To replace the missing macroblock,

we need to identify the best replacement vector from the enhanced list. The

selection of the motion or disparity vector used to compensate the corrupted

macroblock can still be based on the smallest matching distortion parameter

measured using the BMA [21]. This algorithm calculates the Sum of Absolute

Difference (SAD) between the pixels lying on the edge of the replacing macroblock

under test and the outer pixels of the available neighbor macroblocks of the missing

block, within the reconstructed frame. The technique is shown in Fig. 12.17. Note

that if decoding is being done in real time, only the top and left macroblocks are

present and thus only these will be considered in such cases. Simulation results for

different PERs are shown in Fig. 12.18, which represents the achieved PSNR on the

Ballroom sequence [14]. From this figure it is evident that a small gain is achieved

through the application of this method.

A variant of the BMA is the outer boundary matching algorithm (OBMA) [22]

shown in Fig. 12.19. This algorithm gives the SAD between the two pixel-wide

outer boundary of the replacing macroblock under test, coming from its

Fig. 12.15 Visual quality comparison of anchor frame 108 with (a) disparity vector replacement

and (b) disparity vector replacement and spatial concealment method
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neighborhood in the original frame, and the outer pixels of the available neighbor

macroblocks of the missing block. This presents better estimations since it is

comparing the pixels located at the same positions in their respective frames. The

performance of this algorithm when selecting the appropriate replacement from the

enhanced list compared to the BMA is illustrated in Fig. 12.20. These show that

better concealment performance is achieved with similar computational

complexities [22]. Similar to the case of the boundary matching scenario, if

decoding is done in real time, only the top and left macroblocks are available for

evaluation.

The selected macroblock for concealment through the above techniques can be

further refined through the use of the overlapped block motion compensation

(OBMC) method. This algorithm partitions the corrupted macroblock into four

8 � 8 subblocks. For each of these subblocks, the winning replacement vector and
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Fig. 12.16 Anchor frame concealment using disparity vector replacement with and without the

spatial concealment candidate for (a) View 1 and (b) View 2
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the two nearest 8 � 8 vectors form three motion or disparity compensation

subblocks that are then weighted to evaluate the replacement subblock [24].

A subblock compensated with the 8 � 8 corner vector together with weights that

promote the corner compensation macroblock is also added to the subblock replace-

ment weighing, as in [23]. This allows us to select the best motion vector or

disparity vector in the list. This solution is an enhancement on the previous

algorithms and can be applied after both the BMA and the outer BMA, as shown

in Fig. 12.21. The simulation results showing the gain in performance in terms of

PSNR are shown in Fig. 12.22. The gains achieved with respect to the previous

solutions are evident.

A further addition to the algorithm in Fig. 12.21 is an improvement in the

concealment of Intra coded anchor frames. Errors in these frames are typically

spatially concealed, yet temporal replacements can still be available [25]. Similarly,

disparity compensation can be applied for inter-view anchor frames. This leads to a

temporal or inter-view concealment scheme. Therefore, other than the spatially

collocated disparity vectors, we can also include the collocated vectors from the

temporal frame, the eight vectors in the neighborhood of these vectors, and the zero

motion vector of this reference frame, to the candidate list. This expands the list of

possible macroblock replacements in the anchor frames, increasing the probability

of finding a close match to the missing macroblocks. The results of this technique

are given in Fig. 12.23.

Fig. 12.17 Representation

of the inner boundary

matching algorithm
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Fig. 12.18 Peak signal-to-noise ratio curves for the Ballroom sequence [14] using the spatial,

temporal, and disparity vector replacement and the enhanced list with the boundary matching

algorithm for (a) View 0, (b) View 1, and (c) View 2
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The various enhancement methods discussed all lead to some improvement in

the quality of the displayed video. An objective comparison, using the PSNR

curves, is illustrated in Fig. 12.24. Two sequences [14], Ballroom and Vassar, are
being presented for an appreciation that the algorithms are applicable to different

sequences. However, the improvements achieved by these techniques are sequence

dependent, since slow movement sequences typically provide more close match

replacements than faster sequences.

12.5 Future Directions

The concealment methods discussed all have roots in single-view video and have

presented only some extension to exploit the inter-view dependencies. Yet, 3D video

transmission is expected to contain the depth information to provide a better feeling

of the depth in 3DTV and allow virtual view generation for FVV. This demands the

MVD representation which increases the data that needs transmission. The addition

of depth information provides more details, in the form of geometric data, about the

objects in the video. This geometric information can be exploited to achieve better

predictions for macroblock replacements, leading to an increase in performance.

This suggests that a different set of concealment tools can be developed specifically

for MVD.

The transmission of the MVD has the added challenge that errors can occur in

the depth videos. As long as the errors do not affect the edges present in the frame,

then the geometric data is preserved and the missing information can be concealed

Fig. 12.19 Representation

of the outer boundary

matching algorithm
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Fig. 12.20 Peak signal-to-noise ratio curves for the Ballroom sequence [14] using the enhanced

list with the inner boundary matching algorithm and the outer boundary matching algorithm for

(a) View 0, (b) View 1, and (c) View 2
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using the techniques discussed in the previous section. However, if the error affects

an edge, geometric information is lost, leading to loss of the additional data that can

be used for concealment. Furthermore, such errors will impinge on the

reconstructed views. Therefore, techniques that better protect the edges in the

depth videos need to be developed and advanced concealment methods in such

regions are an important requirement.

12.6 Conclusion

In this chapter we have gone through a review of simple error resilient techniques

and error concealment methods that can be applied to multi-view video coded

sequences. Progressively more complex techniques were applied to present the

reader with the improvements in obtained performance as more algorithms and
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Four Neighbors (basic)
Corner Neighbors
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Collocated from Previous
Neighbors from Previous
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Neighbors from view
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Fig. 12.21 The flowchart

showing the steps involved

in the advanced

concealment technique. It

starts with the evaluation of

the enhanced list followed

by the boundary matching

selection criteria, and finally

the application of the

overlapped block motion

compensation refinement
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metrics are added to the concealment process. Further work still needs to be done in

this field, coupled with better measurements of quality of experience for 3D video

transmission, to ensure high-definition, good-quality 3D video display. This will

ensure that more users will be keen to utilize the technology, allowing for the

expansion of 3D multimedia services and applications.
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Part IV

3D Applications



Chapter 13

3D Robotic Surgery and Training

at a Distance

Maria G. Martini, Chaminda T.E.R. Hewage, and Moustafa M. Nasralla

Abstract The usage of 3D images and video in medical surgery and training

applications contributes in the provision of more natural viewing conditions and

improved diagnosis and operation. This is enabled by the recent advances in 3D

video capturing and display technologies, as well as advances in robotics and

network technologies. The latest advances in robotic surgery enable the perfor-

mance of many surgical procedures; in particular, recent 3D endoscopes have

improved the performance of minimally invasive surgical procedures. Based on

these advances, performing or visualizing in real-time surgical procedures at a

distance can be envisaged. In this chapter, we present a review of 3D robotic

surgery and tele-surgery applications and a performance evaluation of 3D robotic

tele-surgery and training over wireless networks based on the long-term evolution

(LTE) 3GPP standard. Different scheduling strategies are compared and results are

analyzed in term of the resulting quality of experience for the surgeon.

13.1 Introduction

The latest advances in robotics, 3D video capture, and display technologies,

together with the design and deployment of next-generation networks, will enable

novel challenging applications, including 3D robotic surgery, also at a distance.

Different medical areas would benefit from this, and in particular minimally

invasive surgery is expected to lead in terms of potential benefits and applications.

Minimally invasive robotic surgery offers improved outcomes for patients, with

shorter recovery times due to reduced pain and trauma. At the same time, it

provides surgeons with a greater range of motion and access. Surgeons are now

performing many procedures by using control probes that manipulate surgical
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instruments inserted through keyhole-size incisions, whereas incisions of several

centimeters are required in conventional open surgery. Surgeons are guided in their

maneuvers by images acquired through tiny camera probes.

Almost every surgical area is utilizing minimally invasive techniques, including

urology, cardiology, thoracic, vascular, bariatric surgery, and neurosurgery.

The enhanced depth perception produced by recent 3D endoscopes has been

demonstrated to improve the performance of minimally invasive surgical

procedures. Three-dimensional imaging also facilitates the training of minimally

invasive surgery and may lessen the learning curve of these technically demanding

procedures [1]. The increased depth of field facilitates intricate minimally invasive

surgical procedures [2–5]; it allows better recognition of tissue layers and may

facilitate complex maneuvers such as laparoscopic suturing or knot tying [6]. Skill

tests performed assessing laparoscopic suturing and knot tying demonstrated a 25 %

increase in speed and accuracy of these laparoscopic tasks when utilizing a three-

dimensional video system as compared to a standard two-dimensional endoscopic

video system [7]. Three-dimensional video systems facilitate surgical tasks in gen-

eral and benefits are particularly evident for inexperienced laparoscopic surgeons.

Several robotic surgical systems have been developed for minimally invasive

surgery, including commercialized products such as Da Vinci [9, 10], by Intuitive

Surgical, of Sunnyvale, Calif., with two or three arms equipped with surgical tools

and an extra arm with a stereoscopic video camera probe, approved by the US Food

and Drug Administration (FDA); ZEUS, by Computer Motion [11, 12], consisting

of three interactive robotic arms, in addition to a voice-controlled endoscope and a

console unit; and the MiroSurge system [13–15], a prototype developed by the

German Aerospace Center (DLR). In such systems, visual data captured by the

endoscopic camera is made available on different systems in parallel, including

displays for the surgeon and operating room staff. For instance in [13] the stereo

image stream is captured by a video server at a frame rate of 25 Hz and an image

resolution of 768 � 576 (PAL) for the left and right images; the main display is

directly fed by the video server via shared memory communication and further

clients can be connected via Ethernet. A possible configuration integrates a

polarization-based stereo display or an auto-stereoscopic display with eye tracking

to process and display left and right images.

Remote tele-surgery appears as a natural extension, enabling surgical interven-

tion and training at distance. Tele-surgery tests are reported in [9–11, 16, 17], where

video was encoded according to the MPEG-2 standard, through DVTS uncom-

pressed quality video, or through commercial video codecs from Polycom and

Haivision (no mention in the articles if a standard compliant or proprietary codec

was used). For 3D video, left and right views were transmitted separately and the

trade-off delay quality was recognized as a major issue. State-of-the-art

advancements on 3D video coding, including joint compression of left and right

views or color and depth components, and 3D reconstructions were not considered

or described in the tests performed. Only very recently some works on 3D

reconstruction for this scenario have been presented [8, 20, 21]. Most of the current

studies and experiments address transmission over high quality fixed
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networks. These, however, are not always available. Tele-surgery is expected in

fact to provide major benefits in particular in extreme fields such as battlefields,

underwater, space, remote areas such as arctic regions, and disaster territories. In

this case, the use of wireless technologies is a must due to the lack of wire line

communication infrastructure. Tele-surgery over wireless environments poses

unique challenges such as preserving reliability, meeting constraints on a maximum

tolerable delay, and providing the required level of security. Investigated options

include geosynchronous satellites, due to the provision of good data bandwidth,

although drawbacks include non-ubiquitous coverage and in particular delay,

impeding real-time surgery interaction. Other experiments focusing on 2D video

tele-surgery proposed the exploitation of a wireless link enabled by an unmanned

aircraft (UAV) [18, 19]. A small drone was sent to fly in circles above the operating

area. Video from the camera near the robot was compressed into MPEG format and

beamed to the plane, which relayed the feed to the monitor. At the same time,

motion commands from the surgeon’s console were bounced through the plane to

the robot, which responded only a fraction of a second later, performing tasks such

as tying suture knots. Due to the risk associated to the vulnerability of airborne

communications, a solution considering a combination of connections, for instance,

a fleet of UAVs, could be envisaged in this case.

Securing the network quality of service (QoS) is indeed crucial for critical

real-time applications such as a remote surgery systems, For instance, in one of

the described procedures, there was a significant amount of visual packet loss which

obscured movement of the surgical arms, requiring the distant surgeon to act in a

mentoring role, while the local surgeon completed the procedure.

In recent years, the concept of QoS has been extended to the new concept of

quality of experience (QoE), as the first only focuses on the network performance

(e.g., packet loss, delay, and jitter) without a direct link to the perceived quality,

whereas the QoE reflects the overall experience of the user accessing and using the

provided service. Experience is user- and context-dependent (involving

considerations about subjective multimedia quality and users’ expectation based

on the cost they paid for the service, on their location, on the type of service, on the

convenience of using the service, etc.).

It is then important that a remote surgery system is designed with the goal of

meeting a required QoE determined by the users (medical specialists and trainees).

Lossless compression techniques are often considered in the medical imaging

area, although these have the disadvantage of low compression rates. For instance,

in [22] uncompressed transmission is considered for stereoscopic video signals

acquired through the Da Vinci surgical system over a high bit rate connection.

When transmission is over bandlimited and error-prone channels, a compromise

must be made between compression fidelity and protection and resilience to

channel errors and packet loss. It has been estimated that lossy compression ratios

of 1:5 to 1:29 do not result in a lowering of diagnostic accuracy [25]. Furthermore,

even in situations where the final diagnosis must be carried out on an image that has

been reversibly compressed, irreversible compression can still play a critical role

where quick access over a bandlimited channel is required [23, 24, 26, 27].
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In this chapter, lossy video compression is considered for medical video trans-

mission over wireless channels for telemedicine, surgery, and medical education

purposes. Furthermore, simulcast/parallel encoding of left and right stereoscopic

video is considered in this work. This enables independent control of left and right

views. In order to provide better diagnostic quality, a low Quantization Parameter

(QP) is employed. However, this configuration of 3D video encoding lacks the

ability to exploit the redundancies present in the corresponding views. Possible

stereoscopic video encoding architectures which can exploit inter-view redundancy

are discussed in [28]. For instance, Scalable Video Coding (SVC) can be employed

to encode left and right views in a backward compatible way. Even though these

schemes provide some coding gain over simulcast configuration, the complexity of

the encoder increases. Moreover, error propagation due to packet losses, not only

along the sequence but also along the corresponding view, may result in visible

impairments due to inter-frame dependencies. The requirement of good image

quality for diagnosis and surgical procedures can hence be fulfilled by a simulcast

configuration at low compression levels.

We consider in this chapter the case where 3D video sequences acquired through

a robotic surgery system are transmitted real time over a wireless system, and we

investigate the acceptability of the results in terms of QoE for the case of medical

education and for wireless robotic tele-surgery.

The requirement of near real-time transmission derives from the need of inter-

action with the real scene in the case of surgery, and it is a desirable feature also

when video is transmitted for education purposes (training of surgeons).

We refer to the latest 3GPP standard for wireless cellular communications,

i.e., the long-term evolution (LTE) standard and its advanced version LTE

Advanced (LTE-A). Specifically, we test the performance of real-time 3D surgery

video transmission with different scheduling strategies and we compare the relevant

results.

To the authors’ best knowledge, this is the first work presenting a performance

evaluation of 3D robotic surgery video transmission over a wireless system apart

from preliminary results from the same team in [29]. The performance is not

evaluated here only in terms of network performance, but the focus is in particular

on the final received video quality and on its acceptability from the end user, i.e., the

surgeon or trainee. Previous works on wireless transmission of medical video

mainly focused on ultrasound video sequences (see, e.g., [23, 24, 26, 27, 30]).

The remainder of this chapter is organized as follows. Section 13.2 introduces

the LTE wireless standard and presents the considered scenario with the coding

(compression) and transmission schemes adopted. Section 13.3 describes the con-

sidered simulation setup, and Sect. 13.4 presents the results, both in terms of

objective metrics and in terms of subjective quality as perceived by medical

specialists.
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13.2 LTE Wireless Systems and Proposed

Transmission Strategy

13.2.1 The LTE Wireless Standard

In conjunction with the increasing growth of multimedia, internet, and real-time

services, the LTE wireless standard has emerged to cope with these services

efficiently. LTE has been introduced by the Third Generation Partnership Project

(3GPP) as the next technology after 3.5G (HSPA+) cellular networks. The system

architecture of the 3GPP LTE system contains several base stations called

“eNodeB” (evolved node B) where the packet scheduling process is performed

along with other radio resource management (RRM) tasks. LTE uses orthogonal

frequency-division multiple access (OFDMA) in the downlink and single-carrier

frequency-division multiple access (SC-FDMA) in the uplink. OFDMA extends the

multicarrier technology OFDM to provide a better and more flexible multiple-

access scheme. In other words, OFDMA splits the frequency band into multiple

orthogonal subcarriers. This helps in improving the system capabilities by

supporting high data rates, providing multiuser diversity, compacting the ISI

(inter-symbol interference) factor, and creating immunity to frequency-selective

fading of radio channels [31–33].

The QoS in the LTE downlink is affected by a significant number of factors such

as channel conditions, available resources, and the type of application (e.g., delay

sensitive/insensitive). In LTE the resources allocated to a user in the downlink are

in the frequency and time domains. These resources are called physical resource

blocks (PRB).

The channel bandwidth is divided into several 180 kHz PRBs. Each PRB

consists of 6 or 7 OFDM symbols in the time domain and 12 consecutive orthogonal

subcarriers in the frequency domain. Resource allocation is performed by every

transmission time interval (TTI) whose duration is 1 ms.

Various packet scheduling algorithms have been developed to support real-time

(RT) and non-real-time (NRT) flows, such as proportional fair (PF), modified

largest weighted delay first (M-LWDF), and exponential PF (EXP/PF)

[34–37]. In the aforementioned schedulers, each radio bearer is assigned a priority

value by considering specific metrics. The bearer with the best metric is scheduled

first at the next TTI.

13.2.2 Scheduling Strategies

Scheduling algorithms differ in the way they calculate the metric considered for the

assignment of the resources to the different users.

In most of the cases, scheduling algorithms require the knowledge of the average

transmission data rate (Ŕi) of each flow associated to user i, and the instantaneous
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available data rate for each sub-channel. As a result, when information about the

performance guaranteed in the past for each flow is available, the system can

perform fairness balancing. The following equation explains how Ŕi is typically

estimated:

�Ri f þ 1ð Þ ¼ 0:8�Ri fð Þ þ 0:2ri fð Þ (13.1)

ri( f ) is the total achieved data rate by the i-th flow in the last scheduling epoch

f (i.e., total number of bits transmitted over the entire PRBs allocated to i-th flow per

TTI), Ŕi( f ) is the average data rate achieved in the previous TTI, and Ŕi(f + 1) is

the average data rate achieved in the next TTI.

In what follows, three state-of-the-art downlink scheduling algorithms are

described, with reference to the metrics considered and calculated.

The PF scheduler assigns radio resource blocks by taking into account both the

experienced channel quality and the past user throughput [35]. The goal of this

scheduler is to optimize the total network throughput and to guarantee fairness

among the flows. Hence, the metric Λi,j in this scheduler is defined as the ratio

between the instantaneous data rate of the i-th flow in the j-th sub-channel (i.e., ri,j)
and the average data rate. The following illustrates the metric formula used in PF

scheduler:

Λi, j ¼ ri, j
�Ri

(13.2)

where ri,j is computed based on the adaptive modulation and coding (AMC) scheme

adopted, which is selected according to the channel quality indicator (CQI) feedback

received from the UE. This feedback represents the channel quality (e.g., signal to

interference plus noise ratio (SINR)) of the received i-th flow in the j-th sub-channel.
Ŕi is the estimated average data rate.

The M-LWDF scheduler is developed to support multiple data users with

different QoS requirements [36]. When real-time (RT) flows are considered, there

must be a packet delay threshold ti considered in its metric. Hence, this scheduler

considers the best channel condition and the highest delay for the RT flows’ head of

line (HoL) in its allocation scheme. The following illustrates the metric used in the

M-LWDF scheduler:

Λi, j ¼ aiDHoL, i
ri, j
�Ri

(13.3)

where ai is the maximum probability that the delay, DHoL, of the head of line

packet (i.e., the first packet to be transmitted in the queue) exceeds the target

delay; therefore packets belonging to a RT service will be erased from the MAC

queue if they violate the target delay. ri,j and Ŕi have the same meaning of the

symbols in (13.2). For NRT services the metric used will be the one presented for

the PF scheduler.
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The EXP/PF scheduler is developed to maximize the priority of RT flows with

respect to NRT ones. Also, this scheduler is designed to deal reliably with both RT

and NRT users [37]. The following illustrates the metric formula used in EXP/PF

scheduler:

Λi, j ¼
exp

aiDHoL, i�h

1þ ffiffiffi
h

p
0
@

1
A ri, j

�Ri

. . . . . . i ∈ RT

ri, j
�Ri

. . . . . . i ∈ NRT

8>>>><
>>>>:

(13.4)

h ¼ 1

Nrt

XNrt

i¼1

aiDHoL, i (13.5)

where symbols have the same meaning of the ones in (13.2) and (13.3) and Nrt is the

number of active downlink RT flows.

13.2.3 Proposed Transmission Scheme

The proposed 3D medical/surgical video transmission system over LTE is

illustrated in Fig. 13.1. Left and right image sequences captured from a 3D

endoscope are fed into the 3D video encoder module for compression. The 3D

video encoder consists of two video encoders running in parallel. The output of the

3D video encoder module is then fed into the multiplexer module. This module
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Fig. 13.1 Block diagram of the proposed 3D medical/surgical video transmission system
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multiplexes the encoded left and right bitstreams together and performs

packetization. Finally the multiplexed packets are transmitted over the LTE net-

work to the intended destination. Figure 13.2 depicts the network architecture used

when 3D videos are transmitted over LTE to multiple users in the cell.

13.3 Simulation Setup

13.3.1 3D Video

Left- and right-based stereoscopic video content is considered for this investigation.

The 3D medical video contents are provided by Visionsense Corp., USA.

Visionsense produces a miniature stereoscopic (3D) sensor that optically maps

the surgical field. Two sample left and right frames produced using the Visionsense

3D endoscope are shown in Fig. 13.3. These two selected sequences (acquired

during different surgical procedures) are used in the experiments.

Fig. 13.2 3D video users over LTE radio network
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The 3D test sequences are encoded using the H.264/AVC video coding standard

(JM reference software Version 16.0). Two codecs are employed to encode left and

right views separately. Twenty-second long sequences (i.e., 1,000 frames at 50 fps)

are encoded with IPPP. . .IPPP. . . sequence format, using QP value 30 for both I and

P frames. An I frame is inserted by every 1 s of the video sequence to minimize the

effect from temporal error propagation. Five hundred byte slices are also introduced

in order to make the decoding process more robust to errors. Our previous study

reported in [29] suggests that a 500 byte packet size is suitable to achieve high 3D

video quality over LTE-like networks.

Our 3D video application of 2.2 Mbps is modeled based on a trace based

strategy, i.e., we assume the application sends packets based on realistic video

trace files obtained with the characteristics above.

In order to obtain stable results, simulations are run for several times (10) and the

image quality is averaged over 1,000 frames. The corrupted bit-streams are later

decoded using the JM reference software decoder. Slice copy is enabled during

decoding to conceal the missing slices/packets of the corrupted bit-stream.

Fig. 13.3 Two sample 3D endoscope videos: (a) pituitary and (b) clivus biopsy suture
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At each error condition, the left and right view quality is measured using the peak

signal to noise ratio (PSNR) and SSIM quality metrics.

The received quality of 3D medical video content can be measured both objec-

tively and subjectively. There is no reliable objective 3D video quality metric to

date. However, studies show that individual objective quality measures of left

and right views are highly correlated with perceptual 3D video quality scores

(e.g., Mean Opinion Score (MOS)) [28, 38]. Therefore, in this work, the peak

signal to noise ratio (PSNR) scores and SSIM scores of left and right views are

considered as objective quality rating of the received surgical 3D video content.

13.3.2 LTE System

We investigate the performance of PF, M-LWDF, and EXP/PF when 3D traffic is

transmitted over LTE systems.

The scenario used in this process is a single cell with interference. We have set

up a scenario where there are 6 3D users. Users are randomly distributed with

uniform distribution in the cell, with distance from the eNodeB ranging from 10 to

900 m. We assume users are moving at a pedestrian speed of 3 km/h in random

directions (i.e., the speed direction is chosen randomly for each user, and it remains

constant during the time and moves towards the boundary area. Once the user

reaches the boundary area, the user chooses a new speed direction). The LTE

propagation loss model is composed by four different models (path loss, penetration

loss, shadowing, and multipath) [39].

The serving LTE base station (eNodeB) is located at the center of the cell. In the

eNodeB a scheduler controls all the available PRBs by assigning them to the active

flows which are competing for resources.

The LTE-Sim simulator is used to simulate this scenario [40]. In the time

domain, resource allocation is performed by every TTI (i.e., every 1 ms). Two

time slots of 0.5 ms compose one TTI which consists of 14 OFDM symbols with

short cyclic prefix. Ten consecutive TTIs compose the LTE frame. Simulation

parameters are shown in Table 13.1.

In the system, CQI feedback should be reported to the eNodeB by the users using

the uplink control messages over the Physical Uplink Shared Channel (PUSCH), as

this CQI value represents the users’ instantaneous channel quality at each

sub-channel. There are different feedback granularities in the standard; in our

scenario the UE sends a single CQI for every resource block in the bandwidth.

The mapping procedure among SINR and CQI is obtained using the mapping tables

presented in [41]. Therefore, the selected MCS guarantees a robust communication

and good service delivery. Moreover, this decision ensures that the estimated block

error rate (BLER) remains under the target BLER (10 %).
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13.4 Results

13.4.1 Network Performance

The network performance is assessed in terms of cell packet loss ratio and the cell

throughput.

In order to compare results, the following abbreviations are used: “PF”

represents the PF algorithm in (13.2), “M-LWDF” represents the M-LWDF algo-

rithm in (13.3), and “EXP/PF” represents the EXP/PF algorithm in (13.4).

Figure 13.4 depicts the cell throughput when the cell is loaded increasingly by

users starting from one 3D user up to six 3D users. The figure shows that the

M-LWDF scheduler outperforms the EXP/PF and PF schedulers. This means the

M-LWDF scheduler has the capability to cope with RT services better than

the others and it shows good performance when the number of UEs increases.

Figure 13.5 depicts the cell packet loss ratio. Again the M-LWDF scheduler

produces better PLR values when different scenarios are used. As the number of

UEs increases, the load on the serving LTE cell increases and the packet loss ratio

increases. We can observe from Fig. 13.5 that the packet loss ratio is not acceptable

when we have more than four 3D users in the cell. The corresponding value is 10 %.

This value is mostly considered as acceptable for video traffic by various wireless

operators. The quality level varies from one scheduler to another and the packet loss

ratio of the M-LWDF scheduler is lower than the others. Therefore, the M-LWDF

scheduler is the most recommended in this scenario.

Figure 13.6 represents the cell spectral efficiency [bits/s/Hz]. The higher the

spectral efficiency, the higher the channel utilization and the higher the throughput.

Hence, as noticed from the figure, the M-LWDF scheduler utilizes the channel

more fficiently than the EXP/PF and PF schedulers. Therefore, the throughput, the

spectral efficiency, and the system performance achieved by the M-LWDF are

higher than those for the other two schedulers.

Table 13.1 LTE downlink

simulation parameters
Parameters Values

Simulation duration 40 s

Flow duration 19.980 s

Frame structure FDD

Cell radius 1 km

E-UTRA frequency band 1 (2.1 GHz)

Bandwidth 10 MHz

Number of PRBs 50

Slot duration 0.5 ms

Scheduling time 1 ms

Max delay 0.1 s

Average video bit rate 2201.19 kbps

Propagation loss/channel model Typical urban/pedestrian A

13 3D Robotic Surgery and Training at a Distance 267



Fig. 13.4 3D video cell throughput

Fig. 13.5 3D video cell packet loss ratio

268 M.G. Martini et al.



13.4.2 3D Video Quality Assessment

The performance of 3D tele-robotic surgery and training using three different

scheduling algorithms for LTE is evaluated using both objective and subjective

quality evaluation methods for the received 3D video. Quality evaluation studies

are carried out using the sequence captured during the “Pituitary” surgical proce-

dure. The average PSNR and SSIM of left and right video are considered as a

measure of objective quality of 3D video. The correlation between average left and

right PSNR/SSIM vs. true 3D perceptual quality is discussed in [38]. The average

PSNR and SSIM image quality results for the scenarios of “4 Users” and “5 Users”

are shown in Tables 13.2 and 13.3, respectively. According to Tables 13.2 and 13.3,

most of the users achieve reasonable PSNR and SSIM image quality ratings. The

average received image quality is better in the scenario of “4 Users” compared to

“5 Users.” User 2, 4, and 5 in Table 13.3 achieve a lower quality left and right image

(less than 30 dB), and this may not be suitable for clinical applications. The reduced

quality in the “5 Users” scenario is mainly due to the scarce resources in the LTE

transmission system for the given bandwidth (10 MHz).

Figures 13.7 and 13.8 demonstrate the average image quality for the “4 Users”

case as measured by PSNR and SSIM, respectively. It can be observed that the

“M-LWDF” scheduling algorithm achieves better image quality compared to “EXP/

PF” and “PF” methods. Therefore, it can be concluded that the “M-LWDF” sched-

uling method provides improved 3D image quality over next-generation wireless

networks such as LTE.

Fig. 13.6 Cell spectral efficiency
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Table 13.2 Average PSNR and SSIM quality results for “4 Users”

“4 Users” Average left and right PSNR (dB)

Method User 1 User 2 User 3 User 4

M-LWDF 31.905 34.075 31.905 36.520

EXP/PF 31.010 32.820 31.175 36.520

PF 29.640 32.950 30.830 36.520

“4 Users” Average left and right SSIM

Method User 1 User 2 User 3 User 4

M-LWDF 0.8985 0.9194 0.9026 0.9383

EXP/PF 0.8824 0.9149 0.8869 0.9383

PF 0.8715 0.9159 0.8834 0.9383

Table 13.3 Average PSNR and SSIM quality results for “5 Users”

“5 Users” Average left and right PSNR (dB)

Method User 1 User 2 User 3 User 4 User 5

M-LWDF 33.82 28.07 31.77 27.57 27.18

EXP/PF 33.98 26.28 30.74 27.88 27.64

PF 33.38 24.83 31.88 27.31 27.66

“5 Users” Average left and right SSIM

Method User 1 User 2 User 3 User 4 User 5

M-LWDF 0.92 0.84 0.91 0.85 0.85

EXP/PF 0.92 0.83 0.90 0.86 0.85

PF 0.91 0.81 0.90 0.85 0.85

Fig. 13.7 Average PSNR (dB) image quality for 4 Users
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Figure 13.9 reports sample left image frames received, with different scheduling

algorithms, by User 2 in the scenario with “4 Users” in the system. According to

these subjective illustrations, the superiority of the “M-LWDF” method over other

conventional scheduling algorithms is evident.

Fig. 13.8 Average SSIM image quality for 4 Users

Fig. 13.9 Sample left image frames of User 2, “4 Users” scenario with (a) “M-LWDF” method,

(b) “EXP/PF” method, and (c) “PF” method
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13.5 Conclusion

The chapter presented a performance evaluation of 3D robotic surgery video

transmission over a wireless network. Three different scheduling strategies have

been compared. The performance was evaluated in terms of network parameters

and objective video quality metrics. The work presented also enables a mapping

among the different quality metrics used, from network parameters to image quality

metrics.

It has been shown that the M-LWDF scheduling strategy results in the best

performance with all the evaluation criteria and, for the case of an LTE system with

10 MHz bandwidth, a maximum of four users can be supported with acceptable

quality. The results also suggest that it is expected that increasing the fairness of the

scheduling algorithm further would result in a globally improved quality for the

users in the cell.
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Chapter 14

Future of 3DTV Broadcasting:

The MUSCADE Perspective

Hemantha Kodikara Arachchi

Abstract Even though 3D television (3DTV) services are practically up and

running and the compatible displays are readily available in the market, the

technology is far from mature enough for gaining widespread acceptance from

the users. In light of this experience, the MUSCADE project was set up to define,

develop, validate, and evaluate the technological innovations in 3DTV capturing,

data representation, compression, transmission, and rendering required for a tech-

nically efficient and commercially successful 3DTV broadcast system. This chapter

summarizes the technologies developed within the MUSCADE consortium to

shape the future 3DTV broadcasting.

14.1 Introduction

History of 3D imaging can be traced back to the beginning of photography. Scottish

inventor and writer David Brewster has been credited for inventing the stereoscope

that could take pictures in 3D in 1844. Louis Jules Duboscq succeeded in displaying

a 3D picture of Queen Victoria at The Great Exhibition in 1851. He used an

improved version of the stereoscope to produce the exhibit. In 1855, the Kinema-

toscope, a stereo animation camera, was invented. In the late 1890s British film

pioneer William Friese-Greene filed a patent for a 3D movie process, marking the

beginning of the stereoscopic motion picture era. However, his invention was far

from practical because the movie has to be watched through a mechanism that

converge side-by-side projected stereo images. This obstructive mechanism was

not welcomed in movie theatres. In 1915, Astor Theatre in New York City made the
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history for screening 3D video when Edwin S. Porter and William E. Waddell

showed a set of test movie clips recorded in red-green anaglyph format. A paying

audience got the chance of watching a 3D film for the first time in 1922 when

anaglyph 3D movie “The Power of Love” was presented at the Ambassador Hotel

Theater in Los Angeles. Later in the same year, Laurens Hammond and William

F. Cassidy unveiled the earliest alternate-frame sequencing form of film projection.

Known as the Teleview system, which projected left and right frames alternatively

one after another in rapid succession, it relied on a special viewing device attached to

the armrest of the seat for correctly presenting each view to viewer’s eye.

While significant activities and breakthroughs were happening in 3D cinema

frontier, a system for transmitting visual images over a greater distance and

reproducing them was also being developed. The invention of television is credited

to John Logie Baird, who demonstrated the technology to televise moving images

in 1926. Two years after this landmark demonstration, he also managed to demon-

strate the stereoscopic 3D television technology for the first time on his company’s

premises in London in 1928. He went on experimenting with a number of 3DTV

systems using electromechanical and cathode-ray tube techniques.

WRGB is credited to be the world’s oldest television station, which started its

experimental broadcasting from the General Electric factory in Schenectady, NY,

in 1928. However, no attempt has been reported to broadcast any 3D programs until

recent time when the 3D television sets finally managed to creep up into the home

audience. This is mainly fuelled by the availability of affordable 3D-enabled

television sets across the consumer market. In line with this market trend and

with the aim of emulating the unparalleled box-office success of a number of 3D

movies [1], a number of television service providers inaugurated dedicated

channels for 3D enthusiasts. Before that some leading television broadcaster

began to offer limited number of 3D programs over existing 2D television channels.

The first broadcaster who stepped into the 3D television era is the Japanese cable

channel BS 11, which started providing 3D television programs in 2008. The target

of BS 11 was to provide 3D programs at least four times a day. Many other content

providers and broadcasters such as ESPN, DirecTV, Orange, and BSkyB launched

3D programs in 2010. 2010 became another landmark year for 3D television history

when South Korea launched the first dedicated 3D channel, Sky 3D. This channel is

broadcasted in side-by-side format in 1920x1080i resolution. Following this lead, a

number of more dedicated 3D channels have been launched across the globe.

Even though 3DTV services are practically up and running and compatible

displays are readily available in the market, the technology is far from mature

enough for gaining widespread acceptance from the home audience. Essentially, the

user experience has a profound impact on the attractiveness and sustainability of 3D

television services. The present generation of displays and broadcasting

technologies, which only provide stereoscopic video, have failed to convince the

audience to take up 3D television due to poor experience. Hence, a technological

revamp is required to improve the user experience in order to gain a sustainable

audience for 3DTV channels.
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In light of this experience, a consortium of twelve leading European industrial,

research, academic and public institutions got together to set up the MUSCADE

project [2] for raising the 3D television experience for the future generations.

It is a large-scale integrated project funded by the European Union Framework

Program 7. The mission of the MUSCADE project is to define, develop, validate,

and evaluate the technological innovations in 3DTV capturing, data representation,

compression, transmission, and rendering required for a technically efficient and

commercially successful 3DTV broadcast system. The overall system architecture

of the MUSCADE 3DTV service is shown in Fig. 14.1. The focus of this chapter is

to briefly introduce major technological aspects investigated under the MUSCADE

project for taking 3D broadcasting one step ahead of present frame-compatible

stereoscopic infrastructures.

14.2 The State-of-the-Art 3DTV

At present, HDTV programs are broadcasted using terrestrial, satellite, cable, and

broadband infrastructures. The terrestrial DVB-T and DVB-T2 offer the lowest

bandwidth. DVB-T offers bandwidth in the range of 20–24 Mbit/s depending on
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whether they are operated in single-frequency network (SFN) or multifrequency

network (MFN) topology. DVB-T2 can extend the capacity up to 40 Mbit/s range.

In general, up to 2 HDTV services can be accommodated in a single DVB-T

multiplex while DVB-T2 has sufficient capacity for up to five channels. Moreover,

typical DVB-S2 satellite networks offer a capacity of over 45 Mbit/s over a single

36 MHz transponder. Therefore each of such transponder offers enough capacity

for more than five good-quality HD channels. Aggregating the capacities of all

the transponders, a conventional satellite system can support a large number of

high-quality HD channels.

Meanwhile, broadband infrastructure is fast becoming the favorite medium for

delivery since modern access networks, which are often the bottleneck, now offer

enough and consistent capacity to stream HD channels to home audience. A typical

IPTV service needs maximum of only a 10 Mbit/s bandwidth budget for successful

operation. It should be noted that this capacity has been estimated based on one

high-quality HD service per household. A number of access technologies that have

been used by present broadband service providers comfortably exceed this limit.

Most of the present access networks are based on ADSL2+, which offers 24 Mbit/s

theoretical downlink capacity. However, the optical infrastructures, which are

being laid down across the globe, offer far better capacities. Hence, future of the

IPTV delivery is more promising.

Present IPTV delivery infrastructures have been built around managed network

concept to ensure efficient delivery of multicast video traffic. The present tradition

is to multicast live television programs as an MPEG-2 Transport Stream.

However, Video on Demand services, which are becoming popular, is provided

as IP unicasts.

Present generation of 3DTV channels share the same HDTV infrastructures.

Therefore, the broadcasters have no more bit budget for delivering 3D programs

than that is allocated for HDTV broadcasting. Furthermore, in some cases, the

home set-top box designed for HDTV reception has to be utilized for 3DTV

reception since replacing set-top boxes is not feasible due to the cost. Considering

these constraints, HD frame-compatible format has been adapted for 3DTV broad-

casting. Since present HD compatible receivers can receive frame-compatible

format, this format is suitable until 3D services are ubiquitous for justifying any

investments for better infrastructure. Table 14.1 summarizes common frame-

compatible formats for 3DTV broadcasting [3].

The disadvantage of the present frame-compatible stereoscopic format is that it

offers very limited immersive experience. The spatial resolution of each view is

reduced in order to pack two images into a single video frame. Therefore, the image

detail provided by this format is moderate and less than what HDTV offers.

In certain situations, even if the display is capable of showing much elaborated

resolution (e.g., with 1080p active stereoscopic display), the frame-compatible

format does not allow the full potential of the display to be utilized.

Apart from the abovementioned resolution issue, which is specific to the selected

picture format, the stereoscopic concept, in general, has a number of limitations due
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to a number of visual artifacts such as depth nonlinearity, sheer distortion, and

depth and size magnification [4]. Therefore, stereoscopic content itself is not

capable of providing the natural 3D sensation. In order to resolve these issues, 3D

video has to move forward overcoming the stereoscopic barrier. One of the most

popular approaches is the multiview video together with depth maps or disparity

maps, which is commonly identified as MVDx format, where x represents the

number of views.

Table 14.1 Frame-compatible formats for 3DTV broadcasting

Format Description

Side-by-side RL L L L L L R R R R R
RL L L L L L R R R R R
RL L L L L L R R R R R
RL L L L L L R R R R R
RL L L L L L R R R R R
RL L L L L L R R R R R
RL L L L L L R R R R R
RL L L L L L R R R R R

Left and right views are horizontally

subsampled and stitched side by side

Top-bottom

R R R R R RR R R R R R
R R R R R RR R R R R R
R R R R R RR R R R R R
R R R R R RR R R R R R
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14.3 Beyond Stereoscopic Video: The MVDx Format

Multiview displays can produce different views depending on the viewing position.

As a result, any head movement will result in viewers seeing different views of the

same scene. Hence, more natural 3D perception can be reproduced avoiding

artifacts such as sheer effect [5]. Besides, these multiview displays offer glasses-

free 3D experience, unlike traditional stereoscopic displays. However, the down-

side of multiview display concept is that they require content acquired from a large

number of densely packed viewpoints. For example, a 64-view multiview display

requires a video captured at 64 different viewpoints. This approach is prohibitively

expensive in terms of capturing, storing, and distribution. Therefore, reduced

number of views is the practical alternative, which compromises the view density.

However, with the advancement of video processing technologies, it is now possi-

ble to generate novel views by interpolating real camera viewpoints to increase the

number of viewpoints [6]. With this technology, the number of real viewpoints that

should be captured can be minimized.

In order to reduce the complexity of the rendering algorithms, it has been

proposed to exploit depth-image-based rendering (DIBR) for view interpolation.

Although DIBR helps to reduce the cost of view renderer unit in a 3D display, it

requires accurate depth or disparity maps to achieve artifact-free rendering. The

format in which multiview content is provided with depth or disparity maps is called

multiview-plus-depth/disparity (MVD) format. Often, the number of real view-

points available in the 3D video is also identified with MVDx naming format. For

example, 4-view video with disparity maps is an MVD4 format video.

Depth maps can easily be captured using depth-range cameras. However, this

convenience comes with a cost. Under this approach, every camera has to be

equipped with high-resolution depth-range camera. Such an approach is far from

practical. An alternative is to derive disparity or depth information from the camera

viewpoint images themselves. Even if the accuracy of depth/disparity map estima-

tion is yet to become mature enough for practical applications, it is envisaged that

the technology will help to simplify capturing process while still producing good-

quality depth/disparity maps for multiview displays to operate at their best.

Besides novel-view generation, DIBR also helps to adapt the stereoscopic

baseline to match viewers’ interocular distance. Such adaptation not only helps to

reproduce 3D scene accurately but also improves the viewing comfort. Further-

more, the scene geometry can also be adapted to display size in order to minimize

the 3D distortion coursed by display size mismatches.

Since the MVDx format is foreseen as an acceptable compromise for the ever-

increasing number of view density supported by 3D displays, a number of research

initiatives have investigated multiview video capturing, depth/disparity estimation,

postproduction, transmission, and display-rendering technologies to outline the

future 3D broadcasting with MVDx format video. The MUSCADE project adopted

MVD4 format which comprises of two stereoscopic inner view pair and two wide

baseline satellite views as shown in Fig. 14.2. The satellite pair is about 60 cm apart

for supporting wider baseline display technologies such as light-field displays.
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14.4 Spatial Audio for 3DTV

Compared to 3D video, spatial audio technologies are far more mature and

welcomed by the home audience. The first known example of spatial audio is

Clement Adler’s 80-channel spatial telephone, which was demonstrated in 1881

[7]. At present, there are a range of spatial audio formats available within consumer

domain. There are two basic spatial audio formats, channel-based audio and

object-based audio. Channel-based audio is recorded with an array of directional

microphones. A compatible surround sound reproduction system has a dedicated

speaker to reproduce corresponding recorded channel. If these speakers are placed

appropriately, the original audio scene can successfully be reproduced at any other

location. The object-based audio format, on the other hand, records each sound

source in a scene separately along with its location information. Compatible

reproduction system uses location information for mixing individual sources

together in order to correctly reproduce the original sound scene. The main advan-

tage of object-based audio is that the recording format is independent of reproduc-

tion device. However, given an arbitrary and dynamic scene, object-based audio

capturing is far more challenging than channel-based capturing. Moreover, home

environment is more likely to be equipped with channel-based audio reproduction

systems. Therefore, object-based audio has no significant advantage for consumer

applications. Therefore, channel-based approach is opted into the MUSCADE

project for delivering spatial audio.

~7 cm

~60 cm

View #1 Disparity #1

View #2 Disparity #2

View #3 Disparity #3

View #4 Disparity #4

Fig. 14.2 MUSCADE MVD4 format
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14.5 3D Audiovisual Acquisition

14.5.1 Video Acquisition

Figure 14.3 illustrates a wide baseline video acquisition module, which supports

four professional-grade cameras. Two central cameras of the proposed rig-mounted

camera module are placed at stereoscopic baseline in order to ensure a backward

compatibility with existing 3D broadcasting infrastructure. These two cameras are

sandwiched between two additional cameras, which are called satellite cameras.

In order to provide extra flexibility for various application scenarios, the camera rig

is equipped with baseline adjustment facility. This feature is quite useful for

attaining the full potentials of modern display types, such as light-field and

multiview displays, which require wide baseline video. Furthermore, the camera

rig also helps to precisely align all camera centers to a common center line. The

inner camera pair has mounted in a parallel axis configuration in order to avoid

keystone distortion. As a result, the convergence plane should be adjusted as a

postproduction operation by shifting views towards one another. However, the

satellite cameras have been mounted in such a way that convergence angle can be

adjusted to ensure that the right amount of overlapping can be achieved amongst all

camera viewpoints.

The greatest challenge with more than two camera setup is the aligning all

cameras precisely to minimize unwanted vertical disparities. One of the roles of

the assistance system is to simplify this cumbersome operation by guiding through

Mechanical adjustment feedback

Multichannel 
video and 
metadata
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Rectification,

Colour 
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etc.
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A
cq

ui
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Fig. 14.3 Audiovisual acquisition module
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the camera setting not only before the actual shooting begins but also during the

shooting. This system analyses incoming video from cameras and provides the

feedback to adjust camera geometric parameters such as position and orientation of

camera. Moreover, the camera assistance system also makes sure whether basic

rules of 3D acquisition are followed in order to avoid any viewing-comfort-related

issues. In addition, it has been equipped with metadata-recording capabilities for

securing data for color matching and view rectification operations in order to

maintain homogeneity in color and geometry across all the acquired views.

Even though the camera rig is inevitably bulkier than 2D or stereoscopic camera

rig, it has been successfully demonstrated under various indoor and outdoor

environments under stationary as well as moving on track-and-dolly setup.

14.5.2 Audio Acquisition

At least one microphone array capturing audio in A or B format is required per

scene. A format audio is captured with four capsules positioned at the sides of a

tetrahedron. Small and compact A format microphones are easier to handle and can

easily be hidden in the scene. It has no preferred direction of operation and,

therefore, captures sound from every direction uniformly. Professional-grade

A-format microphones have broadband operation (i.e., 20 Hz to 22 kHz) ability

as required for broadcasting applications. Moreover, it generates only a small

number of audio channels, which is an extra advantage for interfacing, storage,

and processing. The signals captured by these capsules can be converted into B

format, which consists of the pressure signal, W, and pressure gradients X, Y,

and Z, along the corresponding axes. Professional-quality microphone arrays cap-

turing in these formats are commercially available. These are conventionally used

for ambisonics, 2-channel stereo, and 5.1 channel recordings.

14.6 3D Audiovisual Postproduction

On top of the traditional postproduction tools, a number of specialized tools are

required. Figure 14.4 shows the audio/video postproduction module for offline and

live postproduction. This module performs the following functions for preparing

content captured with multiview camera setup.

View rectification: Multiview video rectification is more challenging than stereo-

scopic rectification. A common baseline is calculated considering all camera

positions. Subsequently, the rectification transformation defined by camera rotations

and camera intrinsic parameters is applied to all the views [8, 9].

Disparity/Depth map estimation: Accuracy of depth/disparity map has a profound

impact on the quality of rendered views. Therefore, depth/disparity estimation is
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one of the vital function in MVDx content creation. Traditional disparity estimation

algorithms, which mostly rely on simple block matching, are not ideal for depth/

disparity map creation. In order to generate a good-quality depth/disparity maps, a

combination of initial disparity estimation using the line-wise hybrid recursive

matcher and a subsequent post-processing and up-sampling step using variations

of cross-bilateral filtering have been proposed [10]. Real-time capability for image

resolutions up to HD, scalability for large disparity ranges, and high degree of

parallelization are important characteristics of these algorithms that are aimed at

Post-processing

Camera rig

Metadata

Metadata

Rectification

Editing

Colour correction

Depth estimation

Overlay

Synchronising

Fig. 14.4 Postproduction module

284 H. Kodikara Arachchi



broadcasting applications. Moreover, it is also necessary to make sure the depth/

disparity maps are temporally consistent.

Color correction: Even though this is a traditional post-processing step commonly

used in 2D applications, specific attention has to be payed for maintaining the color

consistency across all the views. Any color offset amongst views has a detrimental

impact on compression efficiency when inter-view prediction is used for encoding

the multiview video. Therefore, color correction in multiview scenario often

incorporates consistency optimization step along with the traditional algorithms [11].

Graphics overlays and subtitles: Traditional rules dictating the adding graphics

overlays and subtitles are not always ideal for 3D scenes. Multiple concerns arise

when subtitles and graphics overlays are added to a given scene. First of all, any

object added during postproduction should not violate the geometric integrity of

the scene [12, 13]. Any inconsistency will result in potential viewing discomfort.

Furthermore, occlusion has to be correctly handled to maintain the naturalness of

the scene. The other concern is the complication arising due to different displays

requiring different formats and resolutions [14].

Editing: Due to additional dimension and irregularity of 3D video, editing is more

challenging than 2D video editing. Even though basic operations such as trimming

and rearranging clips seem to be straightforward, a product aiming at mass audience

has to be carefully authored due to the notorious discomfort issue associated with 3D

video viewing [15]. Factors that aggravate discomfort such as excessive disparity and

rapid depth changes have to be carefully considered while editing 3D footages [16].

14.7 Encoding and Encapsulation

Multiview video and depth/disparity maps are encoded using multiview extension

of H.264/AVC standard-compliant encoders. Figure 14.5 illustrates the encoding

module. The layered structure provides scalability across view dimension. The

main reason for choosing this encoding strategy is to support a large range of

displays including legacy 2D, stereoscopic, multiview, and even advanced light-

field display. The scalability structure guarantees that the same bit stream can be

decoded by all kind of 3D displays. The stereoscopic base layer consists of two full

HD-resolution frames. 2D support is provided through the inherent view scalability

feature in multiview extension of H.264/AVC standard. A notable point in the

encoding structure is that satellite views have been encoded independent of center

stereoscopic view pair. This is because inter-view prediction between a view from

center pair and another view from satellite pair does not produce any bit rate saving

due to large separation between those views. Moreover, independent encoding also

implies independent decodability. This is especially useful because it simplifies

parallel decoding architectures. It should be noted that due to similar reason,

inter-view prediction between satellite view pair is also not efficient. However, in

order to maintain the consistency, these views are also encoded using a multiview

encoder, which produces a single bit stream for the satellite view pair.
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The proposed scalability structure enables the decoder to drive the 2D and

stereoscopic displays directly. However, view synthesizing stage is required for

driving multiview and light-field displays. Moreover, the baseline adjustment [17]

at the receiver is also possible by using stereoscopic base layer and ΔMVD2 layer.

This feature is especially useful for personalizing the depth perception in order to

minimize eyestrain [18]. Proposed baseline adjustment eliminates potential geom-

etry distortion issue in widely used pixel shifting between the views.

An AAC encoder configured for multichannel encoding is used for encoding

audio signal.

The encoded spatial audio, MVD4 video, and other information are encapsulated

into threeMPEG transport streams (TS). Thefirst transport stream (TS#1) carriesMVC

encoded base layer video (i.e., stereoscopic video), AAC encoded multichannel audio,

interactivity metadata, PMT, and PAT.MVC encoded disparity/depth maps associated

with the stereoscopic pair (i.e.,ΔMVD2 layer) are delivered over the secondTS (TS#2),

and the third TS (TS#3) carries MVC encoded satellite views and associated disparity/

depth maps. Since TS#1 carries the most important information, it is expected to be

delivered over a relatively more reliable channel. Synchronization amongst audio,

video, and interactivity components is achieved through PTS time stamps. Moreover,

MVD4videohas been encoded as four independentMVC stereo pairs (i.e., 2 view pairs

and 2 disparity/depth pairs) and hence each stream has its own PID.

14.8 Distribution

Table 14.2 shows the data rates produced by MVD4 video and its potential

sublayers. From the table, it is clear that MUSCADE content has a peak data rate

of 37.2 Mbit/s. Together with audio and metadata, MUSCADE has to handle an
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excess of 40 Mbit/s data rate altogether. Potentials of DVB and IP families of

distribution networks were investigated under the MUSCADE project for broad-

casting 3D video. This section summarizes the findings.

14.8.1 DVB Family Transmission Networks

The DVB family consists of four sister standards [19]. DVB-T standardizes the

terrestrial broadcasting infrastructure, while DVB-S outlines the satellite-based

digital video broadcasting. Cable infrastructure often distributes television channels

using DVB-C standard. The handheld mobile terminals are the target platform for

DVB-H standard. Out of these four standards, MUSCADE consortium concentrated

on DVB-T- and DVB-S-based distribution links.

14.8.1.1 Satellite System

As shown in Fig. 14.6, typical satellite system consists of:

• A satellite offering a coverage over a particular service area through a single

wide beam

• A gateway transmitting the 3D-TV programs to the satellite

• Terminals allowing the reception of 3D-TV programs at the end-user side

• A satellite control center that monitors the satellite’s operations and rectifies any

issues

The gateway transmits 3D television programs to the satellite (uplink) and hence

it provides access to the satellite for the broadcasters. The DVB-S2 modulator at the

gateway incorporates the scalability scheme defined for MVD4 content through

Variable Coding and Modulation (VCM), which maps each scalability layer to a

specific modulation and coding (MODCOD).

The satellite amplifies the signal and retransmits back to a wider coverage area.

Due to higher bandwidth requirement, a Ku-band-based broadcasting is foreseen

for 3D broadcasting. The Astra 1E satellite located at 23.5� east is an example of

operational Ku-band-enabled satellite. The saturated EIRP performance over the

satellite coverage area is shown in Fig. 14.7. This footage is in the Broadcasting

Table 14.2 Bandwidth requirements

Video format Data rate (Mbit/s)

HD monoscopic 1080p25 8

MVD1 (color + depth/disparity) 12

Stereo (multiview encoded) 13.6

MVD2 20.4

MVD4 37.2

Simulcasting of 4 views + 4 depth/disparity maps 48
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Satellite Service (BSS) frequency band (i.e., 11.70–12.10 GHz) and with vertical

polarization. The transponders in BSS frequency band are of 33 MHz bandwidth

and fed with a single 27.5 Mega symbols per second (Msps) carrier. Each carrier

provides 42 Mbps with a 60 cm antenna in QPSK4/5 transmission mode and

53 Mbps with an 80 cm antenna in 8-PSK2/3 transmission mode.

Gateway

DVB-S
2

DVB-S2

Ku-band broadcasting
satellite

Service areaControl centre

Set-top-box

Receiving
antenna

End-user equipment

Fig. 14.6 Ku-band broadcast satellite system architecture
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The user terminal has an antenna and a set-top box. The parabolic reflector,

which is often identified as the satellite dish, is the most common type of terminal

antenna. The parabolic surface of the antenna reflects the signal to its focal point

where the feed horn is placed. The feed horn converts electromagnetic signal into

an electrical signal, which may be amplified using a low-noise amplifier. The size of

the antenna may vary. Typical antenna sizes for home reception in Ku band range

from 60 to 100 cm. Small antennas are deployed at the center of the coverage where

satellite EIRP is high. The poor signal level at the edge of the coverage area is

compensated with a larger antenna, which offers better reception gain. However,

the use of a large antenna is not limited to an edge of the coverage areas. They can

also be used at the center of the coverage to increase the link availability, which in

turn increases the quality of service.

The set-top box supports VCM defined in DVB-S2 standard and consists of a

video decoder and renderer. The decoder and renderer operate in a coordinated

fashion in order to pick up the right scalability layer to support multiple display

devices ranging from 2D to light field (Figs. 14.1 and 14.12).

Assuming that the service to be received is over 97 % of the coverage area and

that the target time availability is higher than 99.7 %, the available bit rate is

estimated to be 42 Mbps in the 60 cm antenna scenario and 53.2 Mbps in the

80 cm antenna scenario. Hence, a full transponder satellite channel can technically

support MVD4 broadcasting. However, it is very unlikely that sustainable commer-

cial service can be operated under such a high bandwidth, considering the cost of a

transponder. However, under the current bit rate estimations formultiview 3D video,

it is envisaged that MVD2 format will be more realistic until encoding algorithms

are mature enough to compress MVD4 video into a commercially sustainable level.

14.8.1.2 Terrestrial System

The terrestrial broadcasting is operated through DVB-T/DVB-T2 digital terrestrial

transmission (DTT) architecture shown in Fig. 14.8.

The DTT headend collects the television programs from the content providers for

processing and distribution. The incoming TS streams are often processed at the

headend to include additional A/V programs and auxiliary contents such as

interactivity data, signalling, and EPG information. The resulting TS is subsequently

delivered to the terrestrial transmitting sites through a dedicated distribution

network. The distribution network is planned based on the number of transmitter

sites. Point-to-point digital radio links, IP networks, optical fibers, or satellite

transponders are often contracted for backhauling. In certain scenarios, a combina-

tion of technologies can also be used in parallel or sequentially. For example, the

main transmission sites are served with a digital radio link in addition to a satellite

link to increase the availability, while small/minor transmission facilities are served

with the satellite link only.

Transmission sites receive television programs from the headend and broadcast

through an omnidirectional antenna. The number of transmission sites required to

cover the target service area varies from a few tens up to some hundreds, depending
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on the area to be covered and geographic condition. At the user premises, DVB-T or

DVB-T2 signal is typically received through a rooftop antenna. This signal is

decoded and played back by a set-top box that supports MUSCADE formats.

DTT services are operated using the same radio frequency bands allocated for

analog television services. The frequency range allocated for a traditional analog

UHF or VHF channel provides a typical data rate of 24 Mbit/s (DVB-T) or

40 Mbit/s (DVB-T2). Such a digital channel provides enough data rate for deliver-

ing a number of 2D television programs, which are multiplexed to a single stream

identified as a multiplex. However, when it comes to MVD4 content, DVB-T2

channel capacity is barely enough for a single television program. However,

DVB-T does not provide sufficient capacity for delivering MVD4 content at all.

It can only carry the base (stereoscopic) and ΔMVD2 layers. Consequently, terres-

trial broadcast channels are not yet commercially viable unless a drastic reduction

of the data rate can be achieved through novel video encoding technologies.

14.8.2 IP Family

Two different network architectures were investigated for delivering MVD4

content under the MUSCADE project. They are:

• Wireline Internet Protocol television (IPTV) distribution

• Broadband Wireless Access Networks
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14.8.2.1 IPTV Distribution

IPTV over fixed line networks are delivered over managed networks. This option

allows service providers to deliver vast amounts multicast video traffic as effi-

ciently and effectively as possible. State-of-the-art managed networks supports

MPEG-2 and H.264 in transport streams. Live television streams are usually

delivered through IP multicast streams while Video on Demand (VoD) services

are operated through IP unicast.

The IPTV broadcasting architecture is shown in Fig. 14.9. Similar to the DTT,

the headend receives content from television content providers for processing and

distributing over IP network. It hosts real-time encoders/transcoders, centralized

video servers, media asset management system, middleware platform, conditional

access (CAS), and DRM systems. The transport and distribution network relies on

IP core network, which is usually an optical packet backbone or MAN GbE. The

distribution network also hosts local VoD servers. The access network connects

subscribers to their network service provider. Access network infrastructures use a

range of technologies such as ADSL, ADSL2+, and optical access technology

(FTTx). The home network is typically an Ethernet- and/or Wi-Fi-based network

within customer’s premises. This network hosts set-top box, TV, and other media

equipment required for decoding and playing of 3DTV content.

The feasibility of delivering MVD4-based 3DTV services to home audience

depends on the capacity of the access network, which is often the bottleneck in an

IPTV delivery network. Access network infrastructures based on ADSL2+ technol-

ogy [20] provides theoretical downlink capacity of 24 Mbit/s depending on the

customer’s location (especially the distance between the customer’s premises and

the Digital Subscriber Line Access Multiplexer (DSLAM)). Up to 12 Mbit/s

bandwidth is typically reserved for IPTV service in a managed architecture. This

capacity is more than sufficient for providing 2D HD television service. However,

with present video compression technologies, this reserved capacity is not sufficient

for at least the MUSCADE base layer (i.e., 1080p25 full frame stereoscopic video).

Nevertheless, if theoretical maximum capacity of ADSL2+ access links is fully

utilized, the base and ΔMVD2 layers can be delivered without any issue even

though such scenario is neither practically nor commercially viable.

Present effort of telecom infrastructure companies to deploy FTTx optical access

technology, in particular Fiber to the Home (FTTH), provides a glimpse of hope to
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provide MVD4-based 3DTV service over wireline IP networks. FTTH can provide

a bandwidth of 100 Mbps to the end user. Therefore, MVD4 television service can

be provided with a reserved capacity of about 40 Mbps. Moreover, scalable

structure of MVD4 content as proposed in MUSCADE enables transmission and

bandwidth occupancy optimization, taking into account bandwidth availability,

which is time and location dependent.

14.8.2.2 Broadband Wireless Access Networks

WiMAX and WLAN architectures were investigated for delivering MVD4-based

3D content. Figure 14.10 illustrates the proposed network architecture for deliver-

ing 3DTV service to subscriber stations (SSs) over WiMAX. The connectivity

service network (CSN) connects SS to the Internet. The CSN is owned by the

network service provider (NSP). Access Service Network Gateway (ASN-GW)

typically acts as a layer 2 traffic aggregation point. The base station (BS) provides

the radio-dependent functions.

The WiMAX downlink provides a peak data rate of 27.216 Mbps using the

maximum modulation and coding scheme (MCS) while keeping uplink to a down-

link ratio of 1:0. However, this data rate is not fully available for the service since

upper layer overheads (TS, RTP, UDP, IP, etc.) should also be accommodated

within this data rate. Therefore, only the stereoscopic base and ΔMVD2 layers

(19 Mbit/s in total) can be supported by the WiMAX service. However, in this case,

the WiMAX base station effectively operates in a broadcast mode leaving little or

no room for an uplink. Moreover, operating BS at the maximum MCS effectively

limits the service area of the BS. Hence, the feasibility of WiMAX for 3DTV is

highly questionable.

In contrast modern WLAN technologies supports far better data rate than

WiMAX.Multi-gigabit data rates have been forecasted with upcoming technologies

[21]. A typical WLAN architecture consists of an access point (AP) and one or more

clients that connect to the AP through radio links as shown in Fig. 14.11. The AP acts

as a gateway point between the wired network, which is commonly Internet enabled,
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and the client. Since WLAN is an indoor end-user device, it can be used to channel

IPTV content wirelessly over to a 3DTV set-top box connected to the home network.

A 15 Mbit/s minimum data rate (with 40 MHz bandwidth) supported by IEEE

802.11.n standard-compliant access points is barely sufficient for a stereoscopic

baseline of MUSCADE 3DTV content. However, the data rate can go up to

150 Mbit/s, which can conveniently accommodate MVD4-based 3DTV content.

Therefore, it is envisaged that WLANwill become a feasible medium for delivering

MVD4 content to devices wirelessly connected to the home network.

14.9 3DTV Player

The 3DTV player implements decoding, rendering, interactivity, and display

adaptation functionalities. Input for the player are the three transport streams defined

in section entitled “Encoding and encapsulation” above. The high-level architecture

of the audiovisual stream player is depicted in Fig. 14.12. The network interface

supports satellite, terrestrial, and IP networks. The output from the network interface

are the abovementioned three TS streams, which are de-encapsulated by the TS

demux module to extract MVD4 content, audio streams, subtitle for interactivity,

and other data. It also aligns elementary stream ensuring synchronization amongst

different MVC encoded video and disparity streams. MVC decoder decodes ele-

mentaryMVC streams to extract raw video and disparity maps. Four MVC decoders

are operated in parallel to extract MVD4 content. The audio DLL performs audio

decoding and rendering functions to generate multichannel audio and subsequently

adapted for the room acoustic and speaker setup. The interactivity module uses

hidden subtitles embedded in the TS streams for providing on-screen interactivity

cues and handles interactivity through an integrated interactivity browser. The

display-rendering modules use MVD4 video for generating image formats that are

required for different types of displays. For instance, for light-field displays, the

display adaptation module synthesizes the required number of viewpoints (typically

64, 128, etc.) and converts them into light-field module image format. Due to

WLAN Access Point3D content 
server

Broadband Access Network End-User Device

Fig. 14.11 Proposed 3DTV over WLAN network architecture
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excessive computational resource requirement, modules of the audiovisual player

have been distributed across a number of powerful processing hardware.

14.9.1 Interactivity Reference Architecture

The interactivity reference architecture proposed in the MUSCADE project distinc-

tively identifies two domains as illustrated in Fig. 14.13.

14.9.1.1 Interactive Services Domain

The interactive services domain is made up of content provider, application

platform provider, and network provider. The content provider creates audiovisual

and interactive 3D content and links the latter into the former using metadata in the

audiovisual stream. The linking process is also known as synchronization decora-

tion since the audiovisual stream is decorated with correct associations between

audiovisual and interactive content. The application platform provider publishes

interactivity-enabled audiovisual content and distributes to the viewer when

requested. This functionality is achieved through a 3D video interactive application

(VIA) platform. VIA aggregates content and syndicate platform services with the

interactive TV content provider across different delivery mechanisms (such as

DTH, IPTV, and mobile). Content providers are provided with horizontal services

and standard interfaces facilitating the development and deployment of video

interactive applications. The VIA platform enables content to be either pushed to

the viewer through broadcasting or pulled by the viewer on request to support

content on demand. It also provides user management, application management,

messaging, and payment services.
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The broadcaster or network provider operates the hybrid network through which

the content is distributed to the viewer. Even though two-way communication is not

essential for enabling interactivity, it enables providing more advanced forms of

interactivity with 3D audiovisual content.

14.9.1.2 Home Domain

The home domain contains the 3D display, a soft-switch, the audiovisual player, the

3D interactive browser, an input device, and broadcast and return channel network

access. The 3D display is the primary display on which the 3D audiovisual media

is played. The audiovisual player decodes and renders audiovisual media on

the primary display. It filters hidden subtitles in the media stream that notify

interactive events and publishes them over the local network at appropriate time.

The interactivity browser renders 3D interactive contents on the main display. It

performs service discovery, user input handling, navigation functionalities, and

game rendering. The switching between interactive browser and audiovisual player

is handled by the soft-switch. This programmatically controls which source is

shown on the 3D display. The interactive device is a secondary device that collects

user input. It also acts as a display for personalized user interactions.
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stream player

3D interactive 
browser

Home 
LAN

Television broadcasting 
network

Internet

Input 
device

Home

Broadcaster

Video interactive application 
provider platform

Interactive services

3D
T

V
 c

ha
nn

el
,

sy
nc

hr
on

is
at

io
n

m
et

ad
at

a
an

d 
D

S
M

-C
C

DSL+WiFi

Content 
provider
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14.10 Conclusion

TheMUSCADE project has successfully demonstrated an end-to-end delivery chain

that supports MVD4 video, multichannel spatial audio, and interactivity content.

Real-time content capturing, rectification, disparity estimation, postproduction,

encoding, and encapsulation technologies developed under the MUSCADE project

make it possible to produce MVD4-based live 3DTV content for wide baseline

applications. The encapsulation architecture supports three levels of scalability for

making 3DTV service available over a number of heterogeneous delivery

infrastructures with a vast range of downlink capacities. Moreover, a 3D video

player that supports real-time decoding and display rendering is also demonstrated

successfully. An interactivity service platform is developed for interacting with 3D

content on 3D displays. Feasibility of a number of transmission platforms has been

assessed for MVD4-based 3DTV service provisioning. These include satellite

(DVB-S2), terrestrial wireless (DVB-T2), IPTV, WiMAX, and WLAN. It is found

that most of the present delivery networks do not provide a sufficient data rate to

operate a commercially sustainable 3DTV service. This is mainly due to the video

encoding technologies, which do not provide sufficient compression efficiency.

Therefore, more research is required for developing compression technologies in

order to deploy MVD4-based 3DTV services successfully.
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