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Preface

Digital design of control circuits is a very important part of computer science and
electronics, and its importance has increased in recent years. Nowadays, digital
systems are widely present in everyone’s life and they are a part of our existence.
The rapid growth of silicon technology is being observed, and it causes the aug-
mentation of the controlled systems such as data paths in digital devices, peripheral
devices of the computers or the industrial electromechanical processes for which the
programmable controllers are used. It causes that need for more complex and faster
control units noticeable, and new design methodologies of such complex systems
are required.

In this book, we present the research activities and achievements in the area of
design of reconfigurable control circuits of several research teams from different
countries (Poland, Belarus and Portugal) as well as the historical perspective of
development of some aspects of logical control technology. The chapters of the
book cover different fields of the topic, from control system specification and design
to synthesis and verification. The important question of cooperation between
control unit and data path is also discussed. The book focuses first of all on the
parallelism in logical control, taking into account complexity of the systems under
control, an unavoidable element of modern logical control algorithms.
Reconfigurability is another important aspect of the approaches presented in the
book; nowadays the control systems often have to be flexible, hence possibility
of their partial reconfiguration during runtime is very essential. As the models of
parallel control algorithms, the interpreted Petri nets and concurrent generalizations
of finite-state machines are used. Various kinds of UML diagrams are used at
different steps of design processes for specification and modelling. The described
methodologies mostly suppose the FPGA realization of the reconfigurable control
devices.

v



The editors of this book hope that it will be a valuable reading for both
researches and students of computer science and electronics, and engineers working
in the area of design of digital control and embedded systems. The reader is
presumed to have a basic knowledge of digital design, automata theory and Petri
nets.

Zielona Góra, Poland Andrei Karatkevich
August 2015 Arkadiusz Bukowiec
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Petri Nets in Design of Control Algorithms

Andrei Karatkevich

Abstract The chapter presents an overview of applying the Petri nets as a model
and a way of specification of the parallel logical control algorithms. The history of
using the Petri nets for representing the structures of the parallel control algorithms is
presented. The extensions of the Petri net model applied in the area of logical control
are discussed. The Petri net-based programming languages used for programmable
logic controllers, such as SFC, GRAFCET or PRALU, are considered.

Keywords Petri nets · Logic controllers · Specification · FPGA · Parallel control
algorithms

1 Introduction

There are knownvariousways of specification of logical control algorithms in general
and programs for logic controllers in particular. The algorithms of continuous control
can be represented in form of the differential equations [1]; if we limit ourselves to
the logical control algorithms, we can find out that such algorithms can be described
by means of the textual programming languages (usually the dedicated ones, like
Structured Text [2] or SystemC [3]) or graphical languages and diagrams (Harel
statecharts [4], LD, SFC, FBD [2], CFC [5], ASM [6], flowcharts [7], state diagrams
[8] and so on). The mathematical models belhind those languages are first of all
Boolean functions, Finite StateMachines (with their generalizations, enhanced with,
among others, concurrency and hierarchy [9–11]) and also the Petri nets. The most
known (but not the only one) Petri net-based language for specification of logical
control algorithms is Sequential Function Chart (SFC) [2, 12].

The Petri nets and Petri net-based languages are not very popular among the
engineers. However, they have some unique advantages. The Petri nets allow to
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2 A. Karatkevich

Fig. 1 An example of
parallel processes described
by a Petri net
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describe directly the parallel threads of an algorithm, and structure of the parallelism
can be more flexible than most of programming languages (especially the languages
for programmable logic controllers) and the FSM-based models (such as HCFSM
or UML state machines) allow. It means that a Petri net allows to specify a parallel
algorithm beyond the traditional fork-join model, in which for each “fork” there
should be just one “join”. Instead, using a Petri net-based language one can describe,
for example, a situation in which, having two parallel threads A and B, thread A
divides into parallel threads C and D, B divides into E and F, and then threads D
and E merge into thread G, which is executed further in parallel with threads C
and F (Fig. 1). On the other hand, there is a wide range of the methods of formal
analysis of Petri nets [13, 14], which can be used for verification of the Petri net
based algorithms.

The chapter is organized as follows. Section2 presents a brief review of the his-
tory of applying Petri nets to specification of logical control algorithms. Section3
describes the main mathematical models of the extended Petri nets used in the
discussed area. Section4 presents the most popular Petri net-based language—
Sequential Function Chart. Section5 describes another language for description of
parallel algorithms of logical control, PRALU [15]. In Sect. 6 some other approaches
to Petri net based specification of control algorithms are discussed. The final section
contains a conclusion.

2 Historical Review

Petri nets in their classical form are autonomous, i.e. they do not communicate with
the external world. However, the C. A. Petri’s dissertation [16], which introduced the
notion, has the title “Communication with Automata”, and according to the vision
presented in it a Petri net is an abstract model of an automata network, which means
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that the Petri nets from the very beginning were considered as a model of a system
which does communicate with its environment. The Petri nets are understood as
“a general purpose mathematical model for describing relations existing between
conditions and events” [17].

Nevertheless, the Petri net-based models extended in such a way that they could
communicate by means of the binary signals and represent the logical control algo-
rithms, were not described (to the best of our knowledge) before the second half of
1970s. At that time appeared the concept of the Petri nets extended in such a way that
the conditions, depending on the input signals, are associatedwith the transitions, and
the actions, setting the values of the output signals, are associated with the places or,
in some cases, with the transitions. Such a model [18, 19] is referred as theMarking
Diagrams (MDs) [20, 21], interpreted Petri nets [12, 22, 23] or control interpreted
Petri nets [24] (the last two notions are, strictly speaking, wider; numerous Petri net
extensions are mentioned as the “interpreted Petri nets” [17], especially a wide range
of non-autonomous Petri nets [20]).

Approximately at the same time a language for specification of control
algorithms has been developed, which evolved later to an international standard and
one of the most popular Petri net-based programming languages for logic controllers
(onemay say, the only popular language of this kind). The language is GRAFCET (an
abbreviation of “GRAphe Fonctionnel de Commande Etapes/Transitions” or earlier
“GRaphe de l’AFCET”) [21, 25]. It was designed in France by the AFCET com-
mission (Association française pour la cybernétique économique et technique, later
known as Association des sciences et technologies de l’information), and the first
report officially representing the new language was published in 1977 [26]. In a short
time after publishing of the mentioned report, a group in the ADEPA agency (Agence
nationale pour le Développement de la Production Automatisé) was organized for
normalization of the GRAFCET standard to make possible its practical use in pro-
gramming of the controllers. ADEPA’s report [27] was published in 1979 and became
a base ofmost of the standards includingGRAFCET. Since that, GRAFCEThas been
implemented in the engineering practice. It was used and actively supported by the
company Telemecanique, at that time one of the world’s leading manufacturers of
digital controllers (later it was acquired by Schneider Electric).

In 1988 the International Electrotechnical Commission (IEC) has published IEC
848, an international standard defining a GRAFCET-based graphical language. The
current (since 1993) international standard for programmable logic controllers, IEC
61131 (the corresponding European norm established by the European Committee
for Standardization is EN 61131), defines five programming languages for industrial
PLCs. Among them there is the language Sequential Function Chart (SFC), which is
directly based on the function charts described in IEC 848 [2, 12]. SFC can be used
to structure the internal organization of a program consisting of the sub-programs
written in other languages of the standard (usually ST and LD languages) and also
can be used in its “pure” form for specifying the logical control algorithms. The latest
(third) version of the standard was published in 2013 [28], it also includes SFC.
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SFC is supported by numerous programming and modelling platforms for logic
controllers [12, 49], such as STEP 7 by Siemens [30] and Control Builder by ABB
[31]. It is widely used in SCADA systems.

At the end of 1970s and the beginning of 1980s some other research groups
started developing the Petri net-basedmodels and languages for logical control. Such
attempts were made in the Soviet Union [32]. A research group led by A. Zakrevskij
in the Institute of Engineering Cybernetics of the BelarusianAcademy of Science has
developed the formal models of parallel control algorithms [33, 34] and the language
PRALU (“PRostoy Algoritm Logicheskogo Upravleniya”—“Simple logical control
algorithm”).Adetailed theory of parallel logical control algorithms arose around that,
and the methods of optimized hardware implementation of the PRALU algorithms
have been designed [15, 35–39]. Later the converters from PRALU to VHDL ([40],
see also the chapter “Circuit implementation of parallel logical control algorithms
represented in PRALU description” of this book) and from PRALU to LD [41] were
designed.

In the early 1980s research in the similar field started at the Technical University
of Zielona Góra, Poland, by the team led by M. Adamski [42–44]. An original
model of concurrent state machine was designed. The research concentrated mostly
on the methods of hardware implementation of parallel logical control algorithms
(PLA, later FPGA implementation) [45, 46]. Three versions of Petri net specification
format (PNSF), intended “to describe a Petri net specification of a parallel controller
behaviour in textual form”, were designed [47, 48]. Further researches in the area of
Petri nets in Zielona Góra include also such directions as formal analysis, verification
and validation [24, 49–51], modelling of the interpreted Petri nets in the hardware
description languages [52–55], some theoretical aspects of Petri nets [56], modelling
by Petri nets other models of parallel logic controllers [57] or applying decision
diagrams to analysis of Petri nets [58, 59].

The interesting results in applyingPetri netmodels to logical controlwere obtained
at Universidade Nova de Lisboa, Portugal [60–62]. Some of other publications in
this area which are worth mentioning are as follows: [63–68]. More references can
be found in [13, 21].

3 Interpreted Petri Nets in Logical Control

The basic model of Petri net (PN) [13] is defined as a tuple Σ = (P, T, F, M0),
where P is a finite non-empty set of places, T is a finite non-empty set of transitions,
F is a set of arcs such that F ⊆ (P × T ) ∪ (T × P), M0 is an initial marking.

A state of a Petri net, called a marking, is defined as a function M : P → N

(for the safe Petri nets, which are usually used in applications to logical control,
M : P → {0, 1}). It can be considered as a number of tokens situated in the net
places. A place containing a token is called a marked place. Sets of input and output
places of a transition are defined respectively as follows: •t = {p ∈ P : (p, t) ∈ F},
t• = {p ∈ P : (t, p) ∈ F}. A transition t is enabled and can fire (be executed), if
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∀p ∈ •t : M(p) > 0. Transition firing removes one token from each input place and
adds one token to each output place. A marking can be changed only by a transition
firing. It is worth noting that a typical structure of a parallel logical control algorithm
is a safe extended free choice net [13] with a single-token initial marking, sometimes
referred as an α-net [41, 69].

This model is autonomous and should evidently be enriched by some tools of
communication with outer world to make possible specifying the control algorithms
by means of it. In the case of logical control, such communication is realized by the
logical signals (Boolean variables). The variables can be the input ones (X ), meaning
values of the signals coming from a controlled system, and the output ones (Y ),
meaning values of the signals sent by a controller to a controlled system. Sometimes
those sets have a non-empty common part Z = X ∩ Y , then the variables belonging
to the set Z are considered to be the internal variables, which can be changed only
by the Petri net itself [15].

An essential feature of the basic Petri nets is that an enabled transition can fire,
but at that level of abstraction it is not defined when and whether it is going to
fire. Of course a model of a logical control algorithm should be deterministic, and
conditions of a transition firing should be concretised. In the control interpreted
Petri nets, virtually in all of their variants, a condition being a Boolean function
(usually an elementary conjunction) of the input variables can be associated with
every transition. An enabled transition fires, when the condition is satisfied. If the
condition is satisfied at the moment when the transition becomes enabled, it fires
immediately. It fires immediately also in the case when no condition is associated
with the transition explicitly (then it is supposed that the condition is always satisfied;
such transitions are typically used for synchronization of the concurrent processes
[64]).

There are two different ways of managing the output variables in the interpreted
Petri nets: “Moore type” and “Mealy type” [12]. In the first case a subset of the
output variables (maybe empty) is associated with every place of the Petri net. Then
a variable obtains value ‘1’, if it is associated with at least one place marked in the
current marking, otherwise its value is ‘0’ [64]. In the second case an action being
described by a conjunction of the output variables or their negations is associated to
every transition [15].

Besides, the interpreted Petri nets can be considered as synchronous [70] or asyn-
chronous [71].

An interpreted Petri net can be understood as a parallel automaton—a general-
ization of a finite state machine, which can be at the same time in one or more local
states (which correspond to the marked places). A global state of such automaton
is a set of the local states which are currently active (it corresponds to a marking)
[12, 15, 34, 37–39, 41, 43].

Other popular extensions of the Petri net models of the logical control algorithms
are the following:

• hierarchy [22, 25, 72–74] (such models includemacroplaces or rarelymacrotran-
sitions),
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• priorities [25, 76, 77] (a mechanism allowing to decide which of simultaneously
enabled conflicting transitions should be executed),

• history attribute [22, 72, 75] (a possibility for a subnet to remember its marking
when the corresponding macroplace looses token),

• inhibitor and enabling arcs [12, 22, 78] (an inhibitor arc disables a transition when
a place is marked; an enabling arc from a place to a transition should have a token
for the transition to be enabled, but does not loose it when the transition is fired),

• reset arcs [17, 38] (a possibility to empty a place or a subset of places when
transition fires, independently of their previous state),

• delays [17, 79] (time intervals can be associated with places or transitions).

The very detailed interpreted Petri net models applicable for modelling of logical
control algorithms are described in [17, 72, 85].

4 GRAFCET and SFC

Sometimes the terms “GRAFCET” and “Sequential Function Chart” are used as
synonyms, in other cases GRAFCET is considered as a basis of SFC [17]. Usually
GRAFCET is understood as a technology-independent language for functional spec-
ification of sequential control, and it is defined as such by IEC 60848 standard, and
SFC, according to its definition by IEC 61131-3 standard, as its implementation and
concretization as a programming language for logic controllers.

A program in SFC consists of steps and transitions. A step can be active or inactive
(one or more steps are the initial ones and are activated when the program starts). A
transition can have one or more input steps and one or more output steps, connected
to it by the directed links. A condition is associated with every transition. If all
input steps of a transition are active, and the transition condition is satisfied, then the
transition is fired, which means deactivation of all its input steps and activation of all
its output steps. It is easy to see that such model is close to a binary (safe) Petri net.
A difference is, that SFC is considered to describe the synchronous systems, hence
several transitions can be fired simultaneously, which is not the case for the classical
Petri nets.

One or more actions can be associated with a step of SFC. An action can be an
operation on a logical variable (such as set or reset) or a sub-program specified in SFC
(i.e. the SFC programs can be organized hierarchically) or in another language of IEC
61131-3 standard (not all programming environments for PLCs support all of them).
An action associatedwith the step can be executed once or cyclically during thewhole
time when the step remains active, which depends on the action qualifier associated
to the action. Other qualifiers allow to set delays of execution of an action, to set the
time limits of execution of an action or to deactivate an action activated by another
step.
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Fig. 2 An example of a
control algorithm in SFC
(taken from [12]) START

K2K1
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A simple example of SFC is shown in Fig. 2. Detailed descriptions of SFC and
GRAFCET in different versions can be found, among others, in [2, 5, 12, 17, 25–27,
30, 31].

5 ALU and PRALU

Relation between the languages ALU (“Algoritm Logicheskogo Upravleniya”—
“Logical Control Algorithm”) and PRALU is more or less the same as between
GRAFCET and SFC: ALU is a language for specification of a structure of a paral-
lel control algorithm, and PRALU is its concretization for the systems with binary
signals [15].

An algorithm described in PRALU consists of the chains, which can be grouped
into sentences. A chain consists of an initial label, a sequence of operations and
a final label. The initial and final labels are the sets of natural numbers (a final
label may be empty). If the initial labels have a non-empty common part, they must
be equal (the sets of chains with the same initial labels are usually grouped into a
sentence, then the initial label is written only once). The operations belong to one of
two types: operations of action (preceded by symbol ‘-’) and operations of waiting
(preceded by symbol ‘-’), typically both represented by the elementary conjunctions.
A waiting operation means that a chain waits until the conjunction obtains the value
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1. An action operation assigns to the variables participating in the conjunction the
values which turn the conjunction to 1.

Execution of the chains is controlled by a firing set N . Initially N = {1}. If an
initial label μ of a chain is a subset of current firing set (μ ⊆ N ) and the condition
expressed by the first waiting operation of the chain is satisfied (if the first operation
of the chain is not a waiting operation, then the condition is understood as always
satisfied), then the chain is activated. It means that the elements of μ are removed
from N and the operations of the chain are executed sequentially, until the final label
ν is attained. Then the chain is deactivated, and the elements of ν are added to the set
N . So, the structure of a PRALU algorithm corresponds to structure of a binary Petri
net, like an SFC program, but it is restricted to an EFC-net with single-token initial
marking (an α-net). Another difference between SFC and PRALU is that in SFC the
actions are associated with the places of an underlying Petri net, and in PRALU they
are associated with the transitions.

A PRALU description can be hierarchical; then the actions initialising the sub-
programs, also described in PRALU, are used.

More details about PRALU and implementation of the PRALU algorithms can
be found in [15, 36–38, 41] and in the chapter “Circuit Implementation of Parallel
Logical Control AlgorithmsRepresented in PRALUDescription”. A simple example
of a logical control algorithm specified by PRALU (taken from [38]) is shown below.

1 : −u → ab −′ u → 2.3
2 : −′vw →′ bc −′ w → b →′ c → 2

−v →′ ac → 4.5
3 : −uw → d → 6
4 : −′u′v → a − u →′ a → 4

−u → a′b → 7
5 : −′vw → c → 8
6.7.8 : →′ a′d −′ w → .

Here the execution starts from the first chain, and the algorithm waits until u = 1.
Then it assigns value 1 to the variables a and b and waits until the input variable u
obtains value 0 (′x means the negation of x). Then the first chain is deactivated, and
the firing set obtains value {2, 3}, which is a condition of activation of the chains with
the initial labels {2} and {3}. From this point a possibility of parallel execution of the
processes starts. A chain of the sentence with the initial label {2} will be activated
dependently on the values of the input variables v and w: if v = 1 then the second
one is activated, if v = 0 then the first one will be activated when variable w turns
to be 1. The chain with the initial label {3} will be activated when u = w = 1, and
so on.
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6 Some Other Approaches

Below several other approaches to applying the Petri net models to logical control
are mentioned.

• The control processes are often not purely binary but have to deal with the con-
tinuous signals. For this reason the hybrid Petri nets are used, having binary and
continuous parts. Suchmodels for the control systems are described, among others,
in [17, 80, 81].

• The model named reactive Petri nets is presented in [60–62]. It is intended for
specifying the reactive control systems. The model is a kind of coloured Petri nets,
including inputs, outputs, time dependencies and priorities. The methods of FPGA
implementation through translation to VHDL are designed for such nets.

• A format representing the control interpreted Petri nets in such a form which
can serve both for formal verification using the model checking and for logical
synthesis (in form of rapid prototyping for FPGA structures) is described in [24,
51, 82].

• In [43] a description of a parallel control system using the logical sequents was
proposed. Basing on this approach, thePetri Net Specification Format (PNSF) was
designed [47]. PNSF is a textual format which in its first version was intended for
specification of a behavior described by an interpreted Petri net, with both Mealy
and Moore outputs possible, to be implemented in a parallel controller. Its next
version, PNSF2, was enhanced with hierarchy and possibilities of representing
the coloured Petri nets [83]. The following version, PNSF3, is based on XML and
intended first of all for simulation of the Petri net models of logic controllers [48].

• Real-time colouredPetri nets (RTCP-nets) is amodel based on timed colouredPetri
nets and intended for modelling and analysis of embedded real-time systems [84,
85]. Some ideas from this model were used in Alvis—a language for modelling
and formal verification of concurrent systems [86].

7 Conclusions

There exists a mature theory of Petri nets in general and, in particular, there exists
a deeply developed theory of the interpreted Petri nets, intended for specifying and
modelling the logical control algorithms. The theory includes a wide range of Petri
net-based models, methods of their verification and implementation. There is also
a range of practically oriented Petri net-based languages for description of logical
control algorithms, with Sequential Function Chart as the most popular among them,
included in the international and European standards, and supported by the leading
PLC manufacturers, such as Siemens and Schneider Electric. A lot of software tools
exist, supporting the Petri net models and their analysis and implementation in the
logic controllers.
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On the other hand, the Petri net-based models and languages definitely do not
belong to the popular ways of design of the control systems used in the engineering
practice. Nevertheless, there are the “success stories” of using the Petri nets in design
and verification of control processes, such as verification of control procedures of
chemical plants in Germany [88], design of traffic control systems in Brasil [87],
control of robots [89] and other industrial applications (some of them are described
in [90–93]). It allows to hope that popularity of the Petri net-based approaches in
logical control will be growing.

Acknowledgments The author is grateful to I. Grobelna and R.Wiśniewski for valuable comments
which helped to improve this chapter.
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Synthesis and Implementation of Parallel
Logic Controllers in All Programmable
Systems-on-Chip

Valery Sklyarov, Iouliia Skliarova and João Silva

Abstract Thechapter is dedicated to thedesignof logic controllerswith customizable
behavior in all programmable systems-on-chip in such a way that the desired func-
tionality is defined in software of a processing system and realized in hardware of
reconfigurable logic. The controllers implement algorithms described in form of
parallel hierarchical graph-schemes that are built in software from predefined mod-
ules. Parallel hierarchical circuits of the controllers are mapped to the reconfigurable
logic customized from software through high-performance interfaces. The circuits
generate control signals to determine the desired functionality of external devices.
A number of experiments are done in Xilinx Zynq-7000 microchips and the results
are reported.

Keywords Hardware/software architectures · Parallel logic controllers ·Hierarchi-
cal finite state machines · Hierarchical algorithms · Hardware/software interactions
1 Introduction

Nowadays, the development of software and hardware becomes more and more
interrelated [1]. The emphasis has significantly shifted from general-purpose to
application-specific products in the form of embedded processing modules in vari-
ous areas such as communications, industrial automation, automotive computers, and
home electronics. There is a tendency to integrate components on a chip that not so
long ago were separated and implemented as autonomous devices. For example, the
Zynq-7000 [2] all programmable system-on-chip (APSoC) incorporates a processing
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system (PS) that combines the industry-standardARMdual-core CortexTM-A9RISC
processor and a number of peripherals such as memory controllers, USB, Gigabit
Ethernet, and UART. The same micro-chip contains a built-in gate array (program-
mable logic—PL) from the Artix-7 or Kintex-7 FPGA families that is linked with
the PS through on-chip interfaces.

APSoCs like Zynq [2] can run software that interacts with parallel processing
elements (PE)mapped to hardware. Themain objective of anyPE is to provide greater
performance than an equivalent software component with similar functionality that
is typically composed of a set of functions in C or methods in Java. A parallel logic
controller can be seen as one of application-specific PEs that gets inputs from the
controlled systems and generates outputs that ensure the desired functionality. Real-
time systems may require high-speed control that can be provided more easily in
hardware rather than in software. Besides, control circuits are often used in such
hardware components that replace software functions [3].

For many practical applications (such as knowledge-based systems in [4]) inter-
action between programmable logic controllers and software in a PC is widely used.
We suggest in this chapter to provide better support for such interactions using
APSoCs that run software in the dual-core processing system and hardware in the
programmable logic. The emphasis is done on the following issues:

1. Support for modularity, hierarchy and parallelism in hardware (in the PL of
APSoC) based on hierarchical (HFSM) and communicating (CFSM) finite state
machines [5] with such functionality that can be customized and modified from
software of APSoC running in the PS.

2. Interactions between a programmable parallel logic controller implemented in
the PL and software in the PS through interrupts, general-purpose and high-
performance ports.

3. Dynamic reconfiguration of the controller from software of the PS based on the
methods [6] and potentially applying the knowledge-based technique from [4].

The remainder of the chapter is organized in five sections. Section2 suggests
architectures of parallel logic controllers implemented in APSoCs and the methods
of interaction between hardware and software components. Section3 describes the
design and implementation of parallel logic controllers with dynamically modifi-
able functionality providing support for modularity and hierarchy. Section4 gives
more details about hardware/software interactions. Section5 discusses the details of
implementations and examples. Section6 concludes the chapter.

2 The Proposed Software/Hardware Architecture

Figure1 shows the proposed hardware/software architecture. A reconfigurable paral-
lel logic controller is implemented in the PL andwewill consider below the following
twomodels for such controllers: parallel hierarchical finite statemachines (PHFSMs)
[3] and communicating finite state machines (CFSMs) [5].



Synthesis and Implementation of Parallel Logic Controllers … 17

Fig. 1 Hardware/software architecture

Software modules in the PS are responsible for the following three functions:

1. Higher-level control that enables lower-level modules of PHFSM/CFSM to be
managed. This means that the modules are not hard linked in the PL and can
be activated/deactivated from software which much like [4] may use knowledge-
based technique.

2. Run-time reconfiguration of lower-level modules allowing different functionali-
ties to be implemented using the same hardware.

3. Test and debug of the lower-level modules.

Interaction between software and hardware modules is provided through the fol-
lowing interfaces:

1. General-purpose ports (GPP) [2] for exchange of control signals.
2. High-performance ports (HPP) to configure (reconfigure) modules of the parallel

logic controller.
3. Interrupts generated in hardware and handled by software to support high-priority

requests from hardware that need immediate reaction, which is important for real-
time systems.

Figure2 shows communication mechanisms between software and hardware with
more details. The PHFSM/CFSM contains modules that can be executed in parallel.
Any module is considered to be either a conventional finite state machine (FSM) or
a hierarchical FSM (HFSM) and has pre-defined signals that are:

a) An input signal start indicating that the module has to be reset to the initial state
and begin execution.
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Fig. 2 Details of interactions between software and hardware modules

b) An output signal finish designating that the module has completed the associated
operations and is suspended.

c) An input signal reset requiring transition to the initial state of the module. This
signal may also reset the relevant registers in the attached execution unit (data-
path).

d) An output vector named state represents the current state of HFSM/FSMmemory
(state register). This vector can be used efficiently for debugging purposes. Indeed,
software is capable of monitoring this signal and concluding if the desired func-
tionality is properly provided or if there is an unusual situation. Many potential
deadlocks can be found and eliminated.

e) An input signal configure requests customization of the module and points to the
first address in on-chipmemorywith the reconfiguration file.On such a request the
module is reconfigured by a configuration controller and as soon as this operation
is completed the signal finish is generated.

f) Some signals are dedicated to particular module functionality and we will discuss
them later.

Software modules set/check the GPP signals using two ways:

a) Periodically and on internal requests generated according to the implemented
algorithms. For example, as soon as one task is completely solved the hardware
module responsible for the task may be reconfigured to solve the subsequent task.

b) Immediately on interrupts from hardware modules.

Hardware modules may be configured statically or dynamically. Static configu-
ration is done when the relevant bit-stream is uploaded to the PL section. Dynamic
reconfiguration is provided during execution time, i.e. after bit-stream has been
loaded. This is done with the aid of the methods described in [6] (see the next
section). PHFSM/CFSM may be used for the following three types of applications:
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1. External devices connected to APSoC pins, such as those described in [7].
2. Internal blocks that may be used for different purposes, for example to accelerate

time consuming segments of software modules.
3. A composition of external and internal devices, for example, somemodules of the

HFSM/CFSM may control components of an assembly line [7] and some other
modules may be used for solving optimization problems such as planning the
sequence of operations, etc.

Apart from applications described above, PHFSMs/CFSMs can be used as hard-
ware accelerators of software programs, such as [1].Wewill show below that for such
applications capabilities of parallelism, modularity, hierarchy and dynamic recon-
figuration are also very useful and important.

3 Design and Implementation of the Parallel Logic
Controller

We have already mentioned that the parallel logic controllers considered here are
based on different FSM models. Basically, we can distinguish three types of FSM
models, which are simple sequential, hierarchical, and parallel. In turn, they can
be further divided (for example, we can consider recursive and iterative hierarchical
models).

Methods of synthesis for simple sequential FSMs are very well studied [8, 9] and
they are considered just as a basis for more complicated hierarchical and parallel
FSMs.

Ahierarchical FSMis composedof other hierarchical and simple sequential FSMs
(modules), which can be activated much like procedures in software programs. Thus,
any module can be triggered from either another or the same module (see Fig. 3) [5].

Fig. 3 Execution of hierarchical modules
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Fig. 4 Execution of parallel modules

A parallel FSM enables different modules to be executed in parallel (see Fig. 4).
Note that generally any electronic device deals with simultaneous processing of
analog/digital signals. Thus, it is parallel by definition. However, circuit level of
parallelism does not give answers to many questions appearing at the algorithmic
level of specification. For example, how can different branches of algorithms be
executed in parallel, how can pipelining technique be applied, etc. In [5] all necessary
answers to such questions are given.

The most interesting approach is a combination of parallel and hierarchical capa-
bilities within the same FSM, which becomes a PHFSM.

Reconfiguration of HFSMs/CFSMs can be done with the aid of the methods
[6] which permit HFSM/CFSM circuits to be built from reloadable memories that
determine the desired functionality. The memories (that are embedded or distrib-
uted PL blocks) can be updated at execution time and thus the operations of the
HFSMs/CFSMs can be changed in accordance with the requirements that might
depend on some factors [3, 4].

Since HFSMs/CFSMs are composed of modules that may be replaced if required,
different control algorithms specifiedby themodules canbe selected during execution
time in order to adjust parameters of the controlled devices. Thus, we can apply the
strategy “try, test and replace if required”. Besides, any module can be updated
with an improved version without modification of surrounding modules [3]. For
example, the PS evaluates the functionality of the controlled devices and verifies if
the established requirements are satisfied. If based on the result of evaluation the
PS makes a conclusion that some modes or algorithms applied to the controlled
devices may be improved then the set of active modules implemented in the PL can
be updated and some of such modules may be reconfigured using the methods [6].

Hierarchy and parallelism can be described using various methods such as [3,
10–12]. We will use parallel hierarchical graph-schemes (PHGSs) [5]. An example
of a PHGS which describes functionality of a self-controlled transport section from
[13] is given in Fig. 5. The algorithm is composed of 7 modules Z0, . . . ,Z6. Some
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Fig. 5 An example of parallel hierarchical algorithms for a logic controller from [13]

of the modules, namely Z1, . . . ,Z6, are activated hierarchically and some of them,
namely Z1, Z2, are called in parallel. Labels like a01 and a02 represent states [5].
Rhomboidal nodes contain logical conditions that are formed by sensors of the logic
controller and enable the sequence of execution of the algorithm to be properly
selected. For example, if OFF = 0 in the node a03 of the module Z0 the execution
of the rectangular node a03 is repeated. If OFF = 1 in the node a03 the module Z0

is terminated. Microoperations (like y1, y2, move left, etc.) affect actuators of the
controlled device forcing the required operations to be executed.

The modules can be activated from each other in such a way that:

a) the calling module is suspended;
b) the called module is executed;
c) as soon as the called module is terminated, the control has to be returned back to

the calling module, i.e. the calling module continues its execution starting from
a node following the node with the terminated called module. For example, the
node a02 of the calling module Z0 activates the called module Z6. After Z6 is
terminated, the control has to be returned back to Z0 and the node a03 has to be
activated.

If two or more modules are activated in the same rectangular node they have to
be executed in parallel. For example, the modules Z1 and Z2 have to be activated in
parallel from the module Z0. If two or more modules (the called modules) are called



22 V. Sklyarov et al.

in parallel from the calling module, the calling module is allowed to continue its
execution if and only if all the called parallel modules have been completed. In other
words if any of the called parallel modules is still functioning, the calling module
has to be suspended. PHFSMs can formally be synthesized from PHGSs using the
methods [3, 5, 13].

PHFSMs/HFSMs/FSMs may be connected in a network in such a way that they
communicatewith eachother [5]. The communicationsweconsider here aremanaged
by software modules (see Fig. 2) in such a way that:

• Any FSM module can be activated/reset/configured/tested by software modules
through GPPs and HPPs (see Fig. 2). Thus, many communication mechanisms in
CFSMs [5] are provided by software.

• For such FSM states where some operations have to be immediately executed
special interrupts from hardware to software are generated.

• Software modules check states of FSM modules and the interrupts from the FSM
modules and make conclusion about subsequent operations.

4 Hardware/Software Interactions

Hardware/software interactions are supported by two hardware components that
have been developed in the Vivado 2014.2 design suite for Zynq microchips. The
first component GP_control provides support for interactions through GPPs and the
second one, HP_control, enables dynamic reconfiguration to be done. Three Xilinx
libraries proc_common, axi_lite_ipif, and axi_master_burst were used.

Data exchange through GPPs is provided through the PL registers mapped to
an address range defined by the constant of Xilinx type SLV64_ARRAY_TYPE
[14]. Interaction is organized through Xilinx modules in packages axi_lite_ipif and
proc_common. From the side of hardware the constants C_ARD_ADDR_RANGE_
ARRAY of Xilinx type SLV64_ARRAY_TYPE and C_ARD_NUM_CE_ARRAY
of type INTEGER_ARRAY_TYPE have been properly customized selecting the
required chip select and chip enable signals (many examples are given in [15]).
The minimum allowed size of a memory segment is 100016 (it is defined by the
Xilinx constant C_S_AXI_MIN_SIZE) and it is almost always sufficient for all
modules interacting with software in a way shown in Fig. 2. In rare cases when larger
number of signals for GPPs is needed this constant can easily be increased (see
details in [14]). Signals between the PS and the PL are transferred through registers
in the PL addressed by the values in the constants and managed by the PS (the PS
is the master and the PL is the slave). Hardware and software can be developed
independently of each other using the defined transfer area to communicate. All
projects for experiments were implemented as standalone. Other types of projects
(such as running under Linux) can be prepared using the methods described in [15].
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Reconfiguration of different FSM modules is done through HPPs and this requires
the following customization:

1. The used memory (on-chip memory—OCM, or cache for our projects) was
enabled and the size of transferred data (32 or 64 bits) was indicated.

2. The initial memory address needs to be chosen identically in software and in
hardware. Software modules were developed in C language.

As soon as a request for configuration is set from software, the configuration
controller in the PL copies data (allowing the chosen FSM module to be customized
[6]) to the necessary memory blocks that are either embedded to the PL or distributed
elements built from the PL look-up tables. It is done similarly to [16].

Reconfiguration data are kept in either OCM or cache filled in from a host PC.
Copying data from the host PC to on-chip memories is done with the aid of projects
from [15]. The memories are always considered to be slaves and the PS that copies
data from the PC to the memories and the configuration controller in the PL that
reads data and customizes the chosen FSMmodule are masters operating in different
time slots. Configuration data are transferred from the PS to the PL in a burst mode
as shown in Fig. 6.

The top module instantiates several components, two of which are GP_control
and Configuration module. The remaining components are Xilinx intellectual prop-
erty (IP) cores. The component Burst reader executes burst read (supported by the
Xilinx component axi_master_burst [17]) and generates the signal finished as soon
as reading is completed. After that HFSM/FSM memory blocks are loaded much
like it is done in [16].

Fig. 6 Component diagram for configuration of FSM modules in burst mode
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The sequence of operations init, read, load, and done is formed by a dedicated
(not reconfigurable) HFSM module with the relevant states, two of which (read and
done) involve hierarchical operations. The first operation is implemented in the burst
reader and it is given in [15]. The second operation enables to load HFSM/FSM
memory blocks that permit the desired customization of HFSM/FSM modules to be
done.

Interrupts can be generated in any FSM module if immediate reaction is needed
from the software modules. Interrupts are initiated by dedicated signals in some
chosen HFSM/FSM states and processed in software by the interrupt handler. Many
examples that demonstrate how interrupts can be processed in Zynq microchips are
given in [15]. A similar technique is used in logic controllers that are considered
here.

5 Implementations and Examples

Figure7 shows the organization of the experiments.We used amulti-level computing
system [18]. Configuration data are prepared in software of the host PC and saved
in files that are copied to APSoC memories using projects from [15]. Modules of
parallel logic controllers are created in the PL and managed from software of the
PS. The latter and software of the host PC may also be responsible for verifying
functionality of different HFSM/FSM modules. Standalone applications have been
created and uploaded to the PS from Xilinx Software Development Kit (SDK) using
methods described in [15]. Interaction is done through the SDK console window.
All experiments were done in two Zynq-based prototyping systems: ZyBo [19] and
ZedBoard [20]. Two examples are discussed in the subsequent sections.

Fig. 7 Experimental setup
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5.1 An Example of PHFSM-Based Hardware Accelerator

Let us consider a project demonstrating the use of PHFSM to accelerate computation
of the greatest common divisor for N unsigned integers, where N is chosen to be 8.
The intended functionality is demonstrated on an example of the followingC function
gcd with 8 arguments:

unsigned int gcd (unsigned int A, unsigned int B,
unsigned int C, unsigned int D, unsigned int E,
unsigned int F, unsigned int G, unsigned int H)

{
return gcd(gcd(gcd(A,B) , gcd(C,D) ) , gcd(gcd(E,F) , gcd

(G,H) ) ) ;
}

This function permits the greatest common divisor of 8 operands A, B, C, D, E,
F, G, and H to be found and calls another function gcd with two operands:

unsigned int gcd (unsigned int A, unsigned int B)
{

unsigned int tmp;
while (B > 0)
{

i f (B > A)
{

tmp = A;
A = B;
B = tmp;

}
else
{

tmp = B;
B = A%B;
A = tmp;

}
}
return A;

}

Clearly, four functions gcd(A, B), gcd(C,D), gcd(E, F), gcd(G,H) can be executed
in parallel at the first step giving the results Result_A_B, Result_C_D, Result_E_F,
and Result_G_H. At the second step, these results will be used as arguments for
the functions: gcd(Result_A_B, Result_C_D), and gcd(Result_E_F, Result_G_H),
which can also be executed in parallel giving the results Result_A_B_C_D, and
Result_E_F_G_H.At the next (last) step the function gcd(Result_A_B_C_D,Result_
E_F_G_H) computes the final greatest common divisor of 8 unsigned integers A, B,
C, D, E, F, G, and H. All the above functions will be implemented in the PHFSM
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Fig. 8 Parallel hierarchical graph-scheme that permits the greatest common divisor of N = 8
non-negative integers to be found

Fig. 9 Interaction with the
circuit that computes the
greatest common divisor of
eight unsigned integers

described by PHGS in Fig. 8. Possible results of interaction from the SDK console
are demonstrated in Fig. 9.
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At the beginning, the operands A, B, C, D, E, F, G, and H are examined and if
there is at least one zero operand then the subsequent steps are not executed and
the result is assigned to 0. If all the operands are not equal to zero then 4 modules
Z1 with different arguments are activated at the same time. As soon as all of them
terminate, the results of these modules are used as operands for two new invocations
of Z1 also running in parallel. The final result is produced in the single module
Z1. In [3] there are two complete synthesizable VHDL specifications that describe
the hardware circuit that implements the algorithm in Fig. 8. The first specification
(entity Parallel_HFSM_iterative)) corresponds to the C function discussed above.
The second specification (entity Parallel_HFSM_recursive) is based on a recursive
C function given in [3]. Thus, theremight be recursive calls in all modules Z1 running
in parallel. Themodules Parallel_HFSM_iterative and Parallel_HFSM_recursive are
given in [3] (see Sect. 5.4 in [3]) and can also be downloaded from http://sweet.ua.
pt/skl/Springer2014.html).

Our example uses four address ranges [15] and respectively four chip select sig-
nals with one chip enable signal for each address pair. Let us look at the following
constants:

constant C_ARD_ADDR_RANGE_ARRAY: SLV64_ARRAY_TYPE := (
X"0000_0000_0000_0000" , −− this pair is used for 8

−− 32−bit operands : A, B, C, D, E, F, G, H
X"0000_0000_0000_001F" ,
X"0000_0000_0000_0020" , −− this pair is used for the

−− 32−bit result , i . e . for the greatest common
X"0000_0000_0000_0023" , −− divisor of the operands A,

−− B, C, D, E, F, G, H
X"0000_0000_0000_0024" , −− 32−bit status ( for

−− overflow and ready signals )
X"0000_0000_0000_0027" ,
X"0000_0000_0000_0028" , −− 32−bit control ( for enable

−− and reset signals )
X"0000_0000_0000_002B") ;

constant C_ARD_NUM_CE_ARRAY : I NTEGER_ARRAY_TYPE := (
0 => 1,
1 => 1,
2 => 1,
3 => 1) ;

The complete project that includes hardware and software modules is available at
http://sweet.ua.pt/skl/TUT2014.html. Additional details may also be found in [15].
Verification of the project demonstrates high performance. Similar experiments have
been done with recursive and iterative algorithms that enable traversing binary trees
from [5] to be implemented partially in software and partially in hardware.

http://sweet.ua.pt/skl/Springer2014.html
http://sweet.ua.pt/skl/Springer2014.html
http://sweet.ua.pt/skl/TUT2014.html
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5.2 An Example of a Parallel Hierarchical Controller

The second example explains how to execute different operations with PHF-
SMs/CFSMs that implement the algorithm depicted in Fig. 5. Parallel module exe-
cutions are organized with the aid of the methods [3]. The main difference between
HFSMs and CFSMs is in connections between the modules that are FSMs without
hierarchical calls. In HFSM all links are organized through common stack memories
[3] and in CFSM they are organized through semaphores [5]. The following steps
have been done:

1. Incomplete in Fig. 5 PHGSs Z4, Z5, and Z6 have been entirely described.
2. Nodes of the PHGSs have beenmarked with labels: a01, a

0
2, . . . in accordance with

the rules [5] (see also Fig. 5).
3. A combinational circuit for eachPHFSMmoduleZ0, . . . ,Z6 is built frommemory

blocks and has the structure shown in Figs. 8 and 10 of [6]. The configuration
controller for memory blocks is built in a way [16].

4. The PHFSM has been synthesized and implemented in the PL with the aid of the
methods [3, 6].

5. Initial configuration corresponding to the extended PHGS from Fig. 5 is done
statically in the PL. Connections to the controlled devices are provided through
external APSoC pins.

6. Reconfiguration that permits functionality of some modules of the PHFSM to be
changed is done from software running in the PS and verified according to the
methods described in Sect. 2.

We have found that reconfiguration can be done very fast. Thus, formany practical
cases customization of modules may be done even during execution time. The circuit
occupies less than 1% of the PL resources, which permits many additional hardware
components to be built in the same microchip.

6 Conclusion

The chapter suggests the designmethod for parallel logic controllers in Zynq-7000 all
programmable systems-on-chip. It is proposed to model the controller by a parallel
hierarchical finite state machine implemented in hardware (in the programmable
logic) with additional support from software (in the processing system). Themachine
is composed of modules communicating with each other and managed by software,
which also allows verifications and changes in the functionality of the modules
applying the technique of dynamic reconfiguration. Finally, the proposed controllers
provide support for modularity, hierarchy (including recursion), parallelism and run-
time reconfiguration.
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Circuit Implementation of Parallel Logical
Control Algorithms Represented in PRALU
Description

P.N. Bibilo, Yu.V. Pottosin, V.I. Romanov and A.D. Zakrevskij

Abstract Software system for circuit implementation of parallel logical control
algorithmsLOCON-2 is described in this chapter. The systemallowsobtainingproper
descriptions (models) in VHDL at any stage of transforming descriptions of the
control algorithms. Obtaining of VHDL models provides possibility to integrate
LOCON-2 with the synthesizers of logic circuits.

Keywords Digital circuits implementation · Parallel logical control algorithms ·
VHDL · PRALU

1 Introduction

The design of digital systems with concurrency of functioning consists of several
stages. First, the initial formal model of the device behavior is tested for correct-
ness, then it is simulated, and after that, when the model is correct, the design of
appropriate logic circuits is performed in desired technological base. If the model
is described in the high level design languages, such as VHDL or Verilog [1, 2], to
check the compliance of high level models of digital systems with specifications for
their development, the simulation is used [3]. The functional verification based on
simulation demands using appropriate languages (e.g. PSL [4]), methodology [5],
as well as laborious development of special testing programs [6]. So in any case, the
designer must perform checking of important characteristics of the model of parallel
digital system; often analyzing the state reachability graph of the system turns to be
necessary [7]. Another important problem of the designing is an automatic design of
logic circuits using the initial formal model of behavior of the digital system. That
imposes certain restrictions on using the constructions of high level languages—only
the synthesized constructions can be used in the systemmodel [1]. PRALU language
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intended for description of parallel algorithms of logical control [8] is a formal lan-
guage that combines successfully abilities of testing formally the initial description
correctness with abilities of automated design of logic circuits. PRALU language
is characterized by logical orderliness, simplicity, compactness of obtained descrip-
tions, using binary (Boolean) input and output variables of a control device whose
algorithm of functioning is specified in PRALU language. The complete description
of PRALU language is in [8].

The important advantages of PRALU language in designing are developed formal
methods for verification of initial PRALU descriptions of control algorithms and
efficient methods for circuit implementation in the form of programmable logic
arrays (PLA) with a memory organized as an RS flip-flop register. The intermediate
models of such circuit implementation are parallel and sequent automata.

In this chapter, LOCON-2 system for circuit implementation of parallel logi-
cal control algorithms has been described. At any stage of transforming, there is a
possibility to obtain the synthesizable VHDL descriptions. The synthesizable VHDL
descriptions are those that can be used for automatic construction of logical circuits in
given technological bases. Obtaining logical circuits in various technological bases
can be performed by various technical synthesizers, e.g. LeonardoSpectrum [9].
LeonardoSpectrum synthesizer allows to obtain hardware implementations both in
programmable logic circuits of FPGA (Field-Programmable Gate Arrays) type and
customVLSI. Converting PRALU descriptions and the intermediate descriptions (in
form of parallel and sequent automata) into VHDL models is of practical interest
because it allows to obtain simpler circuits and to use various technological bases.

2 Representation of Logical Control Algorithms
in PRALU language

A description of a parallel algorithm of logical control in PRALU language consists
of a set of sentences. Each sentence may consist of several chains. In Fig. 1, an
example of PRALU description is given where every sentence, except of the fourth
one, consists of one chain. The fourth sentence consists of two chains. Every chain
consists of an ordered sequence of fragments. Those are initial, internal and final
ones, except of the case of an elementary chain.

According to [8], a chain is called elementary if it is of the following form:

μi : −ki
′ → ki

′′ → νi (1)

where operation−ki
′ or→ k′′

i may be absent. Generally, an elementary chain consists
of four parts:

μi is the set of initial marks of the chain;
−ki

′ is the operation of waiting of event k′
i ;→ k′′

i is the operation of action;
νi is the set of final marks of the chain.
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Fig. 1 PRALU description pott1

We say that an elementary chain is a complete fragment. μi and νi are the sets of
natural numbers.An inner fragment consists of a pair (operation ofwaiting, operation
of action)

− k′
i → k′′

i (2)

An initial fragment

μi : −k′
i → k′′

i (3)

differs from the inner one (2) by having the set μi of initial marks of the chain.
A final fragment

− k′
i → k′′

i → νi (4)

differs from the inner one (2) by having the set νi of final marks of the chain. If a
chain is not an elementary one, it always has only one initial and one final fragment,
and it may have several inner fragments. In any fragment, operation −k′

i or → k′′
i

may be absent. All the chains in the example under consideration, with the exception
of the chain that is in the first sentence, are the elementary ones.
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In formulas (1)–(4), the symbols k′
i and k

′′
i are elementary conjunctions of Boolean

variables. The conjunctions k′
i are formed with literals of Boolean variables from

the set X, and k′′
i are formed with literals of Boolean variables from the set Y . If

conjunction k′
i (k

′′
i ) is not specified in a fragment, then it is supposed to be identically

equal to 1. The operation −k′
i is the operation of waiting for event k′

i Executing of
this operation means waiting for the event when all the variables in k′

i take values
converting k′

i to 1. The operation of action → k′′
i means assignment of values to

variables of conjunction k′′
i , such that turn k

′′
i to 1. The colon is a spacer, and the arrow

before νi denotes introducing elements into the current firing set of the chains [8].
In Fig. 1, an example of PRALU description pott1 [10] is given where symbol →

is replaced by >, and symbols * and ∧ are used for conjunction and complement,
respectively. This is the form of PRALU description which is used in LOCON-2
system described below.

Input variables x1 and x2 form set X, and variables y1 and y2 set Y . Sentence 1
consists of one chain. There are two fragments in Sentence 1. Those are initial one

1 : −∧x1 ∗ x2 > y1 ∗∧ y2 (5)

and final one

−∧ x2 > 2.3.4; (6)

The initial fragment (5) has input mark 1, operation of waiting waits for variable x1
to take value 0 and x2 value 1. The operation of action is fulfilled by assigning value
1 to output variable y1 and value 0 to y2. If the variables are both in sets X and Y , they
are declared in PRALU description as internal ones. There are no internal variables
in the considered example. So, there are no variables in INTER section (Fig. 1).

The final fragment (6) has no input marks and operations of action. The operation
of waiting means waiting for variable x2 to be equal to 0. The set of final marks of
the fragment (6) consists of marks 2, 3, 4.

First, we will explain what the operations of waiting and action mean, and then
we will explain how the algorithm is executed, i.e. how the chains are fulfilled, how
they interact and what is the role of the firing set in the process.

A chain of PRALU sentence is executed if the set μi is a subset of the current
firing set and the operation of waiting −k′

i is fulfilled. Execution of a chain starts
from immediate removal of μi from the current firing set, then the operation of
action → k′′

i is fulfilled and after that, the elements of νi are added to the current
firing set immediately. At the start of the algorithm, only the mark 1 is introduced
into the current firing set. The algorithm ends its work if the firing set becomes
empty. During executing the algorithm, some chains may be executed at the same
time (concurrently), therefore such formalism allows to describe parallel algorithms
of logical control. It is considered in [8] in detail. The set of chains must satisfy
the certain requirements, e.g. chains i and j with the same set of initial marks must
have orthogonal conjunctions in the operations of waiting. Other requirements for
correctness of initial PRALUdescriptions are presented in [8].We suppose that initial
PRALU description is correct.
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3 The Architecture of LOCON-2 system

The LOCON-2 program system (an abbreviation of LOgical CONtrol) is intended
for designing systems of logical control based on the methodology described in
[10]. LOCON-2 system consists of several subsystems (Fig. 2), each of which is
oriented to working with a model of the designed control algorithm, and every model
corresponds to certain stages of the design. The program system can be used jointly
with the industrial synthesizer of logic circuits LeonardoSpectrum. Attention should
be paid to multiplicity of the forms of description of the model of the developed
control algorithm in VHDL (blocks A1–A4, RTL, OPT). In the framework of one
project, all the descriptions are supposed to be functionally equivalent and differ both
in terms of constructing and using peculiarities of VHDL.

Fig. 2 Transformation of data in LOCON-2 system
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4 The Technology of Design in LOCON-2

The technology of circuit implementation of control algorithms in LOCON-2 system
consists of the following sequence of stages.

Stage 1. The required control algorithm is formulated in the form of description in
PRALU language. Such a description is the main used model of PRALU-description
subsystem. In the framework of this subsystem, the possibilities of convenient input
and editing of algorithms in PRALU language, checking their syntax correctness
and simulation are provided [10]. An algorithm being constructed and checked is
converted into VHDL description [11]—the description A1 (Fig. 2) is constructed.
The converting PRALU → VHDL is considered below in a more detailed way. Then
the obtained control algorithm is represented as a parallel automaton.

Stage2. Themodel of a control algorithm in the formof description in the language
of parallel automata is the main data type for the subsystem Parallel automaton. The
model of parallel automaton differs from the traditional model of finite automaton,
because a parallel automaton, unlike a finite automaton, can be at several states at the
same time. The transitions occur between sets of states rather than between states. In
the framework of the subsystem Parallel automaton, the possibility to test important
properties of a parallel automaton is provided. Those properties are self-coordination,
irredundancy, recoverability, consistency and persistency.

A user can correct the initial description in terms of parallel automaton language,
or return to the previous step and transform the initial PRALU description. When the
model satisfying the necessary properties has been established, the corresponding
representation in VHDL is constructed [12]—the description A2 (Fig. 2).

Stage 3. The subsystem Sequent automaton deals with the model of control algo-
rithm as a sequent automaton [13]. The sequent automaton is a dynamic logical
model of a discrete system with many variables that is specified formally as a set S
of sequents si. Each sequent si is of the form fi � ki and determines cause-and-effect
relation between an event represented by Boolean function fi (given in disjunctive
normal form, DNF) and a simple event represented by conjunctive term ki; symbol
� denotes this relation. The formula fi � ki is interpreted as follows: if function fi
takes value 1 at some moment, then ki also takes value 1 immediately. By that, the
values of all the variables in ki are determined unambiguously. Working in Sequent
automaton subsystem, a user solves the problem of state assignment of an automaton
as a main problem. The success in this work provides the best circuit implementation
of a considered control algorithm. It should be noted that available industrial syn-
thesizers of logic circuits including LeonardoSpectrum are based on the compilation
(local) principle of synthesis where each VHDL construction is replaced by its sub-
circuit represented at the level of RTL descriptions (Register Transfer Level). After
that, the optimization is conducted. In state assignment of a parallel automaton that
realizes several concurrent processes, another approach to hardware implementation
is used that can be defined as global and implements jointly concurrent processes
that describe functioning of the automaton as a whole.
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In the conclusion of the stage, the corresponding A3 VHDL description is con-
structed [12]. At the same time, using the obtained sequent automaton, the model
is constructed in the form of SF description that gives the functional description of
PLA with the memory as an RS flip-flop register. This description can be initial for
circuit implementation in various design systems that use SF description as input
data. One of such design system can be, for instance, FLC system [14] that contains
efficient computer programs for logic optimization. The main block of the obtained
SF description is the block of combinational logic that can be optimized in the class
of two-level representations of systems of functions (DNF) and in the class of BDD
(Binary Decision Diagrams)—the multilevel representations constructed on the base
of Shannon expansion.

Stage 4. The subsystem SFLogical Control allows a user to obtainVHDLdescrip-
tion on the base of the obtained SF description.As a result, onemore variant ofVHDL
description appears. It is A4.

Stage 5. After Stage 4 completion, the obtained descriptions A1–A4 are used as
initial data for synthesizing circuits by LeonardoSpectrum synthesizer.

The process of circuit synthesis by LeonardoSpectrum synthesizer is divided into
several stages, the first of which is high-level synthesis (pre-optimization). The result
of this stage is an RTL description, followed by technologically independent opti-
mization, technology mapping and increasing speed [9]. The RTL description can be
obtained by LeonardoSpectrum (this distinguishes it advantageously from other syn-
thesizers) also from the logic circuit that has been synthesized by unmap instruction.
We call this description RTL0. Naturally, RTL0 description is equivalent functionally
to the initial algorithmic VHDL description. Using RTL0 description, either ASIC
or FPGA circuit can be synthesized iteratively. It is noted in design practice that a
newly constructed circuit has better characteristics than a circuit that is constructed
directly from initial VHDL description. So, LeonardoSpectrum synthesizer allows
to decrease the circuit complexity by repeated (iterative) synthesis [14]. Analysing
the obtained results of the synthesis in each of the intermediate descriptions, a user
can choose the best solution and obtain the corresponding RTL description.

Stage 6. Using the RTL subsystem optimization, a user performs the optimization
of RTL (description OPT at Fig. 2). The obtained description is provided again to
LeonardoSpectrum synthesizer either to carry out the final synthesis or to execute
the next stage of iterative synthesis [14].

5 Converting PRALU → VHDL

The way of transition from PRALU description to VHDL model described below
is based on interpretation of PRALU description as a network of component finite
automata that function concurrently and interact [11].Anycomponent automaton cor-
responds one-to-one to a sentence of PRALU description. The component automata
interact via the common memory elements, RS flip-flops. Every RS flip-flop corre-
sponds one-to-one to a mark from setM of all marks of the algorithm. The flip-flop
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stores current (for a given cycle of discrete time) values of firing signals. Every mark
i of PRALU description is put in correspondence to Boolean variable zi. The value
1 of zi means that mark i is in the firing set of the current cycle. The network is a
synchronous circuit. The signals clk (clock signal) and rst (setting into initial state)
are introduces into the circuit. These signals are supposed in the model of PRALU
description. The signals clk and rst are common for all the elements of the network
of component automata and memory elements. New values of the input variables
of the PRALU description are supposed to be set (or not to change) in one cycle.
The values of output variables do not change in one cycle. The transition to the next
cycle is performed by leading edge of clk. The network is put into the initial state
(initialized) by the value 1 of rst.

The network of finite automata corresponding to PRALU description pott1 given
in Fig. 1 is shown in Fig. 3. In order not to encumber Fig. 3, the signals clk and rst
are not shown in it. They are the input signals for all elements of the network.

Every sentence of PRALU description corresponds to a finite automaton. So,
there are six component finite automata, pred1, . . . , pred6, in the circuit (Fig. 3) for
six sentences (Fig. 1). Every mark of PRALU description corresponds to a memory.
element—an RS flip-flop. There are nine flip-flops because there are nine marks in
the description. The output signals y1 and y2 of the circuit at Fig. 3 are supposed
to be connected as “wired OR”. The removal of mark zi from the current firing set
for chains corresponds to setting value 1 to Boolean variable at the input R (reset)
of ith RS flip-flop. The insertion of mark zi into the current firing set corresponds
to setting value 1 to Boolean variable at the input S (set) of ith RS flip-flop. Since
removal and insertion of marks can be carry out in various component automata, the
corresponding outputs of the automata are connected as “wired OR”. In the example
of Fig. 3 the outputs n_z9_1 of component automata pred4 and pred5 are connected
as “wired OR” because final mark 9 is both in sentence 4 and sentence 5:

4: −∧x1 >∧ y1 > 7;
−x1 > y2 > 9;

7: −∧x2 > 9;
Note that supplying signal 1 to both inputs R and S is inadmissible. If the sig-

nal 1 is supplied to both inputs, R and S, of RS flip-flop, it means that the circuit
implementation of the parallel algorithm of logical control is incorrect. To obtain
the correct description, the semantic debugging and repeated simulation of initial
PRALU algorithm are needed.

To describe a finite automaton corresponding to a sentence, the set of input vari-
ables, the set of output variables, the set of internal states, the state-transition func-
tion, the output function and the initial state of the automaton must be given. We
use the transition graph (state diagram) of automaton as a form of specifying a finite
automaton. The transition graphs of the component automata for six sentences of
PRALU description pott1 are shown in Fig. 4a–f. Note that the component automata
are Mealy’s automata.

Let us consider the forming of the component automaton pred1 in the example
of sentence 1:

1: −∧x1 ∗ x2∗ > y1 ∗∧ y2 −∧ x2 > 2.3.4;
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Fig. 3 Representation of PRALU description as a network of finite automata
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 4 Transition graphs of component automata corresponding to PRALU sentences
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The set of input variables of an automaton is formed from the set of Boolean
variables that are in operations of waiting of the considered PRALU sentence, and
Boolean variables corresponding to initialmarks of chains of the sentence.Bydefault,
the variables clk and rst corresponding to clock signal and setting to the initial state
are added to the set of input variables of any component automaton.

The set of input variables of automaton pred1 consists of x1, x2, clk, rst and z1.
The variables x1 and x2 are in the operations ofwaiting, and the variable z1 is the only
mark of sentence 1. The set of output variables of an automaton is formed from the
set of Boolean variables that are in operations of action, and variables corresponding
to setting value 0 for initial marks of the sentence and value 1 for all the final marks
of all the chains of the sentence.

In the example, the set of output variables of automaton pred1 consists of y1, y2,
n_z1_0, n_z2_1, n_z3_1 and n_z4_1. The variables y1 and y2 are in the operations
of action. The variable n_z1_0 corresponds to setting value 0 to mark z1. Remember
that if the first elementary chain of sentence 1 is executed, then in the next cycle
the mark 1 must be excluded from the firing set. That corresponds to setting the
flip-flop to state 0, and this, in turn, demands supplying value 1 to input R of RS
flip-flop. The variables n_z2_1 and n_z3_1 are the variables of setting value 1 for the
final marks of the sentence. Figure3 shows input and output variables of automaton
pred1 (and other automata). The set of states of an automaton corresponding to the
sentence is formed after dividing all the chains of the sentence into fragments. The
beginning of a fragment corresponds conditionally to a state. Since the beginnings of
all the chains coincide, the initial state s1 is single and common for all chains of the
sentence. Then, the beginning of each fragment of a chain is put in correspondence
with a state. Figure4 is the general view of the transition graph. Each chain of a
sentence corresponds to a sub-graph as a circuit. In the example, the transition graph
of the component automaton corresponding to sentence 4 has two circuits, because
sentence 4 of PRALU description pott1 consists of two chains that are elementary.

In the example under consideration, sentence 1 consists of only one chain con-
sisting of two fragments. Consequently, the automaton pred1 has two states, s1 and
s2 (Fig. 4a).

The transition and output functions are given on arcs connecting the vertices of
the transition graph. Every vertex of the transition graph corresponds to a state of the
component automaton. At every arc of the transition graph, the condition of transition
and the value of the output function of the automaton are given that are disjoint with
slash. Each transition between states corresponds to a fragment of a chain. The values
of variables in the operation of waiting form the condition of transition. The values
of the output functions are determined by the operation of action.

For an initial fragment, the values of Boolean variables corresponding to the initial
marks of the fragment are introduced in the condition of transition. The output vari-
ables corresponding to initial marks of the fragment take value 0 after the transition
from the state s1 is executed.
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For final fragment, the output variables correspondent to final marks of the
fragment take value 1 during the transition to the state s1. Let us suppose that
the component automaton moves necessarily to the initial state s1 when the final
fragment of the chain is executed.

Our example shows that the transition s1 → s2 is executed (Fig. 4a) if the con-
junction z1x̄1x2 is equal to 1. This transition corresponds to the initial fragment
(5). If z1 = 1, x1 = 0, x2 = 1 in the current cycle, then in the next cycle the output
variables will have the following values: y1 = 1, y2 = 0, n_z1_0 = 1. Farther, the
transition s2 → s1 corresponds to the final fragment (6). The condition of the transi-
tion is x2 = 0, and the output values are n_z2_1 = 1, n_z3_1 = 1, n_z4_1 = 1 (That
means assigning value 1 to the variables z2, z3, z4, corresponding to the marks 2, 3,
4).

So, according to any sentence of PRALU description, the corresponding finite
automaton with abstract state can be constructed. VHDL models of parallel and
sequent automata are obtained quite simply as it is described in [12].

6 Conclusion

The LOCON-2 software system allows to implement parallel logical control algo-
rithms in PLA devices with memory as well as converting descriptions into VHDL.
This provides a possibility to use the synthesis in various technological bases, includ-
ing replacing PLA by a circuit of library elements or a circuit in the basis of FPGA,
using the industrial synthesizer of logical circuits LeonardoSpectrum. The possibility
of extracting the block of combinational logic enables to use efficient computer pro-
grams for logical optimization of systems of Boolean functions represented as DNF
or BDD. The results of experiments on circuit implementation in various technolog-
ical bases have shown that joint application of LOCON-2 and LeonardoSpectrum
allows to obtain better results of circuit implementation of parallel logical control
algorithms than a separate use of LeonardoSpectrum synthesizer.
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Effective Partial Reconfiguration of Logic
Controllers Implemented in FPGA Devices

Remigiusz Wiśniewski, Monika Wiśniewska and Marian Adamski

Abstract A method of partial reconfiguration of logic controllers implemented in
FPGA is presented in the chapter. Only the control memory content is replaced
while the rest of the system is not modified. The logic synthesis and implementation
are performed only once. Therefore, such a realisation highly accelerates the whole
prototyping process. The performed experiments showed that the original bit-stream
that is sent to the FPGA can be reduced even over 500 times.

Keywords Logic controllers ·Microprogrammed controllers · Partial reconfigura-
tion · Memory · Control unit · Implementation · Field Programmable Gate Arrays
(FPGA)

1 Introduction

In the traditional methods of prototyping of logic controllers [6, 7, 10, 11] the
system is usually implemented with logic elements of a Field Programmable Gate
Array (FPGA) [4, 12]. However, the latest FPGAs offer additionally blocks of dedi-
cated memory that are integrated with the device [13]. Therefore, the decomposition
of the controller into addressing module and memory becomes more popular. In
the microprogrammed controller, the first part (addressing module) is in charge of
proper addressing of microinstructions which are stored in the second module of the
controller (control memory).
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Faculty of Electrical Engineering, Computer Science and Telecommunications,
University of Zielona Góra, ul. Licealna 9, 65-417 Zielona Góra, Poland
e-mail: r.wisniewski@iee.uz.zgora.pl
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In microprogrammed controllers, the control memory can be implemented with
dedicated memories of the FPGA [20]. Furthermore, such a realisation allows rel-
atively easy replacement of the content of the control memory. We show the idea
of partial reconfiguration of the microprogrammed controllers, where the designer
is able to modify only a few microinstructions of the controller. In the case of tra-
ditional implementation, the whole content of the FPGA ought to be replaced. The
proposed idea of partial reconfiguration of the microprogrammed controllers permits
to change only the content of the control memory while the rest of the system is not
modified.

2 State of an Art

2.1 Microprogrammed Controllers

A control unit may be generally decomposed in two ways. The first one is functional
decomposition [7, 16]. Here the decomposed based on the internal functions and
states of the controller [20]. The second method is structural decomposition [1, 5,
20] where the task of decomposition is solved thanks to modification of the structure
of the control unit. Both ideas of the decomposition lead to the microprogrammed
controllers [19].

In the microprogrammed controller, the control unit is decomposed into twomain
parts. The first one is in response of microinstructions addressing. It is a simplified
finite state machine [17]. The second part holds and generates the microinstructions.
Such an implementation allows to minimize the number of logic elements in the
destination programmable device and to apply partial reconfiguration [20].

The structure of a typical microprogrammed controller is presented in Fig. 1.
Based on the input conditions (X), an addressing module (AM) forms the excitation
functions T for the counter (CT), which selects (address A) the proper microinstruc-
tion (Y) from the memory (CM).

The main benefit coming from the realisation of the controller as a micropro-
grammed controller is the possibility of implementing the memory with dedicated

AM CT CM
T A

Y

X

y0

Fig. 1 Structure of a microprogrammed controller
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memory blocks of an FPGA [20]. Other blocks of the prototyping system are imple-
mented with logic blocks (flip-flops and LUT elements) of the FPGA [2, 9, 12–14].
Such an idea leads to reduction of the number of logic blocks in comparison with the
realisation of the controller as a traditional finite state machine, and thus the designer
can allocate a wider area of the FPGA for other blocks of the prototyping system. The
effectiveness of the microprogrammed controllers is especially high if the controller
interprets a linear flow-chart [5, 20]. Such a flow-chart contains 75% of operational
vertices or includes long linear chains (segments) of operational vertices.

The second advantage of the microprogrammed controller is the possibility of
selecting the implementation method of control memory. The designer can decide
if the module CM should be realised with logic blocks or with dedicated memory
blocks [13]. It is important especially in the case of designs, which consume a large
area of memory. Then the whole controller is implemented with logic blocks of the
FPGA.

Finally, themicroprogrammed controllers allow to apply the idea of partial recon-
figuration [20]. In this case, only a part of the control memory can be replaced while
the rest of the system remains untouched [3, 23]. The concept of partial reconfigu-
ration is widely described in the next section.

2.2 Partial Reconfiguration of the FPGA devices

Partial reconfiguration of FPGA devices is a relatively new idea. Therefore, not all
programmable devices offer the reconfiguration of part of their resources. Such a
solution refers especially to devices by Xilix, Altera and Atmel [3, 23]. Although
the idea of partial reconfiguration seems to be the same for various vendors, there
could be technological differences. The method presented in the chapter and all
further descriptions refer to partial reconfiguration proposed by Xilinx [21, 23]. In
particular, the device XC2V P30 from the Virtex II Pro family was selected as the
representative one [22]. Such a device was chosen due to its application of partial
reconfiguration in practise (see Sect. 4).

From the viewpoint of the functionality of design, partial reconfiguration can
be divided into two groups: dynamic and static reconfiguration. The fist one—also
known as active partial reconfiguration—permits to change part of the device while
the rest of the FPGA is still running. In the second solution the device is not active
during the reconfiguration process. While the partial data is sent into the FPGA,
the rest of the device is stopped (in the shutdown mode) and brought up after the
configuration is completed [20].

The difference-based partial reconfiguration can be used when a small change is
made in the design [21]. It is especially useful in the case of changing LUT functions
or the dedicated memory blocks (like BRAMs) content. The partial bit-stream con-
tains only information about differences between the current design structure (that
resides in the FPGA) and the new content of the FPGA.
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All research results and experiments presented in the chapter are based on sta-
tic difference-based partial reconfiguration. This method was chosen because of the
structure of the microprogrammed controllers. Difference-based partial reconfigu-
ration allows to change the content of control memory at the implementation stage.
Therefore, most steps of the prototyping flow can be omitted. Moreover, the designer
can prepare more than one partial bit-streams with alternative versions of the con-
tent of the control memory. They can be very easily switched in the FPGA (the full
bit-stream is sent only once).

Note that Xilinx recently had changed the reconfiguration ideas, joining them
into the single designing-flow (accessible from the tool called Plan Ahead). All
the researches and experiments described in this chapter had been done with the
ISE Xilinx 10.1 tools and are based on the difference-based partial reconfiguration
concept presented in [21].

2.3 Mechanism of Partial Reconfiguration of Xilinx FPGAs

Figure2 shows the basic structure of a typical FPGA device by Xilinx. The main
elements of the device are configurable logic blocks (CLBs), which create a matrix of
connected blocks. Each CLB contains the logic elements called slices. Furthermore,
each slice is built from look-up tables (LUTs), which perform the logic functions.
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Depending of the device family, there could be two or more LUTs inside one logic
slice (i.e. Virtex-II has two LUTs inside one slice while in Virtex-4 there are four
LUTs in a single slice). All logic elements of the microprogrammed controller such
as the addressing module and the counter are implemented using CLBs. Moreover,
the FPGA contains dedicated memory blocks called block-RAMs (or just BRAMs).

Block-RAMs are organized in columns. The number of columns and BRAMs in
each column is different and depends on a particular FPGA. For example, the device
XC2VP30 (Virtex II Pro family) contains 136 dedicatedmemories. They are grouped
into eight columns organized as 2× 20 (two columns containing 20BRAMs), 2× 18,
2× 16 and 2× 14 [22]. Additionally, eachBRAM is divided into lines (called INITs).
Lines are used for the initialization, configuration and partial reconfiguration of the
block. There are 64 lines per each BRAM (counted hexadecimally from INIT_00 to
INIT_3F).

Both full and partial bit-streams that are used for the configuration of the device
consist of frames. Each frame contains a portion of information about the design
ought to be implemented. In the case of partial reconfiguration, only different frames
are sent to theFPGA.What is very important, partial reconfiguration ofXilinx devices
(especially Virtex-II family) operates on the whole column of BRAMs. This means
that the modification of one microoperation (single output of the controller) in one
BRAM causes the reconfiguration of all dedicated memories that belong to the same
column. In the case of the XC2VP30 device, each column of BRAMs is divided into
64 frames. One frame corresponds to one line (INIT) in all BRAMs in the column
(for example, the modification of two frames means the reconfiguration of two lines
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63

...

BRAM

0
1
2
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63

...

BRAM

0
1
2
...
63

SAME FRAME
(FRAME 1)
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(FRAME 63)

Fig. 3 Organization of BRAMs
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in all blocks that belong to the column). Therefore, each frame contains a portion of
information about all BRAMs that are organized in the column (Fig. 3).

The next section presents the current prototyping flow of microprogrammed con-
trollers. Such a design process does not include the idea of partial reconfiguration.
Therefore, a forthcoming section introduces a modified prototyping flow based on
partial reconfiguration of microprogrammed controllers implemented in the FPGA.

3 Traditional Prototyping Flow of Control Units

In order to show the idea of partial reconfiguration of microprogrammed controllers
implemented in the FPGA, the traditional prototypingflowwill be presented. Figure4
shows the design process of a typical digital system [8, 10, 15], which can be applied
in the case of the microprogrammed controllers prototyping flow.

At the beginning, the specification and structure of the microprogrammed con-
trollers ought to be prepared [5]. Next, the system may be designed according to the
following steps:

1. Description of the microprogrammed controller prepared with HDL languages.
At this stage, all modules (addressing module, counter and control memory) of
the further control system are created. Very often hardware description languages
(HDLs) like Verilog or VHDL are applied [18, 24]. The specification of the
control memory content is not required at this step, although the designer can
specify initial values for the controller.

2. Logical synthesis of the design. The synthesis process converts the design
described with HDLs into the gate level. There are gates, logic blocks and

Fig. 4 Traditional
prototyping flow

Structural decomposition

Synthesis

Implementation

FPGA

Control unit specification
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connections between them created as a result of synthesis (known as a “netlist”).
This process is the same as in the traditional prototyping flow.

3. Logical implementation of the design. At this stage, logical implementation of
the microprogrammed controller is performed. As a result of the this process, the
bit-stream is produced. It contains the full description of the design that will be
sent to the device to configure the FPGA.

4. Hardware implementation of the design. The FPGA is configured with the bit-
stream that was produced in the previous step.

Any modification of the content of the control memory (like exchange of a single
microoperation) requires repeating the full prototyping flow. Therefore, if there is a
need to implement another version of the controller, all steps ought to be performed,
even if the designer wants to change only one bit of the control memory.

The next section shows the idea of the prototyping flow of the microprogrammed
controllers. Presented method is based on partial reconfiguration of FPGA devices.

4 Partial Reconfiguration of Microprogrammed
Controllers Implemented in the FPGA

The prototyping flow for themicroprogrammed controller that should be prepared for
further reconfiguration is similar to the traditional prototyping process. Therefore, at
the beginning, the design should be described with hardware description languages.
Then it should be verified to avoid any functional errors. After the verification, the
design is synthesized. The difference between the proposed and traditional prototyp-
ing flows is the implementation process. At this step, the content of further control
memory is prepared. As the result of the implementation process, the configuration
bit-stream is created. It contains full information about the configuration of the tar-
get FPGA. Therefore, the size of the file is respectively large. That also means long
FPGA configuration time [20].

The method of partial reconfiguration of a microprogrammed controller includes
the following steps (Fig. 5):

Fig. 5 Modified prototyping
flow including partial
reconfiguration

Full bit-stream from 
1st prototyping process

Partial implementation

FPGA

Modified memory 
content
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1. Description of the microprogrammed controller prepared with HDL languages.
This step is performed in the same manner as in the traditional prototyping flow.
Next, the controller should be verified in a software simulator. This allows avoid-
ing most functional errors in the design.

2. Logical synthesis of the design. This step is the same as in the traditional proto-
typing flow.

3. Formation of the control memory content. Now the content of the control memory
is created. The designer can prepare as many versions of the control memory
content as it is necessary.

4. Logical implementation of the first version of the design. As the result of the
logical implementation process, the initial bit-stream is produced. It contains the
first description of the design that will be sent to the device to configure the FPGA.

5. Hardware implementation of the design. At this step, the FPGA is configured for
the first time. Therefore, the whole description of the device must be specified in
the bit-stream.

6. Modification of the control memory content. At this stage, the content of control
memory should be replaced with alternative values that were previously prepared
at step 3. The modification is performed during logical implementation. The
content of the memory can be specified in many ways—by an .ucf file or via
Xilinx tools like FPGA Editor, see [21, 23] for details.

7. Preparation of the difference bit-stream. Now the new bit-stream is created. It
contains only the differences between the new version of the design and the
previous one, which is already implemented in the FPGA. In fact, the bit-stream
will contain only information about modified elements of control memory of the
controller [23].
Steps 6 and 7 should be repeated for each version of the control memory content
that was prepared at stage 3.

8. Partial reconfiguration of the device. Using bit-streams produced in step 3, the
device can be partially reconfigured. The functionality of the microprogrammed
controller can be changed very easily and very fast, because only different frames
between the modified and already implemented designs are sent to the FPGA.

5 Experimental Results

To verify the effectiveness and proper functionality of presented ideas, the partial
reconfiguration process of microprogrammed controllers was verified in practise.
The experiments were performed on the XC2VP30 device. Such an FPGA contains
136 dedicated memory blocks organized in eight columns. Each column can be
configured with 64 frames independently (one frame configures one line (INIT) in
all BRAMs that belong to the column).

The analysis of the results of the experiments showed that the way of realis-
ing the control memory as a microprogrammed controller in the FPGA is very
important. Figure6 presents three variants of the implementation of a hypothetical
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INIT_01

INIT_00 INIT_00

Fig. 6 Three variants of reconfiguration of two microinstructions

microprogrammed controller where two microinstructions A and B are partially
reconfigured. In the first mode, both microinstructions are implemented in sepa-
rate BRAMs that are placed in the same column. Both A and B are located in the line
INIT_00 of its BRAM. Therefore, during partial reconfiguration, only one frame is
sent to the FPGA. Such a frame covers lines of both BRAMs, because they are situ-
ated in one column. In the second mode, both A and B are implemented in the same
BRAM. However, there are two lines required, because A is initialized with INIT_00
while B with INIT_01. It means that two frames are required for reconfiguration. In
the third mode, A and B are implemented in two different BRAMs. Now it is not
important that both microinstructions are configured with the same line (INIT_00),
because they are located in different columns. Therefore, two frames are sent during
reconfiguration.

Table1 shows that the best results were achieved during the implementation of the
first variant of the controller. Despite the fact that two lines are modified, only one
frame is sent to reconfigure the device and the original bit-stream was reduced over
500 times. Very interesting results were achieved during the implementation of the
two remaining variants.Both versions required two frames for partial reconfiguration.

Table 1 Results of three variants of reconfiguration of two microinstructions

Variant Modified Size of
partial bit-
stream (b)

Reduction
(% of
original)

Reduction
(times
smaller)

BRAMs lines columns frames

1 2 2 1 1 2696 0.19 527

2 1 2 1 2 3520 0.24 417

3 2 2 2 2 4360 0.30 333
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In the case of the second variant, where both microinstructions were located in the
same BRAM, the bit-streamwas reduced over 400 times. A worse gain was achieved
in the third mode, where A and B were realised with BRAMs located in different
columns.

Detailed analysis of the performed experiments indicates that the reduction of
the size of the original bit-stream strongly depends on the placement of the control
memory, in particular BRAM of an FPGA. The best gain is reached in the case of
implementation of the control memory with BRAMs located in the same column.
Partial reconfiguration of such an organization requires the least amount of configu-
ration frames. The experiments showed that even the replacement of the content of
microprogrammed controller that was implemented with 13 BRAMs (organized in
one column) permits to reduce the original bit-stream by over 50 times. Furthermore,
the worst results were achieved in the case of the implementation of control mem-
ory with BRAMs located in separate columns. Partial reconfiguration of the control
memory that was realised with 13 BRAMs placed in eight different columns reduces
the size of the bit-stream by over eight times.

Concluding, it should be pointed out that partial reconfiguration of micropro-
grammed controllers implemented in FPGA reduces the size of the original bit-
stream even by over 500 times. In the case of controllers, where control memory
ought to be decomposed into more than one BRAM, the best gain is reached during
the realisation of memory with blocks located in the same column. The placement
of each BRAM can be easily modified with the tools delivered from Xilinx, which
additionally check routings and timing paths.

6 Conclusions

A concept of partial reconfiguration of microprogrammed controllers implemented
in FPGA is presented in the chapter. Moreover, a new prototyping flow of control
units is proposed. The modified design method is based on partial reconfiguration
of a controller implemented in FPGA. Only the control memory content is replaced
while the rest of the system is not modified. In the presented prototyping flow, logic
synthesis and implementation are performed only once. Therefore, such a realisa-
tion highly accelerates the whole prototyping process. The performed experiments
showed that the original bit-stream that is sent to the FPGA can be reduced even over
500 times.
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An Application of Logic Controller
for the Aerosol Temperature Stabilization

Michał Doligalski, Marek Ochowiak and Anna Gościniak

Abstract The chapter presents a logic control specification and its implementation
by means of a microcontroller. The solution is dedicated to stabilisation of a spray
temperature. The aim of the control is to produce a drug spray with specified tem-
perature. The chapter draws a link between the viscosity of liquids and the droplets
sizes in pneumatic inhalation process. The results indicate that the droplet size of
the spray is influenced by the liquid viscosity. The liquid viscosity can be changed
by temperature. Increasing the aerosol temperature decreases droplet diameters and
hence increases the safety of inhaled therapy. A control system and new construction
of thermostated nebulizer improving the inhalation process has been proposed.

Keywords Logic controllers ·RLC · FPGA ·UML ·Atomization · Spray ·Droplet
size · Temperature stabilisation

1 Introduction

Atomization and inhalation medicines have become the major therapeutic strategy in
therapy of asthma, mucoviscidosis and other diseases of the respiratory system, both
for adults and children [2, 6, 9, 22]. Administration of aerosolized medicines into
organism through inhalation methods is becoming more popular as a technique of
therapy which has a significant advantage over the injection and oral methods [10].
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Inhalers are a kind of the devices used to spray medicine and due to their simplic-
ity, small size, and affordable price, they are commonly used devices in medicine
[3, 6, 17–21]. The mechanism of functioning of this type of devices consists in the
use of compressed air energy to form drops during the drug solutions or suspen-
sions atomization. The construction of inhaler significantly affects the atomization
process. The efficiency of aerosol delivery to the respiratory tract depends on the
size distribution of the aerosol particles and their physico-chemical properties, the
inhalation dynamics, the type of inhalation device and correct use of the inhaler
[15–17]. Viscosity of the atomized liquid is very important [3].

The viscosity of a liquid plays a key role in the atomization process and affects
the droplet size and/or the droplet size distribution obtained by atomization of the
liquid. Droplet size is measured by D32 (SMD, Sauter) or D0.5 (MMD) [16]. D32 is
defined as:

D32 = ΣNid3i
ΣNid2i

(1)

where i is the considered size range, Ni is the number of droplets in size range
i, and di is the diameter corresponding to the centre of the range 〈di − �d

2 , di +
�d
2 〉. In addition, the values of the mass median diameter (MMD, D0.5) have been
determined. D0.5 is a droplet diameter such that 50 % of total liquid volume is in
droplets of smaller diameter [14].

Analysing the influence of viscosity on droplet size, Dorman [8] reported that
D32 = f (η0.1). Hasson and Mizrahi [12] found that D32 is proportional to η1/6 for
values of viscosity from 1 × 10−3 to 21 × 10−3 [Pa.s].

The liquid viscosity can be reduced by increasing the temperature of the solution
in the nebulizer. Pneumatic inhalators produce an aerosol with a temperature close
to the ambient temperature. The aerosol is unfavorable for newborns, infants, hyper-
sensitive patients, allergy sufferers and others with bronchial hyperreactivity. The
aerosol at an elevated temperature significantly increases the safety of inhaled ther-
apy. The new construction of thermostated nebulizer improves the inhalation process
for the patients in homes.

The nebulisation process requires temperature stabilisation. Too high temperature
may be harmful for the patient, unstable temperature will cause different droplets
sizes production. Temperature control system should detect temperature changes and
react if the temperature is below the desired value. This requirement is important both
in the case of personal use and of drop size test. Personal use of the nebulizer requires
cheap and compact system that could be used as an extension of the pneumatic
nebulizer head.

The droplet size test requires additional temperature reports. Droplet size depends
on temperature, and that is the reason why the spray temperature should be doc-
umented during test session. Ambient temperature fluctuations and other random
disturbances can cause undesirable changes in temperature. Automatic temperature
registration will improve and document droplet size tests.

Pneumatic nebulizers available on the market produce aerosol, temperature of
which differs from ambient temperature. There are no devices that would increase
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the safety of the inhalation process, producing spray at a temperature in the range
from 28 to 37 ◦C. Mainly ultrasonic nebulizers feature the function. Pneumatic
devices in order to generate thermoaerozol must be equipped with additional ther-
mostats or the aforementioned thermal snap. The chapter presents the application of
microcontroller-based logic controller to stabilize the temperature of a drug spray.

2 Logic Controller

The nebulizer temperature control system will have to control spray temperature
and store control data. The control system will be implemented as a logic controller
with two-step control where output signal will have only two values. The role of the
unit is a fixed value control to maintain constant temperature. In the case of such
control system there is no possibility to determine the equilibrium where stabilised
temperature constantly has the reference value. The temperature will oscillate around
the reference value. Such control system could be implemented as a reconfigurable
logic controller (RLC) by means of FPGA devices or as a reprogrammable system
by means of a microcontroller [23].

Implementation of the logic controllers bymeans of FPGAdevices is very popular.
Formal modelling and verification techniques [13] increase the system dependabil-
ity. FPGA devices are suitable for complex control systems implementation where
one controller is equipped with a number of inputs and outputs, then logic resources
guarantee that even a large system can be implemented. The implementation of
Ethernet interface and data logging is also possible, but it requires additional soft-
ware implemented in FPGA or a hard processor. It increases system complexity,
so such devices are not suitable for small projects. The configuration of the FPGA
devices can be modified including reconfiguration of the active (working) device
[4, 7, 24]. It increases design functionality and can reduce required FPGA resources.

The control system can be also implemented by means of a microcontroller. Such
device provides serial inputs and outputs (UART, I2C, SPI) but the number of binary
inputs/outputs is limited. The implementation of theEthernet interface or Flash-based
data logging is simpler than in FPGA. Control algorithm can be implemented using
Java, Python or C language. Reconfiguration (reprogramming) of the controller is
also possible, it can be performed by means of using Strategy design pattern. For
spray temperature stabilisation such implementation is not a critical requirement.
The controller should have the possibility of the reference temperature configuration
but it should be unchanged during measurement cycle.

The chapter presents rapid prototyped approach to logic controller implementa-
tion. The design complexity should be low and should take into account the further
commercial product. The implementation time and costs are the key criteria.

The presented logic controller is implemented by means of a microcontroller. The
prototype is based on a single-board computer, the Raspberry Pi credit card-sized
boardwas used. Themain advantages of the device are as follows: low price, Ethernet
interface, COTS expansion modules. Also availability of free operating systems is
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very important. Specified requirements are met by the selected platform, also further
development is not limited. The controller current TRL level is estimated as 5, the
breadboard was validated in a relevant environment.

The system will be built with temperature sensors and a heating coil disposed
in the head nebulizer. The control algorithm was implemented by means of Java
language. The control software is dedicated to Raspberry Pi platform. It can be also
used in another system, but in that case, input/output modules should be redefined.

Nebulizers are popular both in home and hospital therapy. The controller should
guarantee safety for a user, who does not always have appropriate qualifications. Such
therapy is popular and effective in respect of treatment of children but, unfortunately,
head tilt in children is a common problem. Also some drugs cannot be overheated.
Excessive heating of a product contained in the vessel can result in inactivation and
degradation of the drug, resulting in the loss of its therapeutic properties. The head
can be overheated when the liquid was completely sprayed or accidentally spilled
out of the head.

The presented solution implements safety procedures. The logic controller pre-
vents head and liquid overcharging, liquid temperature limit can be also specified.
When liquid temperature is higher than the specified value the heater power supply is
cut-off. The controller also has to be resistant to noise, which may be generated as a
result of the opening of the vessel lid, or a sudden change in the ambient temperature
and supply voltage variations heater.

For the logic controller specification, Petri nets and UML state machine can be
used as well [5]. UML-based formal specifications, such as machine and activity
diagrams can be verified by means of model checking [11]. Figure1 presents a logic
controller statemachine-based specification. The two-step control algorithm controls
the temperature of the spray. Temperature measured by sensor (T1) is compared with
reference value (TRef), if it is below the limit, the Active state is activated and output
signal Y1 is generated. A simple exception handling method is also implemented.
Additional sensor (T2) measures temperature of the liquid (drug) in the nebulization

Fig. 1 State machine for the
initial strategy
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head. If the temperature rises above specified limit (TC), the power supply to the
heater is shut off.

The third temperature sensor (T3) is not an input of the logic controller, it is used
for ambient temperature monitoring. It is important at the analysis stage because
ambient temperature may affect the test result.

Additionally, timers can be used to control experiments or therapy time. External
rely (not used in the project) can be used to control compressor supply. The spray
can be generated after drug in nebulizer head obtains required internal temperature
(pre-heating). This is a next example of the controller reprogramming strategy.

3 Experimental Set-Up

For the analysis of sprays the method of collecting droplets in a cell containing a
suitable immersion liquid (oil) by digital microphotography usingmicroscope Nikon
Eclipse 50i was used. The setup also includes MultiScanBase (Computer Scanning
Systems II) software for visualization and image processing and Image-Pro Plus 6.0
(Media Cybernetics Inc.) for digital images processing and image analysis.

The scheme of the experimental set-up used in the study is shown in Fig. 2. The
MedelJet Family inhaler with Philips Respironics Jet Pro nebulizer was used. Medel
Jet Family inhaler is a pneumatic inhaler with a compressor that is applied for aerosol
therapy. According to the instructions provided by the manufacturer, the rate of
inhalation for this model is 0.28 ml/min and maximum pressure is 230 kPa. The test
model liquid (distilled water) at different temperatures was atomized at the same
ambient conditions.

Fig. 2 Nebulization process
control system
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The temperature controller implemented by means of microcontroller was
equippedwith three waterproof probes. The following probes are used tomeasure the
temperature of: 1—spray, 2—liquid, 3—ambient. Each probe is based on DS18B20
Programmable Resolution 1-Wire Digital Thermometer. The accuracy is ±0.5 ◦C in
range from −10 to 85 ◦C.

The output of the controller is connected to the relay module. Power relay closes
the heating circuit constructed of a heating coil of PFTE (Teflon) coated resistance
wire. Teflon has high chemical resistance, which means that it does not react or
dissolve in most compounds. Moreover, its high melting point of 327 ◦C allows use
of Teflon in the systems at high temperature. Small surface free energy protects the
material from being buried in dirt, which is onemore advantage, especially important
in the case of drug delivery.

Figure3 presents control data logged by the system.Values from all three tempera-
ture inputs are presented. It shows the abnormal temperature of the liquid in the head,
that was caused by improper head tipping. Exceptions handling mechanism allows to
prevent over-temperature above 60 ◦C. The temperature can be configured remotely.
Results of the measurements and control systems are stored in flash memory.

The test solution was sprayed in order to determine the diameter of the solution
drops, and the droplets were captured in the liquid immersion (20–90 oil, delivered
by The Oil and Gas Institute from Cracow). The microscopic images of atomized
liquidwere photographed bymeans of anOpta-Tech camera. The aerosol obtained by
spraying was captured on the layer of immersion liquid which was evenly distributed
on a glass plate. The spray characteristics were obtained by averaging the values of
minimum 1400 drops for each of experimental fluids. The accuracy of drop diameter
measurements was ±0.3 µm. The accuracy of the average diameter based on the
number of analysed droplets was ±10% [1].

Fig. 3 Logged control data
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4 Tests Results

The exemplary images of drops obtained by atomization of water are presented
in Fig. 4. Comparison of the images has shown that the number of big droplets is
decreasing with growth temperature of the atomized liquid.

The exemplary droplet size histograms are presented in Figs. 5 and 6. Droplets
of water at 20 ◦C have diameters up to 18 µm and at 50 ◦C up to about 13 µm. The
most of observed droplets have a diameter from 2 to 10 µm at 20 ◦C and from 1 to
4 µm at 50 ◦C. At higher value of temperature the histogram is tall and narrow.

Viscosities of water are respectively 0.001 [Pa.s] at 20 ◦C and 0.0055 [Pa.s] at
50 ◦C. The values of D32 calculated from the experimental data are respectively at
20 ◦CD32 = 8.1µmand at 50 ◦CD32 = 4.05µm. The results indicate that an increase
of the viscosity of the solution leads to a larger droplet size. It has been shown that
the D32 values increase with increasing of viscosity of liquids.

Itmeans that liquids at an elevated temperature (with small viscosity) are atomized
in a similar way but the atomization is easier in comparison with liquids at ambient
temperature (high values of viscosity).

Aerosol spray temperature is approx. 5–10 ◦C lower than the temperature of the
liquid in nebulizer head. The controller allows to control the temperature of the
heating coil in the nebulizer head, so that the desired temperature of the liquid can be
reached as soon as possible. The accuracy of temperature stabilisation is also high, it
does not deviate more than±1.0 ◦C. The constant-value systemmaintains a setpoint,
responds well and quickly to compensate disturbances and their impact. The tests
confirm the controller usability and its high accuracy.

(a) (b)

Fig. 4 Photos of the aerosol: a water at 20 ◦C; b water at 50 ◦C
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Fig. 5 Droplet size histograms based on number of the droplets, water 20 ◦C

Fig. 6 Droplet size histograms based on number of the droplets, water at 50 ◦C
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5 Conclusions

The control system for the nebulisation head temperature was presented in this
chapter. The chapter also draws a link between the viscosity of liquids and the droplets
size in a pneumatic inhalation process. The results indicate that the droplet size of
the spray is influenced by the liquid viscosity. The liquid viscosity can be changed by
temperature. The aerosol at an elevated temperature significantly decreases droplet
diameters and increases the safety of inhaled therapy. Using the results of the analy-
sis, a new construction of a thermostatted nebulizer improving the inhalation process
has been proposed.

The resulting two-position control system allows to set and change the setpoint,
monitoring, creating a database of measurements, as well as the presentation of
the results. The temperature can be stabilised at a required level, reconfiguration of
the controller also can be performed. A critical exception handling mechanism can
be implemented. Presented research should be continued in order to determine the
effect of temperature and viscosity of the liquid droplet diameter value for other
structures of the nebulizers. The validity of microcontrollers has been confirmed but
the prototype should be redesigned, especially board size should be reduced. Also
the heater should be adapted to meet the requirements of hygiene.
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Symbolic Coloring of Petri Nets

Jacek Tkacz

Abstract In this chapter two methods of automatic coloring of the Petri nets sup-
ported by formal reasoning usingmonotoneGentzen calculus are presented. Coloring
is used to determine the StateMachine subnets. The colors help to validate intuitively
and formally consistency of all sequential processes in the considered discrete state
model. The first of presented methods is based on determination of exact transversals
of the concurrency hypergraph. The second method is based on an examination of
the relationship between the sets of minimum siphons and traps. Use of the Gentzen
calculus allows to obtain additional information (the proof trees) from the reasoning
process. The proof trees represent a formal proof of correctness of the calculation
performed during the determination of the State Machine subnets. The methods pre-
sented in the chapter can be used in design of the reconfigurable logic controllers.

Keywords Petri net · Logic controllers · SM coloring · Decomposition · Formal
reasoning

1 Introduction

Obtaining covering of a Petri net by the State Machine subnets is important both
from the theoretical point of view [10] and in the applications such as design of
parallel logical controllers [14]. We use here the terminology from [13], according
to which such covering is understood as a kind of coloring of a Petri net, where a
color is associated to an SM-subnet of the net.

There aremany different algorithms of coloring of the Petri nets [7, 11], including:

• manual coloring during specification,
• coloring based on topological structure of the net,
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• coloring from the concurrency hypergraph performed with the use of deduction
methods,

• coloring with the use of siphons and traps,
• coloring of discrete space of the net.

Most of them (except the manual coloring) can be fully automated and included into
logic controller design process. In this chapter the methods based on concurrency
hypergraphs and using siphons and traps will be presented.

Assigning of the colors (or symbols corresponding to them) to the places and
transitions of a Petri net helps to validate consistency of the sequential processes
in the Petri net under consideration. Each color corresponds to one state machine
module. The rules for Petri net coloring are as follows [4, 9]:

• each place and transition must have at least one color,
• if a place has a color each of its input and output transitions must have the same
color,

• input places of each transition must hold different colors,
• output places of each transition must hold different colors,
• input and output places of a transition must share the same set of colors,
• initially marked places cannot share the same colors,
• number of different colors which are shared by the places initially marked is equal
to the total number of colors.

A Petri net is safe if each place of it can contain not more than one token in every
reachable marking. A Petri net is live when all transitions are live. A transition t is
live if for any marking M ′, reachable from the initial marking M0, a sequence of
transitions exists friable from M ′ which contains transition t [10]. A Petri net with
the assigned colors, if it is additionally live and safe, is called a colored interpreted
Petri net [13].

The proposed coloring methods of the Petri nets use Gentzen formal symbolic
deduction. Gentzen symbolic reasoning [5] establishes a link between Boolean
expressions, commonly used in a digital system design on RTL level, and the Petri
net model of a Hierarchical Concurrent State Machine [1].

2 Gentzen Deduction System

The sequent is a formalized statement used for deduction and calculi [5]. In the
sequent calculus, sequents are used for specification of judgement that are char-
acteristic for deduction system. The sequent is defined as an ordered pair (Γ,Δ),
where Γ and Δ are the finite sets of formulas, and Γ = {A1, A2, . . . , Am}, Δ =
{B1, B2, . . . , Bn}. Instead of (Γ,Δ) it is a used notation with the use of turnstile
symbol Γ � Δ. Γ is called the antecedent and Δ is the succedent of the sequent.
The sequent Γ � Δ is satisfiable for the valuation v iff for the same valuation v

the formula
∧m

i=1 Ai → ∨n
j=1 Bj is satisfied. In the proposed implementation of
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Gentzen system there are defined ten rules of elimination of logic operators. For each
operator (negation, disjunction, conjunction, implication and equivalency), there are
defined two rules of its elimination. First rule is used when the operator is located
in antecedent and the second one when it is located in a succedent. As an example
the rule of the disjunction operator elimination will be presented. If the main logical
operator in a sequent is a disjunction located in the succedent then two sequents will
be produced. First sequent will contain the first comma separated argument of the
disjunction in the succedent, and second sequent will contain the second argument
of the disjunction also in the succedent. The elimination process is repeated, while
only normalized sequents are obtained.

A normalized sequent is a sequent without any logical operators. A sequent is a
tautology if it has the same formula in its antecedent and succedent. The tautology
sequents could be removed from further normalization. If and only if all normalized
sequents are the tautologies then the analysed root sequent is also a tautology. When
one of the leafs in deduction tree is not a tautology it means that it is a counterexample
for the analysed sequent. The consensus method based on logic resolution is also
included into formal deduction (Gentzen cut rule).

The current version of implementation of Gentzen system “GENTZEN v6.7.2”
accepts many types of logical operators, taken from Palasm (*, +, /, ->, <->, <+>),
VHDL (and, or, nor, xor, and, not, <=), Verilog (&, |, !, ˆ), linear logic (⊕,
⊗, �) and NuSMV (&, |, xor, xnor, !). The implemented system is optimized
by using the elements of the Thelen’s algorithm [8]. This combination significantly
reduces the proof trees and improves overall system performance. In order to obtain
optimal solutions to the algorithm was also added a sequent version of the resolution
algorithm [3]. Results obtained from the system can be automatically transformed
to VHDL, Verilog, NuSMV (a model for model checking system), Espresso, and
classic CNF and DNF forms.

3 Coloring from Concurrency Hypergraph

It is possible to deduce from a colored Petri net (Fig. 1) its equivalent representation
of the controller as a transition system. It can be obtained from the reachability graph
(Fig. 2) of the Petri net. The vertices of a reachability graph describe the global states
of a transition system. If a Petri net is properly colored then the vertices contain
all colors. There are no vertices which contain two different places with the same
color. The number of colors should be minimal and equal to the maximum number
of places which can be concurrently marked. In this way the transition system could
be treated as an interpreted form of reachability graph (Fig. 2). The transition system
can be in ten global states M0 − M9. There are superposition of maximal subsets of
concurrent local states:
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t1

P11

P1 P2 P3

P5 P8

P6

P9

P7

P10

t17

t8 t7

t12

t13 t14

(20,1)

[c2,c3]

[c3] [c4] [c1,c2]

[c3 c4]
[c1]

[c1,c4]

[c2]

[c3] [c4]

[c1,c2,c3,c4]

[c3,c4]

[c1,c4][c2,c3]

[c1,c2,c3,c4]

[c1,c2]

[c3,c4]

P4

Fig. 1 Example of the Petri net

M0 = {P11}; P1 = {P1, P2, P3};
M2 = {P3, P4}; P3 = {P1, P2, P5, P8};
M4 = {P3, P6, P7}; P5 = {P4, P5, P8};
M6 = {P5, P6, P7, P8}; P7 = {P5, P6, P10};
M8 = {P7, P8, P9}; P9 = {P9, P10}

The monotone characteristic sequent of the Petri net discrete space is as follows:

M � (P11), (P1 and P2 and P3), (P3 and P4),
(P1 and P2 and P5 and P8),
(P1 and P2 and P5 and P8),
(P3 and P6 and P7),
(P4 and P5 and P8),
(P5 and P6 and P7 and P8),
(P5 and P6 and P10),
(P7 and P8 and P9), (P9 and P10);



Symbolic Coloring of Petri Nets 71
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t14
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Fig. 2 Reachability graph of the Petri net

Distribution of the Petri net tokens among places describes the current global
state M . New marking M , after firing of any enabled transition, is the next global
state @M . From the current global state M , the modeled controller goes to the next
internal global state @M , generating the registered @y output signals.

In order to determine the SM-subnets covering of the Petri nets, formal reasoning
using propositional Gentzen calculus was used [1, 8, 10–12]. As a result of local
and global state space analysis, state machine subnets are obtained. The subnets are
subsequently marked with different colors. The subnets are accordingly mapped to
tokens, places, transitions and input and output signals.

Hypergraph of concurrency (Fig. 3) represents all the global states of a discrete
system described by the Petri net. Its hyperedges relate concurrent places belonging
to the same global states and correspond to the respective vertices of reachability
graph (Fig. 2).

Hypergraph of non-concurrency, or sequentiality (Fig. 4), is a complement of the
hypergraph of concurrency. Its hyperedges correspond to sets of sequential Petri net
places, where only one place can be marked at the same time, from state machine
subnets. They can be calculated as the exact transversals of concurrency hypergraph
(Fig. 3) [11, 14].

� P11, (P1 or P2 or P3), (P3 or P4),
(P1 or P2 or P5 or P8), . . . , (P9 or P10)

The full hypergraph of sequentiality shown in Fig. 4 contains six hyperedges
{i1 − i6}. There are two net covers with exactly four hyperedges: {i3, i4, i1, i2},
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P1
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P5

P6

P7

P8

P9

P10

P11
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M2={3,4}

M3={1,2,5,8}

M4={3,6,7}

M5={4,5,8}

M6={5,6,7,8}

M7={5,6,10}

M8={7,8,9}

M9={9,10}

M0={11}

Fig. 3 Hypergraph of concurrency

{i3, i4, i5, i6}. Both covers contain essential hyperedges i3 and i4, which are the only
ones to cover places P5 and P8. The first four sequential subnets i1 − i4 are sufficient
to cover all places of the net (Fig. 5).

It should be noted that the sequentiality graph hyperedges correspond to the invari-
ants which can be obtained using integer linear programming (ILP) methods. Alter-
natively they can be read from the marking reachability graph Fig. 2, as transversals
of subsets of places marked in parallel [5, 6].

� P1, P4,P6,P8, P10, P11;
� P1, P4, P6, P9, P11; (i1)
� P1,P4,P5, P7, P9, P11;
� P1, P4, P7, P10, P11; (i6)
� P2, P4,P6,P8, P10, P11;
� P2, P4, P6, P9, P11; (i5)
� P2,P4,P5, P7, P9, P11;
� P2, P4, P7, P10, P11; (i2)
� P3,P5,P7, P10, P11;
� P3, P5, P9, P11; (i4)
� P3,P6, P8, P9, P11;
� P3, P8, P10, P11; (i3)
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P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

i1={1,4,6,9,11}

i6={1,4,7,10,11}

i5={2,4,6,9,11}

i2={2,4,7,10,11}

i4={3,5,9,11}

i3={3,8,10,11}

Fig. 4 Hypergraph of sequentiality

Finally selected cover of Petri net by state machine components could be repre-
sented only by four transversals of the net state space (Fig. 3). It is described as a
reduced hypergraph of sequentiality (Fig. 5):

� P1, P4, P6, P9, P11
� P2, P4, P7, P10, P11
� P3, P8, P10, P11
� P3, P5, P9, P11

4 Coloring with the Use of Siphons and Traps

What differentiates sequent calculus from other methods, e.g. those used in [2, 8,
10], is that the conversion to clausal form is not required. Moreover, by using cut
and consensus a laborious process of results selection is avoided. Siphons and traps
that are not minimal are eliminated beforehand.
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i1={1,4,6,9,11}

i2={2,4,7,10,11}
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Fig. 5 Cover of the reduced sequentiality hypergraph

Table 1 Group sequents of traps and siphons

Transitions Traps sequent Siphons sequent

t1 (P11 → (P1 + P2 + P3)) ((P1 + P2 + P3) → P11)

t8 ((P1 + P2) → P4) (P4 → (P1 + P2))

t7 (P3 → (P5 + P8)) ((P5 + P8) → P3)

t12 (P4 → (P6 + P7)) ((P6 + P7) → P4)

t13 ((P5 + P6) → P9) (P9 → (P5 + P6))

t14 ((P7 + P8) → P10) (P10 → (P7 + P8))

t17 ((P9 + P10) → P11) � (P11 → (P9 + P10)) �

The Petri net will be analysed in the next steps. Gentzen sequents, showing in a
symbolic way all the relations of direct transition between input and output places
of all transitions, are determined on the basis of the topological structure of an
uninterpreted Petri net. Using the method presented in [8, 10] separated sequents of
siphons and traps were created (Table1).
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Table 2 Traps and siphons

Traps Siphons Color

i1 P1, P4, P6, P9, P11 P1, P4, P6, P9, P11 C3

i6 P1, P4, P7, P10, P11 P1, P4, P7, P10, P11 C5

i5 P2, P4, P6, P9, P11 P2, P4, P6, P9, P11 C6

i2 P2, P4, P7, P10, P11 P2, P4, P7, P10, P11 C4

i4 P3, P5, P9, P11 P3, P5, P9, P11 C2

i3 P3, P8, P10, P11 P3, P8, P10, P11 C1

In order to check whether the Petri net is live, traps equal to siphons (deadlocks)
are calculated [1, 2, 9, 11, 12]. Sets of marked traps contained in siphons determine
potential state machine subnet, present in the Petri net. Each of the subnets is marked
with a different color, flagging also its places and transitions. Traps not equal to
siphons indicate potential net defects. The net is not live, if not all the siphons
contain traps. We suggest the following method of Petri net state space analysis. We
use the net depicted in Fig. 1 as an example:

1. Using the rule-based symbolic descriptionof thePetri net, create the group sequent
of traps (Table1).

2. Reduce the group sequent of traps to single normalized elementary sequents and
remove their right sides (Table2).

3. Remove the sequents of traps not containing a marked place symbol.
4. Using the rule-based symbolic descriptionof thePetri net, create the group sequent

of siphons (deadlocks) (Table1).
5. Reduce the group sequent of siphons to elementary sequents and remove their

right sides. Apply the consensus rule to the previously selected sequents of traps
in every chosen siphon. If the considered sequent becomes dominated, go to step
8 (all sequents are dominated).

6. The traps which are equal to siphons determine covering of sequentiality hyper-
graph by the hyperegdes corresponding to potential state machine subnets (in the
considered example colors C1−C6 are assigned to the hyperedges—Table2).

7. Find theminimal covers of the sequentiality hypergraph (for the considered exam-
ple these are {C1,C2,C3,C4} or {C1,C2,C5,C6}); go to step 9.

8. The Petri net is not live (not the case of Petri net in Fig. 1).
9. End.

After removing the right sides of the reduced sequents and after leaving only the
siphons dominated by marked traps, we obtained six potential automata subnets.
These sets correspond to the hyperedges of the sequentiality hypergraph {i1, . . . , i6}
(Fig. 2). Following step 5 in the above algorithm, we conclude that the Petri net is
live, since each edge of the hypergraph contains a marked trap. Subsets determining
traps and siphons are pairwise identical. The cover (i3, i4, i1, i2)was chosen for Petri
net encoding. Subnets were assigned colors according to Table2. These colors were
placed on the net shown in Fig. 1.
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5 Conclusion

One of the major advantages of the proposed method is the localization of a potential
defects. When some siphons are not equal to traps then net is not live. These siphons
directly indicate the location of the defects.

Proposed methods discover all possible colorings and for most cases the com-
plexity and time of execution is not acceptable for application in design tools. These
methods are typically used for the purpose of verification of heuristic methods.

In addition, the proposed methods are suitable also for hierarchical specifications
of logic controllers. In this case hierarchical specification of the logic controller
should be prepared in the form of a Petri macronet.
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Modular Synthesis of Petri Nets

Jacek Tkacz and Marian Adamski

Abstract The chapter is concentrated on behavioral and structural specification of
reconfigurable logic controllers (RLC). The initial description is given as a hierarchi-
cal modular control interpreted Petri net. On the abstract level of the logic synthesis
a specification is written in formal propositional Gentzen sequent language. Rapid
modeling in FPGA can be done directly from rule-based expressions, written in a
hardware description language, for example in VHDL.

Keywords Sequents ·Gentzen logic · Petri net ·Logic synthesis ·Logic controllers

1 Introduction

The chapter covers logic design techniques,which can be used for rigorous computer-
based synthesis of Reconfigurable Logic Controllers (RLC) [1, 2, 7, 8]. Initially, the
behavior of the controller is specified as hierarchical colored control interpreted
Petri net. The decision rules, written in Propositional Sequent Logic, describe both
structure of the net as well as the intended behavior of the logic controller, given
in a professional hardware description language. Gentzen symbolic reasoning [10]
establishes a link between Boolean expressions, commonly used in a digital system
design on RTL level and the Petri net model of a Hierarchical Concurrent State
Machine [3].
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The strategy developed and promoted in this chapter is based on the hierarchi-
cal decomposition of Petri nets into nested, self-contained and structurally ordered
subnets, which are suitable for distributed state encoding as well as flexible recon-
figuration. All structured modules are easily recognized by their symbolic names of
the configuration (coordination) places, which are only marked if selected modules
are active.

The proposed design methodology is based on a formal mapping of specification
in propositional Gentzen logic into very close equivalent description of the imple-
mentation, which is accepted directly by VHDL [5].

The main goal of the proposed rapid design style is to preserve the self-evident
correspondence amongmodular interpreted Petri net, the related symbolic rule-based
specification, and final logic design expressions, which are directly mapped into
configurable logic arrays FPGA [2, 16, 17].

2 Example of Control System

The controlled plant (Fig. 1) consists of three feeders, scales and content mixer. The
example first introduced by P. Misiurewicz has been used as benchmark in several
papers, among others in [5, 12].

The logic controller has six inputs {XN1,XN2,XF1,XF2,XF3,XF4} and six out-
puts {YT1,YT2,YV1,YN2,YV3,YM}. The example of control interpreted Petri net,
which describes the behavior of control system is presented in Fig. 2. The Petri net
places {P1,P2, . . . ,P11} stand for the local states of concurrent state machine. The
transitions t1 . . . t9 describe events in terms of local changes inside the Petri net state
space. Boolean expressions XN1 . . .XF4 called guards give the external conditions
for transitions to be enabled and fired. The colored coordination places P12 and P13

in Fig. 2 are optional.
The guarded events are strongly related with transitions of the net (Table1).

The Moore type outputs YT1 . . . YM are attached to places (Table2). The basic,
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Fig. 2 Petri net model
P1

P2 P3

P4

P5

P6

P7

P9

P8

P10

P11

t1

t2

t3

t4

t5

t6

t7

t8

t9

XN1

XF1

XN2

XF1 XF2

XF4

XF3

YT1

YV1

YT2

YV1 YV2

YV3

YM

P12

P13

[1]

[1]

[1]

[1]

[1]

[2]

[2]

[2]

[2]

[2]

[3]

[3]

[3]

one-level net could be colored by a designer during the initial specification process
to demonstrate its preferable State Machines subnets (Fig. 2). These colors help to
validate intuitively and formally the consistency of all sequential processes in the
considered discrete state model. The control Petri net is covered by three separated
State-Machine components SM1, SM2, SM3, recognized by colors {[1], [2], [3]}:

SM1[1] = {P1,P2,P4,P5,P6};
SM2[2] = {P3,P12,P7,P10,P11};
SM3[3] = {P9,P8,P13};
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Table 1 List of transitions and guards

Transition Guard Interpretation of guard

t1 XN1 Required value of aggregate is reached

t2 1 Always true

t3 XF1 The scale is empty

t4 XN2 Required value of cement is reached

t5 XF1 The scale is empty

t6 1 Always true

t7 XF4 Ingredients are intermixed

t8 XF3 Cement mixer is empty

t9 XF2 Required value of cement is reached

Table 2 List of places and outputs

Place Output Interpretation of place

P1 YT1 First dozing of cement

P2 – Waiting

P3 – Waiting

P4 YV1 First emptying the scale

P5 YT1 Second dozing of cement

P6 YV1 Second emptying the scale

P7 – Waiting

P8 – Waiting

P9 YV2 Dosing of water

P10 YM Mixing of compounds

P11 YV3 Emptying the mixer

3 Place Centered Specification of Petri Net in Gentzen
Logic

In formal description of the Petri net, letters stand for the symbols from Gentzen
propositional logic [10, 11]. Symbol and denotes conjunction symbol or denotes
disjunction, symbol not—negation, symbol← backward implication, symbol xor—
exclusive or, symbol ↔ equivalence.

The specification of Petri net is concentrated around places with their input and
output transitions. Such strategy makes possible to represent Petri net places as a
separated elementary parts of Petri net.

The logic description describes the changes of Petri net markings, separately for
any place. The autonomous placePn is considered togetherwith its input {ti . . . tj} and
output transitions {tk . . . tl} as a basic component of the net (Fig. 3). The precondition
for firing transition ti is: ti ⇐ pm and pl and guardti. The place safely gets its token
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Pn

ti tj

tk tl

(a) (b) (c)

Pm Pi

tiguardti

Pi

Pm

MPn tj

tlguardtl

Fig. 3 Symbolic representation of Petri net parts

if one of its input transition fires. The next marking for a place Pn (Fig. 3a) is defined
as follows:

@Pn ⇐ Pn xor ((ti xor tj) xor (tk xor tl)) (1)

If net is safe xor operator in expression (ti xor tj) can be replaced by or. If the
place deterministically loses its token the expression (tk xor tl) is simplified to (tk or
tl) [4]. The precondition of local transitions ti (Fig. 3b) is defined as follows:

ti ⇐ Pm and Pi and guardti (2)

Macroplace MPn from the example (Fig. 3c) contains sequential places Pi and
Pm. The common, boundary transition tl presented on Fig. 3c can be described as
follows:

tl ⇐ MPn and Pm and guardtl (3)

To make the specification close with VHDL syntax and semantics, the sequents
with empty left side are used: “� Φ;” where Φ is formula in propositional logic.
Symbol @ defines next operator from propositional temporal logic and it is usually
also omitted.

The first part of state-event-state (place-transition-place) description of one level
Petri net is given in the Table3.

Each line of description represents a single event in Petri net as a transition with
its preconditions.

The Moore type combinational outputs are related with places, which con-
tain token when that output is active:

� YT1 ⇐ P1;
� YV1 ⇐ P4 or P6;
. . .

� YV3 ⇐ P11;
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Table 3 Precondition and
outputs

Precondition of transitions Moore type outputs

� t1 ⇐ P1 and XN1 � YT1 ⇐ P1

� t2 ⇐ P2 and P3 � YV1 ⇐ P4

� t3 ⇐ P4 and XF1 � YT2 ⇐ P5

� t4 ⇐ P5 and XN2 � YV1 ⇐ P6

� t5 ⇐ P6 and XF1 � YV2 ⇐ P9

� t6 ⇐ P7 and P8 � YV3 ⇐ P11

� t7 ⇐ P10 and XF4 � YVM ⇐ P10

� t8 ⇐ P11 and XF3

� t9 ⇐ P9 and XF2

Different forms of rule-based specification can be found in papers [1, 4, 14]. Petri
net specification format (PNSF) serves as convenient textual form for an automatic
translation of transition rules into VHDL or Verilog code [5].

After concurrent one-hot encoding symbols P1 . . .P11 are treated as names of
flip-flops contained in distributed local state register. The outputs can be tradition-
ally generated in combinational circuit: YT1 ⇐ P1 . . . YM ⇐ P10 (Table3). Finally,
changes of place markings:

� @P1 ⇐ P1 xor (t5 xor t1);
� @P2 ⇐ P2 xor (t1 xor t2);
� @P3 ⇐ P3 xor (t8 xor t2);
� @P4 ⇐ P4 xor (t2 xor t3);
� @P5 ⇐ P5 xor (t3 xor t4);
� @P6 ⇐ P6 xor (t4 xor t5);
� @P7 ⇐ P7 xor (t5 xor t6);
� @P8 ⇐ P8 xor (t9 xor t6);
� @P9 ⇐ P9 xor (t8 xor t9);
� @P10 ⇐ P10 xor (t6 xor t7);
� @P11 ⇐ P11 xor (t7 xor t8);

Some of registered outputs can serve also as local one-hot state codes, except YV1,
which is generated twice in local states P4 and P6: YV1 ⇐ P4 or P6:

� @YT1 ⇐ YT1 xor (t5 xor t1);
� @YT2 ⇐ YT2 xor (t3 xor t4);
� @YV2 ⇐ YV2 xor (t8 xor t9);
� @YVM ⇐ YVM xor (t6 xor t7);
� @YV3 ⇐ YV3 xor (t7 xor t8);

The full list of preconditions of local transitions and descriptions of Moore type
outputs is given in Table3.
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Table 4 Example of encoding

SM1[1] {Q1,Q2,Q3} SM2[2] {Q4,Q5,Q6} SM3[3] {Q7,Q8}
P1 = 000 P3 = 000 P9 = 00

P2 = 001 P12 = 001 P8 = 01

P4 = 011 P7 = 011 P13 = 11

P5 = 010 P10 = 010

P6 = 110 P11 = 110

4 Encoding Inside State Machine Modules

Encoding from Table4 can be used for more compact dense state space. The number
of logic variables is reduced to eight by commercial tools [16]. Every state machine
subnet is encoded separately. The changes ofmarking are now represented by changes
of local state variables. The current value of a registered signal is presented asQ, but
its next value is written as @Q [1].

− − SM1 − −
� @Q1 ⇐ Q1 xor (t4 xor t5);
� @Q2 ⇐ Q2 xor (t2 xor t5);
� @Q3 ⇐ Q3 xor (t1 xor t3);
− − SM2 − −
� @Q4 ⇐ Q4 xor (t7 xor t8);
� @Q5 ⇐ Q5 xor (t5 xor t8);
� @Q6 ⇐ Q6 xor (t2 xor t6);
− − SM3 − −
� @Q7 ⇐ Q7 xor (t6 xor t8);
� @Q8 ⇐ Q8 xor (t9 xor t8);

In this case combinational outputs should be generated as follows:

� YT1 ⇐ not Q1 and not Q2 and not Q3;
. . .

� YV3 ⇐ Q4 and Q5 and not Q6;

5 Implementation of Colored Hierarchical Macronet

5.1 Modular Specification of Logic Controller

Together with coloring a Petri net can be converted into suitable hierarchical descrip-
tion. As an example, the initial, basic net from Fig. 2 was reduced to the macronet
with macroplaces MP1 . . .MP6 (Fig. 4). Transitions with more than one input place
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Fig. 4 Hierarchical
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or more than one output place, such as t2, t5, t6, t8 are called boundary transitions.
Transfer transitions with one input and one output places are hidden inside first order
macroplaces. Fusion of Series Places (FSP) and fusion of Parallel Places (FPP) [11,
14] are used recursively during coloring [6, 15], until the macronet becomes irre-
ducible.

It should be noted, that the macroplaces which are painted with disjoint set of
colors are evidently concurrent to each other. The macroplaces sharing the same
color are sequentially related to each other. The special implicit configuration (coor-
dination) places MP1 . . .MP6 detect all the Petri net subnets, which they dominate.
During the hierarchical state encoding only a proper subset of them is necessary to
detect the groups of places [3].
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5.2 General Template for Modular Logic Design

SymbolsMP1 . . .MP6 are the names of macroplaces as well as names of their coor-
dination places (subnet flags) from Fig. 4. Petri net places p1 . . . p11 are related to
capital letters denoting single bit memory elements—flip-flops: P1 . . .P11.

The main part of a novel template of formal description of Petri net in Gentzen
sequent logic language is as follows:

Preconditions of boundary transitions:

� t2 ⇐ MP1 and MP2 and P2;
� t5 ⇐ MP3 and P6;
� t6 ⇐ MP4 and MP5 and P7 and P8;
� t8 ⇐ MP6 and P11;

Precondition of local transitions:

� t1 ⇐ MP1 and P1 and XN1;
� t3 ⇐ MP3 and P4 and XF1;
� t4 ⇐ MP3 and P5 and XN2;
� t7 ⇐ MP6 and P10 and XF4;
� t9 ⇐ MP5 and P9 and XF2;

Flags of macrostates (macroplaces):

� @MP1 ⇐ MP1 xor (t5 xor t2);
� @MP2 ⇐ MP2 xor (t8 xor t2);
� @MP3 ⇐ MP3 xor (t2 xor t5);
� @MP4 ⇐ MP4 xor (t5 xor t6);
� @MP5 ⇐ MP5 xor (t8 xor t6);
� @MP6 ⇐ MP6 xor (t6 xor t8);

Places are encoded inside macroplaces. Changes of local places are as follows:

� @P1 ⇐ (P1 and MP1) xor (t5 xor t1);
� @P2 ⇐ (P2 and MP1) xor (t1 xor t2);
. . .

� @P10 ⇐ (P10 and MP6) xor (t6 xor t7);
� @P11 ⇐ (P11 and MP6) xor (t7 xor t8);

5.3 One-Hot Encoding of Macroplaces

For a rapid prototyping, macroplaces are coded by means of registered outputs
Q1 . . .Q6 as shown in Fig. 5:
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Fig. 5 Sample VHDL code
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MP1 ⇔ Q1; MP2 ⇔ Q2; MP3 ⇔ Q3;
MP4 ⇔ Q4; MP5 ⇔ Q5; MP6 ⇔ Q6;

It is easy, but not recommended, to find codes for local places P1 and P11, using
only additional variables Q7 . . .Q17.

5.4 Local Encoding Inside Macroplaces with Registered
Outputs

The local places can be encoded using registered outputs. The codes of local places
are as follows:

P1 ⇔ YT1; P2 ⇔ not YT1; P3 ⇔ not YV3;
P4 ⇔ YV1a; P5 ⇔ YT2; P6 ⇔ YV1b;
P7 ⇔ not YV1; P8 ⇔ not YV2; P9 ⇔ YV2;
P10 ⇔ YM; P11 ⇔ YV3;

After that kind of encoding of places {P1,P4,P5,P9,P10} the preconditions of
local transitions are as:

� t1 ⇐ MP1 and YT1 and XN1;
� t3 ⇐ MP3 and YV1a and XF1;
� t4 ⇐ MP3 and YT2 and XN2;
� t7 ⇐ MP6 and YM and XF4;
� t9 ⇐ MP5 and YV2 and XF2;

As a result of replacing the names of places by related output names, the changes
of local places are described as follows:

� @YT1 ⇐ (YT1 and MP1) xor (t5 xor t1); /* @P1 */
� @YV1a ⇐ (YV1a and MP3) xor (t2 xor t3); /* @P4 */
� @YT2 ⇐ (YT2 and MP3) xor (t3 xor t4); /* @P5 */
� @YV1b ⇐ (YV1b and MP3) xor (t4 xor t5); /* @P6 */
� @YV2 ⇐ (YV2 and MP5) xor (t8 xor t9); /* @P9 */
� @YM ⇐ (YM and MP6) xor (t6 xor t7); /* @P10 */
� @YV3 ⇐ (YV3 and MP6) xor (t7 xor t8); /* @P11 */

5.5 State Machine Style for Macroplace Encoding

As a next optimization the macroplaces can be encoded in state machine style.
The first subnet corresponding to color [1], which contains macroplaces MP1

and MP3 can be encoded by one logic variable (Q1). The second subnet, which
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contains macroplaces MP5 and MP6 can be encoded also by one logic variable
(Q3). The last subnet corresponding to color [3], which contains macroplaces
{MP2,MP3,MP4,MP6} need two logic variable Q2 and Q4. Macroplaces MP2 and
MP4 get one-hot codes:

MP1 ⇔ Q1; MP3 ⇔ not Q1; MP5 ⇔ Q3;
MP6 ⇔ not Q3; MP2 ⇔ Q2; MP4 ⇔ Q4; (4)

The symbol ⇔ used above denotes logic equivalence. The number of flip flops is
reduced from six to four. The number of expressions describing flags is now equal
only four:

� @Q1 ⇐ Q1 xor (t5 xor t2);
� @Q2 ⇐ Q2 xor (t8 xor t2);
� @Q4 ⇐ Q4 xor (t5 xor t6);
� @Q3 ⇐ Q3 xor (t8 xor t6);

In this case the preconditions of boundary transitions and precondition of local
transitions should be also changed by replacing macroplaces by codes presented in
expressions (4).

6 VHDL-Style of the Modular Petri Net Description

The preferable way of controller rapid prototyping is hierarchical design from a
formal assertion-based [9] behavioral description, using professional HDL syntax.
One of the possible version of general template [5] is presented in Fig. 5.

For pragmatic reasons the controller is realized as a synchronous digital system
with distributed state registerMP1 . . .MP6 anddistributed output registerYT1 . . . YM.

Fig. 6 Simulation results from AHDL tool
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The state register and the output register can be merged. All concurrently enable
transitions can fire independently, in any order. It is considered that after animation
and classical analysis, the implemented interpreted Petri net is checked as safe, live,
reversible and without conflicts, which are not solved [13, 14]. Anyway, if some
transitions of the net would be in conflicts or the net is not safe, the detected partial
state of the net is frozen (state changes stop). Registered outputs can be used both for
precondition and local states coding. The simulation results obtained from Active-
HDL tool is shown in Fig. 6.

7 Results of Experiments

The macroplace-centered and place-centered decomposition and encoding of
SM-colored Petri net is preferable from FPGA resources utilization point of view
[7, 16]. Additionally, it enables flexible reusing of previously tested, encoded
Petri net components. Synthesis after classic hierarchical one-hot state encoding
of macroplaces and places needs 17 flip-flops. In case of economical rapid concur-
rent one-hot local encoding of merged places and registered outputs (Fig. 5) it is
necessary to use only 13 shared additional encoding variables. Synthesis result using
Xilinx Vertex 2 Pro is: 12 slices, 13 flip-flops and 23 LUTs. After dense encoding of
macroplaces the number of flip-flops is reduced to 11.

Hierarchical encoding using macroplaces and registered outputs gives balanced
economical synthesis results as well flexibility during redesign of the controller. The
coordination places serve also as flags during partial reconfiguration of the net. After
modification of the water feeder from mechanical part (Fig. 1) it is easy to find local
places P8 and P9, which are encapsulated inMP5 and replace them by another subset
without destroying the other parts of previous design.

The minimum number of coding variables for classic implementation with sepa-
rated linked State Machine Components of the net is equal to eight. It is necessary
to use complicated logic expressions for register excitation and decoding the seven
outputs.

8 Summary

The rigorous digital design process starts from hierarchical concurrent state machine
model (HCSM), which has been formally derived from modular, colored control
interpreted Petri net. The colored tokens, arcs, places and transitions separate hierar-
chically and concurrently related State Machine components. The rule-based textual
logic description of Petri net inVHDL syntax is accepted by professional design tools
like Active-HDL (Aldec, USA) and Xlinx ISE. The flexible, readable template for
Petri net description is directly recognized by VHDL compiler and simulator as well
as by formal reasoning system. The logic specification is one-to-one mapped into
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Field Programmable Gate Array macrocells. Combinatorial procedures in formal
design of logic controller are supported by Gentzen sequent calculus.

The experimental design system can be used as a shell for existing proprietary
tools, developed at Zielona Góra, as well with standard professional environment
for digital synthesis and verification. It can also support the assertion-based design
methodology of application specific logic controllers with checking techniques
embedded in configurable hardware. The advantages are structured and modular
state space of logic controllers, suitable for model checking. The self-evident VHDL
template is suitable for rapid modifications also by hand.
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Architectural Synthesis of Petri Nets

Arkadiusz Bukowiec

Abstract New methods of Petri net array-based architectural synthesis are pre-
sented. Methods are based on the parallel decomposition of control algorithm into
concurrently working state machine subnets and structural decomposition of a digital
system. Structural decomposition leads to realization of a logic circuit as a two-level
structure, where the combinational circuit of the first level is responsible for firing of
transitions, and the second level is a memory used for generation of micro-operations.
The memory organization depends on selected architecture. State machine subnets
are determined by colors. Places are encoded using minimal numbers of bits. Micro-
operations assigned to places are written in memory. Such an approach allows mod-
ular organization of logic circuit where each block has strictly determined function
and balanced usage of different kinds of resources available in modern FPGAs.

Keywords Digital circuits synthesis · FPGAs · Logic controllers · Petri nets

1 Introduction

Petri nets (PNs) [16, 23] are one of the popular design entries used in formal synthesis
and logic synthesis of the application specific logic controllers [4, 12, 13, 15, 19].
Field programmable gate arrays (FPGAs) are very often used for implementation of
such control systems. Typically, the Petri net diagrams are translated into behavioral
HDL descriptions [2, 14, 25] and then implemented into FPGA devices using one-hot
place encoding where each single place is represented by one flip-flop [1]. Such an
approach requires hardware implementation of a large number of logic functions and
flip-flops included in logic blocks. Furthermore, this approach causes a flat realization
of logic circuit with one large block responsible for generation of all functions.
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Together, it leads to a functional decomposition during the synthesis process and
consumes a large number of look-up tables (LUTs).

One of the methods of obtaining the well structured logic circuits is application of
architectural decomposition [3, 7, 18, 21]. It leads to a multi-level structure, where
each single block is responsible for a specific function. Additionally, it allows usage
of logic elements together with embedded memory blocks [6, 24] and in this way it
forces balanced utilization of FPGA resources.

This chapter presents the methods of Petri net synthesis. The Petri net is initially
colored [15, 27]. Places that are colored by the same color create one state machine
(SM) subnet and they are encoded by a minimal-length binary code. It leads to parallel
decomposition of a control algorithm, and it also causes parallel decomposition of a
logic circuit. The logic functions describing the behavior of the Petri net are grouped
into two sets. The first set contains functions responsible for firing of transitions and
the second one contains functions responsible for generation of microoperations.
Such classification allows application of architectural decomposition where the first
set is going to be synthesized in LUTs and implemented as a combinational circuit of
the first level, and the second set is going to be realized with the use of the embedded
memory blocks as a decoder of the second level.

2 Synthesis Methods

2.1 Main Idea

The idea of the presented synthesis methods is based on parallel decomposition of
a Petri net into concurrent SM subnets and architectural decomposition of a logic
circuit. Two approaches to the parallel decomposition are described:

• with doublers of macroplaces [9],
• with one common wait place [8].

The architectural decomposition leads to realization of a logic circuit in a two-level
structure, where the combinational circuit of the first level is responsible for transition
firing, and the second level is implemented as a memory with decoder and is used
for generation of the microoperations. Two variants of organization of the decoder
are as follows:

• with one shared operational memory for all SM-subnets [8],
• with many flexible distributed memories, one for each SM-subnet [10].

Variants of Petri net parallel decomposition and organization of the decoder can be
combined together without any restrictions, which leads to four possible methods of
architectural synthesis.
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2.2 Architecture

Logic circuit implementing a Petri net (Fig. 1) is build of i two-level parallel chains,
where each chain is responsible for one SM-subnet. The chains are obtained as a
result of parallel decomposition. i = 1, 2, . . . , I , where I is a number of colors in the
Petri net (each color corresponds to one SM-subnet). Places are encoded separately in
each SM-subnet, and architectural decomposition is applied to each chain. Operations
assigned to the places are placed in memory. The combinational circuits (CCi) of the
first level are responsible for generation of the excitation functions:

Di = Di(X,Q), (1)

where Q = Q1 ∪ Q2 ∪ · · · ∪ QI is the set of variables used to store the codes of
marked places. The memory of the circuit is build from I D-type registers RGi

which hold a code of current place of each SM subnet. The second level decoder
Y is responsible for generation of operations and it is implemented using memory
blocks. Its functionality can be described by the function

Y = Y(Q) (2)

Fig. 1 Logic circuits of a
Petri net. a With shared
operational memory. b With
flexible distributed memories
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in case of one shared operational memory for all SM subnets (Fig. 1a), or by the
function

Yi = Yi(Qi). (3)

in case of many flexible distributed memories (Fig. 1b).

2.3 Synthesis Steps

The entry point to the synthesis method is a colored interpreted Petri net with outputs
of Moore type. There are many algorithms of coloring of Petri nets, for example,
such as described in [27, 28] or in chapter “Symbolic Coloring of Petri Nets” of this
book. The whole synthesis process includes following steps:

1. Formation of subnets. The purpose of this step is to extract SM-subnets from the
Petri net by application of parallel decomposition. Let us assume that the Petri
net is colored with I different colors. Let us start the decomposition from the first
color (i = 1). All places colored by this color create the first SM-subnet. This
SM-subnet does not contain a wait place or any doublers. So, it is the same for
both approaches of decomposition. Next subnets are created in a similar way. But,
places which have been previously selected by already created SM-subnets have
to be replaced by doublers of macropalces or a wait place, depending on parallel
decomposition approach. First, in both approaches, all sequences of such places
are replaced by macroplaces. Then, in the first approach, the doublers of these
macroplaces appear in a new SM-subnet and they do not have any output signals
assigned. There can be several doublers of macroplaces in one subnet but if some
of them occur in a sequence then they can be replaced by one doubler. In the
second approach, the macroplaces are removed and replaced by one wait place.
It creates a more complicated net but with less number of places. It could be a
benefit during the encoding process. The examples of application of both parallel
decompositions are shown in Fig. 2. Figure 2a shows an initially colored Petri net.
It is colored by two colors:C1 andC2. The first SM-subnet (Fig. 2b) is the same for
both approaches of parallel decomposition and consists of all places colored by
color C1. The second SM-subnet includes two doublers of macroplaces DP1 and
DP2 (Fig. 2c) if the first approach is applied, or one wait place WP0 (Fig. 2d) if
the second one is applied. The doublers or wait place are treated as normal places
in the next steps. It should be also mentioned that there are other algorithms for
SM-subnets extraction, like described in [17, 26, 29], but they have to be adapted
to this synthesis method in case of usage at this step.

2. Encoding of places. The purpose of this step is to assign a binary code to each
place. The encoding is done using minimal number of required bits. One-hot
encoding [22] is not acceptable in this method because the place code is also an
address of operation memory. Places are encoded separately in each SM-subnet,
obtained in previous step. It is required to use
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Fig. 2 Application of parallel decompositions

Ri = �log2 |Pi|� (4)

bits to encode them, where Pi ⊆ P ∪ MPi is a set of places in a subnet that was
created based on the color Ci. The set MPi consists of doublers of macroplaces or
wait place added to this subnet. The variables from set Qi ⊂ Q are used to store
this code, where Q = {q0, . . . , qR−1},

R =
I∑

i=1

Ri (5)

and Qi = {qρ−Ri , . . . , qρ−1}, where ρ = ∑i
ı=1 Rı . Places that belong to the initial

marking set M0 get code equal to 0. If the subnet does not include any place from
the initial marking set M0 the code equal to 0 should be assigned to the wait place
or to the doubler of macroplace that has replaced such place.

3. Formation of conjunctions. Conjunctions describe places, transitions and the place
conditions. They are needed for easier creation of equations that describe the
systems (1). A conjunction describing place p consists of affirmation or negation
of variables qr that are used to store the code of this place. If the code has 0
in the rth bit then negation is used, and if it has 1 then affirmation is used. A
conjunction describing transition t consists of place conjunctions of input places
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to this transition and a condition ϕ assigned to this transition. The hold of place
p condition conjunction consists of negation of sum of transition conjunctions of
all its output transitions and its place conjunction.

4. Formation of logic equations. Logic equations describe functions (1) of combi-
national circuits CCi. They are created according to D flip-flop equation and they
are build of transition conjunctions and hold of place condition conjunctions. If
the variable qr is set to 1 in the code of place p then the sum of corresponding
variables Dr consists of transition conjunctions of all input transitions of p and
the hold of the place condition conjunctions.

5. Formation of memory content. The memory content can be described as the equa-
tions or as a table. It is required to form one table in case of one shared operational
memory or I tables in case of flexible distributed memories, respectively, accord-
ing to the systems (2) or (3). Tables always consist of two columns. First column
is an address and it is described by variables qr ∈ Q or qr ∈ Qi. In case of one
shared operational memory these variables represent superposition of codes of
all states from all subnets, not only allowed markings. The second column is an
operation. The operation is represented by output variables form the set Y or form
the set Yi ⊆ Y , where the set Yi consists only of variables yn that are under con-
trol of the SM-subnet formed by the color Ci. There should be only the variables
that are in the elementary conjunctions ψ associated to the places described by
current address. In case of one shared operational memory this table very often is
very long because it has 2R lines. The other way to describe the memory content
is to create a set of logic equations to describe output variables. They describe
output variable as a sum of place conjunctions of places corresponding to the
elementary conjunctions ψ that consist of corresponding output variables. Such
equations can be formed in both cases of organization of memory. However, it is
recommended to form equations for one shared operational memory and to form
tables for flexible distributed memories.

6. Formation of logic circuit and implementation. This step describes the rules of
creation of an HDL description of Petri net model and its implementation in an
FPGA device. A bottom-up approach is applied. First, there should be created
separate modules/entities for each CCI , RGI , and YI or Y block. Places and
transitions conjunctions can be described using standard bit-wise operators. Then
logic equations can be described with use of these conjunctions also using bit-wise
operators. The module/entity for each CCi block should have X and Q inputs and
Di outputs. The register RGi should be described as Ri-bits D-type register with
asynchronous reset. The typical synthesis template can be used [20]. The memory
Y can be described as the logic equations. Memories YI can be described as the
processes with the case statement. To synthesize memories with utilization of
embedded memory blocks it is required to add special synthesis directive. The
syntax of this directive depends on FPGA vendor. As far as typically the embedded
memory blocks are synchronous, it is also required to create a clock input and
a synchronous reset. The top-level module should describe connections of all
modules according to the logic schematics presented in Fig. 1. Additionally the
global reset signal should be connected to reset inputs of registers and to the reset
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of memory. The global clock signal should be connected to the registers and the
memory. The memory should be trigged by an opposite edge than the registers.
It allows operations to be generated in one clock cycle [6]. Such model of logic
circuit can be passed to the third-party synthesis and implementation tools.

3 Implementation of Synthesis Method

The presented algorithms were implemented in C# in Microsoft .NET environment
as a standalone library called Decompone And VHDL Code Gen [11]. The whole
process of synthesis is fully automated and does not require any interaction with
user. The user is only obligated to choose the method of parallel decomposition
into SM-components with doublers of macroplaces or with one wait place and to
choose the organization of decoder with one shared operational memory or flexible
distributed memories in the beginning of the synthesis process. The whole algorithm
was implemented with use of three classes (Fig. 3). The main class is GenerateHDL.
It includes public method void VHDLCODEGenerate() to run the whole process and
to generate the VHDL code. The entry point is an object-oriented model of colored
Petri net [11] passed to the constructor GenerateHDL(PetriNet net, Sting netName,
String options) of this class. The other two parameters of String type are the name
of the Petri net and options that describe the methods of parallel decomposition and
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Fig. 3 Class diagram of Decompone And VHDL Code Gen library
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of organization of the decoder. The generated VHDL entities are obtained by the
execution of the String GetFinalFile() method. There are also other public methods
List〈String〉 GetCCList(), List〈String〉 GetRGList(), and List〈String〉 GetYList() to
obtain separate files for each entity, and List〈PetriNet〉 GetSubnets() to obtain the
SM-subnets as the object-oriented models. The last method can be used for further
processing of the SM-subnets without the synthesis. Other methods, which perform
particular steps of the synthesis algorithm, are internal and not available for an end-
user. They are invoked automatically by the main method.

This synthesis process is divided into two parts: parallel decomposition of Petri
net (1st step)—implemented in the Decompone class, and creation of VHDL descrip-
tion (6th step)—implemented in the GenHDLCODE class. The second part includes
encoding of places (2nd step) and formation of conjunctions (3rd step), logic equa-
tions (4th step), and memory contents steps (5th step).

The main synthesis process starts from the parallel decomposition of Petri net
into SM-subnets. It is done by the List〈PetriNet〉 Decomponing() method from the
Decompone class invoked on Decompone dec property. The Petri net has to be passed
into constructor Decompone(PetriNet net) of this property.

The other steps of the synthesis algorithm are performed by the methods from
the GenHDLCODE class. All equations are generated directly into VHDL syntax.
It allows an easy and fast generation of description of the model of logic circuit in
VHDL. To start these steps the Boolean GenerateCode() method on the GenHDL-
CODE gen property has to be invoked. The Petri net and SM-subnets are passed into
constructor GenHDLCODE(PetriNet net, List〈PetriNet〉 subnets) of this property.
The GenerateCode method runs all steps in sequence: void generetePlaceCode(),
void genereteTranistionCode(), void genereitHoldingPlaceCode(), void GenereitD-
ForAllSubnets(), void GenereitVHDLCCCodForAllSubnet(), void Genereit-
VHDLRGCodForAllSubnet(), void GenereitVHDLYCodForAllSubnet(), void
GenereitFinalVHDLFile(). These methods run the following steps of synthesis algo-
rithm and store the results in the private lists. Codes, conjunctions and equations are
generated by first four methods. VHDL files are build up from these expressions. The
GenereitVHDLCCCodForAllSubnet method generates the files describing combi-
national circuits and creates one VHDL file for each subnet. The GenereitVHDL-
RGCodForAllSubnet method creates one register for each subnet. The registers only
differ in the length of vector and they are generated based on the synthesis tem-
plate [5]. The GenereitVHDLYCodForAllSubnet method generates all decoders in
VHDL. Finally, the GenereitFinalVHDLFile method creates the top-level module
based on structure of logic circuit (Fig. 1). Such created model of logic circuit can
be passed to the third-party synthesis and implementation tools.

4 Conclusion

A method of architectural synthesis and implementation of application specific logic
controllers into FPGAs was presented in this chapter. A logic circuit of ASCL is
obtained by application of parallel and structural decompositions. Two variants of
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each decomposition have been presented. Next, a special method of logic synthesis
is proposed. The digital design is based on minimal encoding of places in each
SM-subnet. Additionally, output functions are extracted to autonomic blocks and they
can be implemented with the use of embedded memory blocks. It leads to reasonable
usage of different kinds of logic resources of FPGA devices. This method of synthesis
is dedicated to highly concurrent Petri nets with a large number of inputs and outputs.
It provides special benefits when output equations are complicated comparing with
application of the standard method of synthesis.

The presented method was implemented and compiled into the standalone library
that can be used in other CAD systems. Now, the colored Petri net as a graphic
representation of algorithm is used as an entry point to the synthesis method. The
usage of designed library is fully automated, so it could be easily integrated with
design tools in any CAD system. As the output a set of the VHDL files is generated.
These files describe a logic circuit of ASCL and can be used in any commercial CAD
system or synthesis and implementation tools.
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29. Wiśniewski, R., Stefanowicz, Ł., Bukowiec, A., & Lipiński, J. (2014). Theoretical aspects of
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Decomposition-Based Methods
for FSM Implementation

Mariusz Rawski, Piotr Szotkowski and Paweł Tomaszewicz

Abstract Designing a complex digital system requires an effective method for mod-
eling the sequential part of the system. One of the methods is the Finite State Machine
based modeling. The implementation efficiency of the sequential part of the designed
system has usually a great impact on the processing performance of the whole dig-
ital system. Petri nets, which are another method of modeling the sequential part
of systems, can also be transformed into FSM-based models. Thus, development
of effective synthesis methods for FSM implementation is very important. Digital
systems are often implemented in FPGA architectures. Because of their specific
structure, the most efficient synthesis methods are based on functional decomposi-
tion. This chapter discusses decomposition-based methods for FSM implementation
targeting programmable structures.

Keywords FSM · Symbolic function decomposition · Logic synthesis

1 Introduction

Finite state machines (FSM) are an important element used in digital system design
[1, 6, 15, 24]. A typical process of FSM implementation includes restructuring
methods, such as minimization of internal states, which are independent of the target
architecture type in which the FSM is to be implemented. Following that, there is
the state encoding stage, which enables the generation of a logic description of the
state machine. The state machine can then be realized, as efficiently as possible,
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in the resources of the target architecture using various methods of logic synthesis.
The quality of the synthesis method used at this stage affects, to a large extent, the
quality of the FSM’s hardware implementation. This effect is especially noticeable
in the case of implementations targeting Field-Programmable Gate Array (FPGA)
devices. The reason for this is the imperfection of currently used technology mapping
methods. Many of them are algorithms adapted from the synthesis of logic circuits,
designed for standard cell technology—such as logic minimization or factorization
of Boolean functions. Such methods transform Boolean expressions represented as a
sum of products (SOP) into a multi-level, highly factorized structure, which is, then,
mapped into logic cells of an FPGA architecture. Such an approach is incompatible
with the nature of the look-up table (LUT) based logic elements of FPGAs, which—
from the point of view of logic synthesis—are able to realize any function of a
limited number of input variables. Therefore, for programmable structures functional
decomposition is a much more efficient method of logic synthesis. The effectiveness
of this method for the synthesis of combinational circuits for programmable devices
has been repeatedly confirmed in many papers [8, 9, 26, 27].

The application of the concept of decomposition for the synthesis of FSMs was
discussed in the literature as early as in the middle of last century. In [15] an Algebraic
Structure Theory of Sequential Machines has been proposed to solve problems of
encoding and decomposition of the FSM. The decomposition was based on division
of the original machine into smaller state machines connected in serial or parallel and
cooperating with each other to obtain the behavior of the original FSM. This type of
decomposition can be called structural decomposition. The computational complex-
ity of this method is so large, that it makes it impossible to apply it to automata
with higher number of states. Structural decomposition concept was studied in
[3–5, 14].

In the synthesis of finite sate machines, the most important decision to make is the
binary encoding of the symbolic states of the FSM. After this stage, the automaton is
modeled as a combinational next-state and output function and a state register. Bad
state code assignment leads to formation of an FSM that cannot be efficiently imple-
mented by using advanced logic synthesis methods, which usually means that the
hardware implementation would require too much logic resources, will be too slow
and often will have both of these drawbacks. Most research and publications devoted
to the search for optimal state machine encoding methods assume the use of the min-
imum number of internal states, and sometimes the minimum number of encoding
bits—which leads to the minimum number of flip-flops in the hardware implementa-
tion. Sometimes a better solution turns out to be to sacrifice some additional internal
states or flip-flops in order to get a faster operating hardware implementation. Unfor-
tunately, the only way to obtain an optimal state encoding of the finite state machine
is to check all possible solutions [5], and since it is a NP-complete problem, this type
of approach requires computation time unacceptable even for small FSMs.

Most state encoding methods are not adapted to modern programmable structures,
such as FPGAs. Traditional methods for constructing the next-state and output func-
tion of the FSM introduce an assignment of code words to FSM’s states referred to
in literature as highly-encoded states. Finite state machines with such an encoding
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usually require a minimum number of flip-flops to implement the state register and
the next state functions; the computation of each state encoding bit depends on most
of the bits of the current state and input variables—such functions are called wide
combinational functions. Such features of an encoded state machine are acceptable in
implementations in standard cells technology or Programmable Logic Array (PLA)
structures. However—because the FPGA structures are usually composed of a large
number of flip-flops and their logic cells can realize functions of a small number of
variables (narrow combinational functions)—the application of this type of encoding
can lead to a very inefficient implementation, both in terms of required resources and
operating speed. The only method leading to highly-encoded states, which has been
developed in detail and could be used for FPGA structures, is the method proposed
in [15]. However, because of very high computational complexity, it has never been
implemented.

First attempts to develop state assignment algorithms feasible for an implemen-
tation in the form of computer applications date back to 1960. They imitated the
methods used by designers, formulated by Humphrey in [16] in the form of rules
of state code adjacency. Applying these principles in [2, 12] yielded algorithms that
are designed to minimize the number of products of SOP expressions describing
the combinational next-state and output function of the FSM. Although technolo-
gies of digital circuit implementation have changed over the years, the rules formu-
lated by Humphrey became the basis for many generations of state code assignment
algorithms.

A novel approach based on symbolic minimization has been used in Kiss [10] and
its successor Nova [36], both designed for two-level implementations, suitable e.g.,
for PLA technology. The main idea applied in these algorithms was to perform logic
minimization before the states encoding phase. At the stage of logic minimization
authors of the method benefit from the fact that for two-level implementations the
function of the implementation cost can be easily defined. It can be estimated based
on the number of inputs, outputs and the number of products in a minimized form
of the Boolean function.

Unfortunately, for a multi-level implementation it is impossible to propose such a
simple estimation of the implementation cost. In the case of multi-level realiza-
tions a whole group of new challenges appears. The greatest potential of these
implementations—i.e., the ability to apply different trade-offs between the amount of
resources required for implementation, operation speed, power consumption, etc.—
introduces completely new, very complex criteria for automatic synthesis algorithms.
This greatly complicates the process of hardware implementation of FSMs and makes
it very difficult to define a function that assesses the quality (cost) of implementation.

Most encoding methods proposed for multi-level implementations are designed
to generate internal states encoding yielding next-state and output function easy
for mapping by the tool performing the multi-level combinational logic synthesis.
Mustang is one of the earliest methods of this kind [11]. It has been designed to
work with the logic synthesis system MIS [7]. The following two other methods
are examples of this approach: Jedi [21] and Muse [13]. Another method—one-hot
encoding—creates a state machine with one flip-flop for each state, which reduces
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the width of the next-state and output functions (at the cost of the number of bits used
for encoding). Such representation makes the FSM possible to implement effectively
in FPGAs, thus this method is usually preferred for the realization of complex finite
state machines in programmable architectures.

All these methods assume a strong correlation between the size of SOP expres-
sions (or their factorized forms) describing the Boolean function and the quality of
the hardware implementation of the function. However, the heuristics used in con-
ventional synthetic tools are not effective in the case of modern technologies, such as
programmable FPGA structures. This is due to the structure of the logic cell, which
is the basic building block in this technology.

As has been already mentioned, the functional decomposition is considered to
be the most effective method of logic synthesis for FPGA structures. However—for
this type of multi-level synthesis—it is extremely difficult to specify what an easy to
implement function means. Therefore, there is a high probability that the proposed
states encoding will not be compatible with the later stage of the next-state and output
function synthesis based on the functional decomposition.

In [19] there has been proposed a method of states coding Secod, which uses
optimization criteria based on the concept of information measures. This method
is intended to work with the logic synthesis algorithm based on functional decom-
position, which also uses the information measures. Therefore, both methods are
consistent mechanisms for implementation of sequential circuits in an FPGA.

All the previously discussed methods of hardware implementations of FSMs have
a common feature; their implementation process is divided into two stages: states
encoding and synthesis of the encoded next-state and output function (to map it in
the resources of the target technology). In [25] a novel approach to FSM synthesis
for FPGA structures has been proposed—a symbolic functional decomposition.
This concept eliminates the two-stage division of finite state machine synthesis.
The proposed method operates on a symbolic next-state and output function of the
FSM, introducing partial encoding of the state variable for the subsequent stages of
the multi-level synthesis, so as to obtain the best decomposition at a given stage.
With this approach the state encoding is introduced gradually at every consecutive
decomposition iteration of mapping of the FSM into FPGA logic cells.

2 Basic Information

2.1 Blanket Calculus in FSM Modeling

Definition 1 (Finite State Machine) A finite state machine A is an algebraic system
defined by A = 〈I, O, S, δ, λ〉, where I is the set of input symbols, O is the set of
output symbols, S is the set of internal states, δ : S × I → S describes the next-state
function and λ : S × I → O describes the output function.
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Usually input and output symbols are encoded by binary input variables X =
{x1, . . . , xn} and binary output variables Y = {y1, . . . , ym}, while the internal states
are encoded by a symbolic variable, which acts as the input (current state) Q and the
output (next state) Q′. Typically, an FSM is represented as a state transition table,
where each row consists of an input cube (representing the value of the input variables
x1, . . . , xn), a current state, a next state and an output cube (representing the value
of the output variables y1, . . . , yn). Table 1a presents the state transition table of an
example FSM.

Blanket algebra can be used to describe logic dependencies in such an FSM. The
below reviews only some information concerning blanket algebra; a more detailed
description of blanket calculus can be found in [8].

Definition 2 (Blanket) A blanket on a set S is a collection β = {B1, . . . , Bk} of
nonempty and distinct subsets of S, called blocks, whose union is S.

Define nonempty operator ne so that for any collection Si of subsets of S, ne{Si }
is Si with empty blocks removed (if any were present in Si ) and with only one copy
of each block, if the set contained many copies of the same block.

Table 1 (a) State transition table of an example FSM, (b) binary encoding of the Q state variable,
(c) symbolic encoding of the Q state variable

(a) (b) (c)

x1 x2 x3 x4 Q Q′ y1 q1 q2 q3 QU QV

1 1 0 0 0 s1 s1 0 0 0 0 u1 v1

2 0 1 0 0 s1 s1 0 0 0 0 u1 v1

3 0 0 1 0 s1 s2 0 0 0 0 u1 v1

4 0 0 0 1 s1 s2 0 0 0 0 u1 v1

5 1 0 0 0 s2 s2 1 0 0 1 u2 v2

6 0 1 0 0 s2 s3 1 0 0 1 u2 v2

7 0 0 1 0 s2 s2 1 0 0 1 u2 v2

8 0 0 0 1 s2 s1 1 0 0 1 u2 v2

9 1 0 0 0 s3 s3 1 0 1 0 u2 v1

10 0 1 0 0 s3 s5 1 0 1 0 u2 v1

11 0 0 1 0 s3 s3 1 0 1 0 u2 v1

12 0 0 0 1 s3 s5 1 0 1 0 u2 v1

13 1 0 0 0 s4 s4 0 0 1 1 u1 v3

14 0 1 0 0 s4 s2 0 0 1 1 u1 v3

15 0 0 1 0 s4 s3 0 0 1 1 u1 v3

16 0 0 0 1 s4 s3 0 0 1 1 u1 v3

17 1 0 0 0 s5 s5 1 1 0 0 u2 v4

18 0 1 0 0 s5 s5 1 1 0 0 u2 v4

19 0 0 1 0 s5 s1 1 1 0 0 u2 v4

20 0 0 0 1 s5 s4 1 1 0 0 u2 v4
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Definition 3 (Product of blankets) The product β1 · β2 of two blankets is:

β1 · β2 = ne{Bi ∩ B j |Bi ∈ β1i B j ∈ β2}. (1)

For two blankets we write β1 ≤ β2 (β1 is smaller than or equal to β2) if and only
if for every block Bi of β1 there exists a block B j of β2 such that Bi ⊆ B j . The ≤
relation is reflexive and transitive.

Let βx1 , . . . , βxn be two-block blankets induced by input variables x1, . . . , xn , and
βy1 , . . . , βym be two-block blankets induced by output variables y1, . . . , ym ; let βQ be
a multi-block blanket induced by the current state variable, and βQ′ be a multi-block
blanket induced by the next state variable. The relationship that must hold for the
FSM is as follows:

βX · βQ ≤ βQ · βY (2)

where: βX = βx1 · βx2 · · · · · βxn and βY = βy1 · βy2 · · · · · βym .

Example 1 Application of blanket calculus for description of logic dependencies in
the FSM from Table 1a.

βX = βx1 · βx2 · βx3 · βx4 (3)

= {1, 5, 9, 13, 17; 2, 6, 10, 14, 18; 3, 7, 11, 15, 19; 4, 8, 12, 16, 20},
βY = βy1 (4)

= {1, 2, 3, 4, 13, 14, 15, 16; 5, 6, 7, 8, 9, 10, 11, 12, 17, 18, 19, 20},
βQ = {1, 2, 3, 4; 5, 6, 7, 8; 9, 10, 11, 12; 13, 14, 15, 16; 17, 18, 19, 20}, (5)

βQ′ = {1, 2, 8, 19; 3, 4, 5, 7, 14; 6, 9, 11, 15, 16; 13, 20; 10, 12, 17, 18}, (6)

βX · βQ = {1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 16; 17; 18; 19; 20}, (7)

βQ′ · βY = {1, 2; 8, 19; 3, 4, 14; 5, 7; 6, 9, 11; 15, 16; 13; 20; 10, 12, 17, 18}. (8)

It can be easily shown that (7) and (8) satisfy condition (2).

2.2 FSM State Encoding

Hardware implementations use binary logic, so in order to implement an FSM in a
digital system the Q symbolic variable must be encoded. Encoding of the symbolic
variable means replacing it by a set of binary variables in a way that reproduces the
symbolic description in the physical system. Hence the state encoding is the process
of assigning a unique combination of binary variables to each value s from the set S
of the Q symbolic variable. To generate a sufficient number of codes, k ≥ �log2 |Q|�
binary variables have to be used, where |Q| is the cardinality of the Q set. Thus, the
state encoding is a mapping of values S of the Q symbolic variable onto values of the
set of encoding binary variables q1, . . . , qk . Since the Q and Q′ variables are defined
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on the same set of values S, the mapping introduced for the Q variable defines also
the mapping of the Q′ variable, which is replaced by a set of variables q ′

1, . . . , q ′
k .

Let βq1 , . . . , βqk be two-block blankets induced by variables q1, . . . , qk , and
βq ′

1
, . . . , βq ′

k
be two-block blankets induced by variables q ′

1, . . . , q ′
k . The FSM state

encoding is valid if (9) is satisfied.

βq1 · βq2 · · · · · βqk = βQ . (9)

If (9) is satisfied (10) is also satisfied.

βq ′
1
· βq ′

2
· · · · · βq ′

k
= βQ′ . (10)

In other words, the encoding of internal states can be described as the introduction
of such two-block blankets βq1 , . . . , βqk , that satisfy the condition (9). Each βqi

blanket can be obtained by merging the appropriate blocks of the βQ blanket, so as
to obtain two blocks. An example of an encoding of the Q state variable for the finite
state machine described in Table 1a using three binary variables q1, q2, q3 is shown
in Table 1b.

To encode the Q symbolic variable other symbolic variables Q1, . . . , QV can also
be used (symbolic coding). In this case, the βQ1 , . . . , βQV blankets induced by the
symbolic coding variables are multi-block blankets. Their number of blocks depends
on the number of symbolic values held by the coding variables. The βQ1 , . . . , βQV

blankets must also satisfy the condition (9) to make the encoding valid.

Example 2 Symbolic encoding of the Q variable for the FSM from Table 1a.
Let QU and QV be two symbolic variables holding respectively {u1, u2} and

{v1, v2, v3, v4} values (Table 1c). These variables induce the following βQU and βQV

blankets:

βQU = {
u1

1, 2, 3, 4, 13, 14, 15, 16;
u2

5, 6, 7, 8, 9, 10, 11, 12, 17, 18, 19, 20}, (11)

βQV = {
v1

1, 2, 3, 4, 9, 10, 11, 12;
v2

5, 6, 7, 8;
v3

13, 14, 15, 16;
v4

17, 18, 19, 20}. (12)

3 Symbolic Functional Decomposition

As it has been already mentioned, the typical method of FSM synthesis consists
of two stages: the internal state encoding to obtain a Boolean next-state and output
function, and the logic synthesis stage responsible for implementing this function
in the most efficient way in the resources of the target architecture. All encoding
methods for the multi-level implementation are designed to make the next-state and
output function easy to implement for the chosen synthesis method. Unfortunately,
for functional decomposition based synthesis methods there is no reasonable estimate
of the ease feature of the encoded next-state and output function.



110 M. Rawski et al.

Symbolic functional decomposition eliminates the division of the FSM synthesis
process into the separate stages of state encoding and logic synthesis. The proposed
method accepts an FSM description with symbolic states and performs symbolic
decomposition maintaining the multi-value representation of the state and next-state
variables, effectively encoding them partially on every decomposition step, but only
to the extent that is required—and optimal—for the given step.

A symbolic functional decomposition of a finite state machine can be described
in a manner similar to that used for modeling serial functional decomposition of
combinational functions [8].

Let X be the set of primary input variables, Y be the set of primary output variables
of a certain FSM specified by a state transition table. Let Q and Q′ be the multi-
valued variables representing current and next state of this FSM. Let U and V be two
subsets of X such that U ∪ V = X . Let QV and QU be the multi-valued variables
encoding the Q variable. Let βV and βU be blankets induced, respectively, by the
primary input subsets V and U , and βQV , βQU be blankets induced by the multi-
valued variables QV and QU . Let βY and βQ′ be blankets induced by the primary
outputs set and by the next state multi-valued variable Q′.

Theorem 1 (Existence of the symbolic functional decomposition) The FSM has a
symbolic functional decomposition with respect to (U, QU , QV , V ) iff there exists a
blanket βG such that βV · βQV ≤ βG, and βU · βQU · βG ≤ βF , where βF = βY · βQ′ .

A symbolic functional decomposition has been schematically shown in Fig. 1. To
create binary functions G and H it is necessary to encode the QV and QU symbolic
variables using binary variables. The binary encoding of the QV and QU variables
defines the final encoding of the internal states of the FSM.

Example 3 A symbolic functional decomposition of the FSM from Table 2a. For the
example FSM from Table 2a the βxi , βQ , βQ′ , βY and βF blankets are as follows:

βx1 = {1, 2, 3, 5, 6, 7, 9, 11, 13, 14, 15, 18, 19, 20;
1, 3, 4, 5, 6, 8, 10, 12, 13, 16, 17}, (13)

βx2 = {1, 3, 4, 6, 7, 8, 13, 14, 17, 18, 19;

Fig. 1 Schematic
representation of symbolic
functional decomposition
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Table 2 (a) state transition table of the FSM, (b) symbolic encoding of the Q variable

(a) (b)

x1 x2 x3 x4 Q Q′ y1 y2 QU QV

1 – – 0 0 init0 init1 0 0 u1 v1

2 0 1 0 0 init1 init1 0 0 u2 v1

3 – – 1 – init1 init2 1 0 u2 v1

4 1 – 1 0 init2 init4 1 0 u2 v2

5 – 1 1 1 init4 init4 1 0 u3 v4

6 – – 0 1 init4 IOWait 0 1 u3 v4

7 0 0 0 – IOWait IOWait 0 1 u4 v3

8 1 0 0 – IOWait init1 0 1 u4 v3

9 0 1 1 0 IOWait read0 0 0 u4 v3

10 1 1 0 0 IOWait write0 1 1 u4 v3

11 0 1 1 1 IOWait RMACK 1 1 u4 v3

12 1 1 0 1 IOWait WMACK 0 0 u4 v3

13 – 0 1 – IOWait init2 0 1 u4 v3

14 0 0 1 0 RMACK RMACK 1 1 u1 v4

15 0 1 1 1 RMACK read0 0 0 u1 v4

16 1 1 0 0 WMACK WMACK 0 0 u1 v2

17 1 0 0 1 WMACK write0 0 1 u1 v2

18 0 0 0 1 read0 read1 1 1 u2 v4

19 0 0 1 0 read1 IOWait 0 1 u3 v2

20 0 1 0 0 write0 IOWait 0 1 u3 v1

1, 2, 3, 4, 5, 6, 9, 10, 11, 12, 15, 16, 20}, (14)

βx3 = {1, 2, 6, 7, 8, 10, 12, 16, 17, 18, 20; 3, 4, 5, 9, 11, 13, 14, 15, 19}, (15)

βx4 = {1, 2, 3, 4, 7, 8, 9, 10, 13, 14, 16, 19, 20;
3, 5, 6, 7, 8, 11, 12, 13, 15, 17, 18}, (16)

βQ = {1; 2, 3; 4; 5, 6; 7, 8, 9, 10, 11, 12, 13; 14, 15; 16, 17; 18; 19; 20}, (17)

βQ′ = {1, 2, 8; 3, 13; 4, 5; 6, 7, 19, 20; 9, 15; 10, 17; 11, 14; 12, 16; 18}, (18)

βY = {1, 2, 9, 12, 15, 16; 6, 7, 8, 13, 17, 19, 20; 3, 4, 5; 10, 11, 14, 18}, (19)

βF = βY · βQ′ = {1, 2; 3; 4, 5; 6, 7, 19, 20; 8; 9, 15; 10; 11, 14; 12, 16; 13;
17; 18}. (20)

Let U = {x1, x2} and V = {x3, x4} be subsets of the input variable of the FSM. This
means that the βU and βV blankets are βU = βx1 · βx2 and βV = βx3 · βx4 :
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βU = {1, 2, 3, 5, 6, 9, 11, 15, 20; 1, 3, 4, 5, 6, 10, 12, 16; 1, 3, 4, 6, 8, 13, 17;
1, 3, 6, 7, 13, 14, 18, 19}, (21)

βV = {1, 2, 7, 8, 10, 16, 20; 3, 4, 9, 13, 14, 19; 3, 5, 11, 13, 15;
6, 7, 8, 12, 17, 18}. (22)

After the βV and βU blankets are computed it is possible to construct the βQU blanket,
which introduces the QU symbolic variable and partially encodes the state variable
of the FSM. The QU variable is one of the inputs of the H block (Fig. 1).

The βQU blanket constructed at this stage must satisfy the βQ ≤ βQU condition
(βQU cannot introduce separations between symbols not separated by βQ). Addition-
ally, according to Theorem 1, the βU · βQU · βG ≤ βF condition must be met. This
means that the βQU blanket (along with βU ) determines how many separations not
introduced by βU · βQU , but required by βF , will have to be provided by βG .

The βQU blanket can be constructed by merging blocks of the βQ blanket, which
guarantees the fulfillment of the βQ ≤ βQU condition. For example, merging the
first, sixth and seventh blocks of the βQ blanket, then the second, third and eighth,
and finally merging the fourth, ninth and tenth block yields the following four-block
βQU blanket:

βQU = {1, 14, 15, 16, 17; 2, 3, 4, 18; 5, 6, 19, 20; 7, 8, 9, 10, 11, 12, 13}. (23)

The QU multi-valued variable corresponding to that blanket will have four values:
u1, u2, u3 and u4 (Table 2b).

The next step is the construction of the blanket induced by the output of the G block
(the βG blanket). It must satisfy the βU ·βQU ·βG ≤ βF condition, so that together with
the blankets induced by the U variable and the QU symbolic variable all separations
between symbols required by the F function are supplied. The construction of the
βG blanket can be performed using a method known from functional decomposition
of combinational functions, based on incompatibility graph coloring. The vertices
of this graph are the blocks of the βV · βQ blanket—representing inputs of the G
block. The edges of the graph connect the vertices that cannot be merged, because
they provide the separations which must be generated by the outputs of the G block
(so that the decomposed system can properly implement the F function) and are not
supplied by the βU ·βQU blanket. The coloring specifies which blocks of the βV ·βQ
blanket can be merged to form blocks of the βG blanket.

βU · βQU = {1, 14; 1, 15; 1, 16; 1, 17; 2, 3; 3, 4; 3, 18; 5, 6, 20; 6, 19; 7, 13; 8, 13;
9, 11; 10, 12}, (24)

βV · βQ = {1; 2; 3; 4; 5; 6; 7, 8, 10; 7, 8, 12; 9, 13; 11, 13; 14; 15; 16; 17; 18;
19; 20}. (25)
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For the βU · βQU and βV · βQ blankets calculated for the example FSM (formulas
(24) and (25)) this process yields the following βG blanket:

βG = {1, 2, 4, 7, 8, 10, 19, 20; 3, 7, 8, 12, 16, 17; 6, 9, 13, 18; 5, 11, 13, 14, 15}.
(26)

This βG blanket corresponds to the multi-valued variable with four values, so
can be encoded with two binary variables g1 and g2. The last stage of the symbolic
functional decomposition is the construction of the βQV blanket, what is equivalent
to the introduction of the QV symbolic variable which partially encodes the Q state
variable of the FSM. This blanket must satisfy the βQ ≤ βQV and βQV · βV ≤ βG

conditions.
The construction of the βQV blanket is based on merging the blocks of the βQ

blanket in such a way that the resulting blanket delivers all separations required by the
βG blanket which are not delivered by the βV blanket. This process can also be based
on incompatibility graph coloring. The vertices of the graph are the blocks of the βQ

blanket and the edges connect the vertices which cannot be merged without losing
separations important for the G function (separations that have to be delivered at the
output of this function and are not delivered by the βV blanket). For the βG blanket
from (26) and βQ and βV blankets respectively from (17) and (22) this process yields
the following βQV blanket:

βQV = {1, 2, 3, 20; 4, 16, 17, 19; 7, 8, 9, 10, 11, 12, 13; 5, 6, 14, 15, 18}. (27)

Thus, the QV multi-valued variable corresponding to this blanket will have four
values: v1, v2, v3 and v4 (Table 2b).

It can be easily verified that the blankets (21)–(23), (26) and (27) satisfy the
conditions of the Theorem 1. Thus the example FSM from Table 2a has the symbolic
functional decomposition with respect to U, V, QU , and QV .

The truth table describing the G block was shown in Table 3b. After encoding
the βQV blanket (of the QV symbolic variable) with the q1 and q2 binary variables
a truth table can be obtained that describes the G Boolean function with four inputs
and two outputs (Table 3c). This function can be directly implemented in the logic
elements of a typical FPGA architecture. The H function (Table 3a) can be subjected
to further symbolic functional decomposition process, until the blocks obtained in
the process can be directly implemented in FPGA logic cells.

4 Algorithms

As it was explained previously, the symbolic functional decomposition method com-
prises a few subsequent stages: the partitioning of the binary inputs into the U and
V sets, the construction of the βQU blanket, the construction of the βG blanket and
the construction of the βQV blanket. After completing these stages the symbolic
function F describing the state transition table of the finite state machine can be
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represented as two functions, G and H , ready to undergo subsequent decomposition
processes if needed, up to a point when they can be easily implemented (e.g., they fit
into an FPGA device LUT cells directly). For each of the stages various algorithms
were proposed in [30–35].

4.1 Selection of the U and V Input Sets

The first stage of the symbolic functional decomposition method is the partitioning of
X , the set of binary inputs, into the U and V (free and bound) sets—the direct inputs
to, respectively, the H and G decomposed functions. In most cases U ∪ V = X ; in
rare cases some of the inputs might have no bearing on the outputs of the F function
and can be discarded altogether, in which case U ∪ V ⊂ X .

If U ∩ V = ∅ (i.e., the G and H functions have no common binary inputs) then
the decomposition is disjoint. If U ∩ V �= ∅ then the decomposition is non-disjoint
and some of the binary inputs are shared between the G and H functions.

Various algorithms for generating the U and V sets have been proposed. The sim-
plest one generates all possible U and V combinations. An example implementation
could generate all integers between 0 and 2|X | − 1 (so all |X |-bit integers), and for
every such integer i generate a pair of U and V sets where the x j input goes to the
U set if the j th bit of i is 0 and to the V set if it’s 1. The U and V pairs where
the V set is too large (e.g., where V has more than four elements when targeting
FPGA devices with four-input LUT cells) can then be discarded to limit the number
of considered decompositions. Such generation of the U and V sets is relatively fast,
but the number of U and V pairs grows exponentially with the number of inputs and
the order in which the pairs are generated is not related to the relative significance
of the inputs.

As the blankets constructed in the process of decomposition must satisfy the
βV · βQV ≤ βG and βU · βQU · βG ≤ βF conditions, the selection of U and V
sets—which defines the βU and βV blankets—has crucial impact. If the βU blanket
provides most of the separations required by the βF blanket, the βG blanket does not
have to provide many separations and can be implemented on very few binary inputs
to the H function. Similarly, if βV provides most of the separations required by βG ,
the βQV blanket can have only a few blocks and can be implemented on a very small
number of binary inputs to the G function.

In most cases different FSM inputs provide different amount of information rel-
evant for the functionality of the FSM (some inputs bear a lot of significant infor-
mation, while others almost—or exactly—none); the relative relevance of the inputs
can be represented by the number of separations provided by the given input from
all of the separations required by the βF blanket.

As the existing research concludes, the number of separations required by the
βF blanket and provided by a given input varies greatly from input to input. Inputs
with many relevant separations should be selected for the U set (so that the most
relevant information passes directly to the H function in as few inputs as possible),
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while inputs with few relevant separations should be selected for the V set (so the
G function can compress the relevant information from these inputs into as few
blocks of the βG blanket as necessary, yielding fewer physical lines implementing
βG).

This selection can be performed by creating a sequence s of the inputs ordered by
the number of relevant separations they provide (including the state input, represented
in s by �log2(|Q|)� elements—i.e., the minimal number of bits required to implement
the Q state variable), and subsequently generating all numbers from 0 to 2|s| −1. The
binary representation of each number can then be used again as a bit mask: elements
of the s sequence matching 0 bits are selected for the U set, while elements matching
1 bits are selected for the V set. This yields subsequent U and V input sets that favor
selecting inputs providing many relevant separations for the U set before yielding U
and V combinations that would put these inputs in the V set.

Example 4 U and V set generation based on number of separations for the bench-
mark s27 FSM.

The standard benchmark s27 FSM has four inputs (x3, x2, x1 and x0) and six states;
its βF blanket requires 463 separations. β0 (blanket induced by the x0 input) provides
270 separations, of which 267 are required by βF (i.e., relevant). Similarly, β1 pro-
vides 104 separations (88 relevant), β2 provides 182 separations (180 relevant) and
β3 provides 20 separations (16 relevant). βQ (blanket induced by the state variable)
provides 471 separations, of which 384 are relevant. As the FSM has six states, the
minimal number of physical inputs required to implement the state variable equals
3—so it can be said that the state variable provides 128 relevant separations per
input required. This leads to the following sequence of inputs sorted by general rel-
evance counts: x0, x2, q, q, q, x1, x3 (where the q elements are the state variable
placeholders).

Once this sequence is generated, the U and V sets are constructed similarly to
the simple algorithm described above—with the exception that the only numbers
considered for input selection are these with the count of 1s in their binary represen-
tation equal to the desired number of inputs to the G function; also, the q placeholder
inputs are dropped from the final U and V sets and any repeating (U, V ) pairs are
ignored.

For the example benchmark s27 FSM the input generation sequence is shown in
Table 4—this example shows that in successive (U, V ) pairs the inputs going into
the V set are the least relevant ones (and their combinations); this means that the
decomposition process which uses this algorithm will give priority to the U and
V sets in which the most relevant inputs are passed into the H function, while the
G function is used to compress information from the least relevant inputs into fewer
physical lines.

A variation of this algorithm can order the inputs by the number of unique relevant
separations (out of the separations required by βF ) provided by each of the input—
such algorithm would favour connecting inputs that provide unique information to
the H function (as they would get selected for the U set).
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Table 4 General relevance U and V sets for s27 and a device with three-input LUT cells

Number Sequence: x0, x2, q, q, q, x1, x3 Discard q Notes

U set (bit = 0) V set (bit = 1) U set V set

0000111b x0, x2, q, q q, x1, x3 x0, x2 x1, x3

0001011b x0, x2, q, q q, x1, x3 x0, x2 x1, x3 Discarded as
repeating

0001101b x0, x2, q, x1 q, q, x3 x0, x2, x1 x3

0001110b x0, x2, q, x3 q, q, x1 x0, x2, x3 x1

0010011b x0, x2, q, q q, x1, x3 x0, x2 x1, x3 Discarded as
repeating

0010101b x0, x2, q, x1 q, q, x3 x0, x2, x1 x3 Discarded as
repeating

0010110b x0, x2, q, x3 q, q, x1 x0, x2, x3 x1 Discarded as
repeating

0011001b x0, x2, q, x1 q, q, x3 x0, x2, x1 x3 Discarded as
repeating

0011010b x0, x2, q, x3 q, q, x1 x0, x2, x3 x1 Discarded as
repeating

0011100b x0, x2, x1, x3 q, q, q x0, x2, x1, x3 ∅
0100011b x0, q, q, q x2, x1, x3 x0 x2, x1, x3

0100101b x0, q, q, x1 x2, q, x3 x0, x1 x2, x3

0100110b x0, q, q, x3 x2, q, x3 x0, x3 x2, x1

· · · · · · · · · · · · · · ·

4.2 Construction of the βQU Blanket

The second stage of the decomposition process is the construction of the βQU blanket.
This blanket has to satisfy the βQ ≤ βQU and βU · βQU · βG ≤ βF conditions; i.e.,
the blocks of the βQU blanket must be constructed from the blocks of the βQ blanket
in such a way that each is a—not necessarily proper—superset of one of the blocks
of the βQ blanket; also, βQU should provide as many separations required by βF and
not provided by βU as possible.

The number of blocks in the βQU blanket is important for the decomposition’s
quality; the fewer blocks it has, the fewer physical lines will be required in the final
implementation of the FSM (the number of physical lines required to implement
this blanket is equal to the base-two logarithm of the number of the blanket’s blocks,
rounded up). At the same time, the fewer blocks this blanket has, the fewer separations
it can provide. All of the separations required by the βF blanket and not provided by
the βU blanket have to be provided by either βQU or βG ; the fewer of them come from
βQU , the more will have to come from βG , and the more physical lines will be required
to implement βG (thus reducing the advantage of a ‘small’ βQU blanket)—also note
that the physical lines implementing βG are both the outputs of the G function and
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inputs of the H function, so their number impacts the complexity of both G and H
functions significantly.

To satisfy the βQ ≤ βQU condition, algorithms for constructing the βQU blanket
must start with blocks of the βQ blanket and merge them in a way that provides as
many separations relevant for the βF blanket (and not provided by βU ) as possible.
As all of the separations not provided by βU · βQU and required by βF need to be
provided by βG , targeting a small βG (one with relatively few blocks) can also be
the basis of the algorithm.

One of the algorithms described in [32] creates the βQU blanket by merging the
blocks of the βQ blanket in a way that yields βG blanket with the given, small number
of blocks, while also striving for as few blocks of the βQU blanket as possible; in
particular, a result where log2(|βQU |) < log2(|βQ |) means that the βQU blanket is
implementable on fewer physical lines than required by βQ .

Another βQU construction algorithm creates an incompatibility graph where the
vertices represent the blocks of the βQ blanket, and the edges connect those of the
vertices that would lose relevant (required by βF and not provided by βU ) separations
if merged; the edges are labeled with the number of relevant separations lost on the
given merge. If the vertices of the graph are then subsequently merged in order
of increasing edge labels (starting with vertices not connected by any edge), each
merging yields a smaller βQU blanket—at the increasing cost in the size of the βG

blanket.

Example 5 βQU construction for the edge-labeling algorithm.

For the example finite state machine from Table 2 and U = {x1, x2}, the initial
βQU graph is constructed as on Fig. 2. The vertices of the graph represent the blocks
of the βQ blanket, while the edges connect those of the vertices/blocks which, at best,
shouldn’t be merged—if they are, some of the separations are lost and have to be
provided by the βG blanket (the weight of the edge equals the number of separations
lost in a given merge).

The algorithm first tries to find a pair of vertices that is not connected (so the
represented blocks can be merged at no cost); in the example case, the 19 and 20
blocks form such a pair. Once the graph is complete, the algorithm finds the cheapest
pair to merge and merges it.

The number of binary inputs required for implementation of any given blanket
is equal to the base-two logarithm from the number of states (rounded up); thus,
the initial number of binary inputs for encoding the ten-block βQU blanket would be
four. The algorithm merges the blocks until the number of the binary inputs is smaller
(so, in this case, until there are at most eight blocks, and, thus, three binary inputs
suffice) and then yields the resulting βQU blanket so that the corresponding βG and
βQV blankets can be constructed. The algorithm then makes the βQU blanket smaller
again (in this example, merges it down to four blocks). This process is repeated until
the blanket is merged down to a single block (which creates a βQU blanket that does
not provide any separations—but also does not require any physical lines; in this
case, all of the separations that must be provided by the state variable are passed
through the βQV blanket).
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Fig. 2 Incompatibility graph for the βQU blanket, unmerged
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Fig. 3 Incompatibility graph for the βQU blanket, merged

In the case of the example incompatibility graph from Fig. 2, the best decompo-
sition was later obtained when the βQU blanket was merged down to four blocks, as
seen on Fig. 3. In this case the final βQU blanket equals

βQU = {1,2,3; 4,5,6,18,19,20; 7,8,9,10,11,12,13; 14,15,16,17}.
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4.3 Construction of the βG and βQV Blankets

The last stages of the decomposition process is the construction of the βG and βQV

blankets. The βG blanket has to satisfy the βU · βQU · βG ≤ βF and βV · βQ ≤ βG

conditions—i.e., it has to provide all of the separations required by βF and not
provided by βU nor βQU , while at the same time its blocks can’t be smaller than the
blocks of the βV · βQ blanket (this means that the blocks of βG must be supersets—
although not neccessarily proper—of βV · βQ blocks).

The βQV blanket has to satisfy the βQ ≤ βQV and βV · βQV ≤ βG conditions: its
blocks have to be constructed from the blocks of the βQ blanket, but in a way that
provides the βG blanket with all the required separations not provided by βV .

These two blankets can be constructed either separately (first βG , then βQV ) or in
parallel. When constructed separately, the same algorithms can be used to construct
βG and βQV .

One such algorithm, described in [32], is based on graph colouring of an incom-
patibility graph. An incompatibility graph for βG construction is one where vertices
represent the blocks of the βV · βQ blanket and edges connect those of the blocks
that cannot be merged (because doing so would remove separations required by βF

and not provided by βQ · βQU ). Giving this graph a proper graph colouring and then
creating a blanket by combining blocks represented by same-colour vertices yields
βG that satisfies both conditions.

Similarly, constructing and colouring an incompatibility graph where vertices
represent the βQ blocks and edges connect blocks that must be kept apart to provide
separations required by βG and not provided by βV yields βQV blanket that satisfies
both βQ ≤ βQV and βV · βQV ≤ βG conditions.

Another algorithm for creating βG and βQV relies on graph merging; the graphs—
created similarly to the ones in the graph colouring algorithm above—have their
vertices merged (starting with vertices of the smallest degree). This algorithm is
similar to graph colouring in that it yields βG and βQV blankets that efficiently
provide required separations, but where graph colouring strives to use as few colours
as possible (and so 7-coloured graph is considered better than 8-coloured graph as
much as 8-coloured graph is considered better than 9-coloured graph), graph merging
recognises that certain merges are more significant than others: a 9-block blanket
requires four physical lines to be implemented, while both 8- and 7-block blankets
require three physical lines. Being able to merge a 9-vertice graph to 8 vertices is
much more important than being able to merge an 8-vertice graph to 7 vertices.

Example 6 βG and βQV construction for the graph merging algorithm.

In the case of the example finite state machine from Table 2 and assuming the
example U = {x1, x2}, V = {x3, x4} once again

βQ · βV = {1; 2; 3; 4; 5; 6; 7,8,10; 7,8,12; 9,13; 11,13; 14; 15; 16; 17; 18; 19; 20}.
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Fig. 4 Incompatibility graph for the βG blanket, unmerged

Assuming the previously constructed βQU blanket

βQU = {1,2,3; 4,5,6,18,19,20; 7,8,9,10,11,12,13; 14,15,16,17},

the initial graph for the βG blanket is presented in Fig. 4. As can be seen, its ver-
tices represent the blocks of the βV · βQ blanket, while edges connect these of the
blocks/vertices which have to be separated.

The number of blocks of this graph governs the number of binary outputs from the
G block, and the algorithm merges them until the number of the outputs is smaller
than the number of outputs yielded by the initial graph (or until the graph becomes
complete, as in this case no more blocks can be merged).

In the case of the above example, the graph is merged down to the four-vertex
graph presented in Fig. 5. Thus, the resulting βG blanket equals

Fig. 5 Incompatibility graph
for the βG blanket, merged
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Fig. 6 Incompatibility
graph for the βQV blanket,
unmerged
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βG = {1,7,8,10; 2,4,5,11,13,18; 3,6,9,13,14,15,16,17,19,20; 7,8,12}.

In the case of the example βG blanket computed above, the initial graph for the
βQV blanket is presented in Fig. 6.

Again, this graph is merged down until it’s implementable with the minimum
number of binary inputs; in the case of the example graph from Fig. 6, the resulting
graph has three vertices and is presented in Fig. 7. Thus, the resulting βQV blanket
equals

βQV = {1,7,8,9,10,11,12,13,19; 2,3,14,15,18; 4,5,6,16,17,20}.

Fig. 7 Incompatibility graph
for the βQV blanket, merged
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The last algorithm described in [32] constructs βG and βQV in parallel by creating
an incompatibility graph from the blocks of the βQ · βV blanket, and then colouring
it with two kinds of colours (one for βG , one for βQV ) in a way that tries to make
both βG and βQV as small as possible in lockstep.

5 Experimental Results

The approach and algorithms described in this chapter were implemented and tested
in prototypical software for decomposition of finite state machines.

Table 5 shows decomposition results of standard benchmark finite state machines
into four-input, one-output logic blocks obtained using the art décomp program and
compares them to the synthesis of the same FSMs done with logic design CAD tools A
and B. The FSMs were described in Hardware Description Language (HDL) [23],
with the states encoded using four different methods—the JEDI method described
in [22], the NOVA method described in [36], the one-hot method (where the number

Table 5 Results of comparison with CAD tools A and B for a device with 4/1 LUT cells

FSM art
décomp

CAD tool A CAD tool B

JEDI NOVA Random One-hot JEDI NOVA Random One-hot

bbtas 8 9 9 9 9 6 6 6 8

beecount 10 24 24 24 23 23 24 25 51

dk27 5 8 8 8 8 5 5 5 10

donfile 0 54 54 54 54 0 0 0 0

ex3 9 16 16 16 16 17 20 25 42

ex7 10 13 13 13 13 23 23 18 38

lion 3 7 7 7 7 3 3 3 5

lion9 3 16 17 16 17 11 12 20 15

mc 9 10 10 10 10 6 7 7 10

modulo12 0 0 0 0 0 0 0 0 0

opus 24 28 28 28 28 40 49 53 56

s27 7 22 22 22 22 6 15 15 31

s8 0 17 17 17 17 0 0 0 0

shiftreg 4 9 9 9 9 4 3 4 9

train4 3 5 5 5 5 3 3 3 4

train11 5 17 17 17 17 17 18 22 39
∑

100 255 256 255 255 164 188 206 318
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of bits used for state encoding equals the number of states, and state number n is
encoded with the value 2n—thus the binary value has always exactly one bit set
to 1, and hence the one-hot name) and with a random minimal-length encoding. For
almost all FSMs the art décomp program yields the best results (and they are always
better than the ones obtained using the one-hot encoding, which CAD tool B uses
by default), and is the best overall solution.

Table 6 presents the same FSMs synthesised from their description in Hardware
Description Language (HDL) files and encoded with the same encodings as previ-
ously plus all the encodings provided by the CAD tool: sequential encoding, minimal-
length encoding and encodings using the Gray and Johnson codes (two approaches
where subsequent states are encoded using codes that differ on a single bit). Using
a more symbolic HDL representation of a finite state machine yields worse results
(except for the one-hot encoding, which yields better overall results when the FSMs
are described in HDL). Once again, the art décomp program yields by far the best
overall results.

Table 7 presents results for example FSMs decomposed into 5/1 and 4/2 blocks
and compared with a counterpart implementation using logic design CAD tool A. As
with the previous results for this CAD tool, the donfile and s8 static-output FSMs are
not recognised properly (albeit implemented in many fewer blocks than in the case
of the architecture with 4/1 LUT cells), and again the encoding has only minimal
impact on the results. Once again the art décomp program yields the best results for
every FSM.

Table 8 presents the results of decomposition into 5/1 and 4/2 blocks from the
art décomp program and compares them with the results published in [18]. Those
results were obtained by encoding the states using the Secode method (described
therein), the MINISUP method described in [20] and the previously mentioned JEDI,
NOVA (with two different strategies of obtaining the state encoding), one-hot and
random encodings; the encoded FSMs were subsequently synthesised using the SIS
tool described in [28]. Once again, the art décomp program yields the best overall
results.

Table 9 present the results of decomposition into 5/1 blocks from the art décomp
program and compares them with the results published in [29]. Those results were
obtained by encoding the states using the Secode, JEDI and one-hot methods, as
well as using the Gray code and simple sequential encoding; the encoded FSMs
were subsequently synthesised using the IRMA2FPGA tool described in [17]. Here
also the art décomp program yields the best overall results.
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Table 7 Results of comparison with CAD tool A for a device with both 5/1 and 4/2 LUT cells

FSM art décomp JEDI Random NOVA One-hot

bbara 10 14 14 13 13

bbtas 5 5 5 5 5

beecount 7 13 12 12 12

dk15 7 18 17 18 18

dk17 6 8 9 10 11

dk27 3 5 4 5 5

dk512 7 10 11 11 10

donfile 0 27 27 27 27

ex3 7 9 9 9 9

ex5 5 7 8 7 8

ex6 16 20 20 20 20

ex7 7 7 7 7 7

lion 2 4 4 4 4

lion9 2 10 10 11 11

modulo12 0 0 0 0 0

opus 12 16 16 16 17

s27 4 11 11 11 11

s8 0 9 9 9 9

shiftreg 2 6 6 6 5

train4 2 3 3 3 3

train11 4 9 9 9 9
∑

108 211 211 213 214

Table 8 Results of comparison with SIS for a device with both 5/1 and 4/2 LUT cells

FSM art
décomp

Secode JEDI NOVA-i NOVA-io MINISUP One-hot

bbara 10 7 11 13 14 16 15

bbtas 5 4 5 3 4 6 6

beecount 7 6 9 8 9 8 12

dk15 7 12 11 13 13 13 17

dk17 6 10 11 9 11 13 17

dk27 3 3 3 4 3 4 6

lion 2 2 2 3 2 2 3

s8 0 1 1 1 1 1 9
∑

40 45 53 54 57 63 85
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Table 9 Results of comparison with IRMA2FPGA for a device with 5/1 LUT cells

FSM art décomp Secode Gray JEDI Sequential One-hot

bbara 11 12 11 15 15 20

bbtas 5 5 5 5 5 8

beecount 8 6 8 9 10 13

dk15 7 7 7 7 7 12

dk17 6 6 6 6 6 16

dk27 5 5 5 5 5 8

dk512 7 7 7 7 7 19

ex5 5 7 8 11 10 15

ex6 17 21 29 24 29 25

lion 3 3 3 3 3 5

lion9 3 3 4 5 4 10

mc 7 7 7 7 7 7

s27 6 4 5 4 7 15

s8 0 1 6 5 5 8

shiftreg 4 4 4 4 4 9

train11 4 3 7 6 7 13
∑

98 101 122 123 131 203

6 Conclusions

As mentioned in the introduction, the currently widespread two-step approach to
implementation of finite state machines in FPGA devices does not yield optimal
results due to the definitive character of assigning final binary encodings to the
FSM’s states prior to the mapping step; because of the complexity of the (often,
multi-level) logic synthesis process, creating a universal algorithm for pre-encoding
the state variable is very hard. The symbolic functional decomposition method, which
side-steps the issue by retaining the relevant information about the states of the FSM
through the mapping process, yields better results than the two-step approaches; at
the same time, the algorithms currently implementing this method still leaves room
for improvement.
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25. Rawski, M. (2004). The novel approach to FSM synthesis targeted FPGA architectures. In
Proceedings of IFAC Workshop on Programmable Devices and Systems, PDS, IFAC (pp. 169–
174).
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Using UML Behavior Diagrams
for Graphical Specification of Programs
for Logic Controllers

Grzegorz Bazydło and Marian Adamski

Abstract The Unified Modeling Language (UML) is one of the most popular
software engineering standards. The UML was designed for specifying, visualiz-
ing, constructing and documenting artifacts of software systems. But it could be also
very useful for business modeling and can be used successfully for modeling digital
systems, including logic controllers. The current version of UML contains fourteen
types of diagrams. These diagrams help designer to model large and complex sys-
tems, but not all of the diagrams can be suitable for use in the area of hardware
design. In the chapter each type of behavior diagrams is analysed and illustrated as
an appropriate example. The results show which types of diagrams can be useful in
the digital system design process.

Keywords UML · Behavior diagram · State machine · Logic controller

1 Introduction

Nowadays the design process of the digital system can be long and complicated.
Before a digital circuit goes into production, the designer must go through all the
phases of digital system design [1]:

• specification,
• verification of the specification,
• synthesis,
• verification of the implementation,
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• documenting the project,
• preparation of test.

The most important phase of the design process is the specification stage, because
it has the greatest influence on the quality of the results.Wrong specification generates
always an erroneous system. The user requirements are the basis for the development
of system specification, and are given very often informally in natural language.
Therefore the main aim of this phase is to precisely express the external effects of
the designed system. An additional advantage of the formal specification is ensuring
that the system behaves in a way acceptable by the future user.

Because nowadays the modelled systems are large and complex, the designer
has to use special software for specification, simulation, synthesis and implemen-
tation. The main goal is to produce more efficient and faultless systems, because
the correction of hardware errors can be very expensive and is often associated with
replacement of the device. Therefore the goal of using advanced languages (e.g.
UML), methods and tools is to eliminate as many errors at the specification phase as
it is possible.

2 Unified Modeling Language

The Unified Modeling Language (UML) is one of the better known modeling lan-
guages of software systems, especially object-oriented. The creators of UML are
three methodologists: Grady Booch, Ivar Jacobson and James Rumbaugh [4]. The
first version (0.8) of UMLwas published in 1995, and the current version is 2.5 [11].
The main aim of the UML is to support the specification, visualization, construc-
tion, and documentation of software systems [4]. It is possible, thanks to 14 types of
diagrams, to allow the designer to look at the modelled system from different per-
spectives, with the emphasis on certain aspects. UML diagrams can be used not only
for communication between project teammembers, but also in conversation with the
end user or customer. The UML supports concurrent, hierarchical and distributed
systems, and can be used to present system details to meet the requirements or make
analysis [6].

Diagrams—the main tool offered by the UML—can be divided into two groups:
structure and behavior diagrams. Seven types of the diagrams (class, object, package,
component, composite structure, profile and deployment) are used mainly in the
presentation of the physical organization of the elements in the system. Behavior
diagrams, in contrast to the structure diagrams, focus on describing the behavior of
the system components. They are very helpful in describing requirements, operations
and internal state changes. Members of this group are as follows: use case, activity,
state machine, sequence, communication, interaction overview and timing diagrams.

UML may be advantageous at some stages of the digital systems design process,
although it was created primarily to support engineers in the software design process.
In the following sections,with the use of an exemplary control system,wewill analyse
each UML behavior diagram to show at which stage and how it can be used. The
possibility and advantages of using UML structure diagrams was discussed in detail
in [3].
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3 Logic Controller Example

Figure1 presents a mixer machine for beverage production and distribution (Mixer).
The example is taken from [12] and supplemented with support for system failure
[2]. The detailed description of the behavior of theMixer control system can be found
in [3]. To better understand the rest of the chapter, we decided to cite it.

The controller works in the following way: the operator pressing the start button
(x1) initiates the processes in which tanks 1 and 2 are being filled and the containers
for the beverages are delivered (signal y3). Active signal x4 means, that containers
have been placed correctly on the trolley. Then valves y10 and y11 are opened until
the tanks are filled, and this information is indicated respectively by sensors x5 and x7.
In turn, the delivery of the containers is connected with the movement of the trolley
with containers (active signal y12) and finishes when the trolley reaches the sensor
x13. After filling of the tanks, the ingredients are being prepared, which is initiated
with signals y1 and y2. An indication of the sensors: x2 for the first container and x3
for the second container means that the ingredients in tanks 1 and 2 were prepared.
Ready components are poured into the third tank by opening valves y5 and y6 and
mixed (active signal y4 until deactivation x9). The valves are closed after emptying
the tanks 1 and 2. The situation is signaled by sensors x6, x8 and x9 respectively.
When one of the containers is ready, it is independently filled and closed (signals x10
and x11). After the completion of both processes, the trolley with containers moves
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CONSOLE

Start

x12x13
Trolley

y12 y9

Tank 1

y7 Tank 3

x6

x5

Mixer
y4

y8

y10

Tank 2

x8

x7

y11

y5 y6

x10 x11

x4x1

Container
1

Container
2

Ingredient 1 Ingredient 2x2 x3
y1 y2

y3

Breakdown

au

y4

x9

Timer

Fig. 1 Industrial Mixer process diagram
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CONTROLLERx1
au

 x2   x3   x4   x5   x6   x7  x8  x10 x11 x12 x13 x9

y4

OPERATOR’S 
CONSOLE

Start

Breakdown      y1   y2   y3   y5   y6  y7  y8  y9  y10 y11 y12

Fig. 2 A controller’s block diagram for Mixer control system

back to its initial position, which is signaled by y9. Sensor x12 is active when the
system is ready for the further operation [3].

Formally, the presented controller consists of fourteen input sensors and twelve
output signals. Controller’s block diagram is shown in Fig. 2.

3.1 Use Case Diagram

Thefirst step in the design systemprocess is the analysis of the user requirements [15].
Use case diagrams can be very helpful here, because they represent the functional
requirements of the system and provide implementation-independent view of what
is expected of the system [10]. Use case diagram show the features of the designed
system in a way seen by the future users. A user symbol used on the diagrams, called
“an actor”, represents the master system that will be used. In this particular case it
is a person—namely the system operator. Ovals with names in the middle represent
the “use cases”. Between use cases several types of associations can occur. The two
most common are: include and extend [4].

In the digital system design, especially logic controllers design, use cases play a
different role than in the object-oriented systems design. There use cases represent
not features of the design system, but rather functions of the controlled object [8].
Figure3 shows the use case diagram for the Mixer control system example.

Use case diagrams can be very useful at the specification phase of logic controllers
design, because they allow to model the interface of the system [7]. The use cases
presented in Fig. 3 overlap with the operation modes of the controller, which is also
reflected in the operator’s console (two buttons for the two main use cases). In addi-
tion, this diagram does not require the user to possess subject-specific engineering
knowledge and is therefore very helpful in discussing with the customer about the
requirements [2].
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Movement of trolley

Preparation of
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Beverage production

Support system
breakdown

«include»

«include»

Operator

Mixing and
filling of containers

«include»

Fig. 3 A use case diagram for the Mixer control system

3.2 Activity Diagram

An activity diagram can be seen as one of the type of a block diagram. It shows a
control flow from one activity to another. Activity is a kind of behavior consisting of
at least one indivisible action. When an activity ends it means, that the system state
has changed, and control is immediately passed to the next activity. To describe the
control flow, it is convenient to use a “token” as a term, an idea taken from the Petri
nets [13].

Activity diagrams can also be used to model the control flow inside the use case
[4, 6]. In Fig. 4 an activity diagram is shown realizing the control flow from Beverage
production use case (Fig. 3) for the Mixer control system.

Activity diagrams can be very helpful in the design of test programs (so-called
“testbenches”)—used at the stage of behavioral simulation—because they show the
selected control scenarios.

3.3 State Machine Diagram

State machine diagrams are used to show the control flow between the object states.
A prototype for the state machine diagrams were statecharts [5]. The state models a
situation during which some invariant condition holds. The invariant may represent
a static situation such as an object waiting for some external event to occur or it can
model dynamic conditions such as the process of performing some behavior [11].
The state machine is the sequence of object’s states reached in response to input
events and reactions to these events. Hence, the diagram shows the state machine
of one object or the whole system treated as single entity [4]. By the use of the
composite states it is possible to model the system at the given level of abstraction.
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Fig. 4 An activity diagram for the Beverage production use case (from Fig. 3)

Figure5 presents the state machine diagram for the Mixer control system example
at the highest level of hierarchy. Note that the states Beverage preparation and
movement of trolley to the left and Filling of containers are composite states with
hidden details (marked with two connected circles at the bottom right corner).
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Fig. 5 A state machine
diagram for the Mixer
control system
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Undoubtedly the state machine diagrams are the most important and the most
effective tool for the graphic specification of programs for logic controllers. With the
support of concurrency and hierarchy of the design system and the precise semantics,
state machine diagram allows one to develop a complete and unambiguous descrip-
tion of the logic controller behavior [8, 9, 14]. The diagram represents all states in
which the controller object can be, and therefore it can be also helpful in the devel-
opment of test scenarios. A detailed description of the state machine diagrams for
specification of logic controllers’ programs can be found in [2].

3.4 Sequence Diagram

The other four types of diagrams (sequence, communication, interaction overview
and timing diagrams) belong to the “interaction diagrams” subgroup. Most com-
monly used diagrams here are the sequence diagrams. They are very helpful in
highlight the sequence of messages transmitted between system elements (usually
objects) during system’s work. Usually, the sequence diagram shows the behavior
of the system for only one use case [10]. Sequence diagram has two dimensions:
objects (horizontal) and time (vertical). The arrows indicate the messages sent or the
induced operations. An example sequence diagram that realizesMovement of trolley
use case (from Fig. 3) is presented in Fig. 6.

In Fig. 6 the object controller is the only element of the system related to the
logic controller program (as it was mentioned above, such programs are not usually
object-oriented). Other objects represent real nodes, and positioning them on the
diagram is rather unnatural, although it may help in understanding the behavior of
the controller. Therefore sequence diagrams are in our opinion not very useful in the
specification of programs for logic controllers. However, some authors indicate that
the diagrams can be used to develop test scenarios for designed system [8].



138 G. Bazydło and M. Adamski

trolley:
Trolley

controller:
LogicController

x13:
LocationSensor

x12:
LocationSensor

y12

x13

y9

x12

!y12

!y9

Fig. 6 A sequence diagram for the Movement of trolley use case (from Fig. 3)

3.5 Communication Diagram

Communication diagrams are very similar to sequence diagrams, the difference lies
in the way of presenting the communication between system elements. The commu-
nication diagrams place greater emphasis on the objects rather than on the sequence
of the exchanged messages. Figure7 shows the communication diagram that realizes
Movement of trolley use case from Fig. 3.

Communication diagrams similarly to sequence diagrams, due to their strong
object-oriented nature, are in our opinion not very useful in designing programs for
logic controllers.

Fig. 7 A communication
diagram for the Movement of
trolley use case (from Fig. 3)
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3.6 Interaction Overview Diagram

Interaction overview diagrams are not commonly used in software or non-software
systemdesign. The interaction overviewdiagram is a combination of activity diagram
and sequence diagrams, in which activities are replaced with sequence diagrams. An
exemplary interaction overview diagram for the Mixer control system that realizes
Movement of trolley use case from Fig. 3 is shown in Fig. 8.
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overview diagram for the
Movement of trolley use case
(from Fig. 3)
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Due to object-oriented nature of sequence diagrams, which are the main compo-
nents of interaction overview diagrams, the use of such diagrams in the specification
programs of logic controllers is rather doubtful.

3.7 Timing Diagram

These diagrams emphasize the time constraints of a single element or an entire group
of objects. It is worth mentioning that this type of a diagram was added to UML only
in version 2.0 and above, and therefore their use in the design of digital systems is
not yet thoroughly investigated. The timing diagrams are very similar to the graphs
generated during the system simulation, at the “verification of the specification”
stage (see Sect. 1). This similarity can be a rationale for further research into the
automatic comparison of the expected results with the results obtained during the
system simulation or test programs (testbenches) generation. An exemplary timing
diagram for the Mixer control system is shown in Fig. 9.

Operator noted breakdown
of the system and pushed the
Breakdown button

Breakdown has been
removed and operator
released Breakdown button

:Operator

:LogicController

x13:LocationSensor

au
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y9
!y9

System Movement
to the left Breakdown Movement

to the left

x12:LocationSensor x12
!x12

Movement to the rightFilling of containers

Fig. 9 A timing overview diagram for the Mixer control system
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4 Conclusions

Unified Modeling Language is a set of graphical notations used to illustrate, specify,
construct and document the modeled systems, especially the object-oriented. Appro-
priate diagrams support system analysis for the structure or behavior at a given level
of abstraction. However, not all types of diagrams are suitable for use in the design
of digital systems (this is especially true in the case of structure diagrams [3]), since
it was not the main rationale for their development. The main tools for modeling
programs for logic controllers are rather behavior diagrams. The most important and
popular diagrams for modeling the behavior of logic controllers are the state machine
diagrams and mainstream researchers focus on creating a complete and unambigu-
ous specification of a complex digital system using this kind of diagram (or one of
its variants) [2, 5, 8, 9, 14].

We also see the possibility of using activity and use cases diagrams. Activity
diagrams show the flow of the system control in a probable scenario and can be very
useful in generating the test programs. Use case diagrams are used to analyse the
needs of the modeled system and allow one to specify, for example, the controller
modes and can support the development of a system interface. Both types of diagrams
complement the system behavior description expressed with state machine diagrams.
It is worth mentioning that the timing diagrams can be very interesting in terms of
their use for verification the results obtained during the system simulation. Other
behavior diagrams play a minor, supporting role, enabling a fuller analysis of the
system, a more accurate verification or are used just to document the project. In some

Table 1 The role of the UML behavior diagrams in logic controllers design process

Design process steps UML

Specification State machine diagram

Verification of the specification State machine diagram
Use case diagram
Activity diagram
Timing diagram

Synthesis –

Verification of the implementation –

Documenting the project Use case diagram
Activity diagram
State machine diagram
Sequence diagram
Communication diagram
Interaction overview diagram
Timing diagram

Test preparation Use case diagram
Activity diagram
State machine diagram
Sequence diagram
Timing diagram
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cases the use of object-oriented diagrams to present the real system elements (nodes)
seems an unnatural solution. However, without objects unrelated to the controller
program, the diagram (e.g. sequence, communication diagram) would simplify to a
single element. It follows from the fundamental difference between software design
and control algorithm design. In the former, the aim is to create a design based on
the analysis of an object-oriented data model, while in the latter the aim is to develop
a behavior model. There is no need to perform object analysis, since objects are
already directly defined [8].

Table1 summarizes the UML behavior diagrams in terms of their support of the
digital controllers design process (see Sect. 1).
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Various Interpretations of Actions
of UML Activity Diagrams in Logic
Controller Design

Michał Grobelny, Iwona Grobelna and Marian Adamski

Abstract UML activity diagrams in version 2.x can be used as a semi-formal speci-
fication technique for logic controller design. The chapter provides various interpre-
tations of activity diagram actions. An action is an elementary indivisible operation
in the system which cannot be decomposed. However, it can be treated in different
ways—it can be dynamic, state-oriented and with starting and stopping conditions.
Each interpretation has its own characteristics and represents another point of view
on the designed system.

Keywords Activity diagrams · Design · Logic controllers · UML

1 Introduction

UnifiedModelling Language (UML) [8–10] can be used in various application fields,
starting from software engineering and ending with hardware specification focusing
especially on logic controllers. The most useful in this area are the activity diagrams
(especially in UML version 2.x, discussed in this chapter and considered e.g. in [6,
7]) or the state machine diagrams (considered in e.g. [1]).

UML language is easy understandable for a wide range of people, even for non-
engineers. It is simple to draw the diagrams and to present them. However, UML
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diagrams are not well supported by formal mechanisms, especially by the formal
analysis and verification methods. To avoid this inconvenience and to benefit from
a user-friendly specification technique, a UML activity diagram describing logic
controller behavior can be transformed into a control Petri net [6, 7], where much
more formal methods are available. Bidirectional transformation allows efficient
usage of both specification techniques at the same time and can be used to translate
existing projects only in a predetermined direction.

Activity diagrams are used to describe the behavior of a designed logic controller.
Their basic elements include actions, activities and flows between them, extended
by additional nodes, such as fork and join nodes. An activity diagram starts with an
initial node and ends with a final node. The elements are combined together to show
what a logic controller is supposed to do.

An action of a UML activity diagram is an elementary indivisible operation in the
system which cannot be decomposed. It can be treated in different ways depending
on how detailed the specification is. The fact that an action cannot be divided into
smaller elements is also very important as it affects essentially, together with action
interpretation, the way in which the transformation is performed.

The chapter is structured as follows. Section2 describes the indivisibility of UML
activity diagram actions. Section3 shows possible different interpretations of an
action in order to establish a view perspective on designed system and to enable
the transformation into control Petri nets as another specification technique. Finally,
Sect. 4 summarizes the chapter.

2 Indivisibility of Actions

An important aspect that should be taken into account, especially during transfor-
mation into another specification technique, is the indivisibility of UML activity
diagram actions. According to the UML specification [8], actions are indivisible in
the context of a particular diagram. They are the smallest logical elements. However,
while considering control systems, a single action can be viewed from different levels
of abstraction.

If the analysis is performed with the client and the main actions of the system are
determined (without going into details), then a sample action (that cannot be divided
from the point of view of the diagram) can be a general descriptive action Close the
door (Fig. 1a), without looking into its structure and action mode.

The process of closing the door itself, even though it is a simple task, may invlove
changes of input and output signals. Then, after the prior action has been detailed
(see Fig. 1), it can be broken down into three actions relating to signals of the logic
controller. Verbal specification for the device will then include actions Enable door
closing, Wait for door closing and Disable door closing (Fig. 1b). At this stage, the
system designer knows how (roughly speaking) the logic controller is supposed to
work.
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Fig. 1 Two possible
representations of one
process—using one action
(a) and three actions (b)

(a) (b)

On a deeper stage of abstraction, descriptions will be directly converted to signals
of a logic controller and will operate on them. For example, the action Enable door
closing will be interpreted as an assignment of logical truth value to the appropriate
output signal y1 := 1, so in this case—turning on the actuator responsible for clos-
ing the door. Action Wait for the door closing will maintain active output signal
y1 and will continue until the sensors detect the fact that the door has been closed.
Next, simple action Disable door closing will be interpreted as deactivation of the
corresponding output signal, which can be described at the level of signals as the
expression y1 := 0, which in this case will result in turning off the actuator respon-
sible for closing the door and thus a simple process of closing the door is completed.

It should be noted that in the case of a descriptive diagram at the lowest level of the
hierarchy and a signal diagram, the indivisibility becomes a real indivisibility, because
it is impossible to divide the input signal setting into “finer” actions. Assigning values
to signals of a logic controller is a simple operation realized in one clock cycle. In
other (previous) cases indivisibility is only from the point of view of the diagram
and results from the UML specification. Hence, it can be concluded that the action

Fig. 2 Indivisibility of
action depending on how
detailed the specification is
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is dependent on the perspective of the problem under consideration, the person who
will create the diagram and its context (see Fig. 2).

The above considerations apply to building specifications from the general to the
particular (called top-down) [2]. However, the described feature of action is also
important in case of aggregating actions or building a diagram from the particular
to the general (called bottom-up) [2]. Then higher-level actions are built from small,
logically indivisible ones. They are indivisible only in the context of the diagram
(indivisible by definition). Some complex activities can also appear at a higher level
diagram in place of an action. They can be used in order to obtain the full hierarchy
and the opportunity to develop the activity diagrams using a lower level diagram,
which specifies only a particular element.

3 Possible Different Interpretations of an Action

A logic controller is an example of a reactive system, which communicates with the
environment through a set of input and output signals and responds to some events.
Therefore, the characteristics of actions (performed by the designed device) and their
possible interpretation should be considered. It is important to answer the question
whether the action is only a short event representing a dynamic change between two
states, or maybe it is a lengthy state that is a kind of reaction to the dynamics of the
object and required changes or whether it should be considered in a more complex
way as the dynamics of a system with a longer duration.

An action of UML activity diagram from the assumptions (by definition) rep-
resents the dynamics of the system. It represents a change of transition from one
system state into another. The action may, however, also be a representation of the
system state. Seemingly contradictory combination of words action and state may
have its logical justification. This is due to the perception of the system and ongoing
processes. Action interpretation (and so activity interpretation) is very important in
the transformation of UML activity diagrams into control Petri nets. It influences the
way and target elements of control Petri nets to which the action will be translated.

There are several aspects that affect the perception of the action and its dynamic
or state-oriented characteristics. A consequence of this multiplicity of interpretation
is more than one way of mapping the actions and activities of UML language into
control Petri nets.

A particularly important aspect when considering the action characteristics is
its duration. Simple, elementary and infinitely short system tasks will be perceived
only as its dynamics characterizing quick changes between states. Examples of such
elementary actions can be changes of signal values, simple arithmetic operations or
execution of tasks such as light the LED. Considering the context of control systems,
simple operations are usually those that are performed in a single clock cycle or
within one performing of the main loop. Actions with longer duration are interpreted
differently. Such long-term processes are more clearly identified with the system
state, as it is easier to imagine this process functionality.
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Fig. 3 Schema of system
controlling door closing

Another aspect is the perception of the system and its processes. The perspective
from which the system is modeled by a designer or analyst is very important. The
possibility to view the system from different perspectives is particularly evident in
the case of control systems, because then two sides of the system can be considered.
The control system consists of two main elements, namely a logic controller and a
controlled object (Fig. 3). The analyst or system designer can describe the system
from both sides. Depending on the perspective, the interpretation of a particular
process and its dynamic or state-oriented character changes.

Differences in interpretation are shown on the seemingly simple and obvious
example of the door closing process. This process can be visualized using UML in
the form of action Close the door. It is assumed that the process is automated and
implemented by a logic controller based on the signals from the sensors (e.g. limit
switch) using actuators (e.g. servomotor). The logic controller closes the door after
the receipt of a signal by appropriately manipulating the servomotor (an example is
shown in Fig. 3).

This process can be interpreted both as a state and as an action of the system.
In this seemingly contrary definition, the emphasis is put on its interpretation. The
dynamic interpretation is oriented only on the change that occurs in the system in
relation to the action realization. The state interpretation, beyond mapping changes
in the system, refers indirectly to the duration of an action and to the state, in which
the designed logic controller is executing an action.

Now, consider the dynamic nature of the action Close the door. The door closes
and a change, i.e. transition from state Door open into state Door closed, occurs in
the system. Schematic notation of the dynamic nature involving the simple change
between two states is shown in Fig. 4a. It is a rapid change causing changes in
the controlled object, without paying much attention to the aspect of time. This
interpretation brings to mind a transition, which is a component that connects two
places corresponding to the successive states of the system. In this case, the transition
joins two places corresponding to state Door open and Door closed.

The second possible interpretation of an action is its identifying with the state
of the system. Closing the door in the real world is not the process of infinitely
short duration. Thus, looking at it from the point of view of a logic controller, it
can be interpreted as the state of the system. This state will probably be associated
with an active output signal responsible for a specific working mode of an actuator
(servomotor closes the door). This interpretation of a process also involves the change
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(a) (b) (c)

Fig. 4 Possible interpretations of door closing process—dynamic (a), state-oriented (b) and with
condition for starting and stopping (c)

from state Door open into state Door closed. However, between the two listed states
in the diagram there will be a state Closing the door (Fig. 4b), which corresponds to
the action Close the door.

After the analysis of the diagram showing subsequent possible states and transi-
tions of the system (Fig. 4b), it can be concluded that there is at least one additional
opportunity to transform actions of a UML activity diagram. Figure 4 shows that
between successive states there exist transitions Start closing and End closing. This
is the beginning and end of the execution of an isolated process. It can be assumed
that these transitions are also part of a particular action.

In addition, it is possible to extend the method by taking into account the specific
conditions and situations where the action begins and ends. Considering the arith-
metic operations performed by the software, such as adding, the action corresponding
to the addition of two numbers starts if these numbers are available, and the end of
the action is the receipt of the result (Fig. 5a).

In control systems, however, the start and the endof an action are usually controlled
by the input signals to the controller received from the environment or from the
controlled object (Fig. 5b). Hence, it must be assumed that the appropriate signal
starts the action execution and is a prerequisite for entrance into the action. Start
signal can also be considered as a system event triggering the action execution,
which is in this case a reaction to the event. In case of automatic door closing it may
be Button pressed, which appears as an active input signal of a logic controller.
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(a) (b)

Fig. 5 Actions with starting and ending conditions for software (a) and hardware (b) systems

Completion of action Close the door also depends on the input signal. In the con-
sidered example, it can be an active input connected to the limit switch, signaling the
complete closure of the door (condition Door closed). It is then necessary to deacti-
vate the output signal responsible for door closing, which means the termination of
the action (in behavioral specification). Hence, the condition Door closed is consid-
ered as the output condition of the action, which should be identified with expected
response of the controlled object (status) for an operation (action) performed by the
logic controller. The above example is illustrated in Fig. 4c in the form of appropriate
conditions assigned to transitions.

In a dynamic interpretation of an action, it is possible to assign the TRUE value
to the logic controller output signal in one action, and then in another part of the
diagram to assign the FALSE value to it, as it is shown in Fig. 6a. The solution has
a big advantage since the particular output signal appears only in two actions. In all
elements between these two actions, the output signals hold their values. However, a
special attention should be paid to ensure that the output signal, when switched on,
will eventually be switched off and that the action responsible for it is reachable.

In contrast to the dynamic interpretation, when considering the state-oriented
approach, the particular output signal has to appear in all action and activity nodes
when it is supposed tomaintain theTRUE value, as it is shown in Fig. 6b. In particular,
the output signal activity has to be taken into account also by complex activities and
one should remember to include the signal in all internal actions of activities.

4 Summary

Logic controller specification can be prepared by means of various techniques [3]
and then implemented e.g. in the structures of FPGA type [11, 12]. The chapter is
focused on the activity diagrams of UML language (version 2.x) and presents various
interpretations of actions in logic controller design.
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(a) (b)

Fig. 6 Logic controller output signals in dynamic (a) and state oriented (b) approaches

UML has many advantages in comparison to other specification techniques. Most
important are here the user-friendly, simple and clear diagrams showing technical
aspects in an easy way. The interpretation of activity diagram actions depends on the
view on the system and influences the details of behavioral specification.

UML activity diagrams can be transformed into another formal specification
model, namely the control Petri nets, basing on the described interpretations, as
shown in [6, 7]. The transformation is bidirectional and can be used for a simultane-
ous work with both techniques or in order to change the specification technique used
in the project. It is also possible to formally verify the UML activity diagrams using
the model checking technique, analogously to formal verification of other specifi-
cation techniques using a rule-based logical model [4, 5], as it is shown in another
chapter of this book.
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Model Checking of UML Activity Diagrams
Using a Rule-Based Logical Model

Iwona Grobelna, Michał Grobelny and Marian Adamski

Abstract UML activity diagrams can be used as semi-formal specification of logic
controller behavior. On the other hand, formalmethods applied at any stage of system
development allow increasing in the quality of final products. In the chapter use of
the model checking technique to validate the specification against some specified
requirements is described. The specification is initially expressed by means of UML
activity diagrams and then is transformed to a rule-based logical model suitable both
for verification purposes and for logical synthesis for FPGA devices.

Keywords Activity diagrams · Formal methods · Logic controller · Model check-
ing · Specification · Verification · UML

1 Introduction

A logic controller specification can be formally described using various techniques,
as for example control interpreted Petri nets [4] or diagrams of the UnifiedModeling
Language (UML) [14], especially UML activity diagrams or state machines. Each
technique demonstrates both some advantages and disadvantages. In the chapter, the
UML activity diagrams (in version 2.x) are used to describe formally the behavior of
a designed logic controller. The UML itself is a user-friendly, established technique
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Fig. 1 Usage of a rule-based logical model for model checking of UML activity diagrams

for modelling of software. Commonly, it is also used in a logic controller design
process [5, 9, 10, 13].

Former researches have shown that it is possible to specify behavior of the embed-
ded systems using the UML activity diagrams [9, 10]. Unfortunately, the UML dia-
grams are still not well supported by formal techniques of analysis and verification.
On the other hand, control interpreted Petri nets [4], as a mathematical apparatus,
have a wide-range support of techniques and mechanisms which can improve the
quality of specifications. It is possible to transform a UML activity diagram into a
control Petri net [9] and then use the benefits of the second specification technique.

In the proposed approach a rule-based logical model [7, 8] is used as an inter-
mediate format which is suitable both for formal verification [12] using the model
checking technique [3, 6] and for logical synthesis (see Fig. 1). It includes rules
describing the behavior of a logic controller, and has been primarily based on the
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control interpreted Petri nets. The properties of the designed system to be verified
are expressed with the temporal logic formulas [11]. Model checking is performed
using the NuSMV model checker. The rule-based logical model is also a basis for
VHDL code, which can be easily implemented in the reconfigurable structures of
FPGA type [1]. In this way also a UML activity diagram describing a logic controller
can be transformed into a rule-based logical model. It is then possible to verify it
using a model checking technique, and next to synthesize it. A big advantage of the
proposed solution is that the logic controller can be easily specified in a user-friendly
form and at the same time the so-prepared specification can be formally verified
and synthesized. So, after formal verification the quality of the final product rises
significantly and the implemented device is consistent with its primary specification.

The chapter is structured as follows. Section2 introduces a rule-based logical
model suitable both for formal verification using model checking technique and for
logical synthesis. Section3 shows how a UML activity diagram can be transformed
into a rule-based logical model. Section4 focuses on the model checking of a rule-
based logical model, and so of a UML activity diagram. Finally, Sect. 5 summarizes
the chapter.

2 A Rule-Based Logical Model

Amethod for formal verification of logic controller specification expressed as a rule-
based logical model has been established [7, 8]. It allows to verify the specification
against behavioral properties defined with temporal logic formulas. The rule-based
logical model has to be prepared basing either on informal or formal specification
of the control process, e.g. control interpreted Petri nets or UML activity diagrams.
The proposed rule-based logical model is suitable for model checking as well as for
logical synthesis. So, as the result, the implemented solution is fully consistent with
the already verified specification.

2.1 Elements of a Rule-Based Logical Model

A rule-based logical model consists of five different sections corresponding to partic-
ular elements of specification and presenting its various aspects, described in detail
as follows.

Variables definition Variables occurring in the specification of a logic controller:
input and output signals as well as places (local states) of the control process. The
presence of places is connected with the primary usage of a logical model, namely
control interpreted Petri nets. However, this section is also well suited to define basic
state elements of other specification techniques, in particular actions of UML activity
diagrams. It starts with the keyword VARIABLES.
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Example in Listing 1 shows variables definition for a logic controller specification
involving six places, three input and three output signals.

Listing 1 Variables definition in a rule-based logical model

1 VARIABLES
2 places: p1, p2, p3, p4, p5, p6
3 inputs: i1, i2, i3
4 outputs: o1, o2, o3

Initial values of variables A predefined initial value is assigned to each variable.
Then, the value can change according to the rules defined in the next section. It starts
with the keyword INITIALLY. The exclamation mark is used to express the FALSE
value, otherwise the variable takes the TRUE value.

Example inListing 2 shows the assignment of initial values to the variables defined
in the previous section.

Listing 2 Initial values of variables in a rule-based logical model

1 INITIALLY
2 p1; !p2; !p3; !p4; !p5; !p6
3 !i1; !i2; !i3
4 !o1; !o2; !o3

Transitions definition In this section, the rules which change the values of variables
are defined. The rules correspond to transitions in control interpreted Petri nets or to
flows in UML activity diagrams. The section starts with the keyword TRANSITIONS.
Each rule is given an etiquette to simplify the definition process for the user. A rule
itself consists of two parts. The one before the arrow is a precondition, the one after
the arrow is a postcondition preceded by the temporal logic operator X stating that
the change will happen in the next state of the system. Here also the exclamation
mark is used to express the negation of a variable.

Example in Listing 3 shows some rules, e.g. the first rule is executed when both
variables p1 and i1 are TRUE and then p1 changes its value into FALSE and at the
same time two other variables p2 and p3 become TRUE.

Listing 3 Transitions in a rule-based logical model

1 TRANSITIONS
2 t1: p1 & i1 -> X (!p1 & p2 & p3);
3 t2: p2 & i2 -> X (!p2 & p4);
4 ...

Input signal changesThe section defines expected changes of the input signal values.
It is used only for verification purposes in order to eliminate the so-called state
explosion problem [3]. In the real world, input signal changes are caused by the
environment. Here values changes are expected to happen in correspondence to
particular places (left side of the arrow). Then (right side of the arrow), the appropriate
listed input signal may become either active (TRUE value) or inactive (FALSE value
indicated by the exclamation mark). The section starts with the keyword INPUTS.
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Example in Listing 4 shows some expected changes of input signals, e.g. if the
first place (p1) is active, then we expect the i1 input signal to change its value.

Listing 4 Input signal changes in a rule-based logical model

1 INPUTS
2 p1 -> !i1 | i1;
3 p2 -> !i2 | i2;
4 ...

Output signal changesThe section defines expected changes of output signal values.
It is used for verification purposes as well as for logic synthesis. Analogously to input
signal changes in the rule-based logical model, changes are expected to happen in
correspondence to particular places (left side of an arrow). Then (right side of an
arrow), the appropriate listed output signal(s) are active. It starts with the keyword
OUTPUTS.

Example in Listing 5 shows some expected changes of output signals, e.g. if the
first place (p1) is active, then the o1 output signal is active.

Listing 5 Output signal changes in a rule-based logical model

1 OUTPUTS
2 p1 -> o1;
3 p3 -> o2;
4 ...

2.2 Verifiable Model Basing on a Rule-Based Logical Model

A rule-based logical model can be automatically transformed into a verifiable model
using the implemented m2vs tool according to the following rules.

Rule 1
Each place is a variable of Boolean type.
Rule 2
Each input signal is a variable of Boolean type.
Rule 3
Each output signal is a variable of Boolean type.
Rule 4
Defined variables take some initial values. Each variable takes any of two values
TRUE or FALSE.
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Rule 5
Each place changes according to the rules defined in the transitions; conditions of
changes between places occur in pairs (groups), in the previous place(s) and in the
next place(s).
Rule 6
Each input signal changes randomly, but can take the expected values (connected
in this case with actions of a UML activity diagram) or change adequately to the
situation.
Rule 7
Output signals changes are defined in corresponding places (in this case actions
of activity diagram).

After applying these rules, the m2vs software transforms the rule-based logical
model into a verifiable model in the NuSMV model checker format. Analogously to
the rule-based logical model, it starts with variables definition and their initial values.
Then, each variable is assigned a value in the next state. Additionally, by input signals
value changes one of possible values FALSE or TRUE is randomly chosen for the
next state if a particular place or action is active. Otherwise it maintains the FALSE
value (in order to eliminate the state explosion). Next, the NuSMV tool is used to
verify formally the specification using the model checking technique. The process
of formal verification itself is described in Sect. 4.

2.3 Synthesizable Model Basing on a Rule-Based
Logical Model

A rule-based logical model can be also transformed into a synthesizable model in
VHDL language and then simulated and synthesized. It should be noted, that both ver-
ifiable and synthesizable models are consistent with each other. Hence, the obtained
physical implementation is consistent with the primary, already verified, specifi-
cation. The transformation into VHDL code is performed automatically using the
implementedm2vs tool. The prepared model can be then easily simulated (using e.g.
Active-HDL environment) and synthesized (using e.g. XILINX Plan Ahead environ-
ment). Synthesis is performed in a form of rapid prototyping [1, 2] where optimiza-
tion aspects are out of scope. Its main goal is to check whether the designed system
operates at all and some redundant hardware elements may be used.

3 UML Activity Diagram as a Rule-Based Logical Model

AsimplifiedUMLactivity diagramcanbedefinedas a seven-tupleAD = {A,T ,G,F,
S,E,Z} with:
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• A being a set of actions/activities;
• T being a set of transitions (e.g. fork and merge nodes);
• G being a set of guard conditions corresponding to transitions (input signals);
• F being a set of flow relation between the activities and transitions;
• S being a set containing an initial node;
• E being a set containing a final node;
• Z being a set of output signals.

An activity diagram describing logic controller behavior can be represented as a
rule-based logical model in two steps described as follows.

3.1 Step One—Labelling

Each action a ∈ A is labelled with an etiquette aX, where X stands for the number
of action. Moreover, the initial node S is labelled as aStart and the final node E as
aEnd. Each transition t ∈ T is labelled with an etiquette tX, where X stands for the
number of transition. The labelling is illustrated in Fig. 2.

3.2 Step Two—Notation

Basing on a labelled UML activity diagram, a rule-based logical model is built
according to four rules defined as follows. Despite the labelling itself, output signals
listed inside actions and input signals occurring at transitions or flows are taken into
account.

Rule 1 for actions (A) together with initial (S) and final (E) node
The set of actions, with the initial and final node, are mapped in a section for vari-
ables (as places, keyword VARIABLES). The initial state of the system is reflected
in a section for initial values (keyword INITIALLY ). Usually, only the initial node
is active. Then, actions, initial and final nodes appear also in other sections of the
logical model.

Fig. 2 A sample UML
activity diagram with
labelling
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Rule 2 for transitions (T) and flow relations (F)
The set of transitions and the set of flow relations between the actions and transi-
tions are used for rules definition. Flows between actions are treated as transitions,
the same as fork and join nodes. Transitions are mapped in section TRANSITIONS,
each one in a separate row. The rules take into account actions, the initial and final
node, as well as logic controller’s input signals which are treated as conditions.
Rule 3 for input signals (G)
The set of input signals is mapped in a section for input definition (as INPUTS,
keyword VARIABLES). Then, input signals obtain certain predefined values, usu-
ally none of them is active. Input signals appear also in rules definition. A special
section for inputs (keyword INPUTS) indicates expected value changes in corre-
spondence to particular actions.
Rule 4 for output signals (Z)
The set of output signals is mapped in a section for outputs definition (as OUT-
PUTS, keyword VARIABLES). Then, output signals take some predefined values,
usually none of them is active. Output signals do not appear in rule definition.
A special section for outputs (keyword OUTPUTS) indicates when the defined
output signals are active.

The usage of the rules is illustrated in Listing 6 where a part of the rule-based
logical model is shown for a sample part of UML activity diagram from Fig. 2. And
so:

• basic keywords include lines 1, 5, 9, 13 and 17;
• adapting rule 1 results in lines 2, 6, 10–12, 14–16 and 18–20;
• adapting rule 2 results in lines 10–12;
• adapting rule 3 results in lines 3, 7, 10–12 and 14–16;
• adapting rule 4 results in lines 4, 8 and 18–20.

Listing 6 Rule-based logical model of a sample UML activity diagram

1 VARIABLES
2 places: aStart, a1, a2, a3, ...
3 inputs: x1, x2, x3, x4, x5, x6, x7, ...
4 outputs: y1, y2, y3, ..., y10, y11, ...
5 INITIALLY
6 aStart; !a1; !a2; !a3; ...
7 !x1; !x2; !x3; !x4; !x5; !x6; !x7; ...
8 !y1; !y2; !y3; ...; !y10; !y11; ...
9 TRANSITIONS
10 t1: aStart & x1 & !x4 -> X (!aStart & a1 & a2 & a3);
11 t2: a1 & x5 -> X (!a1 & ...)
12 ...
13 INPUTS
14 aStart -> (!x1 | x1) & (!x4 | x4);
15 a1 -> !x5 | x5;
16 ...



Model Checking of UML Activity Diagrams Using a Rule-Based Logical Model 161

17 OUTPUTS
18 a1 -> y10;
19 a2 -> y11;
20 ...

4 Model Checking of a Rule-Based Logical Model

Model checking process gives an answer whether the defined system model satis-
fies the list of requirements specified as temporal logic formulas. The defined system
model (a verifiablemodel) is already generated. To verify formally themodel descrip-
tion, requirements list is also needed (Fig. 3). The list includes properties which are
supposed to be fulfilled in the designed embedded system, they include structural as
well as behavioral properties. Requirements are defined using either Linear Temporal
Logic (LTL) or Computation Tree Logic (CTL) formulas, as e.g. the CTL formulas:

AG(x5 → EFy2 ∧ y8) (1)

AG¬(y9 ∧ y10) (2)

EFaEnd (3)

The definition of formulas is usually based on an informal specification of control
process, and it is most desired if they are delivered either by a customer or by any
other team in the company. The most frequently verified properties regard safety
(something bad will never happen), e.g. formula (2), and liveness (something good
will eventually happen), e.g. formula (3). In the verification processmostly behavioral
requirements are taken into account which include activities of input and output

Fig. 3 Model checking of a rule-based logical model
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signals. And so, formula (1) states that always when input signal x5 is active, then
finally both output signals y2 and y8 can become active. Formula (2) states that it
should never be the case that both output signals y9 and y10 are active at the same
time. Formula (3) checks whether the final node is reachable at all.

When both parts needed for formal verification are prepared (Fig. 3), the NuSMV
model checker compares the model description with the delivered requirements list
and gives an answerwhether the properties are satisfied in the designed system. If this
is not the case, appropriate counterexamples are generated which allow finding the
error source in the model description. Then either the specification or the particular
unsatisfied requirement has been incorrectly formulated.

5 Summary

The chapter presents a novel approach to formal verification of UML activity dia-
grams (in version 2.x) describing a logic controller behavior. An original rule-based
logical model is used to ensure the consistency between a verifiable model and a
synthesizable model. Formal verification is performed using the model checking
technique and the NuSMV tool. Requirements to be verified are expressed as the
temporal logic formulas. The transformation of a rule-based logical model into a
verifiable model and a synthesizable model is done automatically using the imple-
mented m2vs tool.

The results of the research show that it is possible to use the commonly-known
and user-friendly UML language in logic controller design, focusing in particular
on activity diagrams [10]. Using the proposed rule-based logical model [7, 8] it is
possible to verify the specification formally using the model checking technique
as well as to synthesize it in the reconfigurable structures of FPGA-type. Finally,
the implemented solution is consistent with the previously formally verified logic
controller specification expressed by means of UML activity diagrams.
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UML Support for Statecharts-Based
Digital Logic Controller Design
in FPGA Technology

Grzegorz Łabiak

Abstract The paper describes usage of UML methodology in digital logic control
modeling, which is one of few stages of digital logic controller development life
cycle. The digital logic control modeling process is compared with traditional and
well known software development methodology. In the comparison the differences
are particularly emphasized. Themain differences are connected to analyzing process
andmodeling aims. In case of software development crucial role plays object analysis
which is meant to bring creation of data model. In case of digital logic controller
design main activity in modeling is behavior analysis which is aimed to specify
formally and precisely controller behavior.

Keywords UML ·Digital logic controller ·Methodology ·Conceptual modelling ·
Behavior analysis · State machine

1 Introduction

Digital logic controller design is a process which traditionally can be performed as
a Finite State Machine design. The main drawback of this methodology is that in
case of complex behavior number of states of the automaton can grows exponen-
tially, and the complexity of the project grows also. An option for the designer is
to use the concurrency and/or hierarchy paradigms, which efficiently reduces com-
plexity of the design. Computational complexity is not the only problem in logic
controller design. Even more complicated is preliminary modeling, which has to be
performed before a design is formalised. This stage, called conceptual modeling, is
an activity where an ordering client formulates his wishes and functions of the system
under design and the engineer must give them a material form. The language which
supports this conversation, which is both general and detailed, is Unified Modeling
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Language (UML) [4, 20]. From an ordering client point of view UML diagrams are
very general and easy to understand, but from engineering point of view they offer
enough syntax features to describe the systems in details.

UML diagrams, originated in software engineers environment [4], turn out to be
perfectly fitted into phases of discrete system development life cycle. In proposed
methodology main paradigm shift is a new role of object-oriented analysis and a new
role of state machine diagrams. The main goal of object-oriented analysis in digital
logic controller design is to identify the real word objects of the system (elements
of the controlled object) and then to express in terms of these objects functional-
ity of the system. The state machine diagrams role is a kind of transition between
an imprecise UML model and a formal unambiguous description of the controller
behaviour. This transition through author’s semantic interpretation, extends UML
and provides that the state machine diagrams can be synthesized and implemented
in Field Programmable Gate Arrays (FPGA).

2 Digital Design for FPGA

Technology development in the seventies and eighties of the last century has allowed
for new approach inmanufacture of the digital circuits. Until then digital circuitswere
produced in technologies which required substantial participation of the device man-
ufacturer, without which obtaining final functionality of the circuit was impossible.
Electronic devices were produced and programmed solely in factories. In the mid-
80s appeared new technologies which allowed for programming electronic devices
outside the factory. Among them, in 1985 Xilinx corporation introduced first device
in new technology called Field Programmable Gate Arrays (FPGA).

Architecture of FPGAs consists of an array of programmable logic blocks (Fig. 1)
interconnected through special programmable matrices. Every logic block can be
configured as a combinational logic with a flip-flop. Contemporary FPGA devices
have logic blocks which allow to programm logic function up to 6 variables imple-
mented as Lookup Table. Logic blocks through interconnections can be freely con-
nected. This technology gives designers a new potential, because volume of available
resources in one device is of the order of tens of thousands of logic blocks.

The new technology created new possibilities for designers [8]. They had at their
disposal huge amount of hardware resources, which were accessible from the shelf.
With time, according Moore’s law the number of transistors in a integrated circuit
doubles approximately every two years, the technology gap has arisen between acces-
sible hardware resources and the methods of digital circuit design. Designer were
not able to use all accessible hardware resources offered by producers in a single
programmable device. This situation provoked scientists to developed new design
methods which would be able to manage more complicated and functional projects
demanding more gates and flip-flops.
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Fig. 1 Architecture of FPGA

One of the most important result of the research in the filed of digital design
methodology is a development of Hardware Description Languages (HDLs). HDLs
allow designers to describe a digital electronic circuit formally at high level inde-
pendently of final technology [22]. Nowadays HDLs are not only formal description
of the design, but also serve as a standardized vehicle of the information exchange
between Computer Aided Design software (CADs) [7]. The most prominent lan-
guages are VHDL and Verilog.

Much of the recent scientific effort in digital design methodology is put into a
conceptual modeling. The conceptual modeling is a first material activity done by a
designer after conceptualization which takes place in human mind. The objective of
conceptual modeling is to express human intensions and to give them material form
eg. diagrams. In case of a design of a digital circuits the most often are modelled
functionality to the device, its behavior or its structure. The technology applied in
this field is Unified Modeling Language (UML) with their dedicated special profiles
[9, 13] like MARTE profile [19] or UML Profile for System on Chip (SoC) [6, 18].

Figure2 presents design flow for the controllers implemented in FPGA technol-
ogy. Every design typically starts with vague ideas about design functionality and
its structure. At this beginning stage project manager and an ordering client are
talking in general terms, using very imprecise vocabulary describing their concepts
and ideas. Moreover, technical details can not be known at this stage and must be
gradually specified. Usually the client is not an engineer and can not be precise,
hence some technology and financially depended technical details must be defined
by engineers and submitted to the client for acceptance. This feasibility studymust be
documented in the language which is on the one hand very easy for comprehension
for non-engineers, on the other hand is precise and detailed enough for engineers
to realize what was ordered by the client. The langue which has both two paradoxi-
cally opposing features is Unified Modelling Language (UML) [17, 21]. UML is a
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Fig. 2 Design flow of a controller in FPGA technology

technology developed by software engineers and a class diagram is a link between
informally specified project (in terms of UML called a model) and programmers. In
case of hardware design and particularly in digital logic controller case, this link can
be made by state machine diagram (statecharts) or activity diagram. Dedicated Com-
puter Aided Design (CAD) software transforms description of a controller behavior
intoHDL (eg. VHDL [15, 16] or Verilog [1, 2]) and the project in this form is an entry
to commercial CAD system supported by the producer of FPGA devices. In case of
Xilinx devices the software is Xilinx ISE (Integrated Synthesis Environment). Xilinx
ISE after compilation acts by stages of a synthesis and an implementation which are
heavily technology dependant ones. The synthesis process maps design logic struc-
tures to devices primitives (eg. CLBs or flip-flops) and the implementation process
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places the netlist generated at the synthesis stage onto the target device. Finally,
iMPACT program transfers a .bit file (generated at the implementation stage) into
the devices installed on a printed circuit board.

3 Digital Logic Controllers

Digital logic controllers belongs to the broader class of systems called computer
reactive system. A computer reactive system is a system that changes its behavior
(actions, outputs, transitions) in response to stimuli coming from outside world or
from internal events. Reactive systems are event driven systems continuously having
to react to external/internal stimuli. Their response to the stimuli is immediate for
an observer, unlike transformational systems which wait for readiness of data on its
inputs, and than after some time spent on processing data, the systemsignals readiness
of data on its outputs. FPGA devices are very efficient technology to implement
computer reactive systems executing logic control. The most often these systems are
designed according to two popular models: controller with an object and control unit
with datapath [10].

A control system is the system of linked controlled object and control unit called
controller (Fig. 3). The controller has programmed functionality and affects on work-
ing of controlled object. The controlled object is a kind of dynamic system whose
desired behavior can be stimulated by the controller by means of control signals. An
example of control object is an industrial process (eg. assembly line) or chemical
reactor (eg. producing penicillin). The controller is a device, which receives infor-
mation (state signals) about a state of the controlled object. These signals tell the
controller about changes in the object, and on this information are based decisions
taken by the controller which affects desired course of the controlled process. Addi-
tionally, a control process can run with a participation of a man (an operator), who
by means of operator’s signals can also affect controlled process (eg. in the event of
a breakdown) as well as is informed about the course of the process.

The control in above mentioned system is as a closed loop control, because by
means of state signals the control object affects the controller. The controller initiates
process in the system (is a cause) and the behavior of the controlled object is a result
(an effect) of the controller’s interaction. The state signals of the object serve as a
feedback and provide classical affecting of an effect on its cause.

Next model of a control system (Fig. 4) is called control unit with datapath. In this
scheme input data processing takes place in the datapath, which is made of functional
blocks such as arithmetic logic unit, multiplexers or registers interconnected with
buses. Subsequent stages of data processing are governed by control unit, which
based on status signal from datapath takes the decision about further processing and
by means of control signals transmit this information to the datapath. This control
model is well suited to the systems which process huge amount of data such as video
or sound streams. Then, the algorithm processing data is implemented in the control
unit and the processing it is contained in the datapath. The algorithm appears to the
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designer as a traditional control problem and can be designed according classical
paradigms like FSM, interpreted Petri nets or statechart diagrams. General purpose
processors are designed according to this model.

4 UML in Discrete System Development Process

4.1 Controller Design

Digital logic controller design, traditionally, can be carry out in PLC technology or
as a digital circuit [5]. The former, as its first formal description of behavior, mostly
uses Ladder Diagram (LD) or Sequential Function Chart (SFC). The latter uses very
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often following paradigms: Finite State Machine (FSM) [22], Petri nets [3] and state
machine (statechart) [12, 16]. The mentioned paradigms result from the division of
modeling methodologies taking into account sequentiality, concurrency and hierar-
chy. In practice, engineers use more specialized and more refined methodologies
based on the state oriented FSM, mainly, Concurrent FSM (realized by interpreted
Petri nets), Hierarchical Concurrent FSM (HCFSM, realized by statecharts or UML
state machines) [10] and special application of UML activity diagrams combining
concurrency and hierarchy [11]. Having project done in the first formal form, fur-
ther designing processes can be fully automated using at most small assistance of a
man. Common feature of these notations is that their first formal form of a controller
behavior is preceded by conceptual modeling phase.

4.2 Conceptual Modeling

Regardless of applied technology or formal modeling paradigm, at conceptual mod-
eling stage there is a need to talk on the behavior of the controller under design in
informal way. Not every member of the group of people involved in the project is
a specialist. The group is rather diverse, beginning with a client ordering project
end ending with engineers implementing the device. Each of them represents differ-
ent skills and culture. What is the most important to them to use a language equally
understood by them all. Main goal of this stage is to capture main functionality of the
system and its basic architecture. Moreover, as systems have become increasingly
complex, the role of conceptual modeling has dramatically expanded. A notation
which meets these requirements for conceptual modeling is graphical Unified Mod-
eling Language which offers common vocabulary to talk about the design [21].

4.3 UML in Controller Design

The UML is a notation which was created and in the beginning developed by Grady
Booch, Ivar Jacobson and James Rumbaugh in the field of software engineering.
Its apparent success in the field has provoked wide interested among scientists and
led to the development new methodologies applied in the new areas of technology.
Since 1997 UML was adopted by the Object Modeling Group (OMG) and OMG is
responsible for its standardization.

Current version of UML defines its objectives as “to provide system architects,
software engineers, and software developers with tools for analysis, design, and
implementation of software-based systems as well as for modeling business and
similar processes” [20]. These UML objectives coincide with objectives of digital
logic controller design and the application of UML in the design process is also
similar. Figure5, from methodology design perspective, presents four main stages
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of discrete system development life cycle. The stages presented on shaded area are
where UML (in general) and design flow in FPGA (Fig. 2) apply.

Digital logic controller design begins with analysis of a control system. Designer
must grasp a general idea of workings of a controlled object and a control process
which occurs in the object. The goal of the analysis process, called object-oriented
analysis, is an identification of material object of the real world (i.e. control system),
eg. a controller, an operator, a scale, a valve. This preliminary activity is very similar
to object-oriented analysis in software engineering, with the difference that designer
does not identify abstract relations between the objects like, for example, inheritance.
The UML diagrams used at this stage are class diagrams and object diagrams. Next,
having identifiedmain objects in the system, the designer defines the roles the objects
play in the system. The fundamental goal of such functional analysis is to describe
what the system performs. The UML diagrams mainly applied at this stage are use
case diagrams, which additionally can present relationships between functionalities.
The analysis is a right moment to define system’s non-functional requirements and
to perform feasibility study.
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After object and functional analysis stage the designer goes to design process
and focuses on the details of the system and especially on the process or processes
which occur in the system. This stage from the methodology design point of view
is called behavioral analysis and its purpose is to describe how earlier defined func-
tionalities are executed and which objects take part in them. The UML diagrams
useful for behavioral analysis are activity, sequence, collaboration and state machine
(statechart) diagrams. The model created in these analyses by definition is not formal
and is a framework for the subsequent formalised design process. The main goal of
the design process is to produce formal description which is to be an entry form
(eg. HDL) to automated CAD system (eg. Xilinx ISE).

The transformation of informal UML model into formal description is a part of
an implementation process and is out of UML specification. This transformation is
an author’s proposition of specialized extension of UML for digital controller design
[14]. The extension is technology related and is aimed at FPGA devices [5, 16].
In this process author proposes to use state machine (statechart) diagrams as main
modeling vehicle. On the one hand UML offers comprehensible graphical notations,
on the other the model is informal and must be specific enough to be an entry form
for synthesis process. The process of formal specification is conducted according
to author’s semantics interpretation of state machine diagram and is realized by
dedicated academic HiCoS CAD system [15]. Because implementation process of
digital logic controller design is not directly supported by the UML and is only
author’s extension, this process on the Fig. 5 is presented on the separated greyed area.
It is noteworthy, that the role played by the state machine diagrams is to link informal
UMLmodelwith formal requirements of synthesis process. The statemachine role of
author’s methodology is very similar to class diagrams role in software engineering
modeling.

5 Example

Let as an example serves simple chemical plant (reactor) whose schematic diagram
is presented in Fig. 6. The general objective of the plant is to create new mixture
from two components through controlled chemical process. For the designer this
plant appears to be discrete control system composed of a controller and controlled
object (Fig. 3) with a participation of an operator.

5.1 Object-Oriented Analysis

The first step in the design is a talk of the designer with ordering client. During this,
both sides of the talk create own vocabulary and decide what the system is and what
the system does. This preliminary talks are informal yet and the goals of these talks
are three: (1) identification of the component objects of the system, (2) to set the
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functions of the objects and (3) to create a verbal description of the process in the
controlled object. These three goals in course of the design are successively refined
with the use of UML notations.

As far as reactor is concerned (Fig. 6) basic objects of the system are two scales,
two conveyor belts, a pump, a mixer and a main container. For complete modeling
reasons it is good to set apart the operator object and the controller object as actors.

Useful UML diagrams at this stage of modeling are object diagrams and class
diagrams. This analysis is a bit different than object-oriented analysis in software
engineering. The main goal of the analysis is to identify and name real objects in the
system without creation relationships between them. The names of the object create
a vocabulary of the UML model.

5.2 Functional Analysis

Having named component objects in the systems, the designer can formulate basic
functions of the controlled object and describe them in verbal form. In case of the
reactor its working is as follows. Technological cycle consists of three stages: (1)
Initiating, (2) Filling and (3) the Process. At the Initiating stage the remains of the
previous technological process are removed from the conveyor belts (signals AC1
and AC2) and main container is emptied (EV ). On the stage Filling scales 1 and 2
measure out substrates of the chemical process (V2, V4, B1, B2). Parallel to weighing
the pump (V1, P) pours water to the main container. After water and substrates are
prepared (Nmax, B1, B2) main chemical process (Process) starts. For given period
of time (FT1) the substrates are introduced into the water and blended (M), then
main container is emptied (V6) for time FT2 and the process is terminated. When
the operator presses the button AUT the technological process starts again. In case
of break-down the operator presses the button AU.
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The UML diagrams applied at this stage are mainly use case diagrams. Figure7
presents well developed use case diagram, but for the beginning stage of the design
only operator’s perspective is essential. It is noteworthy, that the use cases in ovals
are not use cases of the system but are use cases of the controlled object.

5.3 Design and Behavioral Analysis

The behavioral analysis is a next design stage supported by UML. In discrete system
development life cycle (Fig. 5) this analysis corresponds to a design stage. One of
the main goal of a modeling (and also a designing) is to create formal description of
the controller behavior, precise enough to be an entry form to CAD systems (eg. ISE
Xilinx). In digital logic controller design this goal is different than modeling in soft-
ware engineering. The software engineer models to build model of data in class dia-
gram (eg. class hierarchy), which is starting point for coders. The controller designer
models to create model of behavior, formal enough for synthesis and implementation
processes. It seems that UML state machine diagrams are the best diagrams for this
purpose. State machines are state oriented, support concurrency and hierarchy and
are perfect solution for modeling of behavior of complex control systems.

The behavior analysis can be supported by the following UML diagrams: activ-
ities, sequence, collaboration and state machine. These diagrams are assumed to
be informal, imprecise, they give general views of the behaviour from different
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Fig. 8 Sequence diagram for Filling use case

perspectives. One of their main goal is to validate client requirements and to give
solid basis for formal description. Here, author’s proposition is to use UML state
machine for this purpose.

After having use case diagram prepared the designer can separately model every
use case in details. This can be done by means of sequence diagrams (eg. Fig. 8).
Sequence diagramhas two dimensions.Horizontally—there are placed objectswhich
take part in modelled functionality (eg. Filling) and vertically—there is an axis
of time. Arrows represent communications (or procedure callings) among objects.
These diagrams present execution a functionality or a task from objects perspective.
Figure8 presents sequence diagram for the use case Filling. The object which starts
sequence activities is an Operator, who by pressing button AUT initiates sequence
of preparing substrates and water. Other application of the sequence diagrams is in a
validation of the controller, namely, the sequence diagrams are ready testing scenario
for particular use case.

Next to the sequence diagrams, the activity diagrams alsomodel behavior in details
but from different perspective. They concentrate on a system as a whole and show
how different elements of the system actively take part in modelled functionality
or particular behavior. For example, Fig. 9 presents activity diagram for failure-free
work of the reactor from the operator perspective. In this working mode for the
operator three objects are most essential: aMain container and two Scales (1 and 2).
The three objects in the diagram have assigned its own activity field called swimline.
Activities (rectangles with rounded sides) located in the swimline refer to the activity
of the object assigned to the swimline. The operator initiates working by pressing
REP button, then the system executes initiating procedure (activity Initializing), next
the operator presses AUT button. This starts the main technological process—in the
diagram compound of two main activities Filling and Process. The activity Filling
is presented in details, by its subactivities referring to the objects MainContainer,
Scale 1 and Scale 2, and the details of Process activity are skipped in this diagram.



UML Support for Statecharts-Based Digital Logic Controller Design … 177

MCFilling

Start

Filling

Scale 1 Filling

Process

AUT

AUT

AUT

[Nmax,B1,B2]

MainContainer Scale 1 Scale 2

Initializing
REP

Scale 1 Filling

Fig. 9 Activity diagram for failure-free work

5.4 Implementation

The implementation phase of a live cycle of a digital logic controller is mainly
technology-dependant with little influence of the designer on functionality of the
system, if at all. Two main technological processes of this phase are logic synthesis
and hardware implementation. Logic synthesis transforms an abstract form of the
controller into logic gates (netlist) at Register-transfer level (RTL). Next, hardware
implementation makes that netlist obtained in the synthesis process is fitted into tar-
get FPGA device. This development phase is not directly supported by UML, but
UML provides some language features to extend its applicability. Author’s idea of
applying UML in digital controller design consists in formulating semantic interpre-
tation of state machine diagrams aimed at implementation in FPGA devices. This
UML extension has been implemented is academic CAD system called HiCoS [15].
Figure10 presents state machine diagram of the controller which precisely and for-
mally defines behavior of the controller. This diagram is unambiguously mapped
into textual form .SSF (Statechart Specification Format) file, which is an input file
for HiCoS system. HiCoS system automatically transforms it into VHDL file which,
in turn, is synthesised and implemented by commercial ISE Xilinx software.
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Fig. 10 Statechart diagram for chemical reactor controller

6 Conclusion

UML is a languagewhich can be applied at conceptual modeling stage of digital logic
controller design. Designing of logic controller proceeds according to the phases of
discrete system development life cycle. Three stages of this cycle are heavily sup-
ported by the UML notations. The analysis stage can be supported by class, object
and use case diagrams. The design stage is an extended application of standard UML
diagrams made by specialized semantic interpretation. Author’s semantic interpre-
tation are formulated with the view of synthesis and implementation in the FPGA
devices. The diagrams used at this stage are activity, sequence, collaboration and
state machine diagrams. The last one is a transition between imprecise UML model
and formal description behavior of controller for synthesis and implementation in
the FPGA structures.
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