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Preface

This volume contains the proceedings of the Workshop on Interoperability and Open-
Source Solutions for the Internet of Things held in Split, Croatia, on September 18,
2014. The workshop was organized by the OpenloT project with support from the
European Commission under the 7th Framework Programme and in conjunction with
the conference SoftCOM 2014: The 22nd International Conference on Software,
Telecommunications, and Computer Networks.

The Internet of Things (IoT) can be seen as the next evolutionary step in the Internet
lifecycle, with already more than 10 billion connected devices in 2013. However, to
enable wide adoption and proliferation of IoT services, further development is needed
in the area of interoperability and standardization as well as the convergence of the
Web and IoT standards in the M2M space, e.g., W3C SSN, and OneM2M. We are also
witnessing the emergence of open-source solutions targeting the IoT and cloud inte-
gration, which can further drive innovation and provision of utility-driven IoT services.
The aim of the workshop was to address the aforementioned challenges by bringing
together researchers and practitioners from industry and academia to showcase their
practical work, exchange ideas and experiences, as well as discuss future developments
in the area of interoperability and open-source solutions for the IoT.

The workshop featured two invited keynote talks, an invited presentation of the
OpenloT platform, 10 oral presentations of original scientific papers, and a demo
session closely aligned to the workshop main topics. The original scientific papers
presented at the workshop and accepted for publication in this volume underwent a
rigorous two-step review process and acquired a total of three reviews, where two
reviews were authored by the Technical Program Committee members from academia
and one Technical Program Committee member from industry. There were 15 papers
initially registered for presentation at the workshop and in the end of the review
procedure 10 papers were selected for oral presentation at the workshop and publi-
cation in this volume of the workshop proceedings.

The main highlights in the Workshop Program were two keynote talks given by two
distinguished speakers and a hands-on session demonstrating IoT solutions built on top
of the Open-Source OpenloT platform. Bill Weinberg, Senior Director from Open-
Source Strategy Consulting at Black Duck Software, USA, presented his view on open-
source strategies for driving the IoT, while Markus Weinberger, Director of Bosh IoT
Lab, Switzerland discussed business ecosystems for IoT. Extended abstracts of keynote
talks are included in this volume. The volume includes selected papers presenting
open-source solutions targeting the IoT and cloud integration as well as implementa-
tions of IoT-related standards. Furthermore, it includes an invited overview paper
introducing the OpenloT platform and selected use cases in the area of IoT built on top
of the OpenloT platform. Since the papers included in this volume address topics that
are highly related to a wide adoption and proliferation of IoT services, we hope that it
will contribute to further drive innovation and provision of utility-driven IoT services.



VI Preface

We would like to express our thanks to the keynote speakers, Mr. Bill Weinberg and
Dr. Markus Weinberger for their inspiring talks. The Chairs’ special thanks go to the
Technical Program Committee members for their valuable efforts in the review process.
We cordially thank all the authors for their contributions, workshop participants for
their interest and active involvement in the Workshop Program, as well as the orga-
nizers of the SoftCOM 2014 for providing an excellent workshop venue in Split,
Croatia. Thank you all for making this workshop a valuable experience.

December 2014 Ivana Podnar Zarko
Martin Serrano
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The Internet of Things and Open Source
(Extended Abstract)

Bill Weinberg®™®

Black Duck Software, 8 New England Executive Park,
Burlington, MA 01803, USA
bweinberg@blackduck. com

Abstract. This paper explores divergent visions for the evolution of Internet of
Things (IoT) technology and business models, and the ecosystem that exists
around them. In particular, it examines the role and reach of open source soft-
ware (OSS) in building and sustaining the IoT, from infrastructure to applica-
tions and other value-added device content. Specifically, it explores how OSS
can support competing and complementary architectures and meet looming IoT
challenges, including security and privacy on this new digital frontier.

Keywords: IoT - Open-source software : Evolution - Business models -
Ecosystem * Architecture - Challenges

1 Introduction

The build out of the Internet of Things (IoT) is advancing at a tremendous rate, by all
accounts outpacing desktop and mobile computing. By 2020, over 50 billion intelligent
devices will connect to and exchange information over the Internet according to Cisco,
while Gartner projected 7.3 billion tablets, smartphones and PCs with an economic
impact of nearly US$2 trillion. This huge cohort of “things” comprises staggering
diversity, from recognizable computers to infrastructure devices to sensors, light
switches, and thermostats. The impact of the IoT will span the gamut of industries and
applications, including medical, agriculture, manufacturing, consumer electronics,
transportation, and energy. And, like the existing Internet, the emerging IoT will rely
upon and instigate adoption of open source technologies and open standards.

2 Competing Visions for IoT

The IoT engenders great excitement and inspires sweeping optimistic statements about
its potential. Monetization of the 10T, especially of the open source software that will
support that build out, will be subject to competing technical and financial models.
There are two prevalent views of the architecture and make-up of the IoT. We call
them Many Peers and Many Leaves. With Many Peers, the 10T is effectively an extension
of the current connected universe, while Many Leaves envisions an extension of the
M2M (machine to machine) paradigm, with a vast cohort of relatively simple end-point
systems, deployed with deeply embedded real-time operating systems. These two visions

© Springer International Publishing Switzerland 2015
I. Podnar Zarko et al. (Eds.): FP7 OpenloT Project Workshop 2014, LNCS 9001, pp. 1-5, 2015.
DOI: 10.1007/978-3-319-16546-2_1



2 B. Weinberg

are not incompatible and devices implementing both paradigms are already populating
the nascent IoT. They differ principally in terms of who promotes which: Many Leaves is
the logical province of semiconductor suppliers and embedded software vendors, as well
as adherents to the maker movement. Many Peers is the darling of systems vendors and
enterprise software suppliers.

There are dozens of ways to monetize open source in general — no two companies
working in or around open source are alike in the mix of tactics they employ. At a
conceptual level, OSS business models fit into the following four major categories:
building OSS, building with OSS, building for OSS and building on OSS.

A stark distinction exists between vertical integration and horizontal diversity
which are two approaches to populating the different technical tiers of the IoT. These
approaches have important implications for collaboration and interoperability. There
already exists a range of silos of IoT devices and protocols, but do not interoperate with
nearly identical devices from other vendors. With a single IoT tier, there also exist less
ambitious and more open suppliers. These companies offer fewer devices and device
types but strive to interoperate with similar gear from other vendors and with third-
party infrastructure devices as well. To achieve quality interoperability, vendors across
tiers must implement using open IoT standards vs. enabling interoperation only with
their own devices.

3 The Roles of Open Source in the IoT Build Out

While open source is and will continue to be instrumental to the IoT, its presence and
utility is not uniform across all elements of the network as shown in Table 1.

Table 1. Open source in the IoT stack

IoT End IoT Internet . Client
. . Data .
Points Infrastructure | Infrastructure Devices
Center
Applications possibly possibly possibly possibly possibly

Frameworks possibly most likely most likely ﬁu possibly
Enabling Al mostlikely  mostlikely  most possibly
M/W likely

0OS possibly most likely most likely probably probably
Firmware possibly probably probably [ NNIEXNEE probably

Dev Tools most most likely most likely most most
) likely likel likel
Hardware possibly

In practice, end points belong to one of the following categories: passive nodes,
simple end points and peer-level end points. The role of OSS in the passive nodes lies
not in the RFID tags and slugs themselves but in the equipment that energizes and
scans them, and in supporting the applications that act upon the data. The role of OSS
in simple end points is tactical and not guaranteed. OEMs may choose to use an open
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source RTOS (e.g., TinyOS, eCOS or FreeRTOS) or a closed source executive (from
over 300 commercial/proprietary options) to manage resources and simplify value-
added applications programming. Developers will surely use OSS tools to create leave
node devices, and semiconductor suppliers will provide open source device drivers and
other elements to support them, but the applications running on them will likely remain
closed (as are many other types of device software). The peer-level end points are by
definition multi-function devices and have the potential (or the necessity) of deploying
enterprise-peer OSes — Linux, BSD, versions of Windows, etc. These devices represent
more interesting opportunities for OSS, from system software (especially Linux and
Android) up through middleware and applications frameworks, as well as routing
software. Additionally, with fewer resource limitations and constraints on bills-of-
material (BoM) costs, these types of devices are easier to build and accessible to “home
brewing” and the creativity of the maker movement.

In discussion of open source for the IoT, we should examine two distinct types of
infrastructure — routers, gateways, and aggregators that bridge between the existing
Internet and IoT end points, vs. access points, LAN router and edge routers, backbone
and core switches, and routers that constitute the Internet. The former infrastructure
provide ample opportunities for OSS deployment and for the evolution of new open
source implementations: embedded Linux provides a flexible platform with native IP
networking, IP routing software, and standardized local file systems. New IoT frame-
works are almost universally first hosted on Linux, as are most popular programming
languages and tool kits. The latter infrastructure, from local wireless networks to
broadband and mobile baseband access, to edge and core networking, is already teeming
with open source software.

As with Internet infrastructure, the cloud is substantially built on open source
software components — Linux, virtualization platforms, orchestration and management
software, application support libraries and other types of cloud middleware, and the
tools and frameworks developers use to write and deploy code — all open source. That
is not to say that all cloud software is open (e.g., Microsoft Azure), nor that software
that implements IaaS and PaasS is readily available as open source (e.g., the code behind
Amazon Web Services or Rackspace Cloud Hosting). And, while code that implements
(or will implement) IoT applications and IoT-centric SaaS solutions leverages OSS,
there is no impetus for that code to be open source itself.

As with the existing marketplaces of mobile apps and the even broader universe of
web applications, IoT end-user apps certainly benefit from the existence of open source
development tools and middleware, but have no particular impetus towards being open
source themselves. Reasons include small audiences for niche apps unlikely to engender
and support communities; mostly traditional per-unit business models; freeware with
revenue from advertising or in-app purchases that don’t accrue additional benefit from
the “frictionless” distribution model of OSS; strong affinity with a particular brand/
company who regards their end-user apps as conferring proprietary advantage.

Across all nodes and tiers, developers of course rely on development tools to build
and debug the software they create and deploy. Todays, it is no exaggeration to say that
most development tools derive from OSS projects or simply are open source.
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The varied types of devices that populate the IoT — both end points and infrastructure
nodes — fall into the category of embedded systems. Manufacturers of so-called con-
nected “intelligent devices” have been incrementally embracing open source for two
decades. Starting with a shift from proprietary compilers and debuggers in the 1990s,
device developers went on to embrace embedded Linux through the 2000s, and over the
last five years they have begun to build (non-mobile) devices with Android. In the same
time period, device manufacturers have shifted their source code control and build
engines from legacy proprietary solutions to SVN, GIT, Github, Chef, Puppet and “hot”
OSS projects and technologies.

4 Meeting Key IoT Challenges with OSS

The IoT presents the following security and privacy challenges: physical attacks to end-
point devices and various physical interfaces, spoofing of local wireless/mesh net-
works, vulnerabilities from poorly implemented interfaces and authentication, and lack
of security updates due to deployment type. None of these challenges is insurmount-
able, but there exist no magic bullets either. The most ubiquitous “things” on the
Internet today are mobile phones and tablets, which stand out as a morass of security
problems.

While surely key in innovating solutions to IoT security challenges, open source is
just one factor in any comprehensive IoT security and privacy paradigm. Equally
important are best development practices and development tools to augment and
enforce those practices. What does make OSS more amenable to security remediation is
its very openness. Beyond “many eyes making bugs shallow”, readily available source
code and published OSS project information (e.g., on GitHub and from Black Duck
OpenHub) enable automation of otherwise tedious and technically-challenging activ-
ities related to identifying security vulnerabilities, out-of-date versions, inactive or
poorly maintained projects, assessing and remediating components with known vul-
nerabilities and monitoring IoT device and application codebases to ensure future
security.

5 Conclusion

That open source software will help drive the IoT build-out is obvious, but dominance
in IoT technologies is not a foregone conclusion. Open source does sustain and indeed
dominate large swaths of intelligent device, networking, network infrastructure, and
cloud platform software. For that strong position to translate into IoT dominance,
developer communities will still have to cross key gaps and implement technologies
essential to the IoT:

e Scalable (downward) system software that meets the needs of myriad end-point
device types, especially on lower-end silicon.

e Open source implementations of mesh networking drivers and mesh network
management middleware, utilities, and tools.
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Quality, portable open source implementations of IoT protocols/protocol stacks.
Frameworks and tool kits for IoT application development on infrastructure nodes
and in the cloud.

e Lightweight security mechanisms suitable for leaf nodes but robust enough to
survive sophisticated cracking, and a provisioning and update paradigm matched to
the IoT.

While OSS used the ubiquitous PC/AT architecture as a springboard for Linux and
other software, the IoT won’t have the luxury of a relatively homogeneous system
architecture. The good news is that with over two million OSS projects launched to
date and tens of millions of active OSS developers, meeting the unique and emerging
needs of the IoT will be all in a day’s work for OSS and the communities that create
and comprise it.
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Business Models and the Internet of Things
(Extended Abstract)
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Abstract. In this extended abstract we aim on providing an overview on
business models based on the Internet of Things for assisting companies that are
currently focused on non-digital industries. In the first section the role of the
Internet as an innovation driver for business models is reflected, secondly it is
shown how business model patterns from digital industries are becoming rele-
vant to physical industries as well. General business model logic patterns for the
Internet of Things are shown and the challenges of implementing such patterns
in hybrid business models are addressed.

1 The Influence of the Internet on Business Models to Date

In Today’s market information technology (IT) has impacted business model innova-
tion. In [4] more than 300 cases of companies have been studied, that broke with the
established logic in their industries and in the process permanently changed it. Gillette,
IKEA, Nespresso and Pixar are well-known examples of such companies. Out of these
case studies a set of 55 business model patterns could be identified. A business model
pattern is defined “as a definite configuration of four core elements (who are the
customers? What is being sold? How is it produced? How is revenue earned?) that have
proven successful in different companies and industries.”

It is striking that since the 1990s, IT has been extremely significant in many case
studies, even though there continue to be business model patterns that manage to
transform an industry without IT. On the one hand, this is not surprising since IT first
became widely used throughout the business world in the 1990s. On the other hand, the
concentration of IT-driven cases is impressive. A large share of the newer case studies
relies in particular on digital business model patterns.

Many of the IT-influenced business model patterns — regardless of the technology
wave from which they emerged — follow three overarching trends:

This article has previously been published as a Whitepaper of the Bosch Internet of Things and
Services Lab, a Cooperation of HSG and Bosch (2014) — www.iot-lab.ch.

© Springer International Publishing Switzerland 2015
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o Integration of users and customers. I'T enables companies to increasingly integrate their
customers in their value-creation chain. In other words, IT allows companies to dele-
gate some tasks to their customers. Examples can be found in the User Designed,
E-Commerce, Open Source (content) and Mass Customization business model patterns.

e Service orientation. Run time services and/or after-sales digital contact with cus-
tomers are on the rise. Using IT-based services, IT allows companies to maintain
and make use of customer relationships even after the sale. Exemplary business
model patterns for this include Rent instead of Buy, Subscription, Freemium, Razor
and Blade and Add on.

e Core competence analytics. Precise collection and analysis of transaction and use
data are increasingly valuable and represent a key skill for product design, pricing,
and sales structuring. Examples can be found in the Subscription, Flat Rate, Free-
mium, Pay per Use and Performance-based Contracting business model patterns.

IT is used today to upgrade value in business model patterns. When the Hidden
Revenue pattern is applied by companies like Google or Facebook, however, which are
part of digital industries, IT is by definition constitutive. IT not only revives old
business model patterns and generates new business model patterns; it has also facil-
itated the emergence of an entirely new digital industry and redefined old business
model patterns in that industry.

Many digital business model patterns, such as Freemium, have been applied
exclusively in the digital world until now. In manufacturing industries, the Internet has
mainly been used to simplify processes — and thus reduce costs while increasing quality
and the variety offered. The Internet has been responsible for big breakthroughs in
digital industries, as Google, Facebook, PayPal, eBay, YouTube, and others prove.

2 The Economic Power of the Internet of Things

This section outlines the formative power of the Internet of Things within the economy.
A broader and more well-grounded analysis of the economic perspective on the Internet
of Things can be found in [1, 2].

The digital world — and that includes its various industries — differs in multiple
dimensions from the physical world and its industries, for instance in the areas of
marginal costs in production, transport, and storage, in transport and production speeds,
and in the ability to abstract and simulate.

Digitalization leads to high resolution management because the marginal costs of
measuring (in the control process) and the actuating elements (in the controller) are
almost zero, while interventions can be made with almost the speed of light.

The Internet of Things is now applying this logic step by step to the physical world.
It represents the vision that every object and location in the physical world can become
part of the Internet. Objects and locations are generally equipped with mini-computers
so they become smart objects that can take in information about their environment and
communicate with the Internet and other smart objects. These minicomputers are
usually barely visible or completely invisible, so the physical dimension of the object
remains people’s most important interface.
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Smart things are hybrids, composed of elements from both the physical and digital
worlds. That means that, when used, they unite the principles of both worlds and in
doing so, introduce high resolution management into the physical world, too [1].

Should a fastening equipment manufacturer operating an electronic Kanban system
at its customers’ plants provide information on the consumption to his customers free
of charge or use the freemium model? Or service-for-pay integrated with physical
delivery right from the start? And who owns the data? The customer whose warehouse
is the source of the data, or the supplier; after all, he owns the smart containers that
generate the data. Can and should the data — anonymized, across the entire customer
base — reveal valuable, real-time developments in the industry and be capitalized as part
of the Leverage Customer Data business model pattern? Whichever is chosen, the
Freemium and Leverage Customer Data models are both examples of how business
model patterns that have been confined to digital industries can suddenly become
relevant for classic physical industries.

3 Business Model Patterns in the Internet of Things

The application-driven goal of this article is to derive well-grounded assistance, both
theoretical and practical, for developing Internet of Things business models. These
models should be inspiring and provided on a level of abstraction that will facilitate their
application across industries, while remaining concrete enough to be actionable for
innovators in business and society at large.

To accomplish this, we analyzed the 55 business model patterns from Gassmann [4]
and many Internet of Things applications with regard to their value-creating steps and
high resolution management. It is the latter that embody both the opportunities and
limitations of the Internet of Things’ technical capacities. The results of this analysis
can be represented as six-components for business model patterns for the Internet of
Things: Physical Freemium, Digital Add-on, Digital Lock-in, Product as Point of Sales,
Object Self-Service, Remote Usage and Condition Monitoring. Based on their power
and their kinship — all of them facilitate digital services for physical products — we
merge them all together in a new business model pattern specific to the Internet of
Things, Digitally Charged Products. On the other hand, the concept of Sensor as a
Service is so novel and so powerful that we suggest that it is itself a new business
model pattern. Further details on these components and new business model patterns
can be found in [3].

4 Entrepreneurial Challenges in Implementing Internet
of Things Business Models

Generating new ideas is not the biggest hurdle in establishing a new business model.
The capabilities of an Internet of Things reignite the discussion regarding the optimal
mix of product versus service in a business model.

One feature of the Internet of Things is the fact that the service portion of the
business models outlined here is always digital in nature. This has two consequences:
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First, the theory and practice of service orientation must be critically examined and
expanded as needed against the backdrop of the characteristics of digital services.
Second, digitalization that extends into the product itself (in contrast to digital support
in the value-creation process) must of necessity lead to an additional service
orientation.

The differing characteristics of physical and digital products are particularly
noticeable in product development. In a world where a bug can be repaired with an
update at almost no cost, even in an installed base running in the millions, and where
right from the start high growth is required due to network effects, speed, early cus-
tomer contact, and aesthetics are of utmost importance in development. In the hardware
business, however, and in the world of embedded computing as well, other terms apply.
Here, for example, an error in a product that has already been sold usually results in an
extremely costly, image-damaging recall action. These differences conditioned by
technology and economics have meant that divergent cultures arose in hardware
compared to those governing Internet software departments and have shaped putatively
incompatible organizational units.

Small units that can and must operate in the tradition of lean startups [S] are
advantageous in addressing another challenge. Their leanness itself forces them to work
on development together within a network of partners — which include their customers.
This implies not only a lead user approach [6] but encompasses an entire ecosystem as
facilitator. In the digital world, the one who brings the most developers to its platform
wins. In most instances, hybrid solutions mean that the party offering them must have
access to data that is constantly generated from application of the solution. This is new
for classic production companies and brings with it both many opportunities as well
as risks.

5 Summary and Outlook

The goal of this essay is to inspire innovators from business and society at large to
develop business models leveraging the Internet of Things. It analyzes the role that the
Internet has played in business models to date, documents the specific economic energy
of the Internet of Things, and derives from that the general product/service logic
serving as the foundation for specific components and patterns of Internet of Things
business models. Finally, it indicates some of the key challenges involved in its
implementation that will confront in particular companies with a successful history in
manufacturing industries.

Maybe this essay raised more questions than it answers. But hopefully some can
now be more specifically formulated. The Internet of Things remains an academically
and economically fascinating and rewarding phenomenon.
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Abstract. Despite the proliferation of Internet-of-Things (IoT) platforms for
building and deploying IoT applications in the cloud, there is still no easy way
to integrate heterogeneous geographically and administratively dispersed sen-
sors and IoT services in a semantically interoperable fashion. In this paper we
provide an overview of the OpenloT project, which has developed and provided
a first-of-kind open source IoT platform enabling the semantic interoperability
of IoT services in the cloud. At the heart of OpenloT lies the W3C Semantic
Sensor Networks (SSN) ontology, which provides a common standards-based
model for representing physical and virtual sensors. OpenloT includes also
sensor middleware that eases the collection of data from virtually any sensor,
while at the same time ensuring their proper semantic annotation. Furthermore,
it offers a wide range of visual tools that enable the development and deploy-
ment of IoT applications with almost zero programming. Another key feature of
OpenloT is its ability to handle mobile sensors, thereby enabling the emerging
wave of mobile crowd sensing applications. OpenloT is currently supported by
an active community of IoT researchers, while being extensively used for the
development of IoT applications in areas where semantic interoperability is a
major concern.
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1 Introduction

We are nowadays witnessing the convergence of the Internet-of-Things (IoT) and the
cloud computing paradigms, which is largely motivated by the need of IoT applications
to leverage the scalability, performance and pay-as-you-go capabilities of the cloud.
During recent years several efforts towards IoT/cloud convergence have been undertaken
both in the research community (e.g., [1]) and in the enterprise (e.g., Xively.com).
A common characteristic of these efforts is their ability to stream data to the cloud in a
scalable and high performance way, while at the same time providing the means for
managing applications and data streams. Nevertheless, these architectures do not
essentially provide semantic interoperability [2] across IoT applications which have been
developed/deployed independently from each other. Therefore, there is still no easy way
to combine data streams and services from diverse IoT applications that feature incom-
patible semantics (e.g., units of measurement, raw sensor values and points of interest).

This paper presents an overview of the FP7-287305 OpenloT project (co-funded by
the European Commission), which has provided a middleware platform enabling
the semantic unification of diverse IoT applications in the cloud. OpenloT uses the
W3C Semantic Sensor Networks (SSN) ontology [3] as a common standards-based
model for semantic unification of diverse IoT systems. OpenloT offers a versatile
infrastructure for collecting and semantically annotating data from virtually any sensor
available. OpenloT exploits also the Linked Data concept [4] towards linking related
sensor data sets. Furthermore, OpenloT provides functionalities for dynamically fil-
tering and selecting data streams, as well as for dealing with mobile sensors. It comes
with a wide range of visual tools, which enable the development of cloud based IoT
applications through minimal programming effort.

OpenloT is currently available as an open source project (https://github.com/
OpenlotOrg/openiot/). As of June 2014, it consists of nearly 400.000 lines of code,
while it also integrates libraries of the popular Global Sensor Networks (GSN) open
source project [5]. Recently, OpenloT received an award from Black Duck, as being
one of the top ten open source project that emerged in 2013 [6]. The rest of the paper is
devoted to the presentation of the main technical developments of the project. The
structure of the paper is as follows: Sect. 2 provides an overview of the OpenloT
platform, including an illustration of its architecture. Section 3 is devoted to the pre-
sentation of the main functionalities of the platform and how they can be used towards
developing IoT applications. Section 4 provides an overview of real-life IoT applica-
tions, which have been developed based on OpenloT. Section 5 concludes the paper.

2 OpenloT Platform Overview

2.1 Achitecture Overview

The OpenloT architecture comprises seven main elements [7] as depicted in Fig. 1.

o The Sensor Middleware (Extended Global Sensor Networks, X-GSN) collects,
filters and combines data streams from virtual sensors or physical devices. The
Sensor Middleware is deployed on the basis of one or more distributed instances
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Fig. 1. Overview of OpenloT Architecture and Main Components

(nodes), which may belong to different administrative entities. The OpenloT pro-
totype implementation uses X-GSN (Extended GSN), an extended version of the
GSN middleware [5]. Furthermore, a mobile broker (publish/subscribe middleware)
is used for the integration of mobile sensors.

The Cloud Data Storage (Linked Stream Middleware Light, LSM-Light) acts as a
cloud database which enables storage of data streams stemming from the sensor
middleware. The cloud infrastructure stores also metadata required for the operation
of OpenloT. The OpenloT prototype implementation uses the Linked Stream
Middleware (LSM) [8], which has been re-designed with push-pull data function-
ality and cloud interfaces.

The Scheduler processes requests for on-demand deployment of services and
ensures their proper access to the resources (e.g. data streams) that they require.
It discovers sensors and associated data streams that can contribute to a given ser-
vice. It also manages a service and activates the resources involved in its provision.
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e The Service Delivery & Utility Manager (SD&UM) combines data streams as
indicated by service workflows within the OpenloT system in order to deliver the
requested service (typically expressed as an SPARQL query). The SD&UM acts
also as a service metering facility which keeps track of utility metrics for each
service.

e The Request Definition component enables on-the-fly specification of service
requests to the OpenloT platform. It comprises a set of services for specifying and
formulating such requests, while also submitting them to the Scheduler. This
component is supported by a GUI (Graphical User Interface).

e The Request Presentation component is in charge of the visualization of the
outputs of a service. This component selects mash-ups from an appropriate library
in order to facilitate service presentation.

e The Configuration and Monitoring component enables visual management and
configuration of functionalities over sensors and services that are deployed within
the OpenloT platform.

2.2 OpenloT Ontology for Semantic Interoperability and Linked
Data Integration

The OpenloT ontology represents a universally adopted terminology for the conver-
gence of sensed data with the semantic web. It enhances existing vocabularies for
sensors and Internet Connected Objects (ICOs), with additional concepts relevant to
IoT/cloud integration such as terms to annotate units of measurement, raw sensor
values and points of interest at some specific levels of granularity. In particular, the
OpenloT ontology is extending the W3C SSN ontology, which supports the description
of the physical and processing structure of sensors. Sensors are not constrained to
physical sensing devices: rather a sensor is anything that can estimate/calculate the
value of a phenomenon. Thus, either a device or computational process or a combi-
nation of them could play the role of a sensor. The representation of a sensor in the
ontology links together what it measures (the domain phenomena), the physical sensor
(the device) and its functions and processing (the models).

The OpenoT ontology is available as a single OWL file, and provides the means for
a semi-automatically generated documentation. Additional annotations have been
added to split the ontology into thematic modules. The implementation of the ontology
and its integration in the OpenloT architecture are realized through the LSM middle-
ware. LSM transforms the data from virtual sensors into Linked Data stored in RDF
(Resource Description Format), which is de facto queried using SPARQL. In the
context of IoT applications in general and LSM in particular, such queries refer typi-
cally to sensor metadata and historical sensor readings. The SPARQL endpoint of LSM
provides the interface to issue these types of queries. The RDF triple store deployed by
LSM is based on OpenLink Virtuoso and provides a Linked Data query processor that
supports the SPARQL 1.1 standard. While SPARQL queries are executed once over
the entire collection and discarded after the results are produced, queries over Linked
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Stream Data are continuous. Continuous queries are first registered in the system, and
continuously executed as new data arrives, with new results being output as soon as
they are produced. LSM provides a wide range of interfaces (wrappers) for accessing
sensor readings such as physical connections, middleware APIs, and database con-
nections. Each wrapper is pluggable at runtime so that wrappers can be developed to
connect new types of sensors into a live system when the system is running. The
wrappers output the data in a unified format, following the data layout described in the
OpenloT ontology.

2.3 Mobile Broker and Publish/Subscribe Middleware

OpenloT offers support for discovering and collecting data from mobile sensors (e.g.,
wearable sensors, sensors built-in mobile devices). This is achieved through a publish/
subscribe middleware titled CloUd-based Publish/Subscribe middleware for the IoT
(CUPUS) which integrates: (1) A cloud-based processing engine for sensor data
streams based on the publish/subscribe principles and (2) A mobile broker running on
mobile devices for flexible data acquisition from mobile ICOs. In the OpenloT
architecture, CUPUS interfaces to the Cloud Database via X-GSN which annotates the
data collected from mobile devices. Hence, data streams from mobile ICOs are
annotated and stored in the OpenloT cloud via X-GSN, similar to the way data streams
from stationary sensors are announced via the X-GSN sensor middleware.

CUPUS supports content-based publish/subscribe processing, i.e., stateless Bool-
ean subscriptions with an expressive set of operators for the most common data types
(relational and set operators, prefix and suffix operators on strings, and the SQL
BETWEEN operator), and continuous top-k processing over sliding windows i.e. a
novel publish/subscribe operator which identifies k best-ranked data objects with
respect to a given scoring function over a sliding window [9]. It facilitates pre-filtering
of sensor data streams close to data sources, so that only data objects of interest, value
and relevance to users are pushed into the cloud. The filtering process is not guided
locally on mobile devices, but rather from the cloud based on global requirements.
Moreover, CUPUS distributes in near real-time push-based notifications from the cloud
to largely distributed destinations, e.g., mobile devices, based on user information
needs.

As depicted in Fig. 2, a Mobile Broker (MB) running on a mobile device can
connect to and disconnect from a publish/subscribe processing engine running within
the cloud. On the one hand, a device with attached sensors acts as a data source: The
MB announces the type of data it is able to contribute to the platform and adds the
sensor to the Cloud Data Storage. On the other hand, mobile phone users can define
continuous requests for data in the form of subscriptions. Based on existing requests for
sensor data expressed through subscriptions by either mobile device users or the
OpenloT platform, the MB receives subscriptions from the publish/subscribe pro-
cessing engine which become data filters to prevent potential data overload within the
cloud. This mechanism ensures that only relevant data is transmitted from mobile
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devices into the platform to be annotated and stored in the RDF repository, and sub-
sequently to be transmitted in near real-time to adequate mobile devices.

Since the load of the publish/subscribe processing engine is generated by a varying
number of publishers and subscribers with changing joint publication rate, the engine
offers elastic real-time computation. It processes many subscriptions in parallel, which
minimizes the processing overhead and optimizes the usage of cloud resources under
varying load.

3 OpenloT Platform Capabilities

3.1 Sensors and Data Streams Registration, Deployment and Discovery

OpenloT manages the registration, data acquisition and deployment of sensors and
interconnected objects, through X-GSN. X-GSN is an extension of the GSN that
supports semantic annotation of both sensor data and metadata. The core fundamental
concept in X-GSN is the virtual sensor, which can represent not only physical devices,
but in general any abstract or concrete entity that observes features of any kind.
A virtual sensor can also be an aggregation or computation over other virtual sensors,
or even represent a mathematical model of a sensing environment.

In order to propagate its data to the rest of the OpenloT platform, each virtual
sensor needs to register within the LSM, so that other applications and users can
discover them and get access to their data. The sensor is registered through X-GSN by
posting a semantically annotated representation of its metadata. In order to associate
metadata with a virtual sensor, a simple metadata descriptor is used. X-GSN takes care
of creating the semantic annotations in RDF, according to the OpenloT ontology, and
posting them to the LSM cloud store repository.
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sensorName=weather

source="Brussels netatmo"

sourceType=weather

sensorType=weatherType

information=Weather sensors in Brussels

author=openiot

feature="http://lsm.deri.ie/OpenIoT/BrusselsFeature"”

fields="airtemperature"
field.airtemperature.propertyName="http://lsm.deri.ie/OpenIoT/AirTemperature"
field.airtemperature.unit=C

latitude=46.529838

longitude=6.596818

Listing 1. Sample metadata file for a X-GSN virtual sensor

Listing 1 illustrates the descriptor of a virtual sensor, which contains the location
and the fields exposed by the virtual sensor. The descriptor includes the mapping
between a sensor field (e.g., airtemperature) and the corresponding high-level concept
defined in the ontology (e.g. the URI http://Ism.deri.ie/OpenloT/AirTemperature).

@prefix : <http://sensordb.csiro.au/id/> .
@prefix rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#> .
@prefix DUL: <http://www.loa-cnr.it/ontologies/DUL.owl#> .
@prefix ssn: <http://purl.oclc.org/NET/ssnx/ssn#> .
@prefix aws: <http://purl.oclc.org/NET/ssnx/meteo/aws#> .
@prefix prov:<http://purl.org/net/provenance/ns#> .
@prefix wgs84: <http://www.w3.0rg/2003/01/geo/wgs84_pos#>
@base <http://sensordb.csiro.au/id/> .
<sensor/5010> rdf:type aws:CapacitiveBead, ssn:Sensor;
rdfs:label "weather";
ssn:observes aws:air temperature ;
ssn:onPlatform <site/narrabri/Pweather> ;
ssn:ofFeature <site/narrabri/sf/sf narrabri> ;
prov:PerformedBy "SensorSource";
DUL:hasLocation <place/locationl>.
<place/locationl> rdf:type DUL:Place;
wgs84:lat 52.3;

wgs84:1long 98.2.

<site/narrabri/Pweather> rdf:type ssn:Platform ;

ssn:inDeployment <site/narrabri/deployment/2013> .

Listing 2. Sample RDF snippet of a sensor annotation, in Turtle format

After the sensor has been registered, the corresponding RDF triples (Listing 2) are
stored in LSM, and the sensor is available for discovery and querying from the upper
layers of the OpenloT architecture. Data acquisition for each virtual sensor is achieved
based on wrappers that collect data through serial port communication, UDP
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connections, HTTP requests, JDBC database queries, and more. X-GSN implements
wrappers for these data providers, and allows users to develop custom ones. Virtual
sensors and wrapper settings are specified in configuration files, which provide internal
details of the data to be exposed. Data are represented as streams of data tuples which
can be consumed, queried or analyzed on-line. In OpenloT this processing includes the
annotation of sensor observations as soon as they arrive to X-GSN, as depicted in
Fig. 3. Note that virtual sensors can be built on top of other virtual sensors, providing
different layers of information. For example, one can imagine a set of thermometers
that send their data into X-GSN. Then all those data streams can feed an aggregating
virtual sensor that averages received values over predefined time windows, annotates
average values semantically and stores them in the LSM cloud store. The described
example is realized by editing only a few XML files. In general, the effort needed to
deploy a new sensor in OpenloT is typically in the range of few man-hours.

3.2 Authenticated and Authorized Access to Resources

The diversity of applications interacting in an IoT ecosystem calls for non-trivial security
and access-rights schemes. Conventional approaches (e.g., creating distinct user accounts
for each application and granting access rights to each user) are not scalable as the number
of applications and user accounts grows. OpenloT adopts a flexible and generic approach
for authentication and authorization. User management, authentication, and authorization
are performed by the privacy & security module and its CAS (Central Authentication
Service) service. Users are redirected to a centric login page the first time they try to
access a restricted resource where they provide their username and password to the central
authentication entity. If authentication is successful, the CAS redirects the user to the
original web page and returns a token to the web application. Tokens represent authen-
ticated users, have a predefined expiration time and are valid only before they expire. The
token is forwarded from a service to the next one in a request chain, e.g., from the user
interface to LSM. Services can check if the token is valid, or use the token to check if the
user represented by this token has the necessary access rights.

In terms of implementation, OAuth2.0 enabled Jasig CAS has been extended for
the OpenloT needs. In particular, we added the end point permissions for retrieving
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authorization information from CAS. Authorization information includes user roles/
permissions. Permissions are textual values that define actions or behaviors and are
defined per service. A wildcard permission format (Apache Shiro) is used. Permissions
can consist of multiple levels delimited by colons, and levels can be defined by each
application following a predefined pattern. For example, the permission string “admin:
delete_role:SERVICE_NAME” has three levels: “admin” means that the permission is
for administrative tasks, “delete_role” is the action, and “SERVICE_NAME” is the
name of the service for which the action is permitted.

3.3 Zero-Programming Application Development

OpenloT provides an integrated environment (i.e. OpenloT IDE (Integrated Devel-
opment Environment)) for building/deploying and managing IoT applications. Open-
IoT IDE comprises a range of visual tools (Fig. 4) enabling: (a) Visual definition of IoT
services in a way that obviates the need to master the details of the SPARQL language;
(b) Visual discovery of sensors according to their location and type; (c) Configuration
of sensor metadata as needed for their integration within the X-GSN middleware;
(d) Monitoring of the status of the various IoT services, including the volumes of data
that they produce and the status of the sensors that they comprise; (e) Visualization of
IoT services on the basis of Web2.0 mashups (i.e. maps, line/bar charts, dashboards and
more). These tools accelerate the process of developing IoT applications. In several
cases simple applications can be developed with virtually zero programming.

IoT’@ »
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Fig. 4. Overview of the OpenloT Integrated Development Environment (OpenloT IDE)



22 J. Soldatos et al.

3.4 Handling of Mobility with Quality Driven Sensor Management

As mobile crowd sensing applications generate large volumes of data with varying
sensing coverage and density, there is a need to offer mobility management of ICOs
and quality-driven mobile sensor data collection to satisfy global sensing coverage
requirements while taking into account data redundancy and varying sensor accu-
racy [10]. CUPUS provides the means for collecting data from mobile ICOs, whose
geographical location potentially changes while providing data to the cloud. As mobile
brokers running on mobile devices announce the type of data that can be provided by
their currently available publishers, they are configured so as to announce their
available data sources each time they enter a new geographic area. Moreover, an
X-GSN virtual sensor is created on demand for each new geographic area and is used to
both push and annotate the data generated by all mobile sensors currently residing
within its geographical area.

CUPUS addresses quality requirements (e.g., energy efficiency, sensing data
quality, network resource consumption, latency), through smart data acquisition
mechanisms. Firstly, by deploying mobile brokers on mobile devices, data can be
selectively collected from external data sources attached to the mobile device and
transmitted to the cloud only when required. Mobile brokers running in geographical
areas where there are no currently active subscriptions will suppress data collection
and refrain from sending unnecessary data into the cloud. Secondly, CUPUS is inte-
grated with a centralized quality-driven sensor management function, designed to
manage and acquire sensor readings to satisfy global sensing coverage requirements,
while obviating redundant sensor activity and consequently reducing overall system
energy consumption. Assuming redundant data sources in a certain geographic area,
a decision-making engine is invoked to determine an optimal subset of sensors which
to keep active in order to meet data requests while considering parameters such as
sensor accuracy, trustworthiness, and battery level.

4 Proof-of-Concept Applications

4.1 Phenonet Experiment

Phenonet uses sensor networks to gather environmental data for crop variety trials at a
far higher resolution than conventional methods and provides high performance real-
time online data analysis platform that allows scientists and farmers to visualize, process
and extract both real time and long-term crop performance information from the
acquired sensor measurements. Figure 5 provides an example of a Phenonet experiment
with two types of sensors (1) Gypsum block soil moisture sensors (GBHeavy) at various
depths (e.g., 20, 30 and 40 cm) and (2) Canopy temperature measurement sensor.

The goal of the experiment is to monitor the growth and yield of a specific variety
of crop by analyzing the impact of root activity, water use (soil moisture) and tem-
perature. Information about crop growth obtained in real time effectively helps plant
scientist researchers to provide estimates on the potential yield of a variety. OpenloT
facilitates the processes of real-time data collection, on-the-fly annotation of sensed
data, data cleaning, data discovery, storage and visualization.
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4.2 Urban Crowdsensing Application

This is a mobile application for community sensing where sensors and mobile devices
jointly collect and share data of interest to observe and measure air quality in real-time.
Volunteers carrying wearable air quality sensors contribute sensed data to the OpenloT
platform while moving through the city. Citizens are able to consume air quality
information of interest to observe it typically in their close vicinity. Figure 6 shows air
quality sensors measuring temperature, humidity, pressure, CO, NO2 and SO2 levels
which communicate with the mobile application running on an Android phone via a
Bluetooth connection. Users can declare interest to receive environmental data (e.g.,
temperature, CO levels) in their close vicinity and in near real-time. Moreover, they can
express interest to receive the readings portraying poorest air quality for an area over
time, or average readings within specific areas as soon as they are available.

Canopy
Temperature

Soil Sensor - Depth
20cm

Soil Sensor - Depth
30cm

Soil Slice

Soil Sensor - Depth
40cm

Fig. 5. Phenonet Experiment Illustration

Fig. 6. Air Quality Sensors and Mobile Application
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4.3 Smart Campus Application

The smart campus application brings information about interactions among people and
things within typical campus situations into one Common Information Model (CIM).
This model combines observations from sensors with mobile applications and static
structural information into one cyber-physical context managed by OpenloT. In the
prototype the used sensors are QR-code or NFC based scanners to detect and confirm
the presence of persons and to identify assets and topics. The mobile applications are
used for booking workplaces and for discussions. The structural information describes
campus assets like buildings, rooms and workplaces, as well as teaching material.
OpenloT supports the stream oriented processing of events as well as context reasoning
on the CIM.

5 Conclusions

OpenloT has provided an innovative platform for IoT/cloud convergence which
enables: (a) Integration of IoT data and applications within cloud computing infra-
structures; (b) Deployment of and secure access to semantically interoperable appli-
cations; (c) Handling of mobile sensors and associated QoS parameters. The semantic
interoperability functionalities of OpenloT are a key differentiating factor of the project
when compared to the wide range of other IoT/cloud platforms. These functionalities
provide a basis for the development of novel applications in the areas of smart cities
and mobile crowd sensing, while also enabling large scale IoT experimentation.
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Abstract. Despite the proliferation of Internet-of-Things (IoT) applications and
services, there are still very few tools and techniques for developing IoT solu-
tions in a visual fashion through minimal (or even) zero programming. In this
paper we introduce a novel approach for developing IoT solution through visual
development tools. The presented approach presents several advantages, in
particular: (a) It leverages standards-based semantic models for sensors and IoT
context (notably the W3 SSN ontology), (b) It is based on popular/mainstream
web-based technologies (i.e. SPARQL, REST), (c¢) It provides a basis for
integrated development of IoT services on the basis of a W3C SSN based Model
Driven Architecture (MDA), (d) It is implemented as open source software as
part of the OpenloT open source project.

Keywords: Internet-of-Things (IoT) - Visual tools - Cloud computing -
Sensors + Open source

1 Introduction

The Internet-of-Things (IoT) (Sundmaeker 2010) is gradually becoming one of the most
prominent technologies that underpin our society, through enabling the orchestration
and coordination of large numbers of physical and virtual Internet-Connected-Objects
(ICO) towards human-centric services in a variety of sectors including logistics, trade,
industry, smart cities and ambient assisted living (Smith 2012). Nowadays, more than
ten years after the introduction of the term IoT (Internet-of-Things) (Ashton 2009), we
have witnessed the emergence of several IoT architectures and related technical stan-
dards, which have paved the ground for the first wave of scalable, intelligent and
interoperable IoT applications. Prominent examples of such IoT architectures are those
promoted by standardization organizations, such as the Open Geospatial Consortium
(OGC) (http://www.opengeospatial.org), the W3C (through its W3C Semantic Sensor
Networks (SSN) incubator group) and the EPCglobal (http://www.gs1.org/epcglobal/).
These architectures are in most cases supported by middleware platforms, which
facilitate development and integration of (compliant) [oT applications. For example, the
Fosstrak open source platform (http://www.fosstrak.org) (Floerkemeier et al. 2007)
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eases the development and deployment of EPCglobal compliant RFID applications,
while the Linked Sensor Middleware (LSM) platform (Lephuoc 2011) facilitates the
integration of applications that leverage the Semantic Sensor Networks (SSN) (Compton
2012) ontology towards modeling ICOs. Apart from middleware platforms that support
standards-based development of IoT applications, there are also several platforms that
provide proprietary middleware services to IoT applications. Prominent examples
including the Global Sensor Networks (GSN) open source middleware (Aberer 2007)
for WSN, as well as the WinRFID platform for RFID applications (Prabhu 2000).
In addition to these examples, numerous methodologies and platforms for building
multi-sensor [oT applications have been also introduced (Chatzigiannakis 2007).

Despite the emergence of the above platforms, less emphasis has been paid into the
provision of easy to use tools for the development of IoT applications. Indeed, most of
the above-listed platforms are not accompanied by comprehensive development
environments that could essentially facilitate developers and solution providers in the
complex task of building, testing and deploying IoT applications. In several cases the
above-listed platforms come with simple tools for configuring solutions, which are not
however integrated and do not support all the phases of the software development
lifecycle. Also, with only few exceptions (e.g., (Patel 2011)), these tools are con-
strained to particular types of applications (e.g., RFID or WSN applications) and
cannot support the full range of physical and visual ICOs that comprise the IoT par-
adigm. Hence, they are not suitable for supporting an integrated development envi-
ronment for IoT applications based on Model-Driven-Architecture (MDA) concepts
(Kleppe 2003). Furthermore, most of the available tools provide poor configurability
and require application developers to write significant amounts of code even for simple
solutions. We strongly believe that visual integrated tools for IoT development can
greatly facilitate the production of IoT applications, thereby reducing their develop-
ment and deployment costs. Furthermore, such tools could boost the proliferation of the
currently rising community of IoT developers.

In this paper we introduce a range of tools for the visual development of IoT
applications and services, as well as for the visual presentation of their results. These
tools can serve as a basis for an integrated development environment, which could
support the round-trip engineering of IoT applications across all the phases of their
software engineering lifecycle. The presented environment relies on a blueprint cloud-
based IoT architecture, which leverages the W3C SSN ontology for modeling sensors,
ICOs and entities. This architecture is briefly presented and discussed in the paper, in
order to facilitate the understanding of the middleware platform that underpins the
introduced visual environments. Due to the use of W3C SSN as an underlying model
for sensors and ICOs, the presented tools are used to construct semantic queries/
services (i.e. SPARQL based queries) over the various sensors and ICOs. Furthermore,
they provide the means for validating the services, as well as for enacting them over the
underlying IoT middleware platform. Overall the presented tools provide a first-of-a-
kind effort towards the integrated standards-based (i.e. W3C SSN based) development
of IoT applications with minimal (and in some cases zero) programming. In this
context, the work described in the paper complements recent efforts for integrated IoT
development (e.g., (Patel 2013)), which are however based on proprietary ontologies
for modeling sensors and IoT resources. It is also noteworthy that our visual
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environment for modeling and developing IoT applications is available as open source
software as part of the OpenloT open source project (available at: https://github.com/
OpenlotOrg/openiot). This provides the IoT open source community with imminent
opportunities for using and extending the presented approach.

The rest of the paper is structured as follows: In Sect. 2 we position our work against
related efforts. As part of this positioning we illustrate the limitations of existing
environments and tools, and accordingly illustrate the novelty of our approach. Section 3
discussed the middleware architecture and platform that underpins the operations of our
IoT visual development paradigm. Specifically, we introduce the use of W3C SSN for
modeling sensors, as well as the use of SPARQL language as a means of defining IoT
services. Section 4 presents the tools that enable visual definition/construction of IoT
applications and services, while also discussing a range of visual (mashup-based) tools
for the presentation of the results of IoT services. Finally, Sect. 5 concludes the paper
and summarizes its main contributions.

2 Related Work

Several middleware platforms for RFID and WSN applications come with companion
development and/or deployment tools. In the area of RFID applications the Fosstrak
(Floerkemeier et al. 2007) project provides tools for browsing/managing RFID data
residing within EPC-IS repositories, as well as tools for editing business rules trans-
forming raw tag streams to business semantics. Similarly, the AspireRFID project
(http://wiki.aspire.ow2.org) has provided a wide range of tools for building EPC-IS
compliant RFID applications over the Fosstrak middleware platform. These include
visual tools for editing/managing filters, as well as tools for managing data over EPC-
IS repositories. Furthermore, AspireRFID has defined a process language for RFID
applications (Kefalakis 2011) (i.e. the APDL (Aspire business Process Description
Language), which enables the definition and configuration of complete RFID solutions.
APDL is a Domain Specific Language (DSL), which is amenable by a customized
workflow management tool. The latter tool enables the visual definition, configuration
and enactment of complete RFID solutions. Beyond EPCGlobal compliant initiatives,
there have also been other efforts enabling visual development of RFID applications
such as Rifidi (www.rifidi.org) (Palazzi 2009), which enables the visual configuration,
simulation and testing of RFID solutions. Note that Rifidi has been recently enhanced
towards supporting IoT applications, but it is still RFID focused. Furthermore, in
(Anagnostopoulos 2009) the authors have defined a simple DSL for collection, filtering
and generation of events from RFID tag streams. While all these solutions facilitate the
development of RFID applications, they are not sufficient when it comes to dealing
with broader IoT applications comprising sensor networks, actuators, as well as virtual
sensors and data streams. Moreover, most the above works are focused on parts of
RFID solution development (e.g., RFID data collection and filtering, data management,
device management) and do not support holistic integrated development of RFID
applications.

In addition to RFID development tools, there have also been tools facilitating the
development of RFID applications. A prominent example is the GSN (Global Sensor
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Networks) platform, which defines a virtual sensor concept and provides the means for
almost zero-programming WSN application development (Aberer 2007). Another example
is the work described in (Mostafizur 2010), which includes a framework for modeling,
simulation and code generation of complete WSN applications. Also, (Ghica 2008) illus-
trates an environment for the design, modeling and development of integrated WSN
applications. The above list of development environments and tools is non exhaustive,
given that most WSN middleware platforms (e.g., those listed in (Chatzigiannakis 2007))
come with some sort of tooling support for sensor applications. However, similar to the case
of RFID oriented development environments, these tools are overly focused on WSN
aspects. Hence, they tend to deal with the low-level details of sensor applications (e.g.,
sensor nodes communication, sensor data collection, data filtering, and data fusion) rather
than with their higher level composition into IoT applications. Furthermore, they ignore in
several cases key aspects of IoT applications, such as virtual sensors and data streams, as
well as the need to model non-trivial sensors and contexts.

Recently, software engineering solutions for the integrated development of general
IoT applications have also emerged (e.g., (Cassou 2010; Patel 2011)). These solutions
leverage semantic models that capture the main elements of IoT applications (Patel
2013), such as sensors, actuators, and techniques for abstracting and modeling context in
IoT applications. Note that context abstraction is an essential element of pervasive and
context-aware computing (Dey 2001), and therefore an indispensable part of any
development environment for pervasive computing applications (Dimakis 2008).
In addition to context abstraction, the separation of programming concerns has been also
identified as a key ingredient of integrated development environments for IoT appli-
cations (Patel 2013). The above efforts towards integrated development of IoT appli-
cations rely on proprietary models for sensors and context modeling, which is a set-back
to their wider adoption. Furthermore, they do not take advantage of recent efforts
towards accessing the low-level functionalities of the sensors through high level Web-
based interfaces (such as CoAP (Constrained Application Protocol) (Colitti 2011)). The
use of web-based interfaces is a trend for most on-line IoT platforms, notably those
enabling streaming of IoT data in cloud computing infrastructures. Prominent examples
are the Xively (https://xively.com/) and Thingspeak (http://www.thingspeak.com)
platforms, which provide Web based interfaces for accessing IoT data feeds in the cloud.
Nevertheless, these platforms provide very simplistic non-interoperable models and
formats for sensors and context, while they do not provide common semantics for
interoperable representations of sensors. Therefore their associated visual development
capabilities are generally limited to very simple IoT applications.

One of the main benefits of the approach that is suggested in this paper is that it
relies on semantic models and ontologies under standardization (Serrano 2014), such as
the W3C Semantic Sensor Networks (SSN) (Taylor 2011), which provides the means
for abstracting/virtualizing virtually any sensor. In addition to general purpose
descriptions of sensors and observations, the SSN ontology provides the means for
modeling/abstracting the context of multi-sensor applications in order to facilitate
processes such as dynamic discovery of sensor data and metadata, as well as tasking
and programming in multi-sensor applications. In addition to its semantic power and
expressiveness, the W3C SSN ontology enables the use of web based technologies and
techniques for accessing and linking both sensor data and metadata, thereby giving rise
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to the web-of-things (Pfisterer 2011). The use of web-based technologies in IoT
applications is expected to facilitate the engagement of large masses of web and mobile
applications developers in the creation of innovative IoT based ideas and services. The
approach introduced in coming section is in-line with this direction.

3 OpenloT Middleware Platform — Foundations for an IoT
Services Visual Development Paradigm

Our approach to visually designing, implementing and deploying IoT application
hinges on the OpenloT middleware platform, which is available as open source soft-
ware. The OpenloT platform, as shown in Fig. 1, provides the means for representing
sensor data and metadata according to the W3C SSN ontology, but also for persisting
the data within cloud infrastructures. Furthermore, the OpenloT platform defines the
notion of IoT services as SPARQL queries, which enables the dynamic discovery of
sensor data and metadata, along with the execution of queries over arbitrary large
numbers of geographically and administratively distributed sensors. At the same time,
OpenloT provides the means for collecting data streams from physical and virtual
sensors and accordingly for transforming them to W3 SSN compliant data streams.
Overall, the main elements of the OpenloT platform are:

o The Sensor Middleware, which collects, filters and combines data streams stem-
ming from virtual sensors (e.g., signal processing algorithms, information fusion
algorithms and social media data streams) or physical sensing devices (such as
temperature sensors, humidity sensors and weather stations). This middleware
acts as a hub between the OpenloT platform and the physical world, since it enables
access to information stemming from the real world. Furthermore, it facilitates the
interfacing to a variety of physical and virtual sensors such as IETF CoAP com-
pliant sensors (i.e. sensors providing RESTful interfaces), data streams from other
IoT platforms (such as https://xively.com) and social networks (such as Twitter).
Among the main characteristics of the sensor middleware is its ability to stream W3
SSN compliant sensor data in the cloud. The Sensor Middleware is deployed on the
basis of one or more distributed instances (nodes), which may belong to different
administrative entities. The prototype implementation of the OpenloT platform uses
an enhanced/extended version of the GSN middleware (Aberer 2007) (namely
X-GSN, which is currently as a module of the OpenloT open source project).
However, other sensor middleware platforms could be also used in alternative
implementations and deployments of the OpenloT architecture.

e The Cloud Computing Infrastructure, which stores data streams stemming from
the sensor middleware thereby acting as a cloud database. The cloud infrastructure
stores also metadata for the various IoT services, which are made available to
the visual development tools of the following section. Note that the cloud infra-
structure could be either a public infrastructure (such as the Amazon Elastic
Compute Cloud (EC2)) or a private infrastructure (e.g., a private cloud deployed
based on Open Stack (http://www.openstack.org/)). The cloud infrastructure can be
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characterized as a sensor cloud, given that it primarily supports storage and man-
agement of sensor data streams (and of their metadata).

The W3 SSN Directory Service, which keeps information about all the sensors
that are available in the OpenloT platform. It also provides the means (i.e. services)
for registering sensors with the directory, as well as for the look-up (i.e. discovery)
of sensors. The architecture specifies the use of semantically annotated descriptions
of sensors as part of its directory service. The OpenloT open source implementation
is based on an enhanced version of the W3C SSN ontology, which is integrated as
part of the LSM (Linked Sensor Middleware) (Lephuoc 2011). As a result of this
implementation technology, semantic Web techniques (such as SPARQL and RDF
(Resource Description Format)) and ontology management systems (e.g., Virtuoso)
are used for querying the directory service. Furthermore, the exploitation of
semantically annotated sensors enables the integration of data streams within the
Linked Data Cloud, thereby empowering Linked Sensor Data.

The Scheduler, which processes all the requests for on-demand deployment of
services and ensures their proper access to the resources (e.g., data streams) that
they require. This component undertakes the task of parsing the service request and
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accordingly discovering the sensors that can contribute to its fulfillment. It also
selects the resources, i.e., sensors that will support the service deployment, while
also performing the relevant reservations of resources.

The Service Delivery & Utility Manager (SD&UM), which performs a dual role.
On the one hand, it combines the data streams as indicated by service workflows
within the OpenloT system, in order to deliver the requested service. To this end,
this component makes use of the service description and the resources identified and
reserved by the (Global) Scheduler component. On the other hand, this component
acts as a service metering facility, which keeps track of utility metrics for each
individual service.

The Pub-Sub server (QoS Manager), which is the component which monitors
over time the global demand for sensor data generated by MIOs and manages the
data acquisition process from MIOs to achieve a desired sensing coverage while
optimising parameters such as energy and bandwidth consumption, sensor trust-
worthiness and/or data propagation latency.

The Security module (CAS server), which is based on Jasig CAS (http://www.
jasig.org/cas) and provides OAuth2.0 authentication and authorization for all other
OpenloT modules.

The Request Definition tool, which enables the specification of service requests to
the OpenloT platform. It comprises a set of services for specifying and formulating
such requests, while also submitting them to the Global Scheduler. This tool fea-
tures a GUI (Graphical User Interface), which resides at the heart of the visual IoT
development paradigm that is introduced in the following sections.

The Request Presentation component, which is in charge of the visualization of
the outputs of an IoT service. This component selects mashups from an appropriate
library in order to facilitate service presentation. Service integrators and solution
providers have the option to enhance or override the functionality of this component
towards providing a presentation layer pertaining to their solution.

The Configuration and Monitoring component, which enables management and
configuration functionalities over the sensors and the IoT services that are deployed
within the platform. It is also supported by a GUL

The delivery of IoT services according to the OpenloT architecture relies on the

following information flows and interactions between the various elements:

X-GSN nodes are “announcing” the available virtual sensors to the Directory
Service and start to publish their data in SSN compliant RDF format based on each
X-GSN local configuration.

Users request from the Scheduler all the available sensor/ICOs types that satisfy
specific attributes (e.g., coordinates, radius) by using the Request Definition UL The
request is sent to the Scheduler service, which queries the Directory Service for the
ICOs that fulfill the criteria set in the request.

The Scheduler executes a combination of queries (SPARQL-based) according to the
previously user specified request.

The Directory Service retrieves the data and replies back to the Scheduler with the
available sensor types.
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e The reply is forwarded to the Request Definition UI from the Scheduler and the
retrieved information is provided to the user of the visual development
environment.

e The user, with the help of Request Definition Ul, defines the request by imple-
menting rules, provided by the tool, over the reported sensor types. Following
paragraphs illustrate the structure of the visual tools and the nature of the rules that
can be specified. The information about the IoT request (including execution and
service presentation preferences) is pushed to the Scheduler.

e The Scheduler analyses the received information and sends the request to the
Directory Service.

e After having configured the request for an IoT service, the user is able to use the
Request Presentation Ul for visualizing the data of a registered IoT service.

e With the help of SD&UM the Request Presentation retrieves all the registered
applications/services related to a specific user.

e For any given/selected service, a user can request to retrieve the results related to it.
Accordingly, the SD&UM requests and retrieves from the Directory Service all
related information for the specific Service.

e The SD&UM analyses the retrieved information and forwards the included
SPARQL script (created through the Request Definition UI and stored by the
Scheduler) to the Directory Service SPARQL interface.

e The result is sent from the Directory Service to the SD&UM, which forwards it to
the Request Presentation. The latter component includes all the needed information
on how the data of the IoT service should be visualized.

In the sequel we illustrate our visual development paradigm for IoT applications
based on the above architecture. As already outlined, this paradigm is primarily sup-
ported by the <KRequest Definition>> and <KRequest Presentation>> components. Note
that the detailed presentation of other components and features of the architecture (such
as accounting and resource optimization) are beyond the scope of this paper and
described in (Serrano 2014).

4 Visual Design and Presentation of IoT Services

4.1 Request Definition Module Overview: Visual Definition
of IoT Services

The request definition module is a web application that allows end-users to visually
model their OpenloT-based services using a node-based WYSIWYG (What-You-See-
Is-What-You-Get) UI (User Interface). Modeled service graphs are grouped into
“applications” which are called OAMOs (OpenloT Application Model Object). These
applications are able to group a collection of different services, which are called OS-
MOs (OpenloT Service Model Objects), that comprises/describes a real life application
(e.g., weather reports). This enables end-users to manage (i.e. describe/register/edit/
update) different (unrelated) applications from a single entry point. As already outlined,
the metadata of all modeled services are persisted by the OpenloT Scheduler and are
automatically loaded whenever a user accesses the web application.
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Figure 2 illustrates the main user interface components of the web application:

e The menu bar provides commands for creating new applications, opening existing
applications for editing, extracting defined applications in XML format, loading
applications from XML format, validating a new design and saving it to the cloud.

e The central pane serves as the workspace area for modeling services.

e The node toolbox (left pane) contains the list of nodes that can be dragged into the
workspace. Nodes are grouped by functionality.

e The properties pane (right pane) provides access to any selected node’s properties.

e The console pane (bottom pane) provides workspace validation information
(problems/warnings) as well as a debug preview of the generated SPARQL code for
the designed service.
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Fig. 2. User Interface (UI) of the request definition module

4.2 Applications Management

The tool provides a range of functionalities for managing IoT applications. In
particular:

e A <Kfreset applications> option is provided in order to clear all applications and
services, while a <reload applications>> option reloads all available applications.

e A Knew applications>> option allows for the creation of a new application through
providing a name and a description. The new application appears as blank appli-
cation and is available for editing.

e An edit existing application>> option is provided to allow for opening an appli-
cation for further editing.
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4.3 Modeling of IoT Application and Services

An IoT application is represented through a graph, which can be modeled visually.
A service graph describing a particular application can be created by dragging nodes
from the node-toolbox into the application workspace, setting them up and wiring them
together. Each graph node is color-coded to indicate its function and provides input and
output endpoints to facilitate connections. Each endpoint belongs to one or more
scopes while its position on the rendered node is dictated by its function (inputs on the
left, outputs on the right). The system allows only connections between endpoints that
have common scopes. Connections between nodes may be established by clicking on
an output endpoint and dragging a connection to another node’s input endpoint. While
a connection is dragged, the system will automatically highlight the endpoints that can
serve as the connection’s destination.

A service graph visualizes the information flow from a source (typically a sensor
type) to a sink (a visualization widget). Therefore, all service graphs should contain at
least one source node and one sink node. Other node types can be injected between the
source and the sink to manipulate the data (i.e. perform an aggregation or filtering
function). The available node types are described in following paragraphs.

Data Source Nodes. Data source nodes model the sensor types available for querying
via the OpenloT middleware platform. In order to populate the list of available sensors,
a sensor discovery query has to be performed. By clicking the search button in the node
toolbox, a sensor discovery dialog appears (Fig. 3), which enables search for sensors
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_(,’.(ngk (87 Map Data | Terms of Use | Reportamap error

Location | Brussels | Search radius * | 15.00km

Find sensors Cancel

Fig. 3. Sensor discovery dialog
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within a specific area. As soon as the sensors are found the node toolbox is updated
with the list of available sensor types (classes) that match the search criteria.

Each sensor node represents all the sensor instances of a particular sensor type that
are available at a specific location. When dragged into the workspace, the node encodes
the search criteria that were used for locating it into its embedded properties. By
dragging the appropriate sensor nodes into the workspace one can model graphs that
process similar data from different locations. A sensor node example and its properties
are shown on Fig. 4. All available sensor attributes appear as output endpoints. The
node provides an additional input endpoint for connecting a selection filter node. The
functions of this special node are described in the following paragraph.

46.52000 o
6.63400 o

15.00000 L4
gsn

Fig. 4. A sensor node and its properties

Selection Filter Nodes. In 10T applications it is sometimes desirable to process data
within a specific time window. The selection filter node allows one to limit the data
records that will be processed using time-based criteria. Once connected to a sensor
node, the selection filter node will expose its KrecordTime>> endpoint. This end-
point can be connected to a comparator node that describes filter parameters.

Comparator Nodes. Comparator nodes can be connected to a selection filter node to
define a time-based filter. Each node’s filter parameters are exposed as node properties.
The following nodes are provided:

e Between (date): Ensures that the processed records fall between two specific dates.

e Compare (abs. date): Ensures that the processed records satisfy the condition
“recordTime operator userDate”, where operator is a user-selected oper-
ator (less, less or equal, equal, greater or equal, greater) and
userDate a user-selected date.

e Compare (rel. date): Ensures that the processed records satisfy the condition
“(NOW - recordTime) operator value timeUnit”, where operator is a
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user-selected operator, value is a numeric value used for the comparison and
timeUnit is a user-selected time unit (seconds, minutes, hours, months,
years). Figure 5 shows an example where the node is used to select data recorded
within the last five (5) hours.

Unit * HOUR(S) v

Sclection filter

S HOUR(S)

Fig. 5. Relative time filtering example

Group Nodes. Group nodes allow users to partition the sensor data into time buckets
using each observation’s record time. A group node is setup by connecting each
attribute that should be grouped to the group node’s input endpoint. Once a connection
is made, a new output endpoint appears on the right side of the group node. The new
endpoint represents partitioned time buckets and may be connected to an aggregation
node or directly to a compatible sink node.

In order to define the observation’s record time that will be used for grouping, a
grouping options dialog has been implemented (Fig. 6). Through this dialog the
component that will be used for grouping can be selected. In this case an additional
endpoint for each selected group field appears at the right side of the group node in the
tool (Fig. 7). For each attribute, the node generates an output tuple of the form:
(grp_recordTimel, ..., grp_recordTimeN, valueSet).

Aggregation Nodes. Aggregation nodes apply an aggregation function to their inputs.
The following aggregation functions are supported: min, max, count, average,
sum. These nodes accept as input the outputs of sensor, groups or aggregation nodes.

Sink Nodes. Sink nodes serve as the termination endpoint of a service graph. All
service graphs should have at least one sink node connected in order to pass the service
graph validation check. While a standard set of sink nodes is provided, additional sink
nodes can be defined depending on the application. The following sink nodes are
supported:
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¢ Line chart sink node: Line chart sink nodes render a line chart widget that supports
up to five (5) data series. To setup the line chart, the number of series should be
selected first. Depending on the number of series selected, additional inputs (y;) will
appear on the node for connecting each series’ Y axis data. Then the type of data
that will be plotted on the X axis is selected. Three types of data are supported for

the X axis:

e Number: The X axis will plot a numeric field. In this case, additional inputs (x;)
will appear on the node for connecting each series’ X axis data. All X axis inputs
only accept a single connection.
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e Date (result set): In this mode, the X axis value will be automatically set to the
system’s timestamp when the query results arrive. In this case, no inputs for the
X axis are available.

¢ Date (observation): This mode is designed to work together with a group node.
In this case, additional inputs (xi) will appear on the node for connecting each
series’ X axis timestamp data. These inputs accept multiple connections from a
group node’s grp_recordTime fields. Depending on which time fields where
connected, the system will automatically generate a timestamp for the X axis
while it processes incoming data. Figure 8 shows an example scenario where a
line chart plots the max temperature for every day.

e Pie chart sink node: This type of node renders a pie chart and supports up to ten
(10) series. The first step to setting up a pie chart involves the selection of the
number of series. Depending on the number of series selected, additional inputs (y;)
appear on the node for connecting each series’ value.

e Meter gauge sink node: This node will render a gauge with a dial indicating its
current value. In order to setup the gauge, one has to provide its measure unit label
and accordingly its minimum and maximum values. The node exposes a single
input endpoint for connecting the gauge’s value.

e Map sink node: The map sink node renders a map containing markers indicating
the location of sensors and optionally renders circle overlays to indicate the mag-
nitude of a specific attribute from each sensor. To set up this node one needs to
setup the map widget parameters. To this end, the latitude, longitude and zoom level
properties must be filled in. Then the type of overlays that should be rendered must
be selected. The following overlay modes are supported:

e Markers only: Renders a marker at each sensor’s location.

¢ Circles only: Renders a circle at each sensor’s location with a radius equal to
the connected property’s value scaled by the “max value” property. The max
value scaling factor defaults to one (1) and can be used to tweak the size of the
generated circles.

e Markers and circles: This mode combines the previous two modes.

e Passthrough sink node: The passthrough sink node is a special node designed to
be used by applications that need to bypass the request presentation layer and
perform their own custom processing on the service data. This node provides a
simple sink with N inputs. The number of inputs is selected by editing the attribute
count property of the node. Once the property is modified, the node will the
appropriate number of input endpoints (attrl, ..., attrN) depending on the
property value. Once the service has been registered, the application needs to
manually invoke the SDUM to get the service results. When used via the request
presentation layer, the bound attributes are rendered in tabular form.

Using Variable Property Values. Some application scenarios involve queries where
some of the parameters are not known a priori during service design. For example, a
service that reports the availability of a specific resource (like a room) near a mobile
user depends on the user’s location which is only known when the query is to be
executed. To support such scenarios, provide a mechanism for converting node
properties into variables is provided. This mechanism is supported for all nodes except
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Fig. 8. A service that plots the max temperature per day

the sink nodes. Applications referencing services which contain variables should
supply their values when they invoke the SD&UM. In case a variable value is not
specified, it is automatically set to the default value.

4.4 Workspace Validation — SPARQL Generation and Service
Deployment

Prior to saving an application, the tool audits the modeled graphs within the workspace
against the following validation tests:

No unconnected nodes exist.

All required (mandatory) node properties have been filled in.
All required node endpoints have been connected.

The service graph contains no closed loops.

In addition to the above checks, some node-specific checks are also performed. The
output of the workspace validation process is a list of problems (if any) and a set of
warnings. The validation results appear in the console pane. By clicking on a problem
or warning, the system highlights its location on the service graph in order to facilitate
its fix. Validation runs automatically before saving an open application but it can also
be manually invoked by the end user of the tool.

The <KRequest Definition>> tool can automatically generate the SPARQL code,
which corresponds to the modeled graph(s) (see Fig. 9 below). Accordingly, it can
ensure its deployment over the OpenloT middleware infrastructure and according to the
operations’ workflow described in the previous section.
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Fig. 9. Validation — SPARQL automatic generation

4.5 The Request Presentation Module: Presentation of IoT Services

The Request Presentation module is a Web application that provides end users with a
visual interface to services created using the Request Definition Web application. When
a user accesses the Web application, all the applications that have been modeled by the
user are automatically loaded. Each application contains one or more visualization
widgets. The Request Presentation layer parses the application metadata and generates
a self-updating widget dashboard (see Fig. 10)). Note that the supported widgets are
those described in the previous section (i.e. line charts, pie charts, maps, meter gauges).

Dashboards refresh automatically every 30 seconds. However, the user may
manually trigger an update by clicking on the current application menu and selecting
the “Manual data refresh” option. To clear the data of a specific widget, click on the
“Clear data” button on its top-right corner.

4.6 Validation of the OpenloT Visual Development Paradigm

The presented framework has been validated in the development of several IoT
applications. In particular a set of sample IoT services are bundled within the open
source implementation of the framework. These sample services (such as weather
service) are simple and aim at demonstrating the functionalities of the <KRequest
Definition>> and <KRequest Presentation>> modules. In addition to the sample services,
the visual tools have been used to support the development and deployment of three
IoT use cases in the areas of smart cities, manufacturing and crop management. Each of
these use cases comprises several IoT services, which have been developed in a visual
fashion. Note that the implementation and integration of these use case has illustrated
the practical use of the visual tools in the scope of non-trivial applications. In particular,
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Fig. 10. Widgets of the Request Presentation

it has shown that developers can use the presented tools for creating a baseline service,
which they can further enhance through additional coding/development outside of the
scope of the visual tools.

5 Conclusions

Despite the emergence and proliferation of middleware frameworks for developing and
deploying IoT applications, nowadays there are still only a limited number of envi-
ronments and tools for the visual development of IoT applications. These environments
are typically focused on certain low-level aspects of IoT applications such as nodes
connectivity in WSN and the management of RFID devices. Hence, they are not
suitable for supporting the development and deployment of integrated IoT applications,
which leverage data from the wide range of physical and virtual sensor sources that
comprise the 10T paradigm. In this paper we have introduced a visual environment,
which facilitates the development of IoT applications with minimal (almost zero)
programming effort. The visual environment operates over the OpenloT architecture,
which uses the W3C SSN ontology as its main semantic model for describing sensors
and related IoT context. Modeling IoT services using the presented tool is based on
the specification of a graph, which corresponds to an IoT application. The nodes of the
graph correspond to (sensor) data sources, processing components, as well as pre-
sentation components. Every graph can be validated through the tool and accordingly
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the code for IoT services can be generated and enacted over the OpenloT middleware
platform.

Our visual paradigm for the modelling, development and deployment of IoT ser-
vices presents several distinct advantages. First it leverages standards-based semantic
models for sensors and IoT context, which boosts its wide adoption and technological
longevity. Second, it is based on web-based technologies (i.e. SPARQL, REST)
thereby opening up the exciting field of IoT services development to the large pool of
web application developers. Third, it provides a basis for integrated development
of IoT services on the basis of an MDA realized based on W3C SSN. The production of
an integrated development environment for IoT applications is in progress as part of the
OpenloT project. Another advantage of the presented paradigm is that it is imple-
mented as open source software as part of the OpenloT open source project. The
availability of this open source implementation is expected to encourage community
developers to enhance our visual paradigm on the basis of new features, functionalities
and development tools for IoT services. Several such enhancements are already part of
the implementation roadmap of the OpenloT open source project.
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(FP7-287305) (http://openiot.eu). The authors acknowledge help and contributions from all
partners of the project.
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Abstract. Given the prominence of IoT applications integrating mobile
Internet-connected objects (ICOs), e.g., wearable sensors and mobile
devices with built-in sensors, novel solutions are required to discover
and collect data from mobile sensors producing data streams from vary-
ing locations, while taking into account sensor accuracy, energy-efficiency,
and potential data redundancy. The OpenloT platform offers support
for mobile sensors by means of its publish/subscribe middleware solu-
tion entitled CloUd-based Publish/Subscribe middleware for the IoT
(CUPUS). The CUPUS publish/subscribe component is used to col-
lect data from mobile ICOs in a flexible and energy-efficient manner
and to provide preprocessed data into the OpenloT cloud. Moreover,
CUPUS in collaboration with a Quality of Service (QoS) Manager com-
ponent enables mobility management of ICOs and quality-driven data
acquisition from mobile sensors to satisfy the global sensing coverage
requirements while taking into account data redundancy and ICO bat-
tery lifetime.

Keywords: Internet of things (IoT) - Mobile sensors - Publish/subscribe
middleware

1 Introduction

The proliferation of wearable sensors and mobile devices with built-in sensors
creates new challenges for the Internet of Things (IoT) platforms which need to
address specific requirements pertaining to a mobile context, whereby challenges
arise due to the uncontrolled mobility of sensors and mobile end user devices. To
support mobile crowdsensing applications [3] which naturally generate large vol-
umes of data with varying sensing coverage and density, both in space and time,
there is a need to offer mobility management of ICOs and quality-driven data
acquisition from mobile sensor to satisfy global sensing coverage requirements.
Moreover, challenges arise with respect to data redundancy and varying sensor
accuracy, as well as managing sensor data in an energy- and bandwidth-efficient
manner.
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The OpenloT platform which is developed within the FP7 OpenloT project
co-funded by the European Commission under contract FP7-287305, offers sup-
port to discover and acquire data from mobile sensors by means of a pub-
lish/subscribe middleware solution CloUd-based Publish/Subscribe middleware
for the IoT (CUPUS)! designed to offer context-aware and quality-driven mobile
sensor data collection. To address the challenges of meeting the quality require-
ments of mobile IoT-based applications in terms of energy efliciency, sensing
data quality, network resource consumption, and latency, the CUPUS middle-
ware supports several smart data acquisition mechanisms. Firstly, by deploying
processing engines on mobile devices, data can be selectively collected from exter-
nal data sources attached to the mobile device and transmitted to the cloud only
when required by external applications. Secondly, the CUPUS middleware is inte-
grated with a centralized quality-driven sensor management function, designed
to smartly manage and acquire sensor readings to satisfy global sensing cover-
age requirements, while obviating redundant sensor activity and consequently
reducing overall system energy consumption. Assuming redundant data sources
in a certain geographic area, a decision-making engine is invoked to determine
an optimal subset of sensors which to keep active in order to meet data requests
while considering parameters such as sensor accuracy, level of trustworthiness,
and available battery level.

In our previous work [8,11], we have introduced CUPUS as a component
enabling context-aware and energy-efficient acquisition and filtering of sensor
data in mobile environments. The CUPUS communication infrastructure is based
on the principles of publish/subscribe, whereby data sources (referred to as pub-
lishers) disseminate data using a push-based mechanism to interested data des-
tinations (subscribers). Users/applications generate data queries referred to as
subscriptions [5]. In this paper we extend the work by introducing a centralized
quality-driven sensor management function which enables quality-driven data
acquisition and provide technical details regarding the architecture for sensor
mobility and related communication protocols implemented within the scope of
the OpenloT project.

The paper is structured in the following way: Sect.2 introduces the gen-
eral architecture for quality-driven data acquisition from mobile sensors. We
present the details of the implemented publish/subscribe communication model
in Sect. 3, while Sect. 4 introduces the quality-driven sensor management func-
tion. An application built on top of the presented solution is briefly presented
in Sect. 5. We list related work in Sect.6 and conclude the paper in Sect. 7.

2 The OpenloT Architecture for Mobile ICOs

The OpenloT solution for acquiring and processing sensor data produced by
mobile ICOs is based on the publish/subscribe communication infrastructure
and is centered around the following design objectives:

! The CUPUS and QoS Sensor Management Function source codes are available at
the OpenloT project’s Github - https://github.com/OpenlotOrg/openiot /.
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— Data acquisition from mobile ICOs needs to be flexible to enable pre-processing
and filtering of sensor data on mobile devices while taking into account data
needs expressed by an end application and its users.

— Since sensor data streams can be characterized as Big Data streams, the engine
for continuous processing of such streams needs to be efficient and tailored to
cloud environments to optimally use the available computing resources while
adapting well to the processing load.

— The developed solution should enable delivery of notifications from the cloud
to mobile devices in near real-time and in accordance with user information
needs and context.

— The data acquisition process should be contert-aware and quality-driven, and
influenced by the following parameters: sensor accuracy, mobile ICO location
and battery lifetime, and potential data redundancy/insufficiency.

The first three listed objectives can be achieved by use of the cloud-based
publish/subscribe middleware CUPUS, while for the fourth objective we add
an additional component, QoS Manager, capable to perform quality-driven data
acquisition management for mobile ICOs. Naturally, the data produced by mobile
ICOs is geotagged, either by an exact location measured by GPS or cell identifier
(e.g., a mobile network cell identifier or MGRS? area). The QoS Manager lever-
ages the publish/subscribe communication style to continuously monitor sensor
locations, their status (e.g. battery level, accuracy) and produced data streams
with the goal to make informed decisions regarding a subset of sensors to keep
active to meet application sensing requirements. Of course, a selection can only
be made for geographic areas with redundant sensors, while the QoS Manager
can also identify areas with insufficient sensing coverage. For such areas, the
QoS Manager may employ techniques such as data interpolation and estimation
to meet a required sensing coverage, or even motivate volunteers by means of
incentives to visit and acquire data for those areas.

A view of the OpenloT architecture for mobile ICOs is given in Fig.1.
The central component is the Cloud-based Publish/Subscribe Processing Engine
(CPSP Engine), responsible for acquiring data from external data sources (e.g.,
smartphones), processing the data to see if it matches any active subscriptions,
and disseminating the data to external data consumers. It interacts with a Mobile
Broker (MB), which is a data stream processing component running on mobile
devices responsible for filtering and aggregating locally produced sensor data.
The CPSP engine and MB build the CUPUS middleware. The QoS Manager
interacts with the CPSP Engine to monitor both subscriptions and publications
defined and acquired by the engine to make smart decisions regarding mobile
ICO activation/deactivation. The QoS Manager also serves as a hub for push-
ing the data received by the CPSP Engine to the OpenloT Cloud Database for
permanent storage. This is achieved by use of the eXtended Global Sensor Net-
work (X-GSN) component which annotates the data and creates RDF triples,

2 The Military Grid Reference System (MGRS) is the geocoordinate standard used
by NATO for locating points on the earth.



The OpenloT Approch to Sensor Mobility with Quality-Driven 49

Wﬂy

OpenloT Cloud

Q web service

interface forward an
annotate OpenIOT
Cloud-Based Quality of | sensor readings Cloud
Publish/ Service WEREERY
Q, Database
| Subscribe ’ Managey 4
Q08 (LSM Light)
Processing <::t:l\> T
Engine pub/sub
interface /

N

pub/sub
interface

Mobile Broker
Publisher 6

Fig. 1. High-level OpenloT publish/subscribe architecture

publish—»

—aquUOSqnSs»,

<—notify—
D)))

as Linked Sensor Middleware (LSM-Light) integrates an RDF store to be used
as the OpenloT Cloud Database.

A Mobile Broker and the CPSP Engine running within the OpenloT cloud
interact over a publish/subscribe interface @,. The CPSP Engine and the QoS
Manager also interact over the same interface @), by use of the following mes-
sages: publish, subscribe, notify and announce. In addition, the QoS Manager
exposes a web service interface @, through which it offers services to other
OpenloT components. For example, if a user of the OpenloT platform wants
to locate available mobile data sources in his/her close vicinity, or average data
readings acquired by mobile sensors for a specific area, he/she can access this
information through the @, interface. Both interfaces are explained in more
detail in Sects. 3 and 4.

2.1 Cloud-Based Publish/Subscribe Middleware (CUPUS)

CUPUS implements the standard publish-subscribe-notify communication pat-
tern enhanced with an announce message to advertise the data types associated
with mobile sensors and sensor locations. It has a hierarchical three-tier archi-
tecture with the CPSP Engine at the top layer, MBs running on mobile devices
at the middle layer, and publishers and subscribers at the bottom layer. Pub-
lishers and subscribers typically also run on mobile devices and can also connect
directly to the CPSP Engine. For example, a mobile device with attached sensors
acts as both a data source (publisher) and data destination (subscriber) since
device users can define continuous requests for data in the form of subscriptions.
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An MB running on the device can announce the type of data it is able to con-
tribute based on sensors attached to it and its current location. This information
is transmitted to the CPSP Engine which thus knows the locations and charac-
teristics of all available data publishers. The CPSP Engine answers to announce
messages with subscriptions matching the defined data types which become data
filters and prevent potential data overload within the CPSP Engine. This mech-
anism ensures that only relevant data is transmitted from mobile devices into
the cloud, and further on to interested mobile users and other subscribers in
near real-time.

An MB is a special processing engine running on mobile devices for filtering
of sensor data close to data sources to suppress redundant sensing and related
data transmissions to the CPSP engine. By doing so, it saves batteries of both
sensors and end-user devices. The filtering is achieved by matching of locally
generated publications with active subscriptions received from the CPSP engine
so that only matching publications are forwarded to the CPSP engine. To save
resources while performing the filtering on mobile devices, a special mechanism
is needed to maintain the minimal set of appropriate subscriptions. Such a set of
subscriptions contains only a subset of CPSP subscriptions that can potentially
match locally generated publications. A detailed description of MB design and
implementation together with evaluation of its processing performance on mobile
devices is available in [11].

CUPUS supports content-based publish/subscribe processing, i.e., stateless
Boolean subscriptions with an expressive set of operators for the most common
data types (relational and set operators, prefix and suffix operators on strings,
and the SQL BETWEEN operator), and continuous top-k processing over slid-
ing windows, a novel publish/subscribe operator which identifies k& best-ranked
data objects with respect to a given scoring function over a sliding window of
size w [9]. It facilitates pre-filtering of sensor data streams close to data sources,
e.g., on mobile devices, so that only data objects of interest, value and relevance
are pushed into the OpenloT cloud. The filtering process is not guided locally
on mobile devices, but rather from the cloud based on global data requirements.
Moreover, CUPUS distributes in near real-time push-based notifications from
the cloud to largely distributed destinations, e.g., mobile devices, based on user
information needs and context.

Since the load on the CPSP Engine running within the OpenloT cloud is gener-
ated by a varying number of publishers and subscribers with changing joint publi-
cation rate, the engine needs to offer elastic real-time computation. In other words,
it should be able to process many subscriptions in parallel while the processing
overhead per publication is minimized. This is achieved through the splitting and
merging of matcher components that compare incoming publications to the set of
subscriptions to identify subscribers with matching subscriptions.

The CPSP engine implements a flat cloud broker architecture composed of
independent matcher components running in parallel and the central coordinator
responsible for matcher management. Both the splitting and merging are trig-
gered by the idle time of a single process for the last N received and processed
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messages, where N, splitting threshold and merging threshold are parameters of
the engine. The coordinator initiates the splitting and merging actions based on
the observed idle time of a single process. The splitting of a matcher is initiated
when idle time of the matcher process in the window of N last received mes-
sages is smaller than a given threshold, i.e., when the matching process is active
throughout the time span of the window, expressed as the percentage of the
total window time. If the idle time is smaller than the given splitting threshold,
a splitting trigger is fired. Since the observed matcher is under high load, i.e.,
it takes too much time to process incoming messages, the subscription structure
needs to be reduced. To reduce the load on the matcher, half of the subscription
structure is forwarded to a newly created matcher. The merging of a matcher is
initiated when the maximal processing time in the window of N last publication
matching is smaller than a given threshold, i.e. when all publications in the win-
dow were processed in lower processing time than the defined threshold. This
criterion is, like the splitting criterion, chosen for its robustness with regard to
sudden spikes in processing times.

2.2 QoS Manager

While CUPUS architecture supports controlled data acquisition based on global
data requirements, the CPSP engine does not provide further intelligent decision-
making mechanisms aimed at optimizing sensing data quality and energy con-
sumption while retaining a required sensing coverage. We envision cases when
redundant sensed data is available in certain geographical locations (e.g., due to a
large number of sensors generating data in a certain geographic area), whereby a
subset of sensors may be requested to transmit data, while others may be deacti-
vated. Decisions on determining an optimal subset of sensors which to keep active
in order to meet subscription requirements can be made based on parameters such
as sensor accuracy, level of trustworthiness, and available battery level.

The QoS Manager component adds support for intelligent QoS-based mon-
itoring and management mechanisms in mobile IoT usage scenarios involving
mobile devices with either built-in or wearable sensors as data sources. It is
implemented as a stand-alone component which interfaces the CPSP engine and
is further integrated with the OpenloT platform in order to achieve the follow-
ing goals: (1) context-aware sensing coverage and data quality management and
(2) energy efficiency management.

1. Context-aware sensing coverage and data quality management:
Ensure that the sensed data received by an end user meets his/her sensor
data demands with established quality thresholds (in terms of accuracy, fre-
quency of sensor readings) through support of context-aware data acquisi-
tion mechanisms, while maintaining energy efficiency. In other words, for a
given geographic area and time interval, the goal is to acquire a sufficient
number of sensor readings from activated sensors to satisfy the data qual-
ity requirements for all active end-user subscriptions in that area (i.e., global
data requirements integrating individual data demands), thus effectively min-
imizing energy consumption.
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2. Energy efficiency management: Effectively manage the energy/battery
consumption of sensors/mobile devices in order to maximize battery lifetime
and minimize energy consumption while maintaining a required level of data
quality (in terms of frequency and accuracy of sensor readings within a certain
geographical area).

The QoS Manager has to administrate the sensing process from various data
sources in the system. For that purpose, it needs to monitor both subscriptions
and publications received by the CPSP Engine. The QoS Manager maps active
subscriptions and valid publications to geographical areas and also publishes
processed readings (e.g., average sensor readings for particular areas if requested
by users) through the CPSP Engine. Additionally, the QoS broker sends con-
trol messages to the CUPUS middleware based on the QoS Manager decisions.
This way, the CPSP engine can turn them on/off when needed by forwarding
subscriptions/unsubscriptions received from the QoS broker to them. The QoS
Manager stores all received publications and subscriptions during their validity
periods in memory for later use in the QoS logic component. To limit the amount
of memory used for QoS Manager operation in practice, we limit the time win-
dow for publication storage to 30 min and calculate average sensor readings also
for this time window.

The QoS Manager is responsible for three key functionalities: (1) QoS subscrip-
tion monitoring and management, whereby the QoS Manager aggregates CUPUS
subscriptions and determines global application requirements with respect to sen-
sor data acquisition from mobile sources which are integrated through the CUPUS
middleware; (2) QoS publication monitoring and management, whereby the QoS
Manager aggregates monitored sensor data publications, and manages the sensor
data acquisition in order to optimize energy and bandwidth consumption while
meeting application requirements and (3) providing sensor data readings to
the rest of the OpenloT platform, as explained in Sect. 4. Based on reported mobile
ICO battery levels, the QoS Manager decides about activation/deactivation of
available data sources.

The QoS Manager web interface @,, offers services for components requiring
the request-reply interaction mechanism. It is used to retrieve active mobile
ICOs within an area, provide average sensor readings for an area, or define a
subscription over an area of interest. The data matching such subscription is
stored in the OpenloT Data Cloud for later usage.

3 Interactions Within the CUPUS Middleware

In this section we provide a detailed description of interactions between CUPUS
components (the @, interface).

Connect and disconnect. The two methods are used by subscribers, publishers
and MBs. The method connect adds subscriber /publisher/MB identifier into the
list of connected components maintained by the CPSP engine, while the method
disconnect removes them from the list. In case a subscriber or MB reconnect



The OpenloT Approch to Sensor Mobility with Quality-Driven 53

to the CPSP engine, the engine first delivers all publications that have been
matched to their active subscriptions while they were disconnected.

Publish. The CPSP engine stores all received subscriptions through subscribe
requests to a list of active subscriptions. When an MB receives a publish message
from a mobile ICO (denoted as MIO in the following figures), it forwards the
message to the CPSP engine only if it has previously received a matching sub-
scription from the CPSP engine. Otherwise, the MB retains the publication since
no one is obviously interested. The MB stores all subscriptions received from the
cloud broker and local subscribers in a list of active subscriptions. Each publish
event from an MIO is subsequently matched to the list of stored subscriptions.
The matching process identifies whether a publication should be forwarded to
the CPSP engine or not which in turn performs its matching to the subscription
forest. A sequence diagram depicting the delivery of a new publication to an
interested subscriber is shown in Fig. 2.

Announce. Figure3 shows the sequence of events following a new announce
message. When an MB receives a new external data source announcement from
one of its MIQOs, it announces a new publisher to the CPSP engine by sending the
corresponding announce message. The CPSP engine then stores the announce-
ment in a list of stored announcements and compares it with the list of stored
active subscriptions. If there are interested subscribers with subscriptions match-
ing the announcement, it may activate the publisher by forwarding the matching
subscriptions to the MB in the corresponding subscribe message. Any publisher
connected to an MB can revoke its previous announcement. When this happens,
the CPSP engine just needs to delete the announcement from its list of stored
announcements and unsubscribe messages to corresponding MBs. The revoke
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Fig. 3. Announcing a new publisher

event can be initiated by the MB (e.g., to save the battery when its level is
low) or MIO. Additionally, if there are alternative publishers and matching sub-
scriptions requesting this kind of information, the CPSP engine can activate
alternative MBs and their publishers.

Unsubscribe. Clients usually unsubscribe when they are no longer interested
in publications coming from certain areas. When the CPSP engine receives an
unsubscribe message, either from a subscriber or MB, it needs to delete the
subscription from the list of stored subscriptions. Additionally, if such a canceled
subscription is the last one which is interested in publications announced by a
specific publisher connected to an MB, the MB instructed to stop producing new
publications by forwarding an unsubscribe message.

4 Interactions with the OpenloT Cloud Database

The QoS Manager has been chosen as a point of integration with the rest of the
OpenloT platform since it monitors all the data acquired through the CPSP engine
and can decide which data needs to be stored permanently in the OpenloT RDF
store. Thus users of the OpenloT platform can search for mobile sensors in the
same fashion as when searching for fixed sensors, and receive the data being pro-
duced by mobile sensors by using the OpenloT Request Definition and Request
Presentation components. Hereafter we describe the process of registering mobile
sensors with the LSM-Light component to enable the OpenloT Scheduler process
to discover them and to retrieve data streams generated by mobile sensors.

4.1 Sending Data Through Virtual Sensors

The QoS Manager transmits all sensor readings which it received from the CPSP
Engine through the X-GSN component to be stored in the LSM-Light RDF store.
Since the X-GSN does not directly interact with real physical sensors but with
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Fig. 4. Example assignment of virtual sensors to MGRS areas. All physical sensors in
a given area are mapped to the corresponding virtual sensor.

their virtual sensor representations, the QoS Manager need to create and maintain
virtual sensor instances that provide sensor data for the X-GSN component.

In order to link geographically close sensor data readings, each geographi-
cal area (in our implementation this is an MGRS area) is represented by one
X-GSN virtual sensor, as shown in Fig. 4. When a mobile sensor is located inside
a specific area, the QoS Manager component finds a corresponding virtual sensor
which serves as a gateway to the X-GSN. In case this is the first mobile data
source announced in an observed geographical area, the prerequisite for sending
sensor data to the X-GSN is to register a new virtual sensor instance in the
X-GSN, while the area center is defined as the location of the virtual sensor. All
sensor data from mobile ICOs located within a geographical area covered by a
virtual sensor are transmitted to the X-GSN component via this virtual sensor
instance.

When a virtual sensor instance is successfully registered with the X-GSN,
data readings from mobile data sources located in the virtual sensor area can be
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Fig. 5. Forwarding sensor readings to the OpenloT platform
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transmitted to the X-GSN. The QoS Manager simply pushes sensor data readings
from mobile sensors to the adequate X-GSN virtual sensors immediately after
receiving such readings. Apart from sensor data readings (e.g., temperature,
humidity, pressure, etc.), we include the exact geolocation of a mobile sensor
and send it the X-GSN. This way, if somebody is interested in data readings
of a specific mobile sensor node, he/she can access those readings through the
LSM-Light component.

4.2 Interaction with LSM-Light

Figure5 depicts interactions between the QoS Manager component and LSM-
Light. The CPSP engine provides sensor readings from mobile sensors to the QoS
Manager and the rest of the OpenloT platform. Moreover, as the engine does not
include a permanent storage, but rather performs the matching and forwarding
of mobile sensor data, the QoS Manager stores sensor data in memory only for
a 30min period. All sensor data requiring permanent storage are stored and
maintained by LSM-Light.

To enable the forwarding of mobile sensor readings from the CPSP engine
to the OpenloT platform, the engine regards the QoS Manager as a general
subscriber to all publications and forwards all sensor readings to the QoS Man-
ager, as previously described in Sect.2.2. When the QoS Manager receives a
new sensor publication, it checks if in the observed area there exists a virtual
sensor that is previously registered with the X-GSN component, and if not, the
QoS Manager first registers a new virtual sensor with X-GSN. Afterwards, the
QoS Manager forwards received sensor readings to the X-GSN through the vir-
tual sensor instance in which the mobile sensor is currently located. The X-GSN
component registers the virtual sensor and stores received data streams for the
corresponding virtual sensor instance in the LSM-Light. All sensor readings for
which there is current interest, either among subscribers of the CUPUS mid-
dleware or among the OpenloT platform users, are forwarded to the OpenloT
platform. Otherwise, the readings from inactivated publishers are not forwarded
to the OpenloT platform. Note that a publisher on a mobile device is active
if the mobile broker running on the device has received subscriptions matching
publisher data from the CPSP engine, and the QoS Manager did not turn it off.

For a full integration of mobile sensors with the rest of the OpenloT plat-
form, mobile sensors mapped to virtual sensors need to be discovered by the
OpenloT platform and selected as resources for service provision. Thus, in case
there is an OpenloT service request which requires readings from mobile sensors,
we need a mechanism which is initiated by the OpenloT platform to activate
adequate mobile publishers in a certain area. This can be achieved by sending an
explicit subscription from the OpenloT platform via a web interface of the QoS
Manager to the CPSP engine, as depicted in Fig. 6. Since the OpenloT platform
does not know if these publishers are currently active or not, it has to request
a new subscription over the area of interest. After receiving such instruction,
the QoS Manager sends an explicit subscription to the CPSP engine which acti-
vates available mobile sensors. If there were no previously active sensor nodes in
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this area (i.e. a sensor was not producing data), the QoS Manager will make
decisions with regards to turning on any required new sensor nodes and send
them control messages via the CPSP engine to activate their sensing process.
Mobile data sources will only start producing sensor data after receiving such
instructions. The data is subsequently disseminated to the QoS Manager and
stored in the Cloud Database, as depicted in Fig. 5.

5 Urban Air Quality Crowdsensing Use Case

To demonstrate the applicability of the CUPUS middleware with quality-driven
data acquisition management, we have developed a mobile crowd-sensing appli-
cation for air quality monitoring. The application integrates the data produced
by low-cost wearable mobile sensors measuring pollutant gas concentrations and
meteorological conditions, such as carbon monoxide, nitrogen dioxide, and sul-
fur dioxide, as well as temperature, relative humidity and atmospheric pres-
sure. A wearable sensor communicates with the mobile device over a Bluetooth
interface.

With our Android mobile application users can define personalized subscrip-
tions to receive alerts regarding air quality in near real-time on their smart-
phones. They can subscribe to receive individual data readings of interest
(e.g., temperature, pressure and SO2 levels) for their current MGRS area, or
to received average data readings in the area. Furthermore, users can define
subscriptions over an arbitrarily selected area. These subscriptions are relayed
through the MB running on user mobile device to the CPSP engine, and further
on to the QoS Manager which is responsible for activation/deactivation of sen-
sor nodes which are currently located in the observed area and can meet user
requirements. Selected sensors are invoked to start periodic readings (as shown in
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Fig. 7. Smartphone running the monitoring application connected to a wearable sensor

Fig.7), while the mobile device transmits adequate readings to the CPSP engine
to notifies interested end-users about received environmental data, as well as the
QoS Manager which pushes received data into the OpenloT Cloud Database.

Figure 8 shows the mobile device interface depicting a received air quality
alert in the geographical area where the user is currently located. Figure8(a)
depicts a received sensor readings on a map, while Fig. 8(b) shows an average
sensor reading for the current area. Users can change or cancel their subscriptions
over time.
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6 Related Work

Significant research effort is focused on IoT architectures integrating sensor
data streams with cloud environments which address the issues of energy- and
bandwidth-efficient data collection. In the work reported in [4] the authors pro-
pose a collaborative mobile sensing framework called Mobile Sensor Data EngiNe
(MOSDEN), designed to operate on smartphones to capture and share sensed
data between multiple distributed applications and users. The engine is designed
so as to be compatible with the GSN (Global Sensor Network) middleware. By
supporting processing and storage on end user smartphone devices, the platform
aims to reduce the necessary data transmission to a centralized server, conse-
quently achieving bandwidth and energy efficiency. In their subsequent work [7],
the authors specifically address sensor discovery and configuration challenges
and issues such as configuring sensor sampling rate to determine an optimal
balance between user (application) requirements and energy consumption.

Specifically focusing on mobility aspects, Mobile Crowdsensing applications
(MCS) take the advantage of a population of individuals to measure large-scale
phenomena that cannot be otherwise measured by individuals [4]. The challenges
of meeting resource limitations in the context of MCS applications are summa-
rized in [3]. The authors further discuss resource allocation challenges in the case
of multiple concurrent applications sampling various sensors on a single mobile
device. Potential solutions include prioritizing applications that require sensor
data, hence reducing or increasing the sampling rate of certain sensors while
aiming to achieve efficient energy consumption of the mobile device. A discus-
sion of different mobile crowdsourcing applications and optimizing smartphone
related energy consumption is given in [1].

In general, model-driven approaches to data acquisition in sensor networks
have demonstrated high-fidelity representation of real phenomena while requir-
ing smaller amounts of live data to be collected [2]. In [6], the authors address the
problem of energy efficiency in case of redundant sensor readings and present an
approach for model-driven adaptive environmental sensing. Their approach is
complementary to the techniques proposed in this paper since their solution
requires that mobile devices maintain local models of expected sensor read-
ings hence generating predictive readings, and push updates to the back-end
server only in cases when predicted values do not match actual sensor readings.
The authors in [10] provide an extensive overview of utility-driven data acquisi-
tion techniques for efficient collection of data in participatory sensing, whereby
queries of different types (e.g., one-shot queries, continuous monitoring queries)
may come from different applications. In the context of data acquisition, the
proposed algorithms aim to achieve efficient sharing of sensor data among mul-
tiple queries that may be of different types, and is thus more general than the
problem addressed in this paper.

While a number of aforementioned projects and approaches focus on mobile/
fixed sensing architectures and address the issues of energy- and bandwidth-
efficient data collection, what is missing is a generalized solution for providing
QoS support at different levels (physical level, network level, application level)
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and in terms of a number of metrics. While detailed utility functions and algo-
rithms are discussed, this paper focuses on a proof-of-concept prototype imple-
mentation of a practical solution for quality-driven data acquisition from mobile
sensors by means of the QoS Manager component built around a cloud-based
publish/subscribe middleware. It has shown to be applicable in particular for
mobile IoT application scenarios.

7 Conclusion

The paper presents the OpenloT solution for integrating mobile sensors and
managing data acquisition from such sensors in a quality-driven fashion. It pro-
vides an integrated view on the OpenloT components providing support for
mobile IoT environments, namely the CUPUS middleware and QoS Manager
component. The design of a stand-alone QoS Manager component interfacing
with the OpenloT CUPUS middleware is presented. The QoS Manager enables
improved energy-efficiency for mobile sensors while satisfying global application
requirements for both sensing coverage and energy monitoring and management.
Further on, details on the integration of the QoS Manager with the CUPUS mid-
dleware and the rest of the OpenloT platform are provided to describe how the
proposed solution can be used for optimized mobile sensing while taking into
account sensor accuracy, energy-efficiency, and data redundancy. The paper fur-
ther presents the prototype implementation and deployment of the QoS Manager
interacting with CUPUS in the context of an Urban Crowdsensing case study
focused on opportunistic sensing of air quality via mobile sensors and devices.

Future steps will focus on experimental testing of the proposed architecture
in the scope of a real air quality monitoring field study.
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Abstract. The OGC SensorThings API is an OGC candidate standard
for providing an open and unified way to interconnect IoT devices, data,
and applications over the Web. The OpenloT middleware, developed in
the OpenloT project, is an Open Source reference implementation to
support IoT applications. Consequently the OpenloT middleware is the
perfect platform to implement the OGC candidate standard and to test
its applicability.

This paper describes the approach to map the OGC data model to the
OpenloT data model and discusses the findings of this proof of concept
experiment.

1 Introduction

The “Internet of Things” (IoT) is currently at the peak of inflated expectations
[1] and as a result the number of available programming interfaces is increas-
ing with a scary speed. With respect to interoperability this is one of the most
critical obstacles for the acceptance of IoT solutions. As such a solution, the
OpenloT middleware [7] is facing the question how to make its services available
to its users, without contributing to this API inflation. For a semantic oriented
middleware the selection of SPARQL (SPARQL Protocol and RDF Query Lan-
guage, [8]) was a quit strait forward decision, as it is the commonly used standard
query language for semantic requests. Not so easy is the selection of an interface
for a more simple and resource oriented application access. The main require-
ments for such an interface are simplicity, efficiency and availability. OpenloT
has decided to test the OGC SensorThings APT [2] for that purpose.

The OGC SensorThings API is a standard which is designed to be applica-
ble for resource-constrained devices. The concepts within the data model are
simple and designed to provide easy to use abstraction of IoT resources. More-
over, the origins of this new standard are linked to the data model used in the
OpenloT middleware. The SensorThings API is based on the OGC Sensor Web
Enablement (SWE, [6]) standards. On the other hand, the core of the OpenloT
middleware is the Semantic Sensor Network Ontology (SSN-Ontology, [9]) which
was strongly influenced by SWE concepts. These common roots of the two data
models imply that the OpenloT middleware should be well prepared to support
the OGC SensorThings API, so this proof-of-concept experiment was started to
test this hypothesis.
© Springer International Publishing Switzerland 2015
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This paper reports on the mapping between the OpenloT native data model,
which is the SSN-ontology, and the OGC SensorThings API model. The challenge
for this mapping is to bridge the complexity of SSN-Ontology to the simplicity
of the OGC API while maintaining as much of the information as possible.

2 Conceptual Background

2.1 OpenloT

The OpenloT middleware is designed to provide an open interface to integrate
heterogeneous sensor data into one common information model. This information
model is based on the standard SSN-Ontology and the sensor data are seman-
tically aligned in order to fit into this model. The main purpose is to have a
semantically enriched description of the sensor data and the context to fit these
data into a world model. The OpenloT middleware provides services to schedule
reasoning queries to analyse the data and it provides streaming mechanisms to
feed semantically filtered live data to the client applications.

A simplified form of the data model is displayed in Fig. 1. At the core of the
model is the observation. Each observation has an observation value containing
the actual value of the observation, an observed property describing what is
being measured, and a feature of interest, describing the object that is being
monitored. Each observation is made by a given Sensor, which has a SensorType.

SensorType ObservedProperty

i\ R

| '
hasSensorType hasObservgdPropevty

| |
" has
Sensor Observation o stion ObservationValue
- ___ Value  _ ~
observed |- observationResultTime - Unit
By - Value
L L
| |
hasLocation FeatureOfinterest
| |
Vv Vv
Location FeatureOfinterest
Coordinates has
Location

Fig. 1. Simplified OpenloT data model
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The concept SensorType was introduced by OpenloT to ease the management
of large numbers of sensors. Both the Sensor and the Feature of Interest have a
Location, which is used to store where the object is.

Besides these defined relations, each of the above introduced objects can
have custom defined relations and properties that fit the use-case for which the
OpenloT platform is being used.

2.2 SensorThings API

The OGC SensorThings API is an OGC candidate standard for providing an
open and unified way to interconnect IoT devices, data, and applications over
the Web. The OGC SensorThings API builds on Web protocols, the OGC Sensor
Web Enablement standards and the observations and Measurements model [5],
and applies an easy-to-use REST-like style. (see [2]). The RESTful web service
interface provides the typical Create, Read, Update, and Delete (CRUD) actions
on uniquely-identifiable resources. The OGC SensorThings API is specifically
designed for the IoT but inspired by the OASIS Open Data Protocol (OData,
[4]), which defines a general-purpose RESTful service interface.

It is the simplicity of the SensorThings API which makes it attractive for the
OpenloT middleware. OpenloT provides strong reasoning and semantic stream-
ing capabilities, but the typical clients for these kinds of services are devices with
more available resources. A more light weight client might benefit from a simple
resource based interface. Together with the fact that the OGC SensorThings
API is a candidate standard, this API is expected to be a strong added value
for the OpenloT middleware.

The OGC SensorThings API consists of two parts based around the concepts
thing and location. The Tasking Profile part deals with actuators (things that
can accept commands) while the Sensing Profile deals with sensors. At the centre
of the APT (see Fig.2) is the concept “Thing”. Each thing can have a location
indicating where the thing is, and multiple historical locations, each with a time
property indicating when the thing was there.
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 Tasking Profile ! Sensing Profile
: ry Location
ctuator Time:TM_Object !
Metadata: text (e.g., Geometry: GeoJSON_Geometry | | ,—\Datastream Observed Property
SensorML JSON) | URN: URN
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Fig. 2. The OGC SensorThings API data model. [3]
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In the Sensing Profile, each thing can have multiple “Datastream” objects
that are used to group observations together. The observations in a datastream
all have the same observed property, but they can be made by different sensors on
different features of interest. Each observation is associated with 1 datastream,
1 Sensor and 1 Feature of Interest.

The Sensor is what made the observation. It can be a hardware sensor, but also
a piece of software or even a human. Sensors can be in-situ sensors, like the ther-
mometer in an oven, or remote sensors, like a camera on a satellite. The Feature
of Interest is the object on which the observation was made. It can be the thing
itself, or any other identifiable object.

In the Tasking Profile part, each thing can have zero or more “Tasking Capa-
bilities” objects. These function as a bridge between Actuators and Tasks on
one side and the thing on the other. The OpenloT platform currently does not
describe actuators, therefore we can focus on the sensing profile part of the
SensorThings API, and ignore the tasking profile.

3 Data Model Mapping

At first glance the data models of OpenloT and the OGC SensorThings API
are very similar. The most important difference is that the OpenloT data model
does not specify the concepts “Thing” and “Datastream”.

3.1 Thing
SensorThings API defines “Thing” as:

“a thing is an object of the physical world (physical things) or the infor-
mation world (virtual things) which is capable of being identified and
integrated into communication networks.”

Things in the SensorThings API have a Location, described as a geometry
object and a time, to support mobile things. Things also have a description and
any arbitrary metadata.

In the SSN ontology, and thus in OpenloT, “Thing” is simply the top-level
concept for all that can be described. In SSN “Sensor” is a sub class of “Physical
Object”, which is a sub class of “Object”, which is a sub class of “Entity”, which
is a sub class of “Thing”. “Feature of Interest” is a direct sub class of “Thing” and
an “Observation” is also eventually a sub class of “Thing”. As a result, there is
no nice mapping from a concept in OpenloT onto the SensorThings API concept
of Thing. OpenloT does not define a class of “Things that can communicate”.
In the standard OpenloT ontology the closest match for the SensorThings API
concept “Thing” is actually the SSN concept “Feature of Interest”. An advanced
version could also allow the administrator to define the queries used to fetch and
create things. This would allow for more freedom in the definition of things,
since it enables the use of the custom ontology extensions that are created for a
specific use case.
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3.2 Feature of Interest

A feature of interest is defined as follows in SensorThings API:

“Features or feature collections that represent the identifiable object(s)
on which the sensor systems are making observations. In the case of an
in-situ sensor or observations being attributes of the thing, the feature
of interest could be the thing itself. For remote sensors, this may be the
geographical area or volume that is being sensed.”

This definition is the same in SSN and thus in OpenloT. In the SensorThings
API the location of the feature of interest is encoded differently than the location
of a thing. For a thing the location is encoded in one or more Location objects,
each of which contain a Geometry object together with the time of when the
thing was in that location. Features of interest do not have a Location object,
but instead have a direct Geometry object. This means that a feature of interest
in the SensorThings API can’t be mobile. This does not mean that the sensor
can not be mobile. Only for some use cases with mobile sensors this could be
a problem, for most use cases this is not a problem. An example of a mobile
sensor is for instance a sensor in a car, measuring the position and speed of
the car. In this case the sensor measures properties of the car, thus the feature
of interest is the car. However, since every measurement in a moving car is made
in a different location, it is not possible to both use a single feature of interest
for all measurements and encode the location of the feature of interest in the
geometry field. An example where a mobile sensor is used with static features
of interest is the case of a person or vehicle fitted with an air-quality sensor. In
this case the feature of interest is not the person or vehicle, but the street or
room where the person is, since the measurement is of the quality of the air in
this street or room.

3.3 Mapping OpenloT Fol onto Thing and Fol

Since the SensorThings API concept thing is closest matched by the OpenloT
concept Feature of Interest, we can map the OpenloT concept Feature of Interest
to both the concepts thing and Feature of Interest in the SensorThings API. The
SensorThings API does not specify any limitations on how entity IDs are defined.
This means it is possible to use the same namespace for both entities of the type
thing and Feature of Interest. An implementation of the SensorThings API on
top of the OpenloT platform can return a different view on the entity, depending
on how it is requested:

— http://server.eu/ST_Api/Things(EntityID)
— http://server.eu/ST_Api/FeaturesOfInterest(EntityID).

For non-moving entities this mapping would work well. The geometry infor-
mation of the entity can be encoded in a Location object if the entity is requested
using the “Things” interface, and the same information can be encoded in the
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geometry property if the entity is requested through the “FeaturesOflnterest”
interface. For moving entities this mapping does cause problems, since the cur-
rent SensorThings API data model for Feature of Interest does not support
moving Fols. This means that when a moving entity is requested through the
“FeaturesOfInterest” interface only one of its locations can be encoded in the
geometry field of the returned entity and all observations that have this entity
as Feature of Interest would appear to be made in this location.

One feature that can not be supported using the standard OpenloT ontology
is having the feature of interest of an observation to be different from the thing
that is associated with the observation. The observation in OpenloT is only
linked to a sensor, a property and a feature of interest, not to other things.
In the SensorThings API the observation is also linked to a thing, though a
datastream entity.

3.4 Datastream

In the SensorThings API the concept “Datastream” is used to group related
observations together:

“A datastream groups a collection of observations that are related in
some way. The one constraint is that the observations in a datastream
must measure the same observed property (i.e., one phenomenon).”

A datastream in the SensorThings API links a set of observations that have
the same observed property, to a thing. In OpenloT the concept “data stream-
ing” is used in the context of getting continuously generated data from point A to
point B in a continuous way that does not involve separate HT' TP GET requests.
As such, these similar sounding concepts in the two systems have nothing to do
with each other.

In SSN each observation has a direct link to its Sensor, its Feature of Interest
and its observed property and there is no further way to group observations.
There is no concept in SSN that could be mapped to the SensorThings API
concept datastream.

A SensorThings API implementation based on OpenloT could offer virtual
datastreams based on a SPARQL query. Several interesting queries would be
possible:

— All observations for 1 observed property and 1 thing/feature of interest.

— All observations for 1 observed property and 1 sensor.

— All observations for 1 observed property, 1 sensor and 1 thing/feature of
interest.

Of course a more advanced solution where a user can specify the query to be
used for each individual datastream is also possible, as long as all observations
returned by the query measure the same observed property. This would allow
for even more powerful filtering since it can make use of the custom ontology
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extensions created for the use case. For instance, since features of interest in
SSN can have geometric relations, it is possible to have a feature of interest for
a building, containing features of interest for each floor, containing features of
interest for each room. The building-feature could have an associated datastream
listing all the observations in the entire building, while each floor has one listing
the observations on that floor and so on. This set-up seems to be very much in
the spirit of the idea behind datastreams, since the description of datastreams
explicitly mentions having the same observed property being the only constraint,
however the SensorThings API also specifies that each observation links to only 1
datastream and this set-up would have observations be in multiple datastreams.
When an observation is requested the service could return only the datastream
with the smallest semantic distance to the feature of interest of the observation.

Regardless of which query is used to implement the datastreams, when using
virtual datastreams the creation of a new datastream through the SensorThings
API is not possible. However, it might be possible to accept datastream-creation
commands without actually creating new datastreams. When creating a new
datastream through the SensorThings API, a client has to specify both a thing
and an observed property. Since the server is free to assign an identifier to a
newly created datastream, it can map this identifier to the identifier of one of
the virtual datastreams, and return that. From the perspective of the client it
would seem like the create command was successful.

The disadvantage of doing things this way with virtual datastreams is that
when two clients both create a datastream for the same observed property and
thing, they will receive the same datastream identifier, and will end up posting
observations to the same datastream, even though they might not expect this.
For read-only operation this implementation of virtual datastreams would work
adequately.

3.5 Observations

There is little difference in the concept of observations as used in the OGC
SensorThings API and in OpenloT. In OpenloT an observation is split into
the concepts “Observation” and “ObservationValue”, but since there is a 1-1
relationship between the two, this makes no difference for the mapping of the
two data models.

There is a difference in that the OpenloT observation has a direct relation
to the observed property, while in the SensorThings API this relation goes over
a datastream object. The SensorThings API specifies that when a client/sensor
creates a new observation, it has to specify the datastream for this observation,
but not an observed property. To store the observation in the OpenloT data
format, the server will have to connect the observation to an observed property.
When using virtual datastreams one way to do this is to encode the identifier of
the observed property into the identifier of the datastream. That way the server
can deduce the observed property from the datastream-identifier that is specified
when observation is created.
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3.6 Sensors

The biggest difference in the data models regarding the sensor concept is that
OpenloT has split the concept into sensor and sensor type, to ease the manage-
ment of large numbers of sensors. When requesting the properties of a sensor
through the SensorThings API the properties of the sensor type could be merged
into the properties of the sensor before the data is returned. However, when cre-
ating a new sensor through the SensorThings API this could create a problem,
since it would be hard to determine the sensor type from the merged data.
A better option could be to keep the sensor type as a separate, custom object
type in the Openlot SensorThings API implementation. That way each sensor
can have a link to its sensor type.

4 Conclusions

In this paper we described the potential usage of the OGC candidate standard
SensorThing on top of the OpenloT middleware. The central question was: how
can the simple REST-like API be mapped to the high-level semantic interfaces of
the OpenloT middleware? The answer is, surprisingly well. Surprisingly, because
the data model of the SensorThing API is a very significant simplification of the
OpenloT data model. The Semantic Sensor Network (SSN) ontology, as the Ope-
nloT data model, is a quite powerful description framework of almost any kind
of sensor observation. Unfortunately this comes with a price the SSN is not espe-
cially easy to apply. It allows a very comprehensive description of context for the
“internet of things” which is required for the services the OpenloT middleware is
supposed to support. For simpler applications this type of service is probably not
the best choice.

Fortunately the SensorThing data model is a very consistent and stringent
simplification of the observation and measurement concept behind the SSN ontol-
ogy. The naming of the concepts are not always a good indicator for the mapping
between the two models, as shown with the example of the “Thing” concept.
But looking at the meaning behind the names, it was always possible find an
appropriate paring concept. The described mapping will give a consistent view
to a subset of the OpenloT data model. We believe that the implementation of
the SensorThing API will be a major improvement for the OpenloT middleware.
It will give OpenloT a standardized and truly easy to use interface to sensor val-
ues. This will complement the rich semantic reasoning services with a simple
resource based interface. And the consistent data model mapping gives both a
common context to describe the internet of things.

One notable proposed improvement of the OGC SensorThings API would
be the support for mobility for the Feature of Interest. The simplest way to
achieve this is to encode the geometry of the Feature of Interest in the same
way as the geometry of a thing, with a list of Location objects, each containing
a time and a geometry. That way any thing can be presented as a Feature of
Interest without having to recode its Location. Both the OGC SensorThings
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API and the OpenloT platform are works-in-progress and therefore details of
the specifications are subject to change.
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Abstract. The Internet of Things (IoT) is shaping to a worldwide
network of networks consisting of billions of interconnected heteroge-
neous sensor/actuator-equipped devices (denoted as “things” or “smart
objects”), which are expected to exceed 50 billions by 2020. Smart objects,
which will be pervasively deployed, are constrained devices with (i) lim-
ited processing power and available memory and (ii) limited communi-
cation capabilities, in terms of transmission rate and reliability. Future
Smart-X applications, such as Smart Cities and Home Automation, will
be fostered by the use of standard and interoperable IP-based com-
munication protocols that smart objects are going to implement, by
simplifying their development, integration, and deployment. Smart-X
applications will significantly differ from traditional Internet services, in
terms of: (i) the number of data sources; (ii) rate of information exchange;
and, (iii) need for real-time processing. Because of these requirements,
such services are denoted as “Big Stream” applications, in order to dis-
tinguish them from traditional Big Data applications. In this paper, we
present an implementation of a novel Cloud architecture for Big Stream
applications based on standard protocols and open-source components,
which provides a scalable and efficient processing platform for IoT appli-
cations, designed to be open and extensible and to guarantee minimal
latency between data generation and consumption. We also provide a
performance evaluation based on experimentation in a real-world Smart
Parking scenario, to assess the feasibility and scalability of the proposed
architecture.

Keywords: Internet of things - Big stream - Cloud computing * Inter-
operability - Smart-X applications - Open source software

1 Introduction

In recent years, the forecast of a global worldwide network of heterogeneous net-
works is coming true. The Internet of Things (IoT) will involve billions of commu-
nicating heterogeneous devices, thus enabling new forms of interaction between

© Springer International Publishing Switzerland 2015
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things and people. The actors involved in IoT scenarios will have extremely het-
erogeneous characteristics, in terms of processing and communication capabili-
ties, energy supply and consumption, availability, and mobility, spanning from
constrained devices, also denoted as “smart objects,” to smartphones and other
personal devices, Internet hosts, and the Cloud. Shared and interoperable com-
munication mechanisms and protocols are currently being defined and standard-
ized, allowing heterogeneous nodes to efficiently communicate with each other
and with existing Internet actors. The most prominent driver for interoperabil-
ity in the IoT is the adoption of the Internet Protocol (IP), namely IPv6 [1,2].
An IP-based IoT will be able to extend and interoperate seamlessly with the
existing Internet. Standardization institutions, such as the Internet Engineer-
ing Task Force (IETF) [3], and several research projects [4] are in the process
of defining mechanisms to bring IP to smart objects, due to the need to adapt
higher-layer protocols to constrained environments. However, not all objects will
be supporting IP, as there will always be tiny devices that will be organized
in closed/proprietary networks and rely on very simple and application-specific
communication protocols. These networks will eventually connect to the Internet
through a gateway/border router. In this context, with billions of nodes capa-
ble of gathering data and generating information, Big Data techniques address
the need to process extremely large amounts of heterogeneous data for multiple
purposes. These techniques have been designed mainly to deal with huge vol-
umes (focusing on the data itself), rather than to provide real-time processing
and dispatching. Cloud computing has found a direct application with Big Data
analysis due to its scalability, robustness, and cost-effectiveness. Moreover, the
processing and storage functions implemented by remote Cloud-based collectors
are the enablers for their core business, which involve providing services based
on the collected and processed data to external consumers.

IoT applications provide useful services to final users as a consequence of the
processing work on the huge amount of data collected by smart objects. Moreover
several reference IoT scenarios, such as industrial automation, transportation,
networks of sensors and actuators, require real-time/predictable latency and
could even change their requirements (e.g., in terms of data sources) dynami-
cally and abruptly. This can be mistakenly considered only as a Big Data sce-
nario, but is important to note that Smart-X services significantly differ from
traditional Internet services, in terms of: (i) number of data sources; (ii) rate of
information exchange; and (iii) need for real-time processing. The requirements
listed above create a new need for Cloud architectures specifically designed to
handle this kind of scenario and to guarantee minimal processing latency. Such
systems are denoted as “Big Stream” systems. Big Data architectures generally
use traditional processing patterns with a pipeline approach [5]. These architec-
tures are based on a processing approach where the data flow goes downstream
from input to output, to perform specific tasks or reach the target goal. Typ-
ically, the information follows a pipeline where data are sequentially handled,
with a pre-defined processing tightly coupled sub-units (static data routing). The
described paradigm can be defined as “process-oriented:” a central coordination
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point manages the execution of sub-units in a certain order and each sub-unit
provides a specific processing output, which is created to be used only within
the scope of its own process without the possibility to be shared among different
processes. This approach represents a major deviation from traditional Service
Oriented Architectures (SOAs), where the sub-units are external web services
invoked by a coordinator process rather than internal services [6]. Traditional
Big Data approaches might cause higher processing latencies since they are not
optimized for real-time processing tasks.

Big Stream-oriented systems should react effectively to changes and provide
smart behavior for allocating resources, thus implementing scalable and cost-
effective Cloud services. Dynamism and real-time requirements are the reasons
why Big Data approaches, due to their intrinsic inertia (i.e., Big Data typically
works with batch-based processing), are not suitable for many IoT scenarios. The
Big Stream paradigm allows to perform real-time and ad-hoc processing in order
to link incoming streams of data to consumers, with a high degree of scalability,
fine-grained and dynamic configuration, and management of heterogeneous data
formats. In brief, while both Big Data and Big Stream deal with massive amounts
of data, the former focuses on the analysis of data, while the latter focuses on
the management of flows of data, as shown in Fig. 1. The main difference resides
in the meaning of the term “Big”: for Big Data it refers to volume of data while
for Big Stream it refers to global information generation rate as generated by
data sources. Additionally, for Big Data applications it is important to keep a
history of sensed data in order to be able to perform any required computation,
Big Stream applications might decide to perform data aggregation or pruning
in order to minimize the latency in conveying the results of computation to
consumers, with no need for persistence. Note that, as a generalization, Big
Data applications might be consumers of Big Stream data flows.

In this paper, we present an implementation of a novel Cloud architecture for
Big Stream applications based on standard protocols and open-source compo-
nents, which provides a scalable and efficient processing platform for IoT appli-
cations. The architecture has been designed to be open and extensible and to
decrease the latency between data generation and consumption. In order to assess
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Fig. 1. (a) The volume of data analysis in Big Data systems. (b) The multiple data
sources and listeners management in Big Stream system.
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the feasibility, scalability, and the performance of the proposed architecture, the
implementation has been evaluated through an experiment in a real-world Smart
Parking scenario.

The rest of this work is organized as follows. In Sect. 2, the proposed archi-
tecture is presented and detailed. Section 3 presents the implementation details
such as protocols and used components, while Sect.4 describes the evaluation
use case with real-world data. In Sect.5, an overview of related works is pre-
sented. Finally, in Sect. 6, we draw our conclusions and discuss future research
directions.

2 Architecture

The proposed architecture has been explicitly designed for the management of
Big Stream applications targeting IoT scenarios. It aims at decreasing the latency
in data dispatching to consumers and optimizing resource allocation. In this
architecture, the data flow is “consumer-oriented,” rather than being based on
the knowledge of collection points (repositories) where data can be retrieved. In
the proposed scenario, some consumer applications or processes might be inter-
ested in data generated by one or more deployed smart objects; the consumer,
denoted as listener, registers its interest in receiving updates (either in the form
of raw or processed data) that come from a streaming endpoint (i.e., Cloud ser-
vice). On the basis of application-specific needs, each listener defines a set of
rules, which specify what type of data should be selected and possible filtering
operations. Besides end-users, Cloud services can also act as additional listeners
processing the same data stream, applying different rules, and providing a new
stream, which can be later consumed by others. The purpose of the proposed Big
Stream architecture is to guarantee that, as soon as data are available, they will
be dispatched to all the interested listeners, which are thus no longer responsi-
ble to poll data, in order to decrease latency and possibly avoiding unnecessary
network traffic.

The listener-oriented communication model is optimal in terms of minimiza-
tion of the time that a listener must wait before it receives data of interest [7].
Figure2 shows the information flow in the listener-based Cloud architecture.
This solution introduces a change of perspective compared to the typical delays
chain of traditional architecture. The proposed Cloud Graph-based architecture
is built on top of functional building blocks that are self-consistent and perform
“atomic” processing on data, and are not directly linked to a specific task. In such
a system, data flow is based on dynamic graph-routing rules determined only by
the nature of the data and not by a centralized coordination unit. In the end
of the flow, processed data are dispatched to external listeners, such as mobile
applications, Big Data applications based on Data Warehouses (DW), customers
that might have subscribed for a particular data stream, or a generic consumer
that is willing to use processed data. This new approach allows the platform to
be “consumer-oriented” and to effectively implement an optimal resource allo-
cation mechanism. Without the need of a coordination process, data streams
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Fig. 2. The proposed listener-based Graph architecture. The nodes of the graph are

listeners, the edges represent the dynamic flow of information data streams.

can be dynamically routed in the network by following the edges of the graph
and allowing to switch-off nodes (if processing units are not required) and repli-
cate nodes (if processing units are required by a significant number of listeners).
Figure 3 illustrates the components defining the proposed system and the rela-
tionships between each element. The next subsections describe in detail all the
building blocks. The complete architecture is shown in Fig. 4.
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Fig. 3. Components of the proposed Graph Cloud architecture and relations between
each element.
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2.1 Acquisition Module

The Acquisition Module represents the entry point for external IoT networks
of smart objects to the Cloud architecture. Its purpose is to collect raw data
from different and heterogeneous data sources and make them available to the
other functional blocks. It is important to underline that several application-layer
protocols can be implemented by smart objects. For this reason, the Acquisition
Module includes a set of different connectors in order to properly handle each
protocol-specific incoming data stream.

2.2 Normalization Module

Raw data are generally application-dependent, thus a Normalization Module has
been designed in order to normalize all the collected information and generate a
representation suitable for processing. The normalization procedure is made by
fundamental and atomic operation on data such as: (i) the suppression of useless
information (e.g., unnecessary headers or meta-data); (ii) the annotation with
additional information; and (iii) the translation of the payload to a suitable
format. In order to handle the huge amount of incoming data efficiently, the
normalization step is organized with protocol-specific queues and Fzchanges.
An Ezchange works as a router in the system and dispatches incoming data to
one or more output queues depending on dynamic routing rules. As shown in
the normalization section of Fig.4, the information flow originating from the
Acquisition Module is handled as follows:

— all data streams relative to a specific protocol are routed to a dedicated protocol-
specific exchange, which forwards them to a protocol-dedicated queue;
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— a normalization process handles the input data currently available on the
queue and performs all necessary normalization operations in order to obtain
a stream of information units that can be processed by next modules;

— the normalized stream is forwarded to an output exchange;

The output of the Normalization block represents the entry-point of the first Graph
Module Ezchange, that pass it to all the interested listeners of the next levels. The
main advantage of using Exchanges is that queues and normalization processes
can be dynamically adapted to the current workload; for instance, normalization
queues and processes could be easily replicated to avoid system congestion.

2.3 Graph Framework

The Graph Framework is composed of listeners. A listener is an entity (e.g.,
a processing unit in the graph or an external consumer) interested in the raw
data stream or in the output provided by a different node in the graph [7]. Each
listener represents a node in the topology. The connection of multiple listeners
across all processing units define the routing of data streams from producers to
consumers. The nodes are processing units performing some kind of computation
on incoming data and edges represent the flow of information linking together
processing units, which implement some complex behavior as a whole. All the
nodes of the graph can be listeners for incoming data or outputs of other graph
nodes. As shown in Fig. 2, the graph is divided in two stages: (i) in the Core
Graph basic processing provided by the architecture (e.g., format translation,
normalization, aggregation, data correlation, and other transformations) is per-
formed; (ii) in the Application Graph, listeners that require data coming from the
core or an inner graph level to perform custom processing on already processed
data are defined. The Core and Application graph are organized in one or more
concentric levels, in order to provide a set of commonly available functionalities
and to dynamically extend the capabilities of the system. The complexity of pro-
cessing is directly proportional to the number of levels that data have crossed
and the flow of information is always directed to outer or external levels.

In the “Graph Framework”, each level is accessible from a level-dedicated
Exchange that forwards all data streams to nodes in its level. Each graph node
1 in a specific layer n can listen for incoming data stream on a dedicated queue
managed by the Exchange of level n. If the node 4, as well as being a consumer,
it acts also as a publisher, then its computation results are delivered to the
Exchange of level n, which is bounded with the Exchange of layer n+ 1. Therefore
the Exchange in level n+1 can forward streams coming from level n to all nodes
of level n+1 interested in this kind of data.

2.4 Application Register Module

The Application Register Module has the fundamental responsibility to maintain
all the information about the current state of all graph nodes in the system, and
to route data across the graph. In more detail, the application register module
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performs the following operations: (i) attach new nodes or consumer applica-
tions interested in some of the streams provided by the system; (ii) detach nodes
of the graph that are no more interested in streaming flows and eventually re-
attach them; (iii) handle nodes that are publishers of new streams; (iv) maintain
information regarding topics of data, in order to correctly generate the routing-
keys and to compose data flows between nodes in different graph levels. In order
to accomplish all these functionalities, the Application Register Module is com-
posed by two main components, as shown in Fig.4. The first one is the Graph
State Database, which is dedicated to store all the information about active graph
nodes, such as their state, level, and whether they are publishers. The second one
is the Node Registration and Queue Manager (NRQM), which handles requests
from graph nodes or external process, and handles the management of queues
and the routing in the system. When a new process joins the graph as a listener,
it sends an attach request to the Application Register Module, specifying the
kind of data to which it is interested. The NRQM module stores the information
about a new process in the Graph State Database and creates a new dedicated
input queue for the process, according to its preferences. Finally, the NRQM
sends a reference of the queue to the process, which becomes a new listener of
the graph and can read the incoming stream from the input queue. After this
registration phase, the node can perform new requests (e.g., publish, detach, get
status), which are detailed next.

The designed graph-based architecture allows to optimize resource allocation
in terms of efficiency, by switching off processing units that have no listeners reg-
istered to them (enabling cost-effectiveness), and scalability, by replicating those
processing units which have a large number of registered listeners. The combi-
nation of these two functionalities and the concept of listener allow the platform
and the overall system to adapt itself to dynamic and heterogeneous scenarios
by properly routing data streams to the consumers and add new processing unit
and functionalities on demand. In Fig. 4, all the architecture modules with the
complete flow of information through all steps described above are presented in
detail.

3 Implementation

Three main modules concur in forming the entire system: (i) acquisition and
normalization of the incoming raw data; (ii) graph management; (iii) applica-
tion register entity. In this section, the details of the implementation of the
proposed architecture by using standard protocols and open-source components
are presented. The implementation has been carried out by deploying an Ora-
cle VirtualBox® VM, equipped with Linux Ubuntu 12.04 64-bit, 2GB RAM,
2 CPU, 10GB HDD. Since the architecture is based on a queue-communication
paradigm, an instance of RabbitMQ [8], an open-source queue server implement-
ing the standard Advanced Message Queuing Protocol (AMQP) [9], was used.
RabbitMQ provides a multi-language (Java, PHP, Python, C, ...) and platform-
indipendent API. Next, the implementation of each fundamental building block
is described in detail.
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3.1 Acquisition Nodes and Normalization Nodes Implementation

The system needs an input block capable to handle external incoming raw data,
through different application-layer protocols. Data must then be processed and
structured, in order to be managed by the graph processes.

Acquisition Nodes. Considering the main and most widespread IoT application-
layer protocols, the implementation supports: (i) HT'TP [10]; (ii) CoAP [11]; and
(iii) MQTT [12].

For the sake of scalability and efficiency, an instance of NGINX [13] has been
adopted as HT'TP acquisition node reachable via the default HT'TP port. As a pro-
cessing module, a dedicated PHP page has been configured to forward incoming
data to the inner queue server. NGINX has been selected instead of the prevail-
ing and well-known open source Apache HTTP Server Project [14] because it uses
an event-driven asynchronous architecture to improve scalability and specifically
aims to reach high-performances even in case of critical number of request.

CoAP acquisition node has been implemented using a Java process, based
on a mjCoAP [15] server instance connected to the RabbitMQ queue server.

MQTT acquisition node is realized by implementing an ActiveMQ [16] server
through a Java process, listening for incoming data over a specific input topic
(mgtt.input). This solution has been preferred over other existing solution (e.g.,
the C-based server Mosquitto [17]), because it provides a dedicated API that
allows a custom development of the component. The MQTT acquisition node
is also connected to the architecture’s queue server. In order to avoid poten-
tial bottlenecks and collision points, each acquisition protocol has a dedicated
Ezxchange and a dedicated queue (managed by RabbitMQ), linked together with
a protocol related routing key, ensuring the efficient management of incoming
streams and their availability to the normalization nodes.

Normalization Nodes. Incoming raw data from the acquisition nodes may
require a first optimization process, aiming at structuring them into a com-
mon and easily manageable format. Normalization processes extract raw data
from dedicated incoming queues, leaving the routing key, which identifies the
originator smart object protocol, unchanged. Each normalization node is imple-
mented as a Java process, which processes incoming raw data extracted from a
queue identified through a protocol-like routing key (e.g., <protocol>.event.in).
Received data are fragmented and encapsulated in a new JSON structure, which
provides an easy-to-manage format. At the end of the processing chain,
each normalization node forwards the new data chunk to its next Exchange,
which connects the normalization block to the first Graph layer Exchange (Fig. 5).

3.2 Graph Management Implementation

Incoming messages are stored into active queues, connected to each Graph
Layer’s Exchange. Queues can be placed into the Core Graph, for basic com-
putation, or into Application Graph, for enhanced data treatment. Layers are
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Fig. 5. Acquisition and normalization blocks.

connected with one-way links with their own successor Exchange by using the
binding rules allowed by queue manager, ensuring proper propagation of data
flows and avoiding loops. Each graph layer is composed by Java-based Graph
Nodes dedicated to process data provided by the Graph layer’s Exchange. Such
processes can either be Core Nodes, if they are dedicated to simple and primitive
data processing, or Application Nodes, if they are oriented to a more complex
and specific data management. Messages, identified by a routing key, are first
retrieved from the layer’s Exchange, then processed, and finally sent to the tar-
get Exchange, with a new work-related routing key, as depicted in Fig. 6. If the
outgoing routing key belongs to the same incoming graph layer, data object or
stream stay within the same Exchange and becomes available for other local
processes. If the outgoing routing key belongs to an outer graph layer, then data
are forwarded to the corresponding Exchange, and finally forwarded by following
a binding rule and assuring data flow. Each graph node, upon becoming part of
the system, can specify if it acts as a data publisher, capable of handling and for-
warding data to its layer’s Exchange, or if it acts as data consumer only. A data
flow continues until it reaches the last layer’s Exchange, responsible to manage
the notification to the external entities that are interested in final processed data
(ex. Data Warehouse, browsers, smart entities, other cloud graph processes, ...).

3.3 Application Register Implementation

The overall architecture is managed by a Java process (Application Register),
that has the role to coordinates the interactions between graph nodes and exter-
nal services, like the RabbitMQ queue server and the MySQL [18] database.
It maintains and updates all information and parameters related to processing
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unit queues. As a first step, the Application Register starts up all the external
connections, then it activates each layer’s Exchange, binding them with their
successors. At the end, it proceeds with the activation of a Jetty HT'TP server,
responsible for listening and handling all Core and Application nodes requests
(as depicted in Fig.7): (A) attach, (B) status request, (C) change publishing
policy, (D) detach, and (E) reattach request, using a RESTful HTTP paradigm.

4 Performance Evaluation

The implemented architecture has been evaluated through the definition of a real
use case, represented by a Smart Parking scenario. The data traces used for the
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evaluation of the proposed architecture have been provided by Worldsensing [19]
from one of the company’s deployments in a real-life scenario, used to control
parking spots on streets. The traces are a subset of an entire deployment (more
than 10,000 sensors) with information from 400 sensors over a 3-month period.

Experimental Setup. Each of 604k parking spots’ data has been used in our
cloud infrastructure using a Java-based data generator, which periodically selects
an available protocol (HTTP, CoAP or MQTT) on a random basis and sends
raw data to the corresponding acquisition node interface. Once the raw data
has been received by the acquisition layer, they are forwarded to the dedicated
normalization Exchange, where corresponding nodes enrich incoming data with
parking zone’s details, retrieved from an external database. Once the normaliza-
tion module has completed its process, it sends the structured data to the Graph
Framework, allowing the processing of the enriched data. This Graph Framework
is composed by 7 Core Nodes and 7 Application Nodes. The processed data fol-
lows a path based on routing keys, until reaching the architecture’s final external
listener. Each Application node is interested in detecting changes of parking spot
data, related to specific parking zones. Upon a change of the status, the Graph
node generates a new aggregated descriptor, which is forwarded to the respon-
sible layer’s Exchange, which has the role to notify the change event to external
entities interested in the update (free — busy, busy — free).

Results. The proposed architecture has been tested, using the testbed described
above, by varying the inter-arrival time of each incoming raw data from 1 message
per second, up to 100 messages per second. The evaluation consists in assessing
the performance of (i) the acquisition stage and (ii) computation stage. First,
performance evaluation has been made measuring the time period between points
in time when data objects are sent from a data generator to the corresponding
acquisition interface, and a point in time when the object is enriched by normal-
ization nodes, thus becoming available for the first processing Core Node. The
results are shown in Fig. 8(a). The acquisition time is slightly increasing but it
is around 15ms at all considered rates.

The second performance evaluation has been carried out by measuring the
time (dimension: [ms]) between the instant in which enriched data become ready
for processing activities, and the time when the message ends its Graph Frame-
work routes, becoming available for external consumers/customers. The results,
shown Fig. 8(b), have been calculated using the following expression:

Tout — Tin — Zfil graph_process;

Tprocessingfreq - N 1

Performance results were calculated by subtracting the processing time of
all Core and Application Nodes, in order to consider only the effective over-
head introduced by the architecture, and without considering implementation-
specific times. Finally, these times have been normalized over the number of
computational nodes, in order to obtain the per-node overhead introduced by
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times (dimension: [ms]) related to Graph Framework processing block.

the architecture, in a way that is independent of the specific routing that was
implemented.

5 Related Work

The IoT paradigm brings to a worldwide “Network of Networks” scenario with
billions of cooperating heterogeneous smart objects generating information from
the environment. Information collected from this kind of data sources can be
employed into several Smart-X applications. In order to simplify the integra-
tion of components and to provide interoperability with the traditional Inter-
net, many standardization organizations and research projects are chartered to
design mechanisms specifically intended to bring IP connectivity to things, that
can implement standard IP-based communication protocols. In order to make
the ToT a real and integral component of the Future Internet (FI), it is nec-
essary to define mechanisms to deliver IoT services and applications to final
consumers. Several research projects address their effort to provide a solution
for the deployment and management of a pervasive IoT-Cloud infrastructure.
The EU FP7 project OpenloT (Open Source Cloud solution for the Internet of
Things) [20] aims to provide a systematic and structured solution to the man-
agement of utilities based on IoT environments. OpenloT can be considered as
an extension of traditional Cloud computing implementations since it is specifi-
cally designed to allow access to different and heterogeneous IoT resources and
capabilities. To summarize, the main objectives of OpenloT framework are:

— to create an open source middleware for getting information from sensor
clouds, without having to concern about what exact sensors are used;

— to explore efficient ways to use and manage cloud environments for IoT “enti-
ties” and resources (such as sensors, actuators and smart devices) and offering
utility-based IoT services;



86 L. Belli et al.

— to provide instantiations of cloud-based and utility-based sensing services
enabling the concept of “Sensing-as-a-Service,” via an adaptive middleware
framework for deploying and providing services in cloud environments.

Another example of this approach is given by the Flware project [21], an
open cloud-based infrastructure for cost-effective creation and delivery of Inter-
net applications and services. FI-WARE API specifications are public, royalty-
free, and OCCI (Open Cloud Computing Interface)-compliant [22], driven by the
development of an open source reference implementation which allows develop-
ers, service providers, enterprises, and other organizations to develop innovative
products based on FI-WARE technologies. The FI-WARE solution is based on
the Openstack project [23], a global collaboration of developers producing an
ubiquitous open-source cloud computing platform for public and private clouds.
The project aims to deliver solutions for all types of clouds by being simple
to implement, massively scalable, and feature-rich. The majority of research
projects listed above addressing their work on Cloud and IoT architectures opt
to use open source components for the implementation of their systems.

Other projects related to real-time and stream management are Apache
Storm [24] and Apache S4 [25]. Storm is a free and open source distributed
real-time computation system to reliably process unbounded streams of data.
The system can be integrated with different queueing and database technologies
and provides mechanisms to define topologies in which nodes consume streams
of data and process those streams in arbitrarily complex ways. S4 is a general-
purpose, near real-time, distributed, decentralized, scalable, event-driven, and
modular platform that allows programmers to implement applications for pro-
cessing streams of data. Multiple applications nodes can be deployed and inter-
connected on S4 clusters to create more sophisticated systems. Although there
are several similarities between these systems and the proposed architecture,
such as modularity, scalability, latency minimization and the graph topology,
there are same notable differences. The most relevant use cases for Storm and
S4 are stream processing and continuous computations related to data stored in
databases (e.g., message processing for database update). The proposed archi-
tecture, on the other hand, is specifically designed to work in dynamic IoT
scenarios comprising heterogeneous data sources and making no assumption on
the repositories (if needed) where data can be retrieved or stored. Another major
difference is related to the nature of the topology of the processing units. While
Storm stream management is based on an operator-defined and static topology
of the graph, the proposed architecture is extremely dynamic, as the number of
nodes and edges in the Graph Framework can change according to the workload
and listener requirements.

6 Conclusions

In this paper, we presented a novel Cloud architecture for the management of
Big Stream applications in IoT scenarios. After describing the selected scenario
requirements in terms of decreasing the latency between a point in time when
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a data object is created and point in time when the processed object can be
delivered to a consumer, we have detailed the designed listener-based archi-
tecture and its components: Acquisition Module, Normalization Module, Graph
Framework, and Application Register. The implementation of the overall system
and its evaluation on a real-world Smart Parking dataset has been presented.
The listener-oriented approach can lead to several benefits, such as (i) decreased
latency: the push-based approach guarantees that no delays due to polling and
batch processing are introduced; (ii) fine-grained self-configuration: listeners can
dynamically “plug” to those that output data of interest; (iii) optimal resource
allocation: processing units that have no listeners can be switched off, while
those with many listeners can be replicated, thus leading to cost-effectiveness
from the Cloud service perspective.
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Abstract. Internet of Things systems rely on the principles for service
deployment and configuration based on delivery models. The predominant
service delivery model for the Internet of Things architecture is a novel approach
to create a global IoT system for Internet Connected Objects. While the service
control loop has already been proposed (autonomics), the dynamic deployment
of the different modules of an IoT system is still due. In this paper an approach
for IoT service delivery model using autonomic management principles, which
can deploy and configure IoT services is presented. The use of an implemented
framework that helps administrator/user to deploy IoT platform(s) with auto-
nomic methods has been developed. Particularly and as proof of concept
example an open source platform (www.superstreamcollider.org) is used to
demonstrate service instantiation. The agent-based framework analyses the
requirements, dependencies and resolves them following autonomic design
principles and also, by design, it deploys the IoT service delivery model into
desired platform(s) running in the cloud or into a local machine.

Keywords: Internet of Things - Service control loop * Service delivery - Cloud
infrastructure -+ Management - Autonomics utility-driven models - Linked data -
Cloud computing - Cloud services - Open source

1 Introduction

The predominant service delivery model for the Internet of Things architecture is a
novel approach to create a global IoT system for Internet Connected Objects. The
emergent introduction of this model has brought a new challenge, not only deploy,
install, govern and manage the full service lifecycle efficiently but each and every
device should be able to communicate with the systems and in some cases with each
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other enabling interoperability. Emerging technologies and systems development of the
IT sector work for this interoperability challenge, additionally in this complex scenario,
it is highly desirable and necessary endow the IoT system(s) with self-monitoring and
self-managing capacity.

The deployment and management of IoT platform(s) in the large scalable, using
cloud platforms, has brought even a bigger challenge. Starting from the initial
deployment, the IoT system or service has to go through the learning phase of different
scenarios, while serving its end users with maximum output with minimum cost
possible. Currently available cloud architecture can itself be self-managing, but the
complexity and dynamically changing requirements of the implementation of IoT
system in the same form is much more complex and challenging than that of any
general software application.

In the Internet of Things area, it is becoming a common practice using agent(s) for
configuring and monitoring operations. [oT systems rely on the principles for
deployment and configuration based on autonomic service delivery models. In auto-
nomic systems, agents analyse the requirements, dependencies and resolves them
following self-organizing principles and also, by design, it deploys the IoT service
delivery model into the desired platforms. While the service control loop for distributed
platforms has already been proposed, by means of autonomics [1], the dynamic
deployment of the different modules of an IoT system is still due. At this moment the
deployment of IoT service delivery models is manual, thus, much complex to handle
for a non-technical user, as well as time consuming and error prone.

In the area of Internet of Things, autonomic agents can dynamically evaluate the
system requirements and deploy dependencies of an IoT service delivery model.
Autonomic agent(s) can also extensively be used on cloud optimization, for example
using event data distribution or event splitting mechanism to control service infra-
structures on demand. Autonomic in cloud services have been already proposed within
the framework of the OpenloT project (www.openiot.eu), where the self-tuning or self-
configuration facility of the IoT service delivery model is a novel approach, this
approach is explained.

In this paper a generic approach or framework to support the administrator/user
deploying IoT platform(s) with an autonomic guideline [1] taking care of all the
underlying details of the existing framework is intruded and explained. The framework
functionality analyses the requirements, dependencies and resolve them “autonomi-
cally” and as main objective deploy the IoT service delivery model into the desired
platform by means of cloud or local machine. As example an open source platform
(www.superstreamcollider.org) to demonstrate cloud or local machine instantiation is
used. Some experiments are performed under the SSC-Fed4FIRE experiments project
to demonstrate the use of autonomic agents in IoT environments.

As a second part in this paper, an autonomic framework for continuously monitoring
and optimizing the IoT test-bed, regardless the infrastructure on which the platform is
hosted is discussed. Although many cloud monitoring services (e.g. monitis, nagios) are
available in the market, the IoT platform(s) needs to extract the information and map
those information into customized requirements that can serve into the tuning of the
platform itself. Moreover, the proposed autonomic agent not only extracts and maps the
information, but also it is able to tune-up the underlying IoT framework.
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The structure of the paper is as follows: Sect. 2 presents the service delivery model
for the Internet of Things including the service lifecycle modules. Section 3 analyses
the required autonomic deployment operations based to identify autonomic require-
ments and desired functionality for IoT systems. Section 4 introduces the approach for
an autonomic agent for services deployment with focus in the Internet of Things.
Section 5 explains initial experiments conducted with he autonomic agent in the
framework of running experiments in large-scale distributed platforms with a particular
scenario on cloud infrastructures management for IoT cloud Data. Section 6 concludes
the paper and define some next steps and finally some references are included.

2 Service Delivery Model for IoT

The current state-of-the-art about service delivery model for the Internet of Things
consists of interdependent modules and their interactions [1] to support application(s)
demands.

The details for the service lifecycle can be found at [2], It is relevant to highlight the
event-driven nature and the self-x coordination aspects. The autonomic aspects affect
not only the organizational view of the service lifecycle but also its operational
behaviour. E.g. it enables semantic control to achieve interoperability and exploits the
information necessary to control and manage IoT services.

The OpenloT platform from a design conception includes reusability capabilities and
autonomics. OpenloT follows a service lifecycle or control loop that introduces auto-
nomic principles for service management solutions. The OpenloT lifecycle is presented
in Fig. 1. From physical domain (sensor and actuators) to application (monitoring,
billing, visualisation for example) OpenloT pursues the objective of annotating infor-
mation, describes them in/through services and use data models to enable end user
services in a more autonomous form. OpenloT can be seen as an extensible, reusable
common manageability platform, which provides for the IoT space autonomic func-
tionality for better managing resources, networks, systems and services [3].

Beyond
OpenloT OpenloT
Autonomic Service Query —  Stream Objectives
Control loop Processing Processing
Data Stream
Transformation Reasoning
Cloud Storage
Data & Data
Collection Web Transformation
Sensor Actuator
Monitoring \ / Adaptation
Sensors Actuators Beyond
. OpenloT
GSN :
Domain n 1 ..n Bomain

Physical Domain

Fig. 1. Internet of Things service control loop
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3 Autonomic Deployment Operations

By studying the state-of-the-art on IoT solutions, it is seen that generally IoT platforms
consists of different modules developed to support a business model approach (vertical
approach) [4, 5]. A vertical approach seeks for a single stack organisation in order to
simplify operations and generate sort of abstraction that eventually can fit into a
business model. At IoT verticals isolated and almost cero-exchange of information can
get from them however a more controlled environment(s) can be offered as guarantee
for better management and system stability. As consequence of this trade-off between
control and stability system developers has adopted vertical designs instead of hori-
zontal, building in this form IoT silos.

In the other hand, as part of the main features in IoT systems, it is required
operations and services are inter-connected and inter-dependent. The service modules
have dependencies in both functional and non-functional level. Particularly the pro-
posed architecture has been developed keeping in mind the service computing para-
digm, and the reusability and self-configuration of the platform itself (autonomics). The
deployment platform might change, the requirements of the test-bed might change, and
the dependencies might be different than the initial set-up. An autonomic design will
support these and other self-x features. In practical terms an autonomic deployment will
create a virtualization image in front of the actual IoT test-bed and provide and esti-
mate, before hand, with the details that are necessary to deploy the system. Although
lots of work has been done in the area of autonomics in IoT test-bed [6, 7] and
distributed systems [8—11], Sensor Network Management [12], Dynamic Deployment
of Software Component [13-15]. The Autonomic Deployment Agent for IoT test-bed
has been designed following the IoT Autonomic lifecycle. The following identified
autonomic operations for IoT Service Delivery model are parts of the requirements for
designing the Autonomic architecture explained in the Sect. 4.

3.1 Data Collection and Sensor Monitoring

During the data collection and monitoring phase, the agent analyses the system and
find out what resources are available, and also the requirements (e.g.: dependencies) of
the IoT platform for deployment. It will map these two variables and will hold a
deployment_pair in store to match the best combination with future pairs.

3.2 Analysis and Transformations

During this phase, the agent defines ways to resolve the dependencies. Some depen-
dencies might be internal, for example one module depends on the deployment of
another, and some will be external where the required resource has to be extracted from
an external source. A dependency map is created in this phase and the system creates
the list of dependencies (linked data) that needs to be resolved “somehow” during the
Execution phase. In the Dependency map, the agent analyses and determine whether
the dependencies can be resolved internally or it has to be dealt and solved with
external changes such as increment of cluster memory or adding a new processor.



Autonomic Frameworks Deployment Using Configuration and Service Delivery Models 93

3.3 Plan and Processing

During the plan phase, the agent communicates with either the IoT platform or the
underlying infrastructure and ask/do necessary changes. What changes need to be done
is decided in this phase. The decision can vary from simply deploying the platform to
increasing the initial resource allocation, and might result in negative feedback from the
agent about the deployment. As an example, the defined algorithm to do this processing
can be described as follow:

check system_resource

check IoT rec resource

map system_resource -> loT rec_resource
check performance parameter

do PLAN

3.4 Adaptation and Execution

As the Plan phase decides what to do, the Adaptation and Execution phase follows the
decision, and executes the decision taken by the Plan and Processing phase. The
analysis phase has already resolved the dependency sources, the plan phase has set
the platform to be best suited for the IoT platform, now the Execution phase will deploy
the IoT test-bed into the infrastructure that has been prepared. Although the depen-
dency map has been created in the Analysis phase, the resolving of those defined
dependencies are done in the Execution phase.

4 Autonomic Configuration Agent

The self-tuning or self-configuration facility of the IoT service delivery model is a novel
approach and is presented in this section. An autonomic framework for continuously
monitoring and optimizing the IoT test-bed regardless the infrastructure on which the
platform is hosted is described. The optimization can be done via several parts, but
in this work the cloud optimization [3] segment is the main focus. The autonomic-
configuration and adopted autonomic life cycle is the one described in the previous
section of this paper. Figure 2 depicts the functional architecture of the autonomic agent
and the designed features that it performs, the cycle start by monitoring the conditions or
parameters of the resources to be offered, then the next step perform an analysis of the
information and the operations defines the way the autonomic agent will work. The third
phase defines the best performance based on conditions and finally the execution of the
changes into the system is performed.

4.1 Adaptation for the Internet of Things

For the life-cycle design, the generic autonomic agent life cycle proposed by Horn [1]
has been used as reference. In the very first stage of the deployment of the autonomic
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Fig. 2. Autonomic agent architecture diagram

agent, it monitors the IoT system. Monitoring involves multi-side monitoring: (a) IoT
monitoring: the agent will monitor IoT requirements and keep record of the perfor-
mance of the same under different scenarios monitored on the other phase. (b) Infra-
structure monitoring: the agent keeps observations on the infrastructure and help to
keep the performance parameters up to date. In this stage of the autonomic cycle the
agent will monitor the resource parameters, and relevant performance parameters. For
example, with a defined memory capacity, the system (IoT framework) can respond to
any local request within a period of time. This performance record will be stored in the
agent memory.

The learning phase of the autonomic agent might be approached in two different
ways. The agent can be deployed empty, meaning the database keeping track of the
performance parameter against different configuration parameter can be empty at the
beginning of the deployment and it periodically learn from the system as time goes.
In this case, at the beginning of the deployment, the agent only has an initial infor-
mation for the IoT, for example what are the minimal resource requirements for the
deployment of the platform, and it is assumed that the owner of the IoT system knows
best on the issue that “what configuration ensures the best performance of the deployed
IoT test-bed”. But the system resource and requirements will change over time. So the
Autonomic Agent have to maintain a performance log and keep track the relationship
under which condition the system can perform the best. This is called the ‘learning’
phase of the Autonomic Agent, and can vary from minutes to weeks depending on the
configuration. It also depends on the changes that the IoT system is facing. Customized
change can be imposed to the IoT platform to ‘teach’ the system about different
scenarios and help him to define algorithm to look for best performance parameters. On
the other hand, it is also possible that the designer of the agent will pre-configure the
‘best cases’ and load them in a pre-deployment scenario. The ‘best case’ will depend on
the designer of the agent, and the preference given by the user or IoT administrator/
owner. The balance between two approaches is recommended.

During the analysis phase, the Autonomic Agent will develop a specific mapping of
performance algorithm. How the ‘best performance’ will be evaluated, totally depends
on the specific provider or designer. In the current experimentation, a fastest response
to an IoT data access request has been considered as main goal. But it can range from
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the resource performance to query complexity. The analysed phase will sort out,
according to the requirements of the IoT user/admin or Agent designer - “how the
system is doing”, and put this status in its “record book”.

The analysis phase has been separated in two different segments. After analysing
the IoT system health, the agent will be able to determine what changes are required to
put the IoT in a best condition. This can be maximizing resource, or can be minimizing
some other parameters that are consuming more resource than necessary. In case of
dealing with other elements of the IoT services, the agent needs to communicate with
other agents of the system. Agents will communicate with other agents, they will have
a common goal, they will exchange information, and decide based on exchanged
information the actions to take. The approach has been focused on the performance
maximization parameters of the agent based on local Analysis. Note that the com-
munication with other agents have not been implemented because the design of
autonomic agent is still under-way and the communication between different agents
and learning from each other and deciding on a common goal with the help of complex
algorithm is out of focus of this research at this current stage. The planning phase
should be able to determine what are the changes that might have an effect on the
performance improvement of the IoT system. During the planning phase, the auto-
nomic agent will inform the hosting infrastructure, or the owner of the system to
change the environment according to its analysis done in the previous cycle.

The agent will inform the platform or the owner to increase the memory. This
communication can be reverted as well. It is also possible that the owner configure the
total infrastructure in such a way that the IoT system has to tune it up according to
the limited resources available. For example, in case the owner does not want to
increase the underlying platform, or set an upper limit of upgrade, and the IoT system
has already reached that limit of resource usage. At this moment, the only option to
make the system perform better is to add more indexes, or to reduce the maximum
buffer size. In this scenario, the IoT Autonomic Agent will do the communication with
the IoT service itself and in the execution phase, it will do the tuning accordingly and
make sure that the system is performing the best with the resource available. The
following logic has been implemented to set the status of the autonomic agent. This
algorithm checks if the pair of allocated_resource and system_parameters supposed to
perform in the best form. The agent checks the condition and set the system_status by
following the algorithm as follow:

while true
do
check allocated_resource
check system_parameters
map allocated resource -> system_parameters
set system_status
The later part of the logic will check the system_status for the IoT platform. If the

system_status is Ok, then the IoT system has already been tuned up for the best
performance with available resource. If not, then the PLAN will happen.
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check system_status

if system_status not satisfactory
then PLAN

The PLAN phase recommends necessary changes required either in the system or
in the infrastructure hosting the system. The PLAN is designed in such a way that it
will look for nearby ‘best performance pair’. By ‘performance pair’ it refers to the
(allocated_resource, system_parameters) pair and as described earlier, the user or the
administrator defines ‘best’. PLAN is not executed if the system status is in a good
enough situations. Executing any of the phases takes resources, on the other hand
system should learn from its steps and different situations as well. The system has been
designed to learn only from the steps that it takes or the situations that it was in, but not
from the scenario that it has not faced so far.

During the execution phase, the autonomic agent tune-up the system according to
the data-store tuning parameters [16]. In this implementation work, the cloud database
[17] is the main objective where this work has been concentrated on. The performance
of cloud LSM database that the OpenloT is using has several parameters that needs to
be tuned up to get the best performance from it [18]: (a) memory and processing
capability (b) indices and statistics (c) locking and threads (d) disk layout (e) query
plans (f) swapping. In the implementation, have been considered the memory and
processing capacity and demonstrated the outcome. The reason behind this narrow
consideration is because the deployment of autonomic framework for IoT test-bed in
general is limited to specific technology rather than broader technologies. The data
store underlying the IoT platform is platform dependent and those parameters can vary
from data store to data store. Regarding what parameter will determine the performance
of the specific data store in what dimension and magnitude, it is a separate research area
and it is out of the scope of this paper. The evaluation of parameters via autonomic
configuration is also possible and this work defines a roadmap for those particular
requirements.

5 Experiments

A use case has been created, to explain the functionality of SSC. Figure 3 represents the
use case where data from sensors (left-hand side) needs to be offered as stream data
mashup that is used by web services and to distribute multiple users (right-hand side).
By means of this use case, data from Smart Santander is collected and transformed into
universal open format (RDF) data streams. Then distributed in SSC distributed data
servers hosted by Planet. The cloud-based distributed processing is performed in
BonFIRE and as response of the service request in the form of multiple queries over the
streamed data generated. Finally the SSC visual interface provide access to all the
Smart Santander sensor data distributed in the world by using Virtual Wall APL

The experiment design, depicted in Fig. 4 follows the service lifecycle for IoT, in this
particular experiments the open source open source platform super stream collider, a mash
up builder (www.superstreamcollider.org), is used to demonstrate service instantiation.
The agent-based framework analyses the requirements, dependencies and resolves them
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Fig. 3. SSC-designed experiments using Fed4FIRE platforms.

following autonomic design principles and also, by design, it deploys the IoT service
delivery model into desired platform(s) running in the cloud or into a local machine.

In the executed experiments, collected data from the smart Santander experiment
through Planet Lab is used and by means of the LSM data collector (left hand side) acts
as an autonomic agent that collect, transform and process data. In a second stage of the
experiment the BonFIRE platform was used to deploy autonomic services instantiation
by means of IoT Servers distribution in wide-Europe locations via BonFIRE platform
(right hand side). The distribution in Planet Lab and BonFIRE follows an autonomic
configuration process. There are other processes related to cloud processing and
clustering mechanism that are out of the focus of this paper, but the autonomic

experiments details are described hereafter.
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Fig. 4. Architecture for SSC-experiments using Fed4FIRE platforms.

97



98 M.R. Saniat et al.

5.1 Autonomic IoT Data Collection

LSM-Light module plays the role of central component of OpenloT platform [16] and
an instance was used in Super Stream Collider. It is used to collect data from different
sensor sources, annotate and transform data into linked data. In SSC-Fed4FIRE
experiments, an LSM-Light client module was distributed in a cluster of 10 nodes. The
architecture of the deployment is shown in Fig. 5.

Linked data
storage
LSM-Light Server

clients

[ Smart Santander Sensor Data

Fig. 5. LSM-Light architecture for SSC-Fed4FIRE experiment.

In SSC-Fed4FIRE experiment, a Hadoop cluster for fetching IoT data was used.
Fetching tasks for over 2,000 Smart Santander sensor data sources including: humidity,
air quality, noise pollution, parking status, temperature information was scheduled. The
main reason of using Hadoop is to enable the autonomic feature by minimizing the
fetching cycles, which cannot be processed manually or in a single machine.

The majority of the data sources in the deployment are published through HTTP as
Web services or RESTful APIs, which are pull-based mechanisms. For these sources,
the LSM-Light clients periodically fetch each data source to collect raw sensor data and
transform it into triples. The fetching operations are built as asynchronous tasks,
scheduled in the fetching cluster. The fetching algorithm can be described as follow:

if sensor haven’t be registered in the system
Register sensor
while true
do
Collect raw data from sensor
Transform raw sensor data into RDF
Send RDF data to LSM-Light server
Set system sleep for specific scheduled time



Autonomic Frameworks Deployment Using Configuration and Service Delivery Models 99

In this experiment, a sensor data exploration interface, is provided which uses a
map overlay to display the sensor information based on geographical location as shown
in Fig. 6. Besides the map overlay, the public endpoint is deployed for users to query
the IoT data (sensors in this case).
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Fig. 6. Sensor data exploration interface

5.2 Autonomic IoT Data Processing

In the framework of the SSC-Fed4FIRE experiments LSM-Light can be used as a local
instance or it can also work in the cloud. The modules that support LSM-light and their
functionalities are described as follow:

e LSM-Light Data Collector Module
— collect raw data from Smart Santander
— convert data to RDF format
— push data to LSM LiveView Server through Web Socket Gateway.
e LSM-Light LiveView Server
— Receives data from Collectors
— Displays raw data on Webserver, which can be accessed from browser (HTTP)
— Also acts as a data forwarder, which forwards data to CQELS cluster.
e CQELS Cluster Module
— Receives data in RDF format
— Processes queries on request
— Returns query results through Web Socket Gateway.
e CQELS Data Subscribers Module
— Send query requests to CQELS cluster through Web Socket Gateway
— Wait for answers to be returned.
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5.3 Experiment Setup

LSM-Light modules can be deployed under different platform and the minimum
requirement used in the performed experiment in Fed4FIRE are indicated at the Table 1
as follow:

Table 1. SSC-Fed4FIRE experimental setup

Fed4FIRE BonFIRE PlanetLab Virtual Wall
Platform
Number of 1 LSM Live View Server 5 10 servers across 10 servers x 10
servers nodes CQELS cluster different sites in (CQELS clients
(1 master, 4 slaves), Europe, Tomcat each)
Webserver
CPU 4 cores 10 cores 10 cores
Memory 8 GB 8 GB 8 GB
Storage 10 GB internal + 80 GB 10 GB 10 GB
Data block internal + 50 GB internal + 50 GB
Data block Data block
Network IPv4 + IPv6 1Pv4 1IPv6
(0N Debian Fedora Ubuntu
Imaging Yes No No
support
Tools used | Web Portal, CLI tools jFed jFed

The autonomic agent proposed deployment was partially tested in the Fed4FIRE
platform. The Project Fed4FIRE is an effort to deliver a common federation framework
for Future Internet Research and Experimentation facilities. It enables experimenters
from different communities to easily access existing testbeds while federated tools
support powerful experiment lifecycle management. During the course of this exper-
iment, the use of three testbeds: BonFIRE, PlanetLab Europe and Virtual Wall to
deploy IoT services, each of which has different capability and technical aspects, were
required.

6 Conclusions and Future Work

The architecture design and development of competent autonomic elements for IoT
requires an effective marriage of technology with the functionality and capacity of the
Internet of Things systems.

An assortment of perfectly self-managing autonomic elements will not yield an
autonomic computing system unless the elements share a set of common behaviours,
interfaces and interaction patterns that are demonstrably capable of engendering sys-
tem-level self management.

Initial experiments to test self-configuration and self-deployment capacity have been
tested in the framework of SSC-Fed4FIRE experiments. It has been demonstrated the
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proposed architecture design with the autonomic functionality implemented can be used
to support a full range of self-management capabilities for autonomic environments.

The described framework for the self-deployment and self-configuration individ-
ually introduce autonomic computing to the state-of-the-art IoT platforms as an
approach for the IoT service lifecycle control loop implementation.

Future work might consist of developing frameworks/implement components for
other parts of the service cycle and the development of other agents (autonomic self-
healing and self-protection) and as well as integration of the agents.
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Abstract. Machine-to-Machine (M2M) communication is communica-
tion between two or more M2M devices, with no need for a direct human
intervention. The IP Multimedia Subsystem (IMS) is a standardized
architecture for IP-based multimedia services that enables audio/video
communication, instant messaging, and presence services in telecommu-
nication network. These services are well-controlled by the IMS opera-
tors, in terms of, for example, Quality of Service (QoS), security, and
accounting, which can be used for M2M application. In this paper, a
focus is set on interworking between M2M communication system and
an IP Multimedia Subsystem (IMS) network. The paper analyzes current
standards and proposes interworking possibilities. In one case, regarding
home security, the proposed solution, was applied.

Keywords: IP multimedia subsystem - Machine-to-Machine communi-
cation - Interworking - Standards

1 Introduction

Machine-to-Machine (M2M) communication is established between two or more
M2M devices, with no need for a direct human intervention [9]. The main char-
acteristic of an M2M system is its heterogeneity, both in sense of different device
capabilities and different communication technologies, used for exchanging infor-
mation among M2M devices. In this paper we focus on one possible way of
connecting M2M devices by using an IP Multimedia Subsystem (IMS) network.
IMS is the next generation service platform for IP-based multimedia services
that enables audio/visual communications, instant messaging, and presence ser-
vices among users [10]. These services are well-controlled by the IMS operators,
in terms of, for example, Quality of Service (QoS), security, and accounting.
Since IMS is access technology-agnostic, it can be applied not only to cellular
networks, but also to fixed broadband networks, which implies that in the near
future, it will be possible to benefit from IMS almost everywhere (e.g. from
peoples’ homes, offices, streets, cafes, stations).

© Springer International Publishing Switzerland 2015
I. Podnar Zarko et al. (Eds.): FP7 OpenloT Project Workshop 2014, LNCS 9001, pp. 103-117, 2015.
DOI: 10.1007/978-3-319-16546-2_9
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At first glance, it is hard to make connections between IMS networks and
M2M systems, since M2M systems are not conceived as multimedia commu-
nication systems, but are simply seen as systems where only different numer-
ical sensor data, sensor event information, and remote control commands can
be exchanged. However, the IMS architecture defines several components that
are capable of providing functionalities needed for an M2M type of communi-
cation. Functionalities provided by IMS, like authentication and authorization
mechanisms, charging support, interworking with legacy network, QoS assur-
ance, presence and user data management, already exist in the IMS architecture.
Therefore, these IMS components can be reused for the M2M type of commu-
nication, if the operators have already deployed an IMS network. With reusing
the existing standard IMS components, the operators can reduce their costs of
service deployments, as well as reduce the time to market for new services. On
the other hand, an IMS service can benefit by using data from M2M system and
IMS can customize service based on that data.

Section 2 describes Machine-to-Machine communication standards and sys-
tem architecture. ETSI M2M is used as the base standard in this paper. In
Sect. 3, IP multimedia subsystem (IMS) is introduced and Sect. 4 explains the
interworking between IMS and M2M. The proposed solution is compared with
the related work in Sect. 5; and Sect. 6 explains the use case in the home security
area, that uses interworking between IMS and M2M. Finally, Sect.7 concludes
the paper.

2 Machine-to-Machine Communication Standards
and System Architecture

The European Telecommunication Standards Institute (ETSI) has a Technical
Committee (TC M2M), which goal was to set the standard of the application
layer that is independent of the underlying communication network. The result
was published as a set of technical reports and standards that specify functional
architecture, and interfaces. The interfaces follow RESTful approach and HTTP
and Constrained Application Protocol (CoAP), standardized by the IETF, were
chosen as an application protocol. ETSI collaborates with other standardization
bodies (e.g. 3GPP, OMA, Broadband Forum, ZigBee Alliance, KNX, Z-Wave)
and is involved in their standardization activities, in order to minimize the num-
ber of standards. The next step was to avoid the creation of competing M2M
standards. Thus, ETSI started a global initiative oneM2M (similar to 3GPP)
to develop one global M2M specification. Currently, oneM2M is working on the
first draft and ETSI M2M is the only available standard. This is the reason that
this paper is based on interoperability between IMS and ETSI M2M.

ETSI M2M architecture is shown in Fig. 1. ETSI proposes a high-level archi-
tecture of M2M system that consists of a device and gateway domain, and a
network domain [11].

The device and the gateway domain consist of M2M devices, M2M gate-
ways and an M2M area network. Every M2M device runs its own M2M Device



Interoperability Between Machine-to-Machine Communication System 105

M2M Core Network 2

M2M Network

mia I
I
- NSCL | M2M Gateway
| ®
|

I
|
I
| M2M Area Network
|
I
I

M2M Device 1

%

M2M A%:cess da M2M Device 2
Network Qe
e e
M2M Core Network 1 |
mim |
M2M Network é

M2M Device 0
mla
£

I
I
I
I
|
dla
»ﬁ\
DSCL -
I M2M Device 4

dla DA

Device and Gateway Domain

| NSCL

Fig. 1. High-level architecture of M2M system (adapted from [11])

Applications (DA), using M2M Device Service Capabilities Layer (DSCL), while
every M2M gateway runs M2M Gateway Applications (GA) using M2M Gate-
way Service Capabilities Layer (GSCL). Finally, M2M area network provides
connectivity based on personal or local area network technologies (e.g. Zigbee,
Bluetooth, WI-FI) between M2M devices and M2M gateways.

The network domain consists of M2M access network, M2M Network Appli-
cations (NA), M2M network management functions and M2M management func-
tions.M2M access network allows M2M devices and gateways to communicate
with the core network that enables interconnection with other networks, provides
IP connectivity or other connectivity options, service and control functions, and
roaming. M2M Network Service Capabilities Layer (NSCL) provides M2M func-
tions that are shared by different M2M NA that run the service logic and use the
M2M available service capabilities via open interfaces. M2M network manage-
ment functions encompass all the functions (e.g. provisioning, supervision, and
fault management) required to manage access and core networks, while M2M
management functions encompass all the functions (e.g. M2M service bootstrap
function), used to facilitate the bootstrapping of permanent M2M service layer
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security credentials), required to manage M2M service capabilities in the network
domain.

Each M2M domain has its own service capability layers: Network SCL, Gate-
way SCL, and Device SCL providing functions exposed on the mla, dla, mld,
and mIm reference points [12].

— The mla reference point enables an NA access to the M2M service capabilities
in the network domain. It supports an option for NA to register to the NSCL,
to subscribe for notifications for specific events, with a proper authorization to
read or write information in N/G/DSCLs, and to conduct device management
actions.

— The dla reference point enables a DA, residing in an M2M device, the access to
different M2M service capabilities in the same M2M device or in an M2M gate-
way. Moreover, this reference point enables a GA residing in an M2M gateway
to access the different M2M service capabilities in the same M2M gateway, and
supports the ability of DA/GA to register to the GSCL or DA to register to the
DSCL. Through this reference point, DA and GA should also be able, with a
proper authorization, to read or write information in N/G/DSCLs.

— The mld reference point enables an M2M SCL residing in an M2M device or
an M2M gateway to communicate with the M2M SCL in the network domain
and vice versa. It supports the ability of G/DSCLs to register to the NSCL. It
should also give support for information exchange between N/G/DSCLs, sub-
scription to specific events, device management, and provide security related
features.

— Finally, the mIm reference point extends the reachability of services offered
over mld reference point. It is an inter-domain reference point, used for com-
munication between NSCLs of different M2M service providers, which relies
on the public core network connectivity functions.

3 IP Multimedia Subsystem

IP Multimedia Subsystem, IMS is a standardized architecture, originally designed
to enable the creation of value added services like HD voice, VoLTE, video com-
munication, HD video conferencing, PSTN transformation and multimedia com-
munication. As shown in Fig. 2 IMS has a layered architecture, which separates
functionality into three layers — an application layer, a control layer and a connec-
tivity layer [2].

The application layer consists of: applications, content servers with the pur-
pose to execute value added services to the end user. The control layer consists
of network control servers, which are in charge of call or session setup, modifi-
cation and release. The control servers may also handle functions like security,
charging and inter-working towards external networks on a control plane level.
The connectivity layer consists of routers, switches, media gateways and other
user plane elements. The routers and switches provide transport capabilities for
both control plane and user plane traffic. The media gateways provide different
kinds of inter-working on a user plane level, including inter-working between
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different transmission technologies and inter-working between different media
formats [5]. The supporting functions encompasses functions for: operation and
management, network and self-provisioning, Domain Name System/Telephone
Number Mapping functionality, etc. A brief description of main functionalities
used in our use case that are included in IMS is given below.

The Call Session Control Function (CSCF) is an essential node in IMS for
processing signaling, using SIP as the signaling protocol [3]. It also provides
support for Internet protocols. The CSCF handles session establishment, modi-
fication and release of TP multimedia sessions using the SIP/SDP protocol suite.
The CSCF can act as Proxy CSCF (P-CSCF), Serving CSCF (S-CSCF) or Inter-
rogating CSCF (I-CSCF).

I-CSCF is the contact point inside an operator’s network for all SIP requests
destined to a user of that network operator. It locates the S-CSCF that was
assigned to the user at registration through interaction with HSS.

S-CSCF performs session control services for the endpoint. This includes
routing of originating requests to the terminating network and routing of ter-
minating requests to the P-CSCF. The S-CSCF supports establishment, modifi-
cation and release of IP multimedia sessions using the SIP/SDP protocol suite.
The S-CSCF also decides whether an application server is required to receive
information related to an incoming SIP request outside a dialog to ensure appro-
priate service handling. The decision at the S-CSCF is based on trigger informa-
tion received from the HSS, as an initial filter criteria. The trigger information
includes identifiers of the application server(s). The trigger information can then
provide indirect service invocation through an ISC interface towards the Appli-
cations layer.
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P-CSCF handles User-to-Network Interface (UNI) interactions and is the
first point of contact within the IMS network for the User Equipment (UE). The
P-CSCF address is discovered by the UE using a P-CSCF discovery mechanism.
The P-CSCF forwards the SIP messages received from the UE to an I-CSCF or
S-CSCF (and vice versa). P-CSCF keeps track of UE registration information
(like UE contact information and S-CSCF address) and active call sessions. The
Session Boarder Gateway in the P-CSCF role performs correlation and tunneling
of signaling and media sessions across the interface between the IMS core network
and the access network towards SIP clients.

The Home Subscriber Server (HSS), is a master user database that supports
the IMS network entities that actually handle calls. It contains the subscription-
related information (subscriber profiles), performs authentication and authoriza-
tion of the user, and can provide information about the subscriber’s location and
IP information.

Application Server (AS) is a Session Initiation Protocol (SIP) application
server that provides real time peer-to-peer communication services. IMS enables
M2M servers to be realized as specific ASs and M2M devices, which host an IMS
client, that can be controlled by and participate in IMS dialogs.

4 Interworking Between M2M and IMS

IMS system and M2M system can co-exist without any direct connection, or they
can interwork on different levels when they can benefit one from another with
reusing functionalities (e.g. M2M authentication, authorization uses mechanisms
in IMS) that enhance a service or help achieve a complex service (IMS service
uses data from M2M devices). One example is when the IMS service uses data
from an M2M system in order to provide better service, e.g. getting the context
from M2M [14] and from that context service adapt its’ behaviour. Another
example, that is given in this paper, is when M2M application triggers IMS
service and uses IMS as mobility layer for M2M device. The two ways of IMS
and M2M system interworking are shown as in Figs. 3 and 4.

As already described in Sect.2, M2M device connects directly or via M2M
gateway to an M2M network. Both figures show that M2M application is a part
of an M2M network (NA). SIP application is integrated in NA, and in that way
IMS and M2M are interworking in the network layer. In the IMS system, in order
to access to IP Multimedia services, the IMS user agent (IMS UA) must first
register in IMS. After the IMS UA registers and authenticates in IMS network,
multimedia sessions can be routed to some other IMS UA. Interworking between
IMS and M2M in the M2M area network can be achieved by collocating M2M
application and IMS user agent while connecting both to M2M network and IMS
core network.

In Fig. 3, the device application (DA) in the device contains the IMS UA and
the device is a part of IMS and M2M system. However, in Fig.4 M2M gateway
contains the gateway application (GA) that contains IMS UA, and in this case
M2M gateway is a part of IMS and M2M. M2M device capabilities determine
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which case is used. If M2M device is not capable of running software with IMS
UA then the M2M gateway needs to do that.

An example shows the advantage of IMS and M2M interworking is when
M2M service re-uses mechanisms from an IMS system to achieve the desired
quality of M2M service, as opposed to the solutions based on best effort connec-
tivity. When to trigger the IMS service is based on some criteria. For a certain
service, it may be enough to stay within the M2M domain, while for some other
service, after the specific criteria is met, the service is routed via IMS network.
The triggering criteria we researched in this paper is for streaming (multimedia)
services. In M2M system there is no support defined for streaming services, thus
IMS is ideal for achieving the complex M2M service where multimedia commu-
nication is needed.

5 Related Work

In [8] the authors introduced a new Universal Communications Framework (UCF),
which is a generic middleware solution that intermediates between underly-
ing network infrastructure and various application functions, such as mobile
Machine-to-Machine (M2M) communication. In this case, UFC is between M2M
application and IMS core. Their generic M2M communication platform that is
based on IMS technology is OpenMTC [7]. An OpenMTC platform is a pro-
totype implementation of an M2M middleware, aiming to provide a standard-
compliant platform for M2M services. It has been designed to act as a horizontal
convergence layer supporting multiple vertical application domains, which may
be deployed independently, or as a part of a common platform. They designed a
reference use case for smart home application, where the user gets the possibility
to configure the system for various purposes, such as home automation, security
and energy consumption control. In their energy consumption control scenario,
the user will get notifications about the devices that are still switched on, as
soon as the user exits in certain user-defined radius from home, and the user
client application presents a list of supported actions (e.g. switch off one or more
devices).

Our enhancement of previously described scenario is (i) that our approach
does not need generic middleware and (i) that IMS is triggered only when
certain criteria is met. In this case, IMS resources are optimized since the traffic
is routed through IMS network in only some cases, while for the other cases it
stays in M2M domain.

In [13] the authors use IMS as a basic network infrastructure for exchang-
ing M2M data. They introduced M2M gateway in the M2M domain and that
gateway is communicating with IMS core. All communication is directed over
IMS core. On the other side (application domain) there is an M2M AS (appli-
cation server) which communicates over IMS core with an M2M gateway. This
approach is similar to the proposed approach in this paper and the difference is
that in the proposed approach herein, the communication goes over M2M and
IMS network, depending whether the QoS is needed or not.
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In [15], the authors researched similar concept to the one described in this
paper. They also considered IMS as possible solution for establishing a cost-
efficient and inter-active video connections between the dorbell and a user’s
mobile terminal. The paper focuses mainly on different IMS standardized mech-
anisms like presence, supplementary subscriber services or policy control to real-
ize the service that works in dependence to various conditions. For example,
mixture of three different IMS subscriber services: call forwarding conditional,
presence and call notification, were used to route incoming video calls to different
users (house residents) on different locations (home or abroad) under different
conditions (busy on meeting or free). In their case, IMS is triggered every time
and IMS supplementary services were used to make the services more flexible. In
our paper, we researched one scenario when users are at home and when there
is no need to trigger IMS and no need to consume IMS resources while second
scenario when the user are not at home M2M system used IMS to establish a
video call which is not possible with the research in [15].

6 Use Case

A use case for interworking between M2M and IMS would be smart home appli-
cation for home security: User has an intercom camera/speaker/mic with bell
button installed at the front door, intercom terminal and alarm inside the home
indicating when user is at home or not. When user is at home (alarm is off) and
somebody is at the door, the user at home on the intercom terminal sees via
the intercom camera who is the person at the door and can talk to the person
and/or open the door. This part is achieved as pure M2M service - video service
(see Fig.5). The nodes in M2M system are communicating with HTTP proto-
col. The M2M device, terminal at the door, sends a messsage to M2M gateway
that the door bell button is pushed. The M2M application in M2M gateway is
responsible for logic and it communicates with M2M intercom terminal inside
the home. The M2M device inside the home plays a sound. If a user at home
pushes the answer button on M2M device (intercom terminal) inside the home,
the video session starts between M2M devices (dotted arrow in Fig.5). That
session is executed in the local network and does not need to use IMS.

When the user is out of home, complex M2M service using the IMS system is
triggered with SIP protocol (see Fig.6). When the IMS User Agent application
(UAA) at home indicates that there is nobody at home (alarm is off), it triggers
registering IMS user agent (UA) in M2M gateway. The IMS UA, inside UAA,
gets registered and authenticated in IMS system. The whole process is described
as follows (Fig.7) [2]:

1 Alarm application updates (UPDATE) GSCL data that alarm is tur-
ned on.

2 GSCL accepts update and respond with STATUS-OK.

3 GSCL notifies IMS User Agent Application (UAA), which is subscribed
to alarm status data, that alarm is on.
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UAA accepts data.

UAA (UE-A — user equipment A) initiates registration and sends a SIP
REGISTER towards the user’s home network domain (Request URI pre-
configured in the UE). The REGISTER includes the user’s public address
to be registered as well as their private address and the IP address of
the UE. The REGISTER is routed to a P-CSCF using a proxy address
that is pre-configured in the UE.

The P-CSCF stores the UE-A contact (IP) address, before it adds a Path
header to the REGISTER and proxies it to an I-CSCF by inserting a
Route header. The Route-header is composed using the received Request
URI of the REGISTER and a locally configured prefix. The Path header
contains a P-CSCF-URI to inform the S-CSCF where to route future
terminating requests for the user.

The I-CSCF sends a Cx USER AUTHORISATION REQUEST (Diame-
ter) containing the user’s private and public address to the HSS (address
determined using locally configured data).

The HSS returns the required S-CSCF capabilities to the I-CSCF.
Based on the received information (and locally configured data), the
I-CSCF selects the S-CSCF and forwards the REGISTER to the selected
S-CSCF by inserting the S-CSCF URI in a Route-header. The S-CSCF
stores the contents of the REGISTER Path header (the P CSCF address;
to be used for routing terminated requests towards this public address)
and the UE-A IP address (received in REGISTER Contact header).
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The S-CSCF requests an Authentication Vector (AV) from the HSS to be
used to challenge the user as part of the authentication procedure. The
Cx MULTIMEDIA AUTHENTICATION REQUEST (MAR) contains
the public and private user address, as well as the selected S-CSCF
address.

The HSS stores the S-CSCF address and returns an AV (including nonce
value) in the Cx MULTIMEDIA AUTHENTICATION ANSWER (MAA).
The S-CSCF invokes an Authentication Challenge by returning 401
UNAUHORISED towards the UE-A. The WWW-Authenticate header
of the message includes the nonce.

Based on the received information, the UE computes the response and
returns this value as well as the nonce in a new REGISTER request sent
to the P-CSCF.

The P-CSCF proxies the REGISTER to the selected I-CSCF.

The I-CSCF sends a Cx USER AUTHORISATION REQUEST (UAR)
(Diameter) containing the user’s private and public address to HSS.
The HSS returns (UAA) the S-CSCF URI that was previously received
from the S-CSCF (6).

The REGISTER request is forwarded from the I-CSCF to the S-CSCF.
The S-CSCF Sends the Server Assignment Request to HSS to notify that
it is serving the user and to request user data.

The HSS sends the Server Assignment Answer to S-CSCF. HSS stores
the name of the S-CSCF and provides the user data to the S-CSCF.
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The S-CSCF sends a 200 OK response to the UE indicating that the
registration was successful.

Register request is sent from S-CSCF towards Application Server (MTAS/
AP) for third party registration.

Application Server (MTAS/AP) further sends a User data request to
the HSS for retrieving the subscriber related data for telephony and
supplementary services.

HSS sends a User Data Answer towards Application Server (MTAS/AP)
containing user data details for supplementary and telephony services.
Application Server sends the 200 OK towards S-CSCF after successful
3rd Party Registration.

When somebody is at the door and rings the bell, door application (DA)
sends message to M2M gateway (GSCL) which starts the multimedia session
from intercom application (IA) to the user’s mobile phone or any other IMS UA
that is defined in the application (see Fig. 8). The user is alerted that somebody
is at the door by an incoming call. The user can pick up the multimedia call on
the mobile phone that is running IMS client and talk to the person at the door
like he or she is at home (see Fig.6). The multimedia session establishment is
comprised by the following steps [1]:

1 Door application updates (UPDATE) GSCL data that door bell is

ringing.
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Fig. 8. Multimedia session establishment

GSCL accepts update and respond with STATUS-OK.

GSCL notifies IMS User Agent Application (UAA), which is subscribed
to door bell status data, that door bell is ringing.

UAA accepts data.

The UAA on gateway initiates a SIP-INIVITE request with SDP Offer
[4,6] towards S-CSCF (A) via P-CSCF keeping UE-B IP Address in
Request URI to establish the session.

Based on initial filter criteria (IFC) configured in S-CSCF (A) for the
originating services of UE-A the S-CSCF (A) sends the INVITE request
towards the application server (MTAS) to invoke telephony services.
MTAS initiates a new INVITE request with a CALL-ID towards
S-CSCF (A).

Based on the UE-B IP in Request URI within INVITE message, S-CSCF
sends the Location Information Request towards HSS requesting the S-
CSCF details for UE-B. HSS acknowledges the request by providing the
IP address of the S-CSCF serving UE-B.

Based on IFC’s configured in S-CSCF (B) for the terminating services
of UE-B, the S-CSCF (B) sends the INVITE request towards MTAS to
invoke telephony services. MTAS initiates a new INVITE request with
a CALL-ID towards S-CSCF (B).

S-CSCF sends the INVITE request towards UE-B via P-SCSF to estab-
lish the session.

UE-B acknowledges the request by sending 200 OK towards S-CSCF (B)
via P-CSCF including the SDP Answer.
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17—20 S-CSCF (B) sends 200 OK towards MTAS (B) and S-CSCF (A) towards
MTAS (A).

21-22 S-CSCF (A) sends 200 OK towards UE-A (UAA) with acknowledgement
after which the session is established over RTP between UE(A)-BGF(A)-
BGF(B)-UE(B).

This is example of complex M2M service that uses IMS infrastructure for
providing M2M service.

7 Conclusion

This paper analizes the current state of the standards in the area of M2M and
IMS. Interworking betweeen M2M system and IMS is introduced and compared
with the related work. Currently, only few papers consider interworking between
the two and all of them introduce new nodes in the network. The proposed
solution from this paper does not include new nodes, but the existing nodes
need to extend their functionality. The proposed solution is better because if
M2M communication does not benefit from IMS, it will not use it. However, if
IMS can provide some extra functionality that is not in the M2M system, then
it can use IMS. The paper shows this in the case of home security area.

The future work will include implementation of different cases (including
this one) and further research on interworking and using IMS and its quality
of service for streaming other media (not audio and video) such as continuous
critical measurements (e.g. M2M applications in medicine).
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Abstract. The Internet of Things (IoT) is expected to pervasively inter-
connect more than 50 billion devices, denoted as “smart objects”, by
2020 in an Internet-like structure, which will extend the current Internet,
enabling new forms of interaction between physical objects and people.
The IoT will be made up of heterogeneous devices, featuring extremely
diverse capabilities, in terms of computational power, connectivity, avail-
ability, and mobility. In such a scenario, characterized by the heterogene-
ity and large number of involved devices, in order to effectively allow
and foster the growth of new applications and services, it is necessary
to provide appropriate standards that can guarantee full interoperability
among existing hosts and IoT nodes. Standardization organizations, such
as the Internet Engineering Task Force (IETF), and research projects are
chartered to bring IP to smart objects and to define suitable application-
layer and security protocols for IoT scenarios. In order to cope with the
limitations of smart objects, the IETF CoRE Working Group has defined
the Constrained Application Protocol (CoAP), a standard application-
layer protocol for use with constrained nodes and constrained networks.
In this work, we present mjCoA P, an open source lightweight Java-based
implementation of CoAP, which aims at simplifying the development
of CoAP-based IoT applications. The mjCoAP library is fully RFC-
compliant and integrates several IETF CoRE WG specifications, such
as blockwise transfers, resource observing, and HTTP/CoAP mapping.
We also present some application scenarios and we describe how they
can be easily implemented based on mjCoAP.

Keywords: Internet of Things + CoAP - Application-layer protocols -
Interoperability - Standardization

1 Introduction

The Internet of Things (IoT) refers to a global network of networks comprising
billions of heterogeneous devices, denoted as “smart objects” or “things.” Smart
objects are constrained devices, characterized by limited computational power
and available memory, typically battery-powered and equipped with a radio
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interface and sensors/actuators. The limitations of smart objects are not just
hardware-related. In order to achieve energy efficiency, communication protocols
and operating systems/software must be properly designed and implemented in
order to minimize energy consumption. Smart objects operate in low-power and
lossy networks (LLNs), which make use of wireless communication protocols,
such as IEEE 802.15.4.

The Internet Protocol (IP) has been envisaged to be the true enabler for a
global IoT. An IP-based IoT would seamlessly integrate and interact with the
traditional Internet, forming the so-called “extended Internet.” As billions of smart
objects are expected to be deployed and due to IPv4 address depletion, IPv6 has
been identified as the perfect candidate to be the lingua franca of the IoT.

Due to the diverse nature of devices, in order to guarantee true and effec-
tive interoperability, standard communication protocols must be adopted, based
on the IP stack. Bringing IP to smart objects has been and still is the focus
of many standardization organizations, such as the Internet Engineering Task
Force (IETF) and the International Telecommunication Union Telecommunica-
tion Standardization Bureau (ITU-T), and research projects, such as the FP7
EU project CALIPSO [1].

The IETF Constrained RESTful Environments (CoRE) [2] Working Group is
chartered to provide a framework for resource-oriented applications running on
constrained IP networks. The Constrained Application Protocol (CoAP) [3] has
been designed to be standard application-layer protocol for bringing the REpre-
sentational State Transfer (REST) [4] paradigm, originally conceived for HTTP-
based applications [5], to constrained IoT applications. CoAP is an UDP-based
lightweight binary protocol based on a request/response communication model,
which maps to HTTP for integration with the Web. CoAP meets constrained
application requirements, such as very low overhead and supports multicast com-
munications. Depending on the specific scenario, other application-layer proto-
cols may be considered for IoT applications. Indeed, there are two paradigms that
can be adopted for communication between application: (i) request/response
(polling) and (ii) publish/subscribe (push-based). In the former, a client node
explicitly requests some information to a server node, which replies with the
requested information. In the latter, a node publishes content, which is subse-
quently delivered to one or more subscribers, through a broker or directly. CoAP
and HTTP implement a polling model, while other protocols such as MQTT [6]
and AMQP [7] implement a push-based communication model. CoAP also sup-
ports resource observation, through a specifically designed option, which allows
a client node to request a resource and receive notifications upon resource state
changes in subsequent responses. The FP7 EU project IoT6 [8] aims at overcom-
ing the fragmentation of IoT by exploiting standard communication protocols
(6LoWPAN, CoAP).

Other interoperability efforts are being currently investigated, such as the
possibility to provide application frameworks for the management of IoT data.
The FP7 EU project OpenloT [9] is chartered to provide an open source
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middleware for getting information from sensor clouds, i.e., a platform for
“Sensing-as-a-Service.”

As the IoT is characterized by an enormous-scale interconnection of het-
erogeneous devices operating in highly dynamic environments, the adoption of
standard communication protocols and open-source development platforms and
tools (e.g., operating systems and software libraries) can foster the widespread
adoption of IoT-based Smart-X applications. For these reasons, in this work
we present mjCoAP, an open-source lightweight Java implementation of CoAP.
With respect to other state-of-the-art implementations, the mjCoAP library fea-
tures a small footprint and is compatible with any Java-enabled devices running
either J2SE, J2EE, J2ME/Embedded Java platforms, thus making it suited to
being used on a wide range of devices.

The rest of this work is organized as follows. Section 2 discusses the details of
the CoAP protocol and some of its extensions. In Sect. 3, an overview of CoAP
implementations is presented. In Sect. 4, we present the architecture and details
of the mjCoAP library. Section 5 presents some application scenarios based on
mjCoAP. Finally, in Sect. 7, we draw our conclusions.

2 Constrained Application Protocol

In order to deal with packet loss and subsequent retransmissions, applications
running in constrained environments, such as LLNs, should send the fewest
amount of data and application-layer protocols should introduce as little over-
head as possible. Application-layer protocols should be designed by taking into
account the requirements of low overhead deriving from lower layers. CoAP is
a standard application-level protocol for bringing the RESTful paradigm into
constrained applications. CoAP is a lightweight binary protocol that can be
mapped easily to HT'TP and therefore it can integrate with the Web. Moreover,
CoAP meets several constrained application requirements, enhancing the capa-
bilities of HTTP, by supporting multicast communications, resource observing,
and service discovery. CoAP uses binary messages, which are used to embed
mandatory fields (Version, Type, Token, Code, Message-ID) and optional fields
(CoAP Options and Payload), designed to keep their size as small as possible.
The semantics of CoAP requests and responses are carried in the messages.
Similarly to HT'TP headers, a CoAP message can contain additional informa-
tion embedded in specific “options,” which can be used to better instruct the
endpoint of the communication of how to process the message.

2.1 CoAP Messaging

CoAP implements a request/response (client/server) communication model on
top of UDP. The use of UDP instead of TCP has several reasons: (i) it is a
small-overhead transport protocol introducing only an 8-byte header; (ii) it does
not require a connection to be setup between the endpoints of communication;
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and (iii) it is compatible with duty-cycled devices, which sleep for consistent
periods of time and, therefore, might not keep a connection alive.

UDP provides a low-overhead transport for CoAP messages, making it more
suited to communication between constrained devices. However, the lightweight
nature of UDP introduces some limitations (which are intrinsically managed by
TCP instead) that must be addressed at the application layer, such as relia-
bility (retransmission) and request/response matching. CoAP messages (either
requests or responses) can be marked as Confirmable (CON) or Non-confirmable
(NON). Reliable communication is achieved by using CON messages. When a
CON request is sent, the client expects to receive an Acknowledgement (ACK)
message from the server (prior to a retransmission timeout with exponential
back-off) to confirm the successful delivery of the request. If this does not hap-
pen, the client retransmits the request to server. Similarly, when the server sends
a response in reply of a CON request, it includes it in a CON message: it expects
to receive an ACK message (prior to a retransmission timeout with exponen-
tial back-off) to confirm the successful delivery of the response. Should not this
happen, the server retransmits the response to server. A reliable transaction is
therefore achieved by a three-message transaction, consisting of an initial CON
request, a server ACK, and a client ACK. NON messages are used for unreliable
transmissions, that is, for requests and responses that must not have guaranteed
delivery. The response to a NON request is returned in a NON message.

When a CON request is sent, the server can respond with two different
responses.

— piggy-backed response, if the server can respond immediately, the server
includes the response in the ACK message that acknowledges the request;

— separate response, if the server is unable to response immediately, the server
sends the AC K message that acknowledges the request immediately and sends
the response later in a CON message.

CoAP communications are secured using DTLS [10], similarly to HT'TP with
TLS [11].

2.2 Proxying

CoAP has been designed to easily map to HT'TP in order to provide a transparent
integration with the Web. A “cross-prozy” is a network element that provides
protocol translation functionalities, in order to allow the integration between
HTTP and CoAP endpoints. Cross-proxies are crucial elements to guarantee
maximum interoperability between the Internet and the Internet of Things and
represent the contact point between them. The use of proxies can also have other
advantages, such as the possibility to hide the details of the constrained network
to external clients and to shield constrained nodes from being directly accessible
by Internet hosts (for instance, by providing caching), in order to achieve better
security (e.g., from DoS attacks) and minimize energy consumption (by prevent-
ing too many requests from being sent to constrained nodes). HT'TP clients can
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interact with CoAP servers through the mediation of “HTTP-to-CoAP proxies”,
which map HTTP requests to CoAP requests and CoAP responses to HTTP
responses. Rules for HTTP-to-CoAP mapping are being defined in a specialized
draft [12].

2.3 CoAP Extensions

Besides the CoAP specification, the IETF CoRE WG is also defining additional
drafts in order to address some issues that CoAP does not take into account.

The Block Option [13] is introduced to allow the transmission of payloads of
arbitrary size. In fact, the use of UDP introduces a restriction on the maximum
size of the payload that can be sent within a CoAP message. Moreover, since
CoAP is intended to be used by constrained devices, it might happen that the
endpoints of communication do not have enough resources to handle payloads of
certain sizes. This option is therefore used to split payloads into chunks, which
are going to be sent in sequence of messages, each carrying a single chunk. The
Block Option draft provides mechanisms so that a client and a server are able
to negotiate the chunk size, according to their capabilities.

The Observe Option [14] has been designed to allow resources to be observed.
Observing resources introduces a new communication model, which differs from
the traditional request/response (polling). When a client is willing to observe a
resource, it sends a GET request for a given resource and includes an Observe
option. The server sends a response with the requested resource and registers the
client as subscribed to receive notifications upon changes of the resource state.
When the state of the observed resource changes, the server sends a new response
with the updated resource. Therefore, a single request can result in more than
one response being received by the client, thus implementing a publish/subscribe
communication model.

The Resource Directory (RD) [15] hosts descriptions of resources held on
other servers, allowing lookups to be performed for those resources. The draft
describes the interfaces to register, maintain, lookup and remove resources
descriptions. A RD can used by applications as a means to discover services
and resources in a standardized way, based on Web Linking [16,17], allowing
applications to discover resources dynamically. The RD is reachable in a stan-
dard and uniform way by accessing the /.well-known/core URI.

3 Related Work

The RESTful architectural style has been conceived to web (HTTP-based) appli-
cations, in order to provide a set of rules intended to promote software longevity
and independent evolution, by minimizing interdependence between client and
server applications. RESTful applications are therefore intrinsically resilient to
changes that might occur over time. Such an approach is particularly suitable
for IoT and Machine-to-Machine (M2M) applications, since these kinds of sys-
tems comprise nodes that might be deployed to unattended locations and require
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long-term operation (e.g., Smart Parking applications require smart objects to
be deployed inside the asphalt and stay active for many years). CoAP has been
designed specifically to meet constrained application requirements, such as low
overhead and multicast support, while preserving a RESTful approach to appli-
cation development. Service discovery mechanisms, based on Web Linking, have
also been defined to be used with CoAP. Through service discovery, resources
can be dynamically discovered and accessed, thus enabling application to be
self-configuring and self-managing, so that they can operate already at start-up.

Some CoAP implementations, both open-source and commercial, already
exist in literature supporting different programming languages and operating
systems and versions/features of the protocol. Table1 shows a list of available
CoAP implementations, with their corresponding programming language, sup-
ported protocol version, and supported features.

Table 1. List of available CoAP implementations and comparison with mjCoAP.

Library Programming | CoAP version | Resource | Blockwise
language observing | transfer
libcoap C RFC 7252 v v
Californium | Java RFC 7252 v v
Erbium C RFC 7252 v v
nCoAP Java RFC 7252 v X
mjCoAP Java RFC 7252 v v

Californium (Cf) [18] is an open-source implementation of the Constrained
Application Protocol. Californium is a full-featured library composed by several
sub-libraries dedicated to the implementation of all details of the protocol and its
extensions, as well as support for secure CoAP, through DTLS, in the Scandium
(Sc) project. It has been selected as part of the Eclipse IoT project, aiming at
enabling the creation of extensible services and frameworks for developing IoT
applications on top of open APIs. Californium is a rich resource-oriented library:
it comprises a great amount of APIs for interacting with CoAP resources in a
standardized and uniform way.

nCoAP! is a Java implementation of the CoAP protocol using the netty non-
blocking I/O framework?. nCoAP is a more lightweight implementation than
Californium, yet it has several dependencies on external libraries to accomplish
its tasks.

Constrained operating systems, such as Contiki OS [19] and TinyOS [20],
have been designed in order to provide standardized way to interact with the
hardware of smart objects, through abstractions such as sockets and threads. The
Contiki OS includes a CoAP implementation, named Erbium. Erbium (Er) [21]

! https://github.com/okleine/nCoAP.
2 http://netty.io/.
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is a low-power REST Engine for Contiki. 1ibCoAP? is a C implementation of
CoAP that can be used both on constrained devices (running operating systems
such as Contiki) and on a larger POSIX system.

On the client-side, CoAP application testing can be performed by using the
Copper (Cu) [22] browser extension. Copper can be used to perform custom
CoAP requests through a web browser interface, by intercepting requests with
the coap: scheme.

The use of Java for IoT applications has received much attention lately after
the release of the Oracle Java Embedded platform [23]. In fact, Java features
several advantages from a programming perspective, such as flexibility, Object-
oriented approach, and cross-platform portability. Moreover, Java has an estab-
lished developer base, which can develop IoT applications while reusing previous
experience.

4 The mjCoAP Library

In this section, we describe the CoAP implementation provided by mjCoAP [24].
mjCoAP is a development project that provides a completely open-source Java-
based implementation of the standard CoAP protocol as defined by RFC 7252.

The main objective of the mjCoAP project is to provide a powerful and
easy to use CoAP library for developing both server-side and client-side CoAP-
based IoT applications. For such a reason, the library is at the same time as
lightweight as possible, in order to be included and executed in tiny devices,
and as rich as possible, in order to provide to the programmer suitable APIs for
easily developing powerful server applications (possibly including various CoAP
extensions as defined by other RFCs and Internet-Drafts). Hereafter, the list of
requirements that the mjCoAP was based on is reported:

1. standard compliant - the mjCoAP should provide a CoAP implementation
completely compliant to the current IETF standard RFC and extensions;

2. easy to use - the library should provide a set of APIs that should be as much
intuitive as possible, in order to let the programmer to immediately develop
CoAP based applications without requiring a particular training phase;

3. lightness - the resulting library should be as simple and compact as possible
in order to be easily used and integrated in constrained devices with limited
processing and memory resources; the library should feature a very small
footprint;

4. Java compatibility - it should be compatible with any Java-enabled devices
running either J2SE, J2EE, J2ME/Embedded Java platforms, thus making
it suited to being used on a wide range of devices;

5. rich set of functions - the library should at the same time include a rich set
of APIs in order to allow the programmer to access both high-level and low-
level CoAP functionalities; the idea was to develop a single library that can
be used for developing both very small and simple CoAP applications and
rich and powerful server-side applications;

3 http://libcoap.sourceforge.net.
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6. up-to-date - one of the main intents of the project was to provide a library
that could be constantly updated to the current standards, including the
various CoAP extensions that will be proposed and defined during the time;
the structure of the library was designed in order to enable and to simplify
future extensions;

7. re-usability - the same library should be re-usable for the development of other
protocols that could be defined in future, and that will share with CoAP the
same message structure, syntax, and protocol architecture; an example of such
a protocol is the CoSIP (Constrained Session Initiation Protocol), a SIP-like
signaling protocol, proposed and used in [25,26] for session setup and session
tear-down in constrained IoT scenarios.

In order to satisfy some of the above requirements, we chose Java as pro-
gramming language for the mjCoAP project, to take advantage of the simplicity
and portability of Java-based developments. A porting in C language of the
core of the mjCoAP library is also under development in order to fulfill also
the requirements of specific devices (for example Arduino boards) that do not
support Java programming. In particular a first C porting of mjCoAP has been
already provided and tested with Arduino devices.

4.1 mjCoAP Architecture

In order to run within constrained networks (and onto constrained devices),
UDP as been chosen as standard transport protocol for CoAP. For such a rea-
son, CoAP must support mechanisms for reliable message transmission over the
unreliable transport offered by the UDP. This results in a “layered” architec-
ture of CoAP. This is emphasized in mjCoAP where a layered architecture is
explicitly considered and implemented as depicted in Fig.1. The mjCoAP core
is formed by the following three sub-layers:

— Transaction - In mjCoAP, a Transaction is defined as the request-response
basic interaction, which corresponds to exchange of a CoAP request (a GET,
POST, PUT, or DELETE method) and the corresponding CoAP response
(of type 2.xx, 4.xx, or 5.xx). At CoAP client side, the transaction layer offers a
RESTHful service to the user by taking charge of sending a method request and
receiving the corresponding response; similarly, at the server side, it provides
functions for receiving and processing a method request and for creating and
sending the selected response. Possible retransmissions of the same request
and/or response are dealt by the transaction layer (through the use of the
underlying Reliable transmission layer).

— Reliable transmission - It is the sublayer that is responsible for dealing with the
reliable transmissions of CoAP messages (both requests and responses); when
a message is marked as CON (i.e., its reception has to be confirmed by the
sending of an ACK message), the CON message can be passed to the Reliable
transmission layer, which will take care of the transmission, and possibly the
retransmission, of the message until a corresponding A CK message is received,
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or a number of MAX_RETRANSMIT retransmissions is reached, according to
the CoAP standard; in both cases the user of the Reliable transmission layer
is informed of the result of the transmission, that is whether the message has
been received by the remote entity (confirmed by the ACK), or a transmission
failure (transmission timeout) has occurred. Similarly, at the server side, the
Reliable transmission is responsible of receiving and processing CON messages
and automatically sending the corresponding ACK messages; according to
RFC 7252, both separate and “piggybacked” responses are supported; in the
latter case, the Reliable transmission layer is also responsible of sending the
piggybacked responses.

— Messaging - It is the sublayer that is responsible for sending and receiving
single CoAP messages, regardless they are requests or responses, CON, or
NON, ACK, or RST messages.

Under the Messaging sublayer, there is the standard transport protocol (UDP
or DTLS).

CoAP application

CoAP Transaction
(CoapTransactionClient, CoapTransactionClient Listener,
CoapTransactionServer, CoapTransactionServerListener)

(CoapReliableTransmission, CoapReliableTransmissionListener,

CoAP Reliable transmission
CoapReliableReception)

mjCoAP Core
A

(CoapProvider, CoapProviderListener)

CoAP Messaging ’

Transport (UDP or DTLS)

Fig. 1. mjCoAP stack architecture.

The Transaction layer is implemented by the mjCoAP classes Coap Trans-
actionClient and Coap TransactionServer, and the corresponding listening inter-
faces CoapTransactionClientListener and CoapTransactionServerListener, used
for intercepting transaction events (e.g. at the client-side, the reception of a
response within a CoAP transaction). The Reliable transmission layer is imple-
mented by the classes CoapReliableTransmission and CoapReliableReception,
and the listener interface CoapReliableTransmissionListener. Finally, the Mes-
saging layer is implemented by the class CoapProvider and the listening inter-
face CoapProviderListener. Within the Messaging layer, the following classes has
been also defined: (i) CoapMethodld; (ii) CoapTransactionld and CoapReliable-
Transmissionld, which extend the abstract class Coapld, and that are used for
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specifying the type of messages that a user of the Messaging layer is interested
to listen to.

Note that the mjCoAP user is usually expected to interact only with the
Transaction layer, which is therefore responsible for interacting with all under-
lying functions and corresponding sub-layers.

In addition to the previously described classes implementing the various
CoAP sub-layers, the core mjCoAP also includes classes for dealing with CoAP
messages. These classes are: BasicCoapMessage, BasicCoapMessageFactory, and
CoapOption.

The listed classes form the core of the mjCoAP stack in a very compact
and easy-to-use manner. Note that this core part of mjCoAP implements only
the basic CoAP protocol including the message syntax, transmission, reception
and request-response interactions, regardless the specific meaning of a request
method, a response, and regardless the various possible CoAP header fields
(CoAP Options) that form a CoAP message. This part (formed by all previously
listed classes an interfaces) forms the core mjCoAP package org.zoolu.coap.core.

All other CoAP specific functions, such as header fields, and protocol behav-
ior, are implemented within the additional packages org.zoolu.coap.message and
org.zoolu.coap.option.

The separation between the core of the CoAP protocol and all other specifica-
tions has the advantage that possible future CoAP-like protocols (i.e., protocols
that might reuse the CoAP message format and the basic protocol architecture)
can be easily implemented based on the same mjCoAP core. In [26], we pro-
posed a Constrained Session Initiation Protocol (CoSIP), based on CoAP, that
has been also (easily) implemented through the mjCoAP stack, and used to build
a P2P overlay [27].

In order to validate mjCoAP, extensive compatibility tests has been carried
on interacting with other CoAP implementations. In particular, interoperability
tests have been successfully done with Californium [18], Erbium [21], and with
Copper [22] libraries.

4.2 Using mjCoAP

In order to provide an efficient and non-blocking behavior (which can be prefer-
able, for instance, in mobile applications), mjCoAP is designed to follow an
asynchronous style: methods that imply communication terminate immediately
and the result is then notified to the application through callback methods.
There are two main typical ways to use mjCoAP into a Java application: (i) at
the Transaction layer and (ii) at the Messaging layer. The choice between them
depends on the degree of abstraction that best fits the needs of the developer.
For instance, the low-level functionalities provided by the Messaging layer are
best suited to applications that might require simple communication between
endpoints. Regardless of the layer that is going to be used for development, the
fundamental class that always needs to be present in any mjCoAP application
is the CoapProvider. The CoapProvider is the basic communication enabler that
is responsible for sending and receiving CoAP messages over a datagram socket
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bound to a specific UDP port. An instance of CoapProvider can be created by
specifying which UDP port to use. This can be made by providing one or no
argument: in the former case the provided UDP port number is used (this is the
best choice for server-side applications), while in the latter a random available
port is used (this is the best choice for client-side applications). An instance of
CoapProvider can then be bound to one or more instances of CoapProviderLis-
teners through the setListener() method. The CoapProviderListener interface
defines just one method (onReceivedMessage()), which is called any time the
CoapProvider receives a message that matches the filtering options that the
listener has specified. For instance, a specific listener might be interested in
processing only GET requests, while another only POST requests. In order to
send a CoAP message, the CoapProvider’s send() method can be used.

The simplest and most common way to integrate mjCoAP is to use the high-
level APIs provided by the Transaction layer, since, at this layer, the library takes
care of matching requests with their corresponding response, while also providing
reliable transmissions in case of CON messages. The Transaction layer provides
server-side and client-side APIs for managing request-response pairs. In order to
create a client-side transaction, a new instance of CoapTransactionClient must
be created by providing two arguments: the CoapProvider object (which will
handle the messaging over a datagram socket) and an instance of a Coap Trans-
actionClientListener (which is the object which will be notified when the corre-
sponding response will be received). Requests can then be sent with the request()
method. The listener’s onReceivedResponse() method will be executed when the
corresponding response is received. If the sent request is CON and the client
does not receive a response, the onTransactionFailure() method is called. On the
server side, an incoming CoAP message dispatched to a CoapProviderListener
can be handled by a CoapTransactionServer. In order to do so, a new instance
of CoapTransactionServer must be created by providing three arguments: the
CoapProvider object (which will handle the messaging over a datagram socket),
the received CoapMessage, and an instance of a Coap TransactionServerListener
(which is the object which will be notified in case the response delivery fails — for
CON messages only). Responses can then be sent with the respond() method.

5 CoAP Application Scenarios

The mjCoAP library has been used extensively to build a IoT application for
real-time environmental monitoring involving highly heterogeneous devices and
connectivity. An illustrative representation of the reference application scenario
is shown in Fig. 2. The environmental monitoring application, which was used to
sense noise, light, temperature, and humidity, has been setup in order to assess
the interoperability of the mjCoAP library and other CoAP implementations,
as well as the integration of different networks through the use of IP.

The experimental setup consists in the following hardware: Raspberry Pi,
Arduino Yun, Intel Galileo, Zolertia Z1, and Android smartphones. Table 2 shows
the list of hardware and software used for the demonstrative IoT application.
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Fig.2. A complex IoT application scenario for real-time environmental monitoring
based on the mjCoAP library.

The Raspberry Pi is connected to an IPv4 network via IEEE 802.3 and to an IPv6
(6LoWPAN) constrained network using IEEE 802.15.4, acting as 6LoWPAN
border router (6LBR), by means of a Zolertia Z1 node connected via USB and
running Contiki OS in order to provide a network interface to the 6LoWPAN
network.

Table 2. List of hardware and software used for the real-time environmental monitoring
IoT application with corresponding connectivity.

Device Connectivity Operating system | CoAP implementation
Raspberry Pi | IPv4/IEEE 802.3 Raspbian mjCoAP
IPv6/IEEE 802.15.4 | Raspbian Erbium
Arduino Yun | IPv4/IEEE 802.11 | OpenWrt-Ytin mjCoAP
Intel Galileo |IPv4/IEEE 802.3 Linux mjCoAP
Zolertia 71 IPv6/IEEE 802.15.4 | Contiki OS Erbium

The central element of the architecture is the Raspberry Pi, which is also
denoted as “IoT Gateway”, as it provides several features that are needed to
enable full operativity by all network nodes. The mjCoAP library has been used
to develop an HT'TP-to-CoAP Cross-Proxy, following the set of rules specified in
the HTTP-to-CoAP mapping draft [12]. A RD has also been implemented using
mjCoAP. The IoT Gateway runs an HTTP-to-CoAP proxy and a RD, as well
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as an observer process (OBS), which is used to keep track of all the resources
that are in the network. The Arduino Yin and Intel Galileo run CoAP servers,
also implemented using the mjCoAP library, which provide some observable
resources, such as temperature and light sensors. The Zolertia Z1 nodes also run
CoAP observable resources (temperature and free-fall detection), implemented
using the Erbium library. Finally, one Android application, based on mjCoAP,
provides a noise detection service, using the smartphone’s microphone.

The OBS registers to the RD’s services list resource. When a resource enters
the network, the CoAP server sends a POST message to the RD, which in turn
notifies the OBS of the change in the network’s state. The OBS then registers
for updates related to the newly available resource. When a resource changes its
state, the OBS receives a notification and uses this information to update the
content shown by a Smart Display (SD), which shows the value of the resources
being monitered in real-time. The available resources can be also accessed by
Android applications, based on mjCoAP. The app can request the list of available
resources to the RD and then send requests to the constrained resource either
directly, using CoAP, or through the proxy, using HTTP.

The experimentation that we have conducted has shown the absolute interop-
erability and compatibility among the used CoAP implementations, and proved
the easy development of mjCoAP-based applications. Even more importantly,
the evaluation that has been setup has highlighted how an IP-based IoT can,
in fact, integrate seamlessly with traditional Internet technologies and devices,
thanks to the use of standard communication protocols.

6 Performance Evaluation

An experimental benchmark evaluation has been conducted in order to assess
the performance of the mjCoAP library. The experimentation involved the evalu-
ation of (i) the response time and (ii) maximum number of processed requests by
a mjCoAP-based server. The server runs on a Raspberry Pi device and receives
CoAP requests sent by a test client application, implemented for the purpose
of stress testing, which can send requests to a target endpoint at a given rate.
A comparison with the performance of Californium with the same operational
conditions has also been carried out. The results of the experimentation are
shown in Fig. 3.

Figure 3(a) shows the number of received responses per second (for a lim-
ited arbitrary observation time interval) at different request rates, ranging from
1 request/s to 1000 requests/s. Each experiment consists in a running time of
10s at a fixed request rate. The graph reports the number of responses received
within such a running interval: responses received outside the observation inter-
val are not counted. Both servers are able to handle all incoming requests until
they reach a saturation point (~220 requests/s for mjCoAP and ~240 requests/s
for Californium). If the rate of incoming requests surpasses the saturation point,
the requests are partly lost and partly delayed of an amount of time which
depends on the size of the receiver buffer. Californium’s null rate is likely due to
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Fig. 3. Performance evaluation results with comparison between mjCoAP and Cal-
ifornium. (a) Number of received responses per second at different request rates.
(b) Percentage of responded requests at different request rates. (¢) Response time
at different request rates.

the size of its internal buffer (which makes it possible to postpone the moment of
request serving), which causes the request to be served after the end of the obser-
vation time. This does not mean that requests are not served, but that responses
are received after the observation timeout and are therefore not counted.

Figure 3(b) shows percentage of responded requests at different request rates,
ranging from 1 request/s to 2500 requests/s, and allows to highlight the satura-
tion point. Finally, Fig. 3(c) shows the delay measured by the client between the
time of transmission of a request and the time of reception of the corresponding
response. In both cases, the delays are low (below ~14ms) until reaching the
saturation point.

7 Conclusions

In this paper, we have introduced and described a novel lightweight and open-
source implementation of the Constrained Application Protocol, called mjCoAP.
mjCoAP is a standard-compliant Java-based library supporting several IETF
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CoRE WG draft-based CoAP extensions, such as blockwise transfer, resource
observing, and HTTP/CoAP mapping. The library supports the J2SE, J2EE,
J2ME/Embedded Java platforms, thus making it suited to being used on a wide
range of devices. mjCoAP is characterized by a layered architecture with the
following layers (in ascending abstraction order): Messaging, Reliable transmis-
sion, and Transaction. The proposed library is extremely lightweight and can
be used for fast development of CoAP-based applications. In order to assess the
design goals of interoperability, development simplicity, and code reusability,
we have presented a long-running CoAP-based application scenario for real-time
environmental monitoring, comprising heterogeneous devices and different CoAP
implementations. A performance evaluation of the mjCoAP library has also been
presented. The results show that mjCoAP’s performance is comparable to that
of Californium in terms of average response time and maximum number of con-
current requests that can be handled. In conclusion, mjCoAP provides several
interesting and useful features that can make it suited for the development of
CoAP-based applications, by achieving the design goals of extreme simplicity
and small footprint. Moreover, due to its compatibility with J2ME/Embedded
Java platforms and its performance, the design principles and implementation
of mjCoAP make it a perfect fit for Java-enabled limited devices (such as smart-
phones), while Californium is designed for unconstrained devices to be used for
developing scalable and high-performance IoT Cloud services.
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Abstract. Food security is a global challenge and agriculture can add-
ress this challenge through radical improvements in productivity, effi-
ciency and effectiveness. Internet of Things (IoT) is a major enabler
of such improvements. This paper discusses challenges that agricultural
industry is facing and proposes a solution based on IoT technology and a
specific platform called OpenloT developed jointly by the EU FP7 Ope-
nloT consortium. Phenonet is an OpenloT use case developed by CSIRO,
Australia and demonstrates how digital agriculture benefits from deploy-
ing the IoT. Experience and lessons from using OpenloT middleware for
Phenonet development are also presented and analysed.

1 Introduction

Agricultural industry faces many challenges, such as climate change, water short-
ages, labour shortages due to an ageing urbanized population, and increased
societal concern about issues such as animal welfare, food safety, and environ-
mental impact [11]. Quoting from a recent article by IBM [5]. “Agriculture is
ultimately driven by the mathematics of science; balancing the pH levels of soil,
the rate of Nitrogen depletion and many other factors for optimum growth of
grains and produce”. The goal is to use information technology to harness the
vast amount of data available from the field, equipment sensors and other third-
party sources, to provide fact- and math-based decision support to augment
farmers experience.

Pervasive and ubiquitous computing have addressed agriculture in different
precision agriculture projects. One such example is the use of sensor networks for
viticulture [4]. Modern agriculture is a knowledge-intensive industry that thrives
on multiple facets of information such as climate, farm/field management, sup-
ply chain, consumer demand, environmental impact, livestock management and
health etc. According to the United Nations Food and Agriculture Organization
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(http://www.fao.org/home/en/), food production must increase by 60 % to be
able to feed the growing population expected to hit 9 billion in 2050. The use of
technology to advance agricultural in particular precision agriculture approaches
are no longer regarded “new” [3]. However, within the Australian context, a num-
ber of precision agriculture standards e.g. grid based approaches are not suitable
[2]. E.g. the sampling grid size standard in precision agriculture methods is 75m
while for vineyards, the suggested sampling size is 20 m to obtain high resolution
crop information.

The recent advancements in technologies more specifically the Internet of
Things (IoT) paradigm has paved way to high resolution crop analysis at lesser
costs allowing farmers, biologist and plant scientists to capture real-time data
from the field which in the past was difficult and expensive [3]. IoT promotes
the vision of a globally interconnected continuum of devices, objects and thing.
The data produced from IoT devices can greatly aid in making informed real-
time decisions that can significantly impact the yield and quality of the produce.
For example, good pasture growth is the basis of productivity in gazing oper-
ations. It is important to understand the key factors affecting pasture growth
when seeking to maximize productivity. Technologies like IoT, broadband con-
nectivity, cloud-computing and smart personal mobile devices can greatly help
in understanding the factors that affect pasture growth (e.g. pH levels of soils,
rate of Nitrogen depletion) in real-time and share it to the benefit of the commu-
nity. These emerging technologies have the capacity to transform/digitalise our
agricultural practices, markets and the way we produce products. Moreover, by
leveraging upon the increasingly important area of Big Data analytic [12] and
mobile sensing [6,7,9] further meaningful insights to data can be discovered.

The IoT paradigm has further fuelled the Big Data revolution more specif-
ically in agriculture domain requiring new methods and approaches to process,
store, discover and retrieve data. Organisations such as John Deere [1] are cur-
rently exploring vendor-based precision farming tools and techniques to meet
big data challenges in digital agricultural. A vendor specific approach towards
IoT adoption leads to the development of IoT information architecture silos that
have very little interoperable capabilities. The key is to develop an open archi-
tectures that facilitates open sharing of data securely, promotes data discovery
both within and across domains, provides utility-based metrics for usage of data
and service-oriented. One of the fundamental challenges faced by an average
farmer is the ability to cope with explosion of data. Addressing this challenge
requires the development of tools, techniques and interfaces that will allow farm-
ers and other plant biologist and scientist to access relevant data (e.g. outcomes
of plant experiments) by discovering, fusing and analysing data from heteroge-
neous sources such as precision farming equipments and IoT devices using do-
it-yourself tools. E.g. an intuitive mobile notification service can be configured
and deployed by discovering relevant data required to make a decision on when
to irrigate depending on soil condition, nitrogen in the soil, crop growth and cli-
matic condition. In this paper, we present Open Internet of Things (OpenloT),
a open source IoT middleware. We discuss a digital agriculture usecase namely
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Phenonet and present our experience in implementing Phenonet on OpenloT
architecture. This paper makes the following contributions:

— A detailed description of a digital agriculture usecase namely Phenonet (enabling
high resolution precision agriculture driven by IoT) currently being trialled at
CSIRO Australia

— An ontology developed to semantically annotate phenonet sensor data streams

— An architectural description of a middleware for internet of things namely
Open Internet of Things (OpenloT)

— Outcomes of Phenonet usecase implementation on OpenloT platform

2 Phenonet Usecase

Phenonet describes the network of wireless sensor nodes (IoT devices) collecting
information over a field of experimental crops. The term Phenomics describes
the study of how the genetic makeup of an organism determines its appearance,
function, growth and performance. Plant phenomics is a cross-disciplinary app-
roach, studying the connection from cell to leaf to whole plant and from crop
to canopy'. The goal of the Phenonet is to provide scientists and farmers with
a platform for high resolution crop analysis in real world growing conditions.
Analysing the size, growth and performance of plants in a greenhouse or field
site can be time-consuming and laborious. More specifically, when a field site is
located in a remote area, it becomes quite expensive to send people out to the
field. The ability to collect this information from remote locations and send it
back to the laboratory in real time is an invaluable tool for plant scientists and
farmers. Figure 1 presents a sample Phenonet in-field deployment.

The Phenonet system is currently supported by a proprietary software devel-
oped at CSIRO that provides a RESTful interface for data upload and analysis.
Based on the in-field deployments, the Phenonet system follows a data model
that best captures the needs of scientists and biologist performing experiments.

Fig. 1. Sample phenonet deployment

! http://www.csiro.au/en/Outcomes/ICT-and-Services/National-Challenges/
Wireless-sensors-in-agriculture.aspx.
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2.1 Data Model

The Phenonet logical data model is depicted in Fig. 2. In Phenonet, a user is a log-
ical entity (e.g. a project or a research group), which owns a group of experiments.
An experiment has only one owner. Each experiment is a group of nodes and each
node belongs to a single experiment. A node can also have its location associated
with it, represented using latitude and longitude. A node itself is a group of streams
and a stream is a series of timestamps and real number pairs with a unit of mea-
surement. Phenonet allows metadata to be attached at every hierarchical layer of
the data model. The data model conforms to the following policies.

— Any user can have zero or more experiments

— Any experiment can have zero or more nodes

— Any node can have zero or more streams. Each node can also have latitude,
longitude and altitude values.

— Any stream is a set of (timestamp, value) pairs. Each stream has one unit of
measurement.

Owner of Experiment User
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Moisture sensor at Depth Streams Streams Streams

20cm)

Fig. 2. Phenonet data model - logical

The mapping of a typical field experiment to the logical data model is illus-
trated in Fig.3. In this example, the experiment is an ordered arrangement of
2m wide by 6 m length plots with each plot identified by a combination of physi-
cal Block, Row and Column number. The plots are subdivided into experimental
units and are mapped to the node level in Phenonet. The nodes are a collection
of physical sensor platforms assigned a specific location in using latitude and
longitude or plot location. E.g. a node is a soil moisture monitoring platform
with a base station as depicted in Fig.3. On some of these experiments, mea-
surements of soil moisture are made at multiple depths. A measurement of soil
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Physical Layout

Soil Sensor - Depth 20cm ~

Soil Sensor — Depth 30cm

1|S |10S

Soil Sensor — Depth 40cm

Fig. 3. Phenonet data model - physical

moisture at a particular depth is mapped to the stream, associated to a node. In
summary, the stream maps to the physical sensor that monitors a phenomenon
while nodes and experiments are used for logical grouping at different levels.

The metadata associated at each level is critical for providing contextual
information. In the above example, for the experiment level, metadata could
include information such as the year when the experiment was run; the block
identification, the date the experiment was sown; description about the objec-
tives of the experiment and even descriptions about the experimental site like
e.g. soil type. At the node level the most relevant metadata fields are the crop
genotype, treatments applied to individual experimental units and the relative
location of the experimental unit within the experimental plot (in most cases
for this application a row/column notation is used). At the stream level, in this
example the depth, the sensor type and the sensor serial number are the most
relevant metadata fields, while sensor information like the date of calibration or
settings of the sensor can also be important depending on experiment.

3 Cloud-Based Open Source Middleware for Internet
of Things (OpenloT)

The EU FP7 OpenloT project (http://openiot.eu/) is to provide an open source
blueprint infra-structure for on-demand utility-based IoT applications, i.e., appli-
cations that promote and realise the convergence of cloud-computing with the
Internet-of-Things. The heart of this infrastructure comprises a middleware
framework, which facilitates service providers to deploy and monitor IoT appli-
cations in the cloud, while also enables service integrators and end-users to access
and orchestrate internet-connected objects (ICOs) and their data.


http://openiot.eu/
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3.1 OpenloT Architecture Overview

OpenloT Architecture is comprised by six main elements as depicted in Fig. 4.
The Sensor Middleware, the Cloud Data Storage, the Scheduler in conjunction
with Discovery Services functionality, the Service Delivery and Utility Manager,
the Request Definition, the Request Presentation and the Configuration and
Monitoring.

Sensor Middleware collects filters and combines data streams from virtual
sensors or physical devices. It acts as a hub between the OpenloT plat-
form and the physical world. The sensor middleware uses an extension of
the Global Sensor Networks (GSN-http://sourceforge.net/apps/trac/gsn/)
middleware namely x-GSN.

Cloud Data Storage (Linked Sensor Middleware Light [8], LSM-Light) enables
the storage of data streams stemming from the sensor middleware thereby
acting as a cloud database. The cloud infrastructure stores also the metadata
required for the operation of the OpenloT platforms (functional data).

Scheduler processes all the requests for on-demand deployment of services
and ensures their proper access to the resources (e.g. data streams) that
they require. This component undertakes the following tasks: it incorpo-
rates semantic discovery of sensors and the associated data streams that
can contribute to service setup; it manages a service and selects/enables the
resources involved in service provision.

Service Request
%ﬂum«
LGN 3
L

A :v]nual sensor /& |
e ic” - 7
Request

Fig. 4. OpenloT middleware architecture
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Service Delivery € Utility Manager (SDUM) performs a dual role. On
one hand, it combines the data streams as indicated by service work flows
in order to deliver the requested service. On the other hand, this component
performs service metering to keep track of individual service usage.

Request Definition and Request Presentation components enable on-the-
fly specification and visualisation of service requests to the OpenloT plat-
form. The component selects mashups from an appropriate library in order
to facilitate service definition and presentation.

3.2 OpenloT Service Oriented Approach

Service formulation and delivery in OpenloT is designed according to the fol-
lowing properties:

On-demand: Service formulation and delivery in OpenloT should be performed
on-demand. Therefore, service formulation should provide the means to
dynamically select sensors in order to meet the service request demand.

Semantic Discovery: The openness of OpenloT enables data from multitude
of heterogeneous source to be shared across domain. To search across data
streams, a semantic discovery mechanism is implemented to meet the require-
ments of dynamic service composition.

Cloud-based: OpenloT services are provided in a cloud environment. Its central
component is a scalable sensor cloud infrastructure, which provides sensor
data access services.

Service-Oriented: OpenloT is service-oriented and requests result in the deploy-
ment of services. This may require the composition of other services, such as
services for accessing data streams in the cloud.

4 Phenonet-OpenloT Architecture and Implementation

4.1 Phenonet-OpenloT

The integration of OpenloT within the Phenonet project is a starting point
for several interesting activities that are beneficial to both projects. OpenloT
aim at breaking application silos in the Phenonet project allowing a community
of users at CSIRO to discover and reuse the data collected via various experi-
ments. In particular, Phenonet benefits from OpenloT middleware platform that
facilitates the integration of new sensor types and do-it-yourself data analysis
tools through exploiting the richness of semantically annotated sensor data and
dynamic discovery capabilities. On the other hand, the availability of phenonet
data in the OpenloT cloud benefits OpenloT in showcasing a practical smart
farming use case. The successful deployment and use of OpenloT in the scope
of Phenonet experiments is an ideal showcase for the several capabilities of the
OpenloT platform, such as easy integration of any type of sensors, support for
data collection and unification at a large scale, as well as flexible application
development based on the OpenloT do-it—yourself tools.
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4.2 Scenario Description

A sample experiment, Kirkegaard and Danish was chosen to demonstrate Phe-
nonet on OpenloT middleware system. This experiment evaluates the effect of
sheep grazing on crop re-growth by looking at root activity, water use, crop
growth rate and crop yield. In this experiment soil moisture sensors namely
GBHeavy (hardware name of the sensor) have been installed at multiple depths
from 10cm to 2m below the soil surface. This enables the end-user to track
the extraction of water from the soil by the roots throughout the crop growing
season. This information can then be used to obtain an indirect measurement
of root activity. Such an experiment also encourages dual-purpose cropping sys-
tems i.e. enriching live stock growth by allowing them to feed on healthy crops
and control crop growth to increase yield and reduce fertiliser and water usage.

4.3 Phenonet Ontology

The Phenonet ontology is one of the key contributions of this paper and is
presented in Fig. 5. The Phenonet ontology describes the structure of a Phenonet
experiment and links the experiment to the sensors that gather data. Crops with
a specific genotype are sown into plots, the crops are then subjected to a specific
treatment (e.g. irrigation). The processes and regions described by the Phenonet
ontology use the DOLCE Ultra-Light upper ontology?. The sensors themselves

Extended OpenloT-Phenonet Ontology

phen:Genotype

phen:hasGenotype

phen:Crop

phen:inPlot

q

phen:Sampling
Feature

phen:samples

phen:treatment

phen:Treatment

phen:treatmentType

phen:Plot

phen:samples

phen:TreatmentType

phen:withinPlot

phen:SoilSlice

Fig. 5. Phenonet ontology
2 http://www.loa.istc.cnr.it /old/DOLCE.html.
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are described using the Semantic Sensor Network Incubator Group (SSN-XG)
ontology [10], which is used to describe the physical and technical nature of
the installed sensor network (e.g. what phenomenon a sensor observes or what
platform the sensor is on and, therefore, where it is located).

Once deployed, the sensors observe a sampling feature that samples either
the plot as a whole, the experimental site or some sub-feature of the plot (e.g.
a layer of soil within plot). The sampling feature allows sensors to be linked to
plots and from the plot to the combination of genotype, treatments and events
such as sowing dates that define the crop. Features can be related, so that a soil
layer can be built from the individual plot/layer segments or plots linked into
an experimental site. The ability to relate features means that measurements of
larger systems, such as the site weather, can be seen to apply to sub-parts such
as individual plots. The ontology allows mapping of the Phenonet data model
to the OpenloT system enabling on-the-fly annotation of sensor data streams.

The ontology allows queries expressed in the domain of the experiment to
navigate to sensors that measure appropriate information. For example, select-
ing the sensors that observe plots sown with a specific genotype; selecting the
sensors that observe plots in a specific block; or selecting the sensors that sample
a specific depth of soil. Sensors can also be queried using sensor-specific infor-
mation, such as location. Conversely, the ontology can be used to navigate from
a sensor property to experiment-specific information. For example: the types of
treatments that have canopy temperature data available.

4.4 Architecture

Figure 6 presents a detailed architecture of Phenonet application using OpenloT
middleware. The sensed data captured from the field via the OpenloT X-GSN
component is pushed to the cloud storage via LSM. The X-GSN component
performs basic error checking such as identifying outliers. Once the annotated
data is available in the cloud store, the OpenloT Request Definition, Request
Presentation, Scheduler and SDUM services are employed to discover relevant
data streams based on the ontology, compose a service with operators like min,
mazx, avg and deploy the composed service for reuse.

Phenonet Ontology Integration with X-GSN and LSM-Light. The Ope-
nloT X-GSN component is responsible to interface with the sensors in the field,
collect data, semantically annotate the data based on the extended OpenloT-
Phenonet ontology and push the data into the cloud RDF store via LSM-Light.
The X-GSN wrapper connects to the sensors in the field. We implemented Phe-
nonet specific X-GSN wrapper to interfaces with the sensor data streams. The
wrapper is also responsible to generate RDF’s descriptions of sensors by encod-
ing domain specific information based on the Phenonet ontology. A sample RDF
description of a sensor and a plot is listed in Listings1.1 and 1.2.

In Listing1.1, we define a sensor of type Jontology/phenonet#ArduCrop
with identifier sensor/arducrop/20140611-1962-0012, which is deployed in a
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Fig. 6. Phenonet application implementation - architecture

deployment site identified by the resource deployment/site/ges-creek-range/
20140611-1962-0000 and samples data in a plot identified by the plots sampling
feature experiment/kirkegaard-and-danish/plot/4001 /sf. The properties observed
by this sensor is defined by the sensor type ArduCrop. The Listing 1.2 defines
the plot in which the experiment is conducted as identified by the plot iden-
tifier phenonet/experiment/kirkegaard-and-danish/plot/7002, its plotBlock, plot-
Column and plotRow as defined in Sect. 2.1.

Listing 1.1. Phenonet sensor description in RDF

<rdf:Description rdf:about="http://sensordb.csiro.au/
phenonet/sensor/arducrop/20140611—-1962—-0012" >

<ssn:onPlatform rdf:resource="http://sensordb. csiro.
au/phenonet/experiment /kirkegaard —and—danish /plot
/4001 /platform /phen077” />

<ssn:inDeployment rdf:resource="http://sensordb.
csiro.au/phenonet/deployment/site /ges—creek—range
/20140611—-1962—-0000” />

<ssn:ofFeature rdf:resource="http://sensordb.csiro.
au/phenonet/experiment /kirkegaard —and—danish/plot
/4001/sf” />

<dcterms: modified rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string” >2014—05—-23</dcterms:
modified >
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<dcterms:created rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string” >2014—05—23</dcterms:
created>

<dcterms:identifier rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string” >537f54a084ae3ab43a06dc78 </
dcterms:identifier >

<rdfs:label rdf:datatype="http://www.w3.org/2001/
XMLSchema#string”>Canopy Temp</rdfs:label>

<rdf:type rdf:resource="http://sensordb.csiro.au/
ontology /phenonet#ArduCrop” />

</rdf:Description>
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Listing 1.2. Phenonet plot description in RDF

<rdf:Description rdf:about="http://sensordb.csiro.au/
phenonet/experiment /kirkegaard —and—danish /plot /7002” >

<phenonet: plotBlock rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string”>3</phenonet: plotBlock>

<phenonet:plotColumn rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string”>7</phenonet : plotColumn>

<phenonet : plotRow rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string”>2</phenonet : plotRow>

<dcterms: modified rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string” >2014—05-23</dcterms:
modified >

<phenonet: withinSite rdf:resource="http://sensordb.
csiro.au/id/site/ges—creek—range”/>

<dcterms:created rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string” >2014—05—-23</dcterms:
created>

<dcterms:identifier rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string” >537{549984ae3ab43a06dc67 </
dcterms:identifier >

<phenonet: plotID rdf:datatype="http://www.w3.org
/2001 /XMLSchema#string” >7002</phenonet : plotID >

<rdfs:label rdf:datatype="http://www.w3.o0rg/2001/
XMLSchema#string”>Revenue_CO7TR02</rdfs:label >

<rdf:type rdf:resource="http://sensordb.csiro.au/
ontology /phenonet#Plot” />

<rdfs:comment rdf:datatype="http://www.w3.org/2001/
XMLSchema#string”>imidacloprid + impact</rdfs:
comment>

</rdf:Description>
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4.5 Prototype Implementation

In this section, we present the Phenonet proof-of-concept implementation on the
previously proposed Phenonet-OpenloT architecture. Figure 7 presents the sen-
sor metadata used to annotate incoming data stream and the discovery interface
for semantic sensor discovery. The discovery mechanism allows a user to discover
sensors of specified characteristics within a given area of interest (e.g. location)
using the OpenloT Request Definition tool. The discovered sensors are later used
to compose customised services by applying operators such as maz, min, avg etc.
This function enables efficiently filtering of sensors and sensor data based on user
requirements.

[3) csiro_soilsensor.xml.metadata | ¥ csiro_soilsensor.xml

source=http\://localhost\:22002/gsn?REQUEST\=113&name\=csiro_soilsensor
sensorName=csiro soilsensor
dataGraph=http://1sm.deri.ie/OpenIoT/quest/sensordata#
metaGraph=http://1sm.deri.ie/OpenIoT/guest/sensormeta#

registered=true

sensorType=SoilMoistureSensor

author=csiro

sourceType=qsn

latitude=-35.262

longitude=149.128684

information=Soil Moisture Sensor

fields=s0il moisture

field.soil moisture.unit=KPa

field.soil moisture.propertyName=http://lsm.deri.ie/ont/lsm.owl#SoilMoisture
sensorID= ht(p://lsm.derL.1e/resnurce/61487328816ﬁ

Fig. 7. Sensor discovery using request definition

For proof-of-concept, we have implemented the following queries that are
commonly used by scientists and plant biologist in the scenario described in
Sect. 4.2. We use the term “faceted search” to define these queries. The facets
search automatically derives annotations such as crop bar code, genotype, plot,
treatment type, bounding box from the OpenloT-Phenonet ontology. Some sam-
ple SPARQL queries uses to perform the faceted search is presented in List-
ings 1.3 and 1.4.

Listing 1.3 shows how crops, plots, sampling features and sensors are linked
together. A crop is in a specific plot. A sensor samples a sampling feature. To
get from crop to sensor, the SPARQL query works out what plot it is in and
then builds a union of sampling features that are connected to the plot. This
will result in a set of sensors that sample the interested features.

Listing 1.4 shows how a treatment is filtered. A crop has a treatment, which
is an event with dates and treatment type. This SPARQL query find out the
treatment type that applies to the crop and then filters the result based on
treatment type. This is an example of domain-side filtering, where we limit the
crops based on domain specific definition e.g. treatment, genotype etc.
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Listing 1.3. SPARQL query for crop to sensor

{1 { 7?samples phenonet:samples ?plot }
UNION
{ ?samples phenonet:samples ?slice
?7slice phenonet: withinPlot ?7plot
?slice <http://www.w3.0rg/1999/02/22—rdf—
syntax—ns#type> phenonet: SoilSlice
OPTIONAL
{ ?slice phenonet:hasDepth ?depth
?depth rdfs:label ?depthName
}

}

?crop <http://www.w3.0rg/1999/02/22 —rdf—syntax—ns#
type> phenonet : Crop

?crop phenonet:inPlot ?plot

?plot rdfs:label 7plotName

?7sensor ssn:ofFeature ?samples

?7sensor rdfs:label 7sensorName

Listing 1.4. SPARQL query for treatment type

{ ?crop phenonet:treated/phenonet:treatmentType 7
treatment
FILTER ( bound(?treatment) && ( ?treatment = <http
://sensordb. csiro.au/id/treatment—type/grazed—
high-n> ) )

Figure 8 presents the Phenonet experiment composition interface and the cor-
responding SPARQL query generated by the OpenloT middleware to support
the requested Phenonet experiment service. As depicted, the interface is very
intuitive and allows the farmer/user /biologist to configure experiment based on
their needs. In the example depicted, the user configures an experiment to com-
pute the average soil moisture from a soil moisture sensor in Acton, Canberra
(the location specified during discovery). Once the Phenonet experiment is con-
figured, OpenloT middleware is responsible to deploy and manage the service.
The output of the deployed experiment is visualised in a Line Chart as depicted
in Fig. 9 via the request presentation interface.
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5 Conclusion

Food security is a global challenge and agriculture can address this challenge
through radical improvements in productivity, efficiency and effectiveness. Inter-
net of Things (IoT) is a major enabler of such improvements through sensing,
actuation, use of analytics and visualisation. This paper discussed challenges
that agricultural industry is facing and has proposed a solution developed as
part of the EU FP7 OpenloT project. Phenonet is an OpenloT use case devel-
oped by CSIRO, Australia and demonstrated how digital agriculture can and
should benefit from deploying the IoT and commercialising sensing-as-a-service
and cloud-based solutions. Phenonet development included development of a
phenonet ontology, extensive experimentation with various sensors deployed in
the field, semantic transformation of acquired data, analytical processing and
user-driven visualisation of the results. Experience and lessons from using Ope-
nloT middleware for Phenonet development have also been presented and
analysed.
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Abstract. A logistics domain application based on IoT paradigm and
autonomic computing is presented in this paper. We have considered
a logistics scenario, where at the outskirts of a city several depots are
located, which provide construction materials and equipment for different
construction sites located inside the city. The transport company mini-
vans are responsible for delivering the construction materials. The appli-
cation dynamically reconfigures the routes of the minivans based on the
traffic conditions. In order to generate data for the smart city IoT envi-
ronment, we have used the CoReMo (Constraints Responsive Mobility)
emulator. The dynamic reconfiguration system is based on the MAPE-K
(Monitor, Analyse, Plan, Execute - Knowledge) autonomic loop. For the
analysis phase we have used the Esper complex event processing engine
and the planing phase is ensured by the CHOCO constraints solver.

1 Introduction

Even if the last decade had a constant increase for the price of fuels, the trans-
portation of persons and goods has increased [1]. The national and local author-
ities face complicated problems, because of the big number of vehicles present
on roads. The authorities are forced to constantly maintain, adapt and extend
the traffic infrastructure, very often under severe spatial, temporal and financial
constraints. Also the inhabitants’ comfort, productivity and health are affected
by road based terrestrial transportation conditions [2]. In addition to that, the
increasing traffic directly affects the environment because of the resulting CO4
and other harmful gases and particle emissions [2].

Because the number of vehicles present on roads cannot be reduced, the
authorities and city planners are highly interested for implementing solutions
that can optimise the existing resources and infrastructure. These optimizations
should decrease the number of traffic jams, reduce the transportation cost and
fuel consumption and increase the comfort of travellers, drivers or inhabitants
of traffic rich communities [2]. In technical literature there are several papers
which present solutions for traffic optimisations, such as [3-5].

Fortunately, the technological advances in the Information and Communica-
tions Technology (ICT) domain, such as wireless communications, sensor net-
works, mobile devices, Global Positioning Systems (GPS) devices can be used to
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develop applications that can optimize the use of existing traffic resources and
infrastructure. More and more traffic monitoring and control devices (such as
loop detectors, radars, traffic surveillance cameras, smart traffic lights, dynamic
signs, weather sensors, etc.) are connected to the Internet and in this way they
form a rich Internet of Things (IoT) environment. But such a vast amount of
devices (sensors and actuators) doing real-time data reporting pose a new range
of problems regarding:

— data collecting, filtering and processing, in other words transforming data into
useful information;

— decision making about the actions that must be performed using the derived
information;

— actions execution.

The overall paradigm that is able to cover the needs of such environment
is inspired by the research area of Autonomic Computing, which has greatly
increased over the course of the last ten years the common understanding on
how to realize systems with self-managing capabilities. The main steps of such
feature pack are inspired in its high-level design by the MAPE-K (Monitor,
Analyse, Plan, Execute - Knowledge) loop, which is one key conceptual aspect
of the Autonomic Computing field [6].

A logistics domain application based on IoT paradigm and autonomic com-
puting is presented in this paper. We have considered a logistics scenario, where
at the outskirts of a city several depots are located which provide construction
materials and equipments for several construction sites located inside the city.
The transport company minivans are responsible for delivering the construction
materials. The application dynamically reconfigures the routes of the minivans
based on the traffic conditions. In order to generate data from the smart city
ToT environment, we have used CoReMo (Constraints Responsive Mobility) soft-
ware, which is based on Repast Symphony multi-agent system [7]. The dynamic
reconfiguration system is based on the MAPE-K autonomic loop. For the analy-
sis phase we have used Esper complex event processing engine [8] and the planing
phase is ensured by CHOCO constraints solver [9].

Presented experimental work is based entirely on open source platforms.
There is no dependency regarding any particular technological option and each
individual step in the autonomic loop can be easily made interoperable with
equivalent implementation.

In the following part of this section are briefly presented the main concepts
and paradigms used in this paper, as follows: autonomic computing, complex
event processing and constrains satisfaction problem. The Chap. 2 presents the
scenario used to test the proposed solution. The architecture description and
the implementation details are included in Chap.3. The paper conclusions are
documented in Sect. 5.
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2 Autonomic Computing Concepts

The logistic domain application was designed to respect self-* capabilities related
to healing, configuration optimization and protection. Such approach is of inter-
est on at least two levels: one related to things (or their virtualization as agents)
and services overlay responsible for large scale business systems behaviour
orchestration.

The overall paradigm able to cover the needs of such environment is inspired
by the research area of Autonomic Computing, which has greatly evolved over
the course of the last ten years the with thecommon understanding on how to
realize systems with self-managing (covering all previous self-* phases) capabil-
ities. The main steps of such feature pack are inspired in its high-level design
by the MAPE-K loop, which is one key conceptual aspect of the Autonomic
Computing field. The MAPE-K autonomic loop (Monitor, Analyze, Plan, Exe-
cute and Knowledge) represents a blueprint for the design of autonomic systems
where a managed element is coordinated by a loop structured in 4 phases and a
common knowledge [6,10]. The common known image depicting the concept is
presented in Fig. 1.

Autonomic Element

Autonomic Manager

Analyse Plan

Knowlege

~— Execute

Monitor

3

| Sensors | | Actuators |

‘ Managed Element ‘

Fig. 1. Autonomic systems base architecture [6,10].

The MAPE-K loop is structured in 4 correlated phases [6,10]:

— Monitoring: The monitoring component is in charge to observe and manage
the different sources of relevant data (named sensors here) that provide infor-
mation regarding the way how system performs. In the current context, sen-
sors can capture the current consumption of critical resources but also other
performance metrics (such as the number of processed requests in a time win-
dow and the request process latency). The monitoring granularity is usually
specified by rules. Sensors can also generate notifications when changes to the
system configuration happen and a reaction is expected.
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— Analysis: The analysis function is responsible for processing the information
captured by the monitoring component and for generating high level events.
For instance, it may combine the values of calls on a service and memory
utilization to signal an overload condition in the platform.

— Planning: The planning component is responsible for selecting the actions that
need to be applied in order to correct some deviation from the desired oper-
ational envelope. The planning component relies on a high level policy that
describes an adaptation plan for the system. These policies may be described,
for example, using Event Condition Action (ECA) rules that are defined by
a high level language. An ECA rule describes for a specific event and a given
condition what action should be executed. In the context of IoT, the actions
may affect the usage of virtualized things and the bindings among these ones
in terms of use.

— FEzxecution: The execution component applies the actions selected by the plan-
ning component to the target components.

Additionally, the shared knowledge includes information to support the
remaining components. In the context of logistics, it maintains information about
managed elements both related to transport infrastructure and relevant goods.

2.1 Where and How Was Used

When systems are large, complex, and heterogeneous (the case of logistics fits in
this category), a single MAPE loop may not be sufficient for managing adapta-
tion. In such cases, multiple MAPE loops may be employed that manage parts of
the system. In self-adaptive systems with multiple MAPE loops, the functions for
monitoring, analyzing, planning and executing may be made by multiple compo-
nents that coordinate with one another. Various patterns of interacting control
loops have been used in practice by centralizing and decentralizing the func-
tions of self-adaption in multiple ways. For example, in the Rainbow framework
monitoring and execution are delegated to the various nodes of the controlled
system, whereas analyzing and planning are centralized. The IBM architectural
blueprint organizes MAPE loops hierarchically, where each level of the hierar-
chy contains instances of all four MAPE components. In this setting, higher
level MAPE loops determine the set values for the subordinate MAPE loops.
In fully decentralized settings, relatively independent MAPE components coor-
dinate with one another and adapt the system when needed. The On Patterns
for Decentralized Control in Self-Adaptive Systems paper presents a selection
of MAPE patterns that model deferent types of interacting MAPE loops with
multiple degrees of decentralization (like Coordinated Control Pattern, Infor-
mation Sharing Pattern, Master/Slave Pattern, Regional Planning Pattern, and
Hierarchical Control Pattern).

The application of the centralized control loop pattern to a large-scale soft-
ware system may suffer from scalability problems. There is a pressing need for
decentralized, but still manageable, effective, and predictable techniques for con-
structing self-adaptive software systems. A major challenge is to accommodate
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a systematic engineering approach that integrates both control-loop approaches
with decentralized agent inspired approaches.

Of course that MAPE-K loop only represents a vision that leaves lower level
details of the architecture purposely unspecified (i.e., they do not impose con-
straints on the implementation). Each individual analysis of requirements should
define a reference conceptual architecture for the runtime platform which we here
describe and that follows the MAPE-K loop design approach. The details and
implementation of this conceptual architecture might be deployment dependent
at detail level. The only purpose of this section is to provide a high-level intu-
ition of the systems that will compose the architecture, which is required in order
to identify the actors that are involved in the requirement specification of the
logistic application.

Our focus here is to provide an adequate toolset for monitoring part of the
MAPE-K loop.

2.2 Application

Autonomic computing and its extensions in the area of autonomic networking
find its most representative application area until now in telecommunication
and networks management. One of the most representative problems addressed
is the one of congestion control. Designing efficient congestion control scheme
is, therefore, a very relevant issue to improve the control of network congestion
and to fulfill data transmission effectively. The main difficulty in designing such
scheme lies in the large propagation delay in transmission that usually leads to a
mismatch between the network resources and the amount of admitted traffic. The
crucial issue of the network control is that we should adapt the controllable flows
to the changing network environment, so as to achieve the goal of data transfer
and to alleviate network congestion. Congestion is the result of an issue between
the network resources capacity and the amount of traffic for transmission. But
congestion problems can easily be scaled to any other traffic capacity problems
or even to economic value chains such as logistic ones.

Another use case, relevant for the Internet of Things area, known as virtual-
ization as a service layer, is the one of service engineering, more specific the one
of self-verifying service based systems [11]. Service systems are under the chal-
lenge of continuous service availability and quality risk and may benefit from
the use of autonomic control where knowledge of probabilistic failure models
supports the continuous adaptation during runtime.

Based on those examples, it is visible that an autonomic computing approach
generates large benefits to IT governance systems. Foundational methodologies
such as ITIL (IT Infrastructure Library) [12] may find a coherent technological
mirror in self-management features.

Autonomic computing provides an architecture that enables systems,
including networked software systems, to be flexible, dynamic, and adaptable.
It provides technologies to offset the inherently increased complexity as grids
expand the domain of computing. For example, self-managing autonomic sys-
tems can help optimize process performance and manage workloads across the
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whole landscape to ensure that resources are most efficiently utilized. Likewise,
they can enable the provisioning of software and configuration specifications so
that servers can be allocated or de-allocated on the fly. Conversely, cloud like
technologies provide enhancements to facilitate distributed computing that can
be leveraged to implement autonomic behavior across distributed, heterogeneous
resources.

Looking at the Internet of Things domain we observe two critical areas to
benefit from autonomic approach: service oriented exposure of things and large
scale virtualization.

Through the use of standards-based interfaces and connections, SOA enables
IT organizations to create application building blocks that can be wired together
as needed. For example, an energy distribution services organization may create
a smart provisioning and metering capability based on an SOA that can be eas-
ily coupled with its service subscriptions application (to approve subscriptions),
its credit card application (to determine a customer’s credit limit), and its cus-
tomer service application (to determine the appropriate reputation and service
provisioning for each customer). Autonomic computing leverages this same inte-
gration services model to facilitate communication among heterogeneous things
exposed as services. At the same time, autonomic computing helps simplify the
conceptualization, modeling, assembly, deployment, and management of the dis-
crete processes that are composed together using an SOA to help organizations
to perform more effectively and efficiently, create the required building blocks
for service delivery.

Similarly, we should observe that virtualization technology and autonomic
computing share an equally win-win relationship. Virtualization technology
allows an IT infrastructure owner or manager to pool its computing resources
- servers, networks, storage devices into a single environment with a common
interface so that they can be allocated as needed and managed more efficiently,
crossing the boundaries of administrative or technological limitation domains.
However, within a virtualized environment, IT staffs awareness on continuous
operations may sky rocketing with regard on available capacity provisioning. On
such extended highly heterogeneous landscape of IOT environments they rapidly
need to move workloads aiming to keep performance on green zone. Another rel-
evant job to do in this perspective is to ensure that data from business-critical
applications, infrastructures and devices is moved to storage devices with the
highest quality of service. Through the virtualization of resources, autonomic
computing can manage I'T resources on a more granular level, dynamically pro-
visioning software and managing workloads at multiple levels. At the same time,
autonomic computing provides critical sense and respond capabilities to reduce
the complexity of managing virtualized resources.

3 Scenario Description

In order to ilustrate the way how autonomic control can work in the IOT space
problem, a logistics use case was selected due to the fact that logistics problems
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family is heavily approached starting with RFID age. Our purpose here is to
leverage the combination of different functional requirements under autonomic
computing approach.

The solution proposed in this paper has been evaluated using the scenario of
a route scheduler for logistics companies. It consists of several depots, located at
the outskirts of a city, providing construction materials and equipment. Inside
the city there are a number of construction sites, which have limited storing
capacity. Several minivans agents are used to transport materials and equipment,
from and to the construction sites, according to the dispatcher approvals. The
minivans have to deliver the materials in the shortest time possible, so they
have to reconfigure the route if a traffic jam occurs or other exceptional traffic
condition occurs.

Computing the traffic load on the city streets has been done using the follow-
ing approach. All the agents (transport company minivans and also the other
vehicles participating to the traffic) transmit anonymously their location to a
traffic information service provider. The raw location data is used to detect traf-
fic jams and other unpredictable events which are broadcasted to the interested
parties.

Figure 2 depicts the main entities that are considered in the material delivery
scenario. The construction sites agents send the materials and equipment needs
to the depot agent. The transport company has several minivans which are used
for delivering the construction materials from the depot to the different con-
struction sites. Because the storage capacity of each construction site is limited,
the transport company has to deliver only those materials needed in the current
construction stage.

In the presented scenario the following interactions between agents are needed
(see Fig 2):

(1) each construction site dispatcher sends the material and equipment needs to
the depot administrator;

Transport Minivan Construction
Company Site

Fig. 2. The construction materials delivery system.
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(2) the depot administrator sends the list of materials to be transported (for all
the construction sites) to the transport company;

(3) the transport company sends the transport plans to the minivan drivers;

(4) the minivan drivers request the materials from the depot;

(5) the minivan drivers requests approval to unload the construction materials;

(6) the transport company monitors the state of the traffic; reconfigures the
plans if an unexpected event (e.g. traffic jam) occurs and sends the new
transportation plans to the minivan drivers.

4 System Architecture

4.1 Autonomic Route Scheduler

The complex environment required to evaluate the proposed autonomic aspects
of the IoT system has been recreated using the Constrains Responsive Mobility
(CoReMo) software platform, which is based on Repast Symphony multi-agent
system [7].

CoReMo has been developed as an extensible emulator platform used for
testing a variety of concepts and solutions. A dedicated extension of the platform
is focused on autonomic systems involving mobile as well as fixed agents. While
the former represent vehicles the latter are exposing fixed infrastructure elements
such as traffic lights, loop detectors, crossings or road signs. Different traffic
load conditions are simulated using a wide range of dummy agents whereas the
weather conditions are replicated using the integrated environments simulator.

The version of the emulator deployed for this scenario, whose architecture of
is depicted in Fig. 3, consists of CoReMo Core and an updated version of the
CoReMo Clitadel extension.

CoReMo Core represents the simulator kernel providing generic simulation
functionality and is build on top of the RepastSymphony simulation framework.
A set of contexts and projections are used to build the agent space. Contexts are
used as containers for different agents, grouping them based on functionality or
other user defined criteria. Projections are used to relate agents to the Cartesian
or 3D space, or to a network structure supporting graph processing.

Complex agent behaviors are modeled using the Petri Nets formalism and the
translation of these nets into executable code is achieved by using PetriNetFExec
[13]. PetriNetExec is Java library we have developed in order to allow embedding
of Petri Nets into executable code. This functionality is critical especially when
complex behavior is modeled using Petri Nets thus leading to a large number
of places, transitions or inhibitor arcs whose translation into code without this
dedicated library would be difficult and prone to errors. A set of callback func-
tions are attached to events relevant for the network evolution at runtime and
their description is documented in [14].

The Simulation Control component provides the simulation time keeping
and advance mechanism whereas the Event Messaging provides support for the
interconnection of different components of the simulator.
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Fig. 3. CoReMo emulator architecture.

CoReMo Citadel complements CoReMo Core with urban traffic simulation
and specialized components for autonomic behavior. It adds extensions to the
agent behaviors and to the simulated environment and introduces dedicated pro-
cessing components such as those for CEP or CS (Constraints Solving) techniques.

While the former two extensions are closely related to the monitoring step of
the MAPE loop, the latter ones are related to the analysis and planning steps,
respectively, which will be described later.

4.2 MAPE-K Loop Monitor Step

Figure4 presents the interface of the CoReMo emulator, which was configured
according to the considered scenario. The image shows the Repast Simphony
framework running the emulation and displays the traffic network for the city of
Brasov (the roads and the infrastructure elements), the simulated vehicles and
the thermal map.

In addition to the minivan agents belonging to the transport company, the
emulation environment has several car agents, which are used for generating the
traffic load.

As mentioned in the previous section, the CoReMo emulator is able to simu-
late temperature, humidity and atmospheric pressure variation in the city (the
emulator generates maps so that they mimic the dynamics of weather throughout
the simulation).

The following IoT devices are deployed in the emulator:

— loop detection based on speed sensors that allows detection of a car’s speed;
— loop detection sensors which are placed at the entry and at the exit of a road
segment (used for counting the number of cars in that particular area);
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Fig. 4. CoReMo emulator.

— speed and position sensors mounted on each vehicle;

— temperature, humidity and atmospheric pressure sensors spread through the
city;

— terminals for transport company drivers (used for sending the routes and
notifications).

4.3 MAPE-K Loop Analyse Step

As presented in the previous sub section, the traffic emulation environment has a
lot of interconnected arrays of traffic sensors (such as loop detectors and radars)
and weather sensors. In order to be able to process the generated data and
transform it into useful information, dedicated tools have to be used, witch
have the ability to process in near real-time vast amounts of data with reduced
latencies and also to include temporal, causal and structural relations between
incoming process events. Such abilities are provided by CEP and in this case the
Esper [15] CEP engine is used.

CEP was originally designed for system architecture prototyping with power-
ful event oriented semantics. Although near real-time event processing platforms
and solutions exists for decades [16], CEP has consolidated itself as a separate
topic rather recently. The temporal, causal and structural relations between the
raw events are exploited with the goal of producing added value information
represented as complex events. The usual event—oriented operations [17] imple-
mented by a CEP engine are: filtering, translation, aggregation, composition,
pattern detection. The Event Processing Language (EPL) is a crux characteris-
tic for the CEP platform, and represents all the operators which can be used by
the developer to express the logic which is executed by PNs (such as the opera-
tions presented above). Because the EPL of the CEP engines provides operators
such as windows, aggregation, joining and analysis functions the developer can
define Event Processing Networks (EPNs) that perform event stream analysis.

In the follow paragraphs of this section we will present an EPN used for
detecting traffic jams the GPS data generated by the vehicles (see Fig.5). The
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Fig. 5. The EPN used for detecting a traffic jam.

presented queries have been slightly modified for the sake of readability. Other
traffic jams detection methods (using the loop detector sensors) are described in
the following paper: [18].

It had been considered that a certain crossroad is prone to traffic jams. One
method to detect if a traffic jam has occurred is to count the number of cars that
have reported positions in the surrounding area of the crossroad. If the result of
cont is bigger that a threshold (TRAFFIC.JAM_THRESHOLD) then a traffic
jam event is generated for that crossroad.

The traffic jam area is considered to be a circle with the radius TEST_ARFEA_
RADIUS, centred on the crossroad (which has the following GPS coordinates
CROSSROAD_LAT and CROSSROAD_LONG).

The statement from Listing 1 selects all the car GPS position events, that
are reported in the surrounding area of the crossroad. The Euclidian distance
had been used to determine if the car is located inside the circle with the radius
TEST_AREA_RADIUS.

insert into CurrentCrossroadCars select * from CarPosition
where (((CarPosition.Latitude — CROSSRODLAT) x* (
CarPosition. Latitude — CROSSRODLAT) + (CarPosition.
Longitude — CROSSRODLONG) * (CarPosition.Longitude —
CROSSRODLONG) ) < TEST-AREA RADIUS * TEST_AREA_RADIUS)

Listing 1.1. Selects all the car GPS position events, that are reported in the surro-
unding area of the crossroad.

After that, at each REPORTING_PERIOD seconds a complex event is gen-
erated which contains the number of cars reported in the surrounding area of
the crossroad from the last count reporting (see Listing 2).

i|insert into CrossroadCarsNumber select count(x) as
numberOfCars from CurrentCrossroadCars:win.time (
REPORTING_PERIOD seconds) output every REPORTING_PERIOD
seconds

Listing 1.2. Counts the cars from the surronding area of the crossroad.

A traffic jam event is generated for the crossroad when the result of the count
is bigger than TRAFFIC_JAM_THRESHOLD (see Listing 3).
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insert into CrossroadTrafficJams select * from
CrossroadCarsNumber (numberOfCars > TRAFFIC_JAM_THRESHOLD

Listing 1.3. Detect traffic jams.

4.4 MAPE-K Loop Plan Step

The planning step in our solution relies on CS techniques, in fact the application
of CS for scheduling problems. The decision of this approach is natural since
scheduling represents the problem of fulfilling a set of soft and hard constraints
involving the temporal dimension as well.

Constraints Satisfaction Problems (CSPs) are meant to identify a set of valid
values for variables which satisfy the requirements defined as constraints [19].
A CSP is defined using a {V, D, C'} tuple where [20]:

V ={v1,v9,...,0n}, (1)
D ={D,,D,,....D,}, (2)
C ={c1,¢ca, ;U } (3)

V represents the set of variables, D defines contains the variable domains
and C is the set of constraints. A constraint ¢, is defined as a cartesian product
of the variable domains D X Dy X ... X D,,.

Different techniques and algorithms have been developed and implemented
for CSP. The solution proposed in this paper is based on the Choco solver [9].

In our case, the planning step consists of scheduling the minivan agents’
delivery plan based on the possible routes modeled as a graph an a set of hard
an soft constraints. The hard constraints define the items which have to be
delivered and their corresponding recipients, while the soft constraints define
client time windows (when a delivery is possible) as well as minimization of the
costs.

Based on the inputs obtained after the analysis step about the traffic condi-
tions and the delivery requirements specific to each constructing site, the vari-
ables and the constraints of the problem are defined and fed to the solver. The
expected outcome is a set of possible routes. The method is described in detail
in [21].

4.5 MAPE-K Loop Execute Step

In order to close the loop, after the system has detected that a traffic jam has
occurred (see Sect.4.3) and the new routes have been generated (see Sect. 4.4),
it sends the new routes to the minivan agents.

As mentioned above, the behaviour of the agents, from the CoReMo simu-
lator platform, is described using PNs. In Fig. 6 is presented the the PN which
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Fig. 6. Minivan agent PN.

describes the behavior of the minivan agent. The model contains 8 places and
5 transitions, which are described in Table 1. The PN contains only one token
and depending on the sequence of events, the token travels from one place to
another. The minivan agent has to execute the action specified by the active
place (the place that contains the token).

Initially, the minivan agent is parked and is waiting for a task from the
transport company agent. A task request contains the following information:
the location where the minivan agent has to travel and the operation that has
to be done at destination (load/unload materials and/or equipments).

Table 1. Notation of the PN which describes the minivan agent behavior (see Fig. 6)

Place | Description Transition | Description
p1 Stopped t1 New task (route) received
D2 Travelling to destination to Arrived at destination
p3 Executing operation at destination | t3 Reconfiguration requested
(loading/unloading)
P4 Receiving the route ta Load/unload finished at
destination
ts New route received

When the minivan agent receives a new task (the event associated to t; is
produced) it gets in traveling to destination state (the token is in stare ps),
where it remains until one of the following events is generated: to (arrived to the
destination) or t3 (reconfiguration requested by the transport company). If the
minivan agent has arrived to the destination it starts to execute the operation
specified by the task request (the token is located in p3). When the operation
is finished (the event t4 is generated), the minivan gets in parking mode. In the
other situation, when the minivan agent has received a request to reconfigure
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the route, it fetches the route and after that goes in the travel to destination
mode (the token is placed in p2).

5 Conclusions

This paper documents the work on the CoReMo core, which provides an event
rich environment, and CoReMo citadel, which had been used for implementing
the MAPE-K loop. We have considered the following scenario in order to test
the application: at the outskirts of a city several depots are located which pro-
vide construction materials and equipments for several construction sites located
inside the city. The transport company minivans are responsible for delivering
the construction materials. The application dynamically reconfigures the routes
of the minivans based on the traffic conditions.

The MAPE-K loop was used to implement the dynamic reconfiguration
behaviour of the application. In the monitoring step, the application collects
data from the following IoT resources: loop detectors, speed and position sen-
sors mounted on each vehicle and weather sensors. The raw data was generated
by the CoReMo emulator.

All the data generated by the CoReMo emulator is processed, in the MAPE-
K loop analyse step, by the Esper CEP engine. The CEP engine deploys a set
of event processing nodes which detect different abnormal situations such as:
traffic jams, special weather conditions and delays in the delivery process.

The derived information, from the previous step, is used to determine if
one or several routes of the minivans have to be updated, because it contains
a traffic jam. In order to obtain the new route, in the MAPE-K planning step,
the transportation requirements and city traffic conditions are described as hard,
respective soft, constraints. Then the CHOCO constraints solver is used to obtain
the optimal route.

In the last step of the the MAPE-K loop, the routes are transmitted to the
minivan agents of the CoReMo emulator. The behaviour of the agents from the
CoReMo platform was described using PNs and implemented using the PetriNe-
tExec java library.
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Abstract. Video streaming from cameras, closed-circuit television (CCTV),
smartphones and Internet-connected objects (ICO) largely contributes to big data
traffic on the Internet. Video streaming provides enormous amount of useful
information for delivery of efficient and effective services in smart cities. Modern
cities have large networks of surveillance cameras including CCTV, street cross-
ings and the like. In this paper we discuss the challenges of annotating and
retrieving video data streams from vehicle-mounted surveillance cameras. We also
propose and evaluate the CityWatcher application — an Android application for
recording video streams, annotating them with location, timestamp and additional
context in order to make them discoverable and available to authorized Internet of
Things applications. One of such applications is based on crowdsourced alerts to
city authorities about road problems, like potholes, cracks, traffic accidents. These
alerts are driver-initiated and are rewarded through an incentive mechanism.
OpenloT platform is used for infrastructure and development support.

Keywords: Smart city - Video streaming - Internet of Things (IoT) -
Crowdsensing - Intelligent Transportation Systems - Vehicle-mounted surveil-
lance camera (VMSC)

1 Introduction

Digital pervasive video cameras can be abundantly found everywhere these days and
their numbers grow continuously. Sometimes we need a video-recording of some road
accident (or of some other event) to understand what happened and identify a driver
who may have been at fault. Many car owners, not only in Russia but elsewhere, use
Vehicle-Mounted Surveillance Cameras (VMSC, or in other words, car black boxes,
video registers or smartphones) for recording their driving and events of interest. These
video-recordings are potentially valuable sources of data. Drivers can use video
recording from their devices as evidence in case of a road accident. However, video
recordings from VMSC can’t be retrieved by others and shared. Besides, using
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recorded video to report some problem or accident is a complicated task for the user, as
he/she has to extract the needed part of the record manually and then write an anno-
tation/description and then send it to authorities (an average citizen does not know
where). Therefore, we highlight the challenge of retrieving such video fragments for
evidence collection and the methods of annotating, discovering, retrieving and pro-
cessing video data streams or their fragments. In particular, we argue that smartphones
playing the role of VMSC can be used for evidence collection in case of a road
accident. Besides, smartphone owners can use the proposed CityWatcher Android-
based application for sending their automatically or manually annotated reports about
road accidents, or any other city problems, e.g., road potholes and cracks, problems
with streetlights, aggressive driving, and crime to relevant authorities. In this paper we
propose, develop, discuss and evaluate a new scenario for the “CityWatcher” app that
uses OpenloT platform as a middleware.

Functioning of a modern city strongly depends not only on the city infrastructure,
but also on the availability and quality of information for citizens and authorities about
different aspects of city life. Various applications enhancing and making easier the city
life lead to the concept of a ‘smart city’, which has received a lot of attention in last few
years. The “Smart City” concept essentially implies efficiency, effectiveness and
resource optimization. Efficiency is largely based on the intelligent management
and integrated ICT (Information and Communication Technology) infrastructure, and
active citizen participation. Therefore, citizens can and may choose to participate in
implementing public policies in the form of crowdsourcing and crowdsensing [1-3].

Applications for smart cities are usually divided into six main areas: smart living,
smart governance, smart economy, smart environment, smart people and smart
mobility [4]. A very important feature for all these types of applications is the feasi-
bility of data collection, which is primarily using sensors and sensor networks. Smart
city applications need flexible access to open public data through the web for visual-
izing, transforming and making use of it. Active participation of all stakeholders is also
very important for the smart city.

As the number of cars continues to grow, road problems become one of the main
issues for city management. In smart cities, Intelligent Transportation Systems (ITS) [5]
are used for solving transportation and congestion problems using Information and
Communication Technology (ICT). ITSs help in problem detection, violations of traffic
regulations, traffic analysis, evidence collection, safety provisioning, reducing costs and
delays and much more. Therefore, ITSs appear to be one of the most important parts of
a smart city. There’s a recent development titled the Internet of Vehicles, as part of the
Internet of Things.

Rapid problem solving is really important for the smart city. If a citizen encounters
a problem, he/she should be able to draw city management attention to it without taking
any complicated actions. On the other side, all city services must be ready to receive
such requests and take measures to solve the problem. Besides, they must have
instruments to ask for some help from citizens. This help is called crowdsourcing. If
this help takes a form of getting any information from computers, smartphones or other
devices that incorporate sensors, than we can speak about Urban Crowdsensing.
Working in close contact with citizens is very important part of moving towards smart
cities.
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Every year road accidents cause loss of lives, loss of money and serious delays on
city streets and freeways. Approximately 50 %—60 % of the delays on urban freeways
are caused by road accidents [6]. Reducing delays by faster accident analysis is a
challenging task. This task includes building an evidence collection system that can help
the police and city authorities to make more accurate and faster decisions. The best way
to achieve it is to provide video recordings from different angles and sources to the
decision maker. If such videos are available, cars that participated in an accident can be
faster moved out of the road and unblock traffic. A modern and efficient system for
collecting reports about road (and other) problems from citizens in an important part too.

During last decade vehicle-mounted surveillance cameras (VMSC) gained signif-
icant popularity [7]. VMSC can also be referenced as cars video registers or black
boxes or dash cams. They can help to prove innocence in case of a road accident or just
make a video of something interesting and uncommon. By now, VMSCs already have
a feature of annotating video with street name, as they have a GPS module onboard.
The most modern VMSCs have Internet access. It can be predicted, that in future most
of such smart cameras will have Internet access. VMSCs are produced by various
manufacturers, for example, Garmin,! Prestigio,2 HP.? A typical VMSC is shown in
Fig. 1 (left). Millions of surveillance cameras are deployed, many of them are private.
Also, many people just make recordings with their smartphones. As a smartphone has a
camera, it can easily act as a VMSC if it is fixed on a front window. Many smartphone
apps are available in Google Play and Apple AppStore. Examples of such applications
include: DailyRoads Voyager,4 Axel Voyager,5 AVR,6 AutoBoy BlackBox,” CaroO
Pro® etc. their characteristics will be briefly discussed in the ‘related work® section.
A smartphone acting as a VMSC is shown in Fig. 1 (right).

Eventually, the cloud storage would keep videos of many events that can be of
interest for city management, police, road services and other governmental organiza-
tions. The challenge is in retrieving relevant video streams when they are really needed.
Owners of the surveillance camera may not be informed, that an accident happened just
in his/her camera view. Owner of a VMSC could pass by without stopping, when an
accident happens in front of their car. In such a situation, police has to understand what
happened just by listening to stories of accident participants, that not always lead to
correct analysis and respective decisions.

According to [8], surveillance video is now the biggest source of Big Data. It is
predicted, that the percentage will increase by 65 percent by 2015. As we are adding
video recordings from users Internet Connected Objects (ICO), using the Internet of

! https://buy.garmin.com/en-US/US/shop-by-accessories/other/garmin-dash-cam-20/prod 146282.html.
2 http://www.prestigio.com/catalogue/DVRs/Roadrunner_300.

3 http://www.shopping.hp.com/en_US/home-office/-/products/Accessories/Camera_photo_video/H5R
80AA?HP-f210-Car-Camcorder.

4 http://www.dailyroads.com/voyager.php.

5 https://play.google.com/store/apps/details?id=net.powerandroid.axel.

S https:/play.google.com/store/apps/details ?id=com.at.autovideosregistrator&hl=uk.
7 https://play.google.com/store/apps/details ?id=com.jeon.blackbox&hl=ru.

8 https://play.google.com/store/apps/details?id=com.pokevian.prime.
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Fig. 1. VMSC (left) and smartphone acting as a VMSC (right)

Things terminology, the amount of data increases significantly. One of the most critical
challenges is how to transmit and store all this video. First of all, it seems to be very
hard to transmit and store all the video recordings from ICOs to some central storage,
whether it’s cloud or a video repository. Secondly, not many people might want to
share their video recordings in some way, as there’s no certainty what it will be used
for. It is a serious privacy concern. The solution can be found in storing data in the
device, where it was recorded. If we were able to make requests to all possible ICOs,
the need to transfer and store the video data would be reduced or eliminated. So, as data
stays in ICOs, we are to look at massively distributed Internet of Things system with
challenging indexing, search and processing requirements. The challenge is also to
communicate with millions of ICOs, make requests and process user reports to get
annotated videos of events that we are interested in. As these ICOs are heterogeneous,
opportunistically available and spread all over the region (however big), building such
a system becomes a global IoT challenge. One of the key concepts of the system is
crowdsourcing [9].

For implementing and deploying such a system we need a flexible, powerful,
extensible, easy-to-use and open middleware platform that will simplify the process of
ICOs discovery and orchestration. Besides, the platform must provide services enabling
the concept of “Sensing-as-a-Service”. Other important features of the middleware
platform include support for working with ontologies and semantic reasoning. For
these reasons OpenloT platform has been selected as it combines the identified features
in favorable comparison with similar IoT middleware platforms.

In Sect. 2 of the paper we discuss related work in this field and highlight several
applications for smartphones that have similar functionality. Section 3 of the paper
gives information about CityWatcher concepts and “reporting problems” use case.
Architecture, implementation and coupling with OpenloT middleware is discussed in
Sect. 4 and future work and directions are presented in Sect. 5.

2 Related Work

Getting video streams and fragments from surveillance cameras is already well
investigated [10]. Our research focus is not on existing road or traffic intersection
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cameras, as is the case with most current applications, but mainly, on opportunistically
available mobile data sources, e.g., smartphones owned by users. The problem of
crowdsourcing with smartphones is discussed in [11]. A prototype of a crowdsourced
evidence collection system is presented in [7]. Though, some principles are similar with
the proposed CityWatcher system, their prototype is developed for laptops, which is
not as ubiquitous and convenient as using smartphones and besides, as a major
drawback, does not incorporate annotating and discovering relevant video recordings.
The number of possible use cases is limited only to requesting the video and the
research challenge of how to deal with the heterogeneous world of IoT is not discussed.
The problem of crowdsourced video annotation is widely discussed in [12].

As was mentioned above, there are a number of applications, which allow using an
Android smartphone as a VMSC. We will discuss their characteristics and main fea-
tures, typical for applications of this class. Main characteristics of a typical VMSC
emulating application include but aren’t limited to: (a) Free or not?; (b) Video format,
possibility to choose the format; (c) Cycle video recording; (d) Possibility of making
photos; (e) Annotation with timestamp; (f) Annotation with GPS coordinates;
(g) Annotation with location information (street name); (h) Map, navigation; (i) Acting
as a car’s computer (measuring maximum and average speed, etc.); (j) Possibility of
loading video to the Internet via wireless networks; (k) Indexing significant moments
manually or by a sensor; (I) Resource consumption; (m) Possibility of working in
background. Some of the mentioned apps are briefly discussed below:

e DailyRoads Voyager — free, easy to use application. Axel Voyager — complicated
full featured application, supports navigation functionality and can make indexes of
significant moments.

e AVR —usual video recording features, image stabilization function, navigation, can
send video to the Internet.

e AutoBoy BlackBox — full featured video player, displays additional information
(speed, compass), very big choice of settings.

e CaroO Pro - additional functionality includes features, usual for cars computer.

Any of these apps can be used as a VMSC, but none of them support answering
requests to share video recordings and make their video recordings discoverable. In the
proposed CityWatcher application we focus on request processing and answering, so
that interested parties could make use of locally stored and annotated video recordings.
A number of recent interesting projects like ImproveMyCity [13, 14], BuitenBeter
(Netherlands) [15] and Fix My Street (UK) [16, 17] discuss “reporting problems” use
case. These projects gather citizens’ reports about city problems via a web site form or
smartphone application for further processing. The user can make a picture of a
problem with a smartphone, select problem type, select a location or use automatic GPS
annotation and send the information to the city council, helping to identify potholes,
stray garbage, broken street lamps and other problems. Some projects like RosYama
(Russia) [18] and RosZKH (Russia) [19] gather reports and generate papers of a special
form for sending them by post to municipal or road services. This can be an effective
approach as official services can’t ignore official letters, but on the other hand it
produces a lot of unneeded and time consuming manual paper work.
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The novelty of CityWatcher approach is that we make not only a text or photo
report, but also produce a video fragment that has been recorded while driving as a
main source. Secondly, voice recognition with later automatic ontological processing
for filtering, aggregating and redirecting reports is also a step ahead. Thirdly, City-
Watcher is designed to be maintained and administered by city management services to
become an effective instrument of gathering important information about the life in a
smart city.

3 CityWatcher Concepts

As it was already mentioned, in this paper we propose, develop, discuss and evaluate a
new scenario for the “CityWatcher” Android-based app. The application of CityWat-
cher for searching video clips with road accidents on smartphones and is discussed in
[20]. This paper focuses on driver-initiated alerts which are communicated to city
authorities along with relevant video clips and uploaded to the OpenloT middleware
platform which is hosted by the cloud. The cloud could be managed and run by city
administration on any private or public cloud, e.g. Amazon EC2 [21].

ICOs owner can be not only passive carriers of a camera. If a VMSC is a smart-
phone application, it is possible to add a special feature, which allows the user to push
information to a specialized center, when the user notices something important. Let’s
consider one more scenario as illustrated in Fig. 2. The user is driving a car, when he/

Middleware Data processing
Service brigade gets a

.‘%3 task

Service brigade
moves out to fix
the problem

Driver reports a
problem by
pressing the “red
button”

Opened
hatchway

Fig. 2. The “driver-initiated alert” scenario (Color figure online)



Reporting Road Problems in Smart Cities Using OpenloT Framework 175

she sees an opened hatchway on the road. As the user is driving a car, he/she has no
possibility to search for a proper phone, dial it to report a problem. The user just presses
the “red” button in the corner of the application screen and says “I’ve seen an opened
hatchway”. Then the last minute of the video is automatically extracted and is uploaded
into the cloud. In this way the user can continue driving his car without the need for
parking to make a call or type text. Besides, the user does not break the law by making
a call while driving. The point of ergonomic usage is very important here. User’s voice
annotation and all the metadata like location and timestamp are also attached to the
video and loaded to the cloud. This information is processed by city management
services. After passing some automated filtering, the data becomes available to a
special employee who decides that this information should be passed to the road
service brigade of the current district. It all takes a few minutes before service brigade
moves out to fix the problem. This feature can also be used to report about any city
problems we can think off, for example, rude or dangerous behavior of other drivers,
broken traffic lights, sewer breakthrough, water spills and much more.
The pseudo code for the “driver-initiated alert” scenario can be found below:

RedButtonPressedHandler (
//First, make a recording of users voice annotation
RecordVoiceAnnotation () ;
//Make a file with last minute ( length
//depends on settings) from recorded video
//Wipe out original sound if needed
CutLastMinute () ;
WipeSound () ;
//Load file and voice annotation to the cloud
LoadVideoAndAnnotationToCloud() ;
//get reported from the server and save report locally
GetReportID() ;
SaveMyReport (ID) ;

As it was already mentioned, the main principle of data acquisition is crowd-
sourcing. Crowdsourcing seems to be a strong method of collecting data, but there are
concerns about manual data processing. Though a lot of dispatching work can be
automated, most of it has to be made manually and by professionals.

There are also a number of challenges that would arise in any crowdsourcing
solution:

¢ Redundant data. An open hatchway can be possibly seen and reported by many
drivers. All their reports must be linked to one and only one collective report to
avoid redundancy. This can be done by showing all similar user reports to the
employee who approves the report. The similarity can be found by comparing time,
coordinates and key words that were detected in the users’ voice annotations.

e False data. Someone’s joke can become a waste of time for the service team. One
of the solutions of this problem can be in storing user’s credibility ratings in the
database. These ratings can be made by giving marks to loaded videos by personnel
who work with them. Requests from users, who had already produced false or
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misleading data, can be blocked. On the other hand — users who provide reliable and
relevant reports get credibility points, which can be later transformed into some
incentives.

e Feedback. Users who send data want to understand what happens next. If they
don’t receive an acknowledgement that their request was processed and their work
is needed, they will not send reports any more. Citywatcher Android application has
a form with reports on all shared videos, so the user can check if his/her contri-
bution was used.

Designing, running and automating a processing center is also a big challenge. First off
all we need some speech recognition mechanisms, so the system could get some
semantics without human intervention. Speech recognition can be done both on the
side of pervasive cameras and on the middleware side. We choose to make it on the
middleware side, as it would be easier to maintain, update and tune. Besides, such
mechanisms could be energy consuming and it is better not to produce extra load on
user’s devices. After speech recognition the system can try to apply semantic reasoned
and make some decisions. These decisions include answering questions like:

e Is this report unique or is it redundant?
e How urgent is the problem?
e What district and what service are responsible for solving the problem?

At first, report processing can be done manually by experts. Later, when the business
logic becomes computerized, many techniques can be used for process automation and
reduction of the human involvement. Context reasoning techniques, which will be used
in future releases of CityWatcher, can be broadly classified into six categories: (a)
supervised learning, (b) unsupervised learning, (c) rules, (d) fuzzy logic, () ontological
reasoning and (f) probabilistic reasoning. For example, supervised learning methods
include artificial neural networks, Bayesian networks, case-based reasoning, decision
tree learning and support vector machines [22]. Such methods must be supported by the
middleware platform. We will discuss the choice and features of the middleware
platform in the next section. The speech recognition engine is an important point for
automatic report processing. The best way for getting results without having serious
troubles with tuning and administering the engine is using a cloud service like Yandex.
SpeechKit [23].

4 CityWatcher Architecture and Implementation

The proposed system is divided into three main parts: ICOs, middleware and client
software as shown in Fig. 3. ICOs include the smartphones, VMSCs, smart cameras,
cars video registers, etc. All participating ICOs record video via a special application.

The prototype is an Android app. Application features used in the discussed sce-
nario include Video recording, Video annotating (GPS coordinates, time), auto register
with middleware, constructing reports and sending them to the cloud, viewing the
information about reports that were already sent. Screenshots of CityWatcher appli-
cation for Android are presented in Figs. 4 and 5. It is a working prototype app.
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The design of user-friendly interface will be included in future work. CityWatcher
Middleware is based on OpenloT Platform [24]. OpenloT project is a new open source
middleware platform for intelligent IoT applications. It is an extension to cloud
computing implementations and provides functions for managing IoT resources. In this
way users can get IoT services including Sensing-as-a-Service. OpenloT platform is
discussed in [24-26].

The CityWatcher project relates to urban crowdsensing. Therefore, the city
administrations are to become service providers and a host to an OpenloT platform.
Using an OpenloT platform gives us an efficient and advanced way to fusing data
sources. Client software located in Utility App Plane is a web-based application, which
allows an authorized user both to make requests to the system and to process reports.

One of the technical problems needed to be solved is identifying the device, on
which video is recorded and stored. Firstly, middleware has to be aware of all par-
ticipating ICQO’s in the system, as it has to broadcast/multicast a request to all of them,
register that the task has been sent and match the answer with the device ID. Secondly,
middleware needs to have information about user personal preferences, as the user
obtains some incentives for participating and sharing his/her videos. Besides, having
information about the ICO owner makes the video fragment more legal in the court. We
must also bear in mind that one user can have several devices and one device can be
used by different users.

We propose to use the following scheme: every user gets an account in the City-
Watcher system. It is a classical login/password pair. With this account a user can start
the CityWatcher app. On the middleware side login is linked to full user description/
profile, so the user can get his/her incentives from city services. As the video is stored
on the users’ devices and one user can have multiple devices, we need to uniquely
identify every device. To solve this problem a unique device ID can be generated
following the CityWatcher installation. It is like a license number for software. Then,
all users of one device use this unique ID, but log in with their own accounts. This
enables the middleware to distinguish devices for video searching possibilities and also,
distinguish users for incentive purposes.

When the video fragment is loaded into the cloud, it should be stored and registered
in the database. Additional information about the fragment includes task ID, on which
it was found, user ID, device ID and obtaining time. Besides, some information about
device like camera resolution and record format is also attached. OpenloT middleware
with CityWatcher Application and their connection with city authorities are shown
in Fig. 6.

We use SQLite as an engine for storing data about timestamps and coordinates. The
CityWatcher app instantly adds record to the database. When a task arrives and there is
a need to understand if there is a video on local storage — a request to the database is
made.

The table structure of the local database that is used for both scenarios is shown in
Fig. 7. For the content search scenario, when the request is made, we search not exactly
the same time and coordinates, but add delta values and perform range search. For the
“driver-initiated alerts” scenario needed data is derived from the same local database,
before sending it to the cloud service. The middleware database structure is omitted in
this paper due to space limitations.
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We use Global Sensor Network (GSN) to provide middleware functionality for
registering and finding ICOs. x-GSN (Global Sensor Network) is a part of OpenloT
platform and is used for managing virtual sensors and wrappers, processing classes,
distributed processing storage and services [27].

Linked Sensor Middleware (LSM) is a central component of OpenloT. It takes data
from virtual sensors and transforms it to Linked Data format like RDF. If ontologies are
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provided — then data is annotated accordingly. Data can be loaded into LSM with pull-
based and push-based methods. Both mechanisms have advantages and disadvantages
and both are used in OpenloT depending on a use case [28].

Scheduler formulates the request from user inputs. Scheduler performs the fol-
lowing functions: sensor and ICO selection, virtual sensor “indirect” activation, request
storing and activation, service status update, access control [29].

Implementation of the storage facility for video fragments is subject to further analyses
and discussion. The decisions regarding what, when, where and how to store should be
based on the needs, relevance, capacity constraints, preservation of evidence etc.

B Annotations (citywatcherl)

Structure i[)ata ] Indexes [ Triggers [ DDL-}
a @ 4 B

# Name Data type P F U H N C Default value
1|10 [nomere |2 @ @ |
2| Timestamp | DATETIME (@)
" 3usedd | INTEGER ' [ @
4| Longtitude | NUMERIC(4, 6)
| 5| Latiude | NUMERICA, 6)
6| VideoFilelD | INTEGER 2 [5)
7| PostioninFie| INTEGER [ [ @]
Structure |Data I Indexes ] Triggers I DDL

BEEEME

# Name Data type P F U H N C Defaul value
1| videoFilelD [NUMERIC | 2| || | @)

2| FilePath | VARCHAR(255) @

3| Codek | VARCHAR(20) ®

4| Resolution | INTEGER

5| Size INTEGER

6

Length INTEGER

Fig. 7. Table structure of SQLite DB
5 Conclusion and Future Work

We can think of a scenario, where people not only report problems by pressing the “red
button”, but, in addition, they press a “green button”, to appreciate things or changes
they like. These “likes” can be marked on a map, aggregated and analyzed to under-
stand, which locations in a city produce positive emotions. This can be a little step
towards improved and enhanced services and possible connections to social networks.
Moreover, creating such a “map of feelings” in future can be automated by gathering
and analyzing statistics about users’ heart rate variation and other parameters that can
be obtained via different wearable devices like smart watches or fitness bracelets.
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Research in this area will be highlighted in future papers. Besides, we are confident that
it is possible to extend the CityWatcher application with pervasive object search
options. It is hard to imagine a location where ICOs cameras can’t reach. ICOs can be
deployed anywhere and anytime. This reinforces the motto of the IoT “anywhere,
anytime, on any device and over any network”. While it might still be hard and
expensive to put surveillance cameras everywhere, with the advent of mobile com-
puting we can assume that users carry their ICOs/smartphones everywhere they go.
ICOs become more and more powerful and video recognition algorithms also are
becoming more advanced. For example, we can include some library for car number
plate recognition [30]. An ICO can receive a request from the police, searching for a
stolen car. ICO analyzes all car number plates that it detects on the road. If a match is
found — an alert can be sent back to police.

As video recognition algorithms become mature, we foresee more and more sce-
narios of pervasive object search. Present day smartphones are able to record and store
a large amount of video content with location and timestamp annotations, as well as
other diverse context. The proper use of sharing this information can help in improving
how the smart city runs and functions.
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