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Preface

Americans are besieged by advice about the effi cacy of medical therapies and 

drugs as well as behavioral and dietary modifi cations that will presumably 

prevent disease, promote health, and extend longevity. Scarcely a day passes 

without revelations about new medical breakthroughs that will presumably 

overcome the ravages of age-old diseases. Faith in medical progress leads the 

United States to spend far more than any other industrialized nation on its 

health care system. Yet such health care indicators as longevity, infant mor-

tality, access to care, and the effective management of chronic illnesses lag far 

behind other nations. Indeed, the claim that the United States has the world’s 

best health care system belies the facts.

In this book we have collaborated across disciplinary lines and present 

a series of case studies to illustrate gaps and weaknesses in the medical care 

system. One of us (Grob) is a medical historian and the other (Horwitz) is a 

medical sociologist. Both of us, however, share assumptions and beliefs that 

transcend disciplinary lines, and we have produced an analytic work that 

hopefully sheds light on a series of contemporary medical issues. We have 

found that a substantial part of the contemporary literature dealing with 

therapeutic effi cacy, diagnoses, epidemiology, and evidence ignores longitu-

dinal and historical data, to say nothing about methodological inadequacies 

and claims that rest largely on faith. Our goal in writing this book, however, 

is not to denigrate the medical care system. It is rather to call attention to 

some of its weaknesses and exaggerated claims that lead to dubious thera-

peutic and behavioral interventions and exacerbate the excessive costs of 

both care and treatment.

We would like to thank William Rothstein, Janet Golden, and Doreen 

Valentine, who provided valuable suggestions on an earlier draft of the manu-

script. Naomi Breslau and Jerry Wakefi eld made many astute recommenda-

tions regarding the PTSD chapter. Part of the material in chapters 2 and 3 

is taken from Grob’s “The Rise and Decline of Tonsillectomy in Twentieth-

Century America,” Journal of the History of Medicine and Allied Sciences 62 

(October 2007): 383–421, and “The Rise of Peptic Ulcer, 1900–1950,” Perspec-

tives in Biology and Medicine 46 (autumn 2003): 550–566. Both are reprinted 

with the permission of Oxford University Press and the Johns Hopkins 
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University Press, respectively. Some of the material in chapter 6 is adapted 

from Horwitz’s book with Jerry Wakefi eld, The Loss of Sadness: How Psychia-

try Transformed Normal Sorrow into Depressive Disorder (Oxford University 

Press, 2007). We would also like to acknowledge the immense contributions 

that David Mechanic, the director of the Institute for Health, Health Care 

Policy, and Aging Research, has made to our research. Horwitz would also 

like to express his appreciation to Rector Wim Blockmans, the staff, and the 

fellows of the Netherlands Institute for Advanced Study for providing him 

with resources, time, and an unparalleled scholarly environment to write a 

draft of this book during his stay in the 2007–2008 year. He is also grateful 

to Rutgers University for providing him with a Competitive Fellowship Leave 

that allowed him the opportunity to visit NIAS.

Gerald N. Grob

Allan V. Horwitz
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Rhetoric and Reality in 
Modern American Medicine

Chapter 1

Most Americans believe that their health care system is the best in the world. 

Yet they do not recognize the extent to which many claims about the causes of 

disease, therapeutic practices, and even diagnoses are shaped by beliefs that 

are unscientifi c, unproven, or completely wrong. To so argue is not to con-

demn American medicine, which admittedly has many strengths, but rather 

to point to rhetorical claims and practices that rest upon shaky foundations. 

What we have chosen to do in this book is to present a series of case studies 

that illustrate the weaknesses of many prevailing beliefs and therapies. In so 

doing we can not only learn from these examples, but fi nd ways to do better 

in the future.

The Contemporary American Health Care System

For much of human history death was associated with the infectious diseases 

that took their heaviest toll among infants and children. Beginning in the late 

nineteenth century—for reasons that are not clearly understood—infectious 

diseases began to decline as the major causes of mortality.1 The reduction 

in mortality among the young permitted more people to reach adulthood 

and thus to live longer. Under these circumstances it is not surprising that 

long-duration illnesses—notably, cardiovascular-renal diseases and a variety 

of neoplasms—became more prominent elements in morbidity and mortal-

ity patterns. These diseases were associated with advancing age; the longer 

individuals lived, the greater the risk of becoming ill or dying from them. In 

one sense the increasing prominence of long-duration (or chronic) diseases 
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was in part a refl ection of the fact that more and more people were enjoying 

greater longevity.

To be sure, the decline in mortality from infectious diseases preceded 

antibiotic drug therapy. Yet the introduction of these and other drugs after 

World War II reshaped both medical practice and public perceptions. If 

infectious diseases could be conquered by antibiotic drugs, why could not 

long-duration diseases also be eliminated by new medical therapies? Slowly 

but surely Americans, for a variety of reasons, came to believe that the medi-

cal care system could play a crucial role in conquering disease and extend-

ing longevity.

Yet Americans manifest ambivalent and even contradictory attitudes 

about their health care system. They take it as an article of faith that a sci-

ence-based system has the capacity to reduce morbidity and mortality and 

thereby improve the quality of their lives. They point with pride to a health 

establishment that in their eyes is superior to that of any other nation. They 

believe that medical schools turn out the best-trained physicians; that a vast 

hospital system with its array of imposing technologies provides the most 

up-to-date therapies; and that pharmaceutical companies have the capacity to 

develop innovative drugs that both treat and prevent disease.

Beneath the surface, however, there is considerable unease. Constantly 

rising health expenditures remain a source of concern. Millions of Ameri-

cans lack health insurance and many are forced into bankruptcy because of 

huge medical bills resulting from various illnesses. The increasing bureau-

cratization of the medical care industry has diminished the element of trust 

between patient and physician, giving rise to fears that doctors do not always 

act in the best interest of patients. There is concern that insurance compa-

nies, in an effort to contain costs, shape treatment protocols in ways that are 

in their fi nancial interests. Faith in medical therapies is tempered by fi nd-

ings that question their effi cacy as well as by the prevalence of iatrogenic 

diseases (illnesses induced inadvertently by a physician, surgeon, or health 

care professional, or by any medical treatment or diagnostic procedure, or 

from a harmful occurrence that was not a natural consequence of the patient’s 

disease). Distrust of the pharmaceutical industry is widespread because of 

revelations that harmful side effects of drugs are sometimes hidden, that 

the effi cacy of many drugs is exaggerated, and that fi nancial relationships 

with physicians have adverse consequences for patients. After an explosion 

of psychotropic drug use during the 1990s and early years of the twenty-fi rst 

century, controversies have arisen about their effectiveness, negative side 
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effects, dependency potential, and risk of enhancing suicidal tendencies. For 

these and other reasons the authority of the medical profession has eroded 

in recent decades.2

Despite rising concerns, Americans remain dedicated to their health care 

system, as is evidenced by the fact that they continue to commit vast resources. 

Between 1970 and 2006 national health care expenditures increased from $75 

billion to $2.1 trillion. During the same period such expenditures as a per-

centage of the Gross Domestic Product (GDP) rose from 7.2 to 16.0 percent. 

Changes in per capita expenditures were even more spectacular, rising from 

$356 to $7,026 in the same period. Nor were the sources of funding unchanged. 

During these years public funding of health expenditures increased from 38 

to 46 percent. Although the rate of increase had begun to slow by the begin-

ning of the twenty-fi rst century, there were predictions that national health 

care expenditures might at some time in the future account for no less than 

a fi fth of the GDP.3

Pride in the American health care system, nevertheless, conceals disqui-

eting elements. The United States spends twice as much on health, compared 

to the median of industrialized countries. It has the highest percentage of 

specialized physicians as well as a vast system of hospitals equipped with the 

latest technology. Yet when compared with other industrialized countries, 

its health indicators are anything but impressive. In 2002–2003 the United 

States ranked last among 19 nations in terms of deaths before age seventy-fi ve 

that were partially preventable or modifi able by timely interventions. Among 

23 industrialized nations, it ranked last in infant mortality, with rates more 

than double the average of the three leading countries (Ireland, Japan, and 

Finland). It tied for last place on healthy life expectancy at age sixty. Among 

192 nations for which data is available for 2004, the United States ranked 

forty-sixth in life expectancy at birth and forty-second in infant mortality. 

A 2008 survey of chronically ill adults in Australia, Canada, France, Ger-

many, the Netherlands, New Zealand, the United Kingdom, and the United 

States found major differences in access, safety, and care effi ciency. The study 

found that American patients “were at particularly high risk of forgoing care 

because of costs and of experiencing ineffi cient, poorly organized care, or 

errors.”4 The situation regarding mental disorders is as bleak; surveys from 

the World Health Organization indicate that the United States has the highest 

rates of mental disorders of any of the fourteen countries surveyed despite the 

fact that it also has the highest rates of treatment for these disorders.5 On all 

counts—quality of care, use of health information technology, and costs of 
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administering its health system—the record belies claims that it has the best 

health care system in the world.6

Admittedly, some of these differentials may be due in part to the fact 

that higher expenditures refl ect a greater disease burden and higher rates of 

disease treatment. In 2004 obesity and smoking rates were much higher in 

the United States than in ten European nations. Nevertheless, it is diffi cult 

to attribute such differentials simply to the burden of disease and disease 

treatment.7 Moreover, it is clear that socioeconomic class is an important ele-

ment in health status. People at the bottom of the income scale have more 

mental and physical disabilities and die earlier than those above them, partly 

because of unhealthy behaviors and partly because of relative material depri-

vation. Yet American social and economic policies—unlike those in many 

other nations—promote growing disparities between classes, largely because 

entrepreneurship is valued over equality. Educational, economic, and hous-

ing disparities often create unintended health consequences. In terms of 

equity, the United States—as compared with Australia, Canada, Germany, 

New Zealand, and the United Kingdom—ranked at the bottom. Individuals 

with below-average income were much more likely to report not visiting a 

physician when sick, not getting a recommended test, treatment, or follow-

up care, or not fi lling a prescription. In the 1980s and 1990s those who were 

already disadvantaged did not experience the gains in life expectancy expe-

rienced by the advantaged, and in some areas mortality among the former 

actually increased. Moreover, physical stature, which in part refl ects living 

standards (including income and medical care), stagnated around 1955 to 

1975 despite the fact that incomes were rising. In some ways this was anom-

alous, since western and northern European heights were increasing dur-

ing the same period. From the mid-eighteenth to the mid-twentieth century 

Americans had been among the tallest in the world, but by 2000 had fallen 

behind many European populations. John Komlos and Benjamin E. Lauder-

dale have suggested that European welfare states, with their universal safety 

nets, were “able to provide a higher biological standard of living to their chil-

dren and youth than the more free-market-oriented U.S. economy, which, at 

least in this important measure—as well as in life expectancy—has under-

performed in affl uence.”8

There are also other reasons to doubt the claims that the American health 

care system is superior to all others. A study that attempted to measure the 

quality of medical care in twelve metropolitan areas found severe shortcom-

ings. Taking selected acute and chronic conditions that represented the leading 
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causes of illness, death, and the utilization of health care in each age group, 

the study attempted to determine the degree to which recommended medical 

care procedures were delivered to a representative sample of the American 

population. The results were dismal. “On average,” the study found, “Ameri-

cans receive about half of recommended medical care processes. . . . [T]he 

gap between what we know works and what is actually done is substantial 

enough to warrant attention.”9

It is also not clear that prevailing standards of care are necessarily effi -

cacious. The evidence in support of many widely used therapies (e.g., drugs 

for decreased bone density, statins for cholesterol reduction, surgery for back 

pain, and various surgical procedures to treat CHD) is hardly impressive, to 

say the least. Indeed, when the Centers for Medicare and Medicaid Services 

offered fi nancial incentives to hospitals to adopt guidelines promulgated by 

the American College of Cardiology and the American Hospital Association 

to treat acute myocardial infarctions, it found that the adoption of such guide-

lines “had limited incremental impact on processes of care and outcomes.”10

Moreover, many technological innovations come into use even when 

there is little or no evidence that they will benefi t patients. The recent intro-

duction of CT (computed tomography) angiography is one such example. 

Enthusiasm for the procedure grew rapidly after the sixty-four-slice scan-

ners came to the market in 2005. The scan exposes individuals to high rates 

of radiation. The Centers for Medicare and Medicaid Services became con-

cerned with the absence of clinical evidence to demonstrate better patient 

outcomes. In general, patients fell into three broad categories. At one end 

were the “worried well,” individuals who had no symptoms of heart disease 

and therefore should not undergo the procedure. At the other end were high-

risk patients suffering from such symptoms as severe unstable angina. For 

them cardiac catheterization was the procedure of choice. The middle group 

was composed of persons who were at intermediate risk because of elevated 

cholesterol or blood pressure levels. In 2007 Medicare proposed to pay for 

CT angiography for those falling into this group who had either stable or 

unstable angina. These patients would be enrolled in clinical trials to deter-

mine whether the procedure was more effective than cardiac catheteriza-

tion. Specialty medical societies representing radiologists and cardiologists 

were outraged, to say nothing about General Electric (manufacturer of the CT 

scanner), all of whom had a fi nancial interest. The Society of Cardiovascular 

Computed Tomography (an organization of 4,700 physician members whose 

goal was to promote CT angiograms), the American College of Radiology, and 
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the American College of Cardiology launched a lobbying campaign that suc-

ceeded in forcing Medicare to retract its decision even though the procedure 

lacked evidence of effi cacy for the intermediate group and resulted as well 

in high costs. Nor is there conclusive evidence that CT and MRI (magnetic 

resonance imaging) scanning for many conditions results in improved health 

outcomes. Recent fi ndings indicate that meniscal fi ndings on knee MRIs had 

little clinical relevance even though those fi ndings led to arthroscopic sur-

gery that provided no benefi t.11

Equally striking is the fact that there are regional differences in both 

medical therapies and expenditures. Medicare patients living in Rhode 

Island undergo knee replacements at a rate of fi ve in one thousand people; in 

Nebraska the rate is double. Female Medicare enrollees who are diagnosed 

with breast cancer in South Dakota have seven times the chance of undergo-

ing a mastectomy as compared with Vermont. Age-, sex-, and race-adjusted 

spending for traditional Medicare in 1996 was $8,414 in the Miami region, as 

compared with $3,341 in the Minneapolis region.12

Such differences in spending, however, are not due simply to regional 

differences in the prices of medical care, differences in disease prevalence, or 

socioeconomic status. The evidence strongly suggests that such differences 

are a function of the more inpatient-based and specialist-oriented pattern of 

practice that prevails in high-cost regions. Neither quality, access to care, 

nor outcomes are superior in such regions. Indeed, the more hospitals, physi-

cians, laboratories, and subspecialists in a given geographical area, the more 

they are used. An examination of Medicare spending and outcomes of care for 

hip fracture, colorectal cancer, and myocardial infarction found that persons 

in high-spending regions received 60 percent more care but did not have bet-

ter quality or outcomes of care. In the 306 Hospital Referral Regions (HRRs) 

in 2003, the incidence of hip and knee replacement for chronic arthritis and 

surgery for low-back pain varied from 5.6- to 4.8- and 5.9-fold, respectively, 

from the lowest to the highest region.13

The case of back and neck problems is illustrative. In one survey 26 

percent of adults reported low back pain and 14 percent reported neck pain 

during the previous three months. Between 1997 and 2005 there was a sub-

stantial increase in rates of imaging, injections, use of opiates, and surgery 

for spine problems. Total expenditures for these conditions increased no less 

than 65 percent, adjusted for infl ation, a fi gure far higher than the increase 

in overall health expenditures. Spending for these problems alone was about 
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$86 billion. Yet there was no evidence that persons with these conditions 

reported a corresponding improvement in their self-assessed health status. 

Indeed, lumbar fusion rates accelerated when intervertebral fusion cages 

were introduced in 1996, even in the absence of any real change in the indica-

tions for surgery and despite the fact that this surgery is associated with more 

complications than discectomy or laminectomy. The relative risk for surgery 

within a given geographical region also tended to remain constant over time; 

regions with high rates of surgery remained high and those with low rates 

remained low. Equally striking was the fact that there were wide disparities 

within regions. In eight Florida HRRs, for example, surgeons in Bradentown 

and Orlando performed spine surgery with fusion 2.4 and 1.6 times more fre-

quently than the national average, respectively, while rates in Miami were 60 

percent of the national average.14

Much the same holds true for cesarean deliveries. The rate for this pro-

cedure in the United States is much higher than in other countries. Within 

the United States there are large geographic variations in cesarean delivery 

rates, only part of which can be attributed to the characteristics and socio-

economic status of patients. The remaining variations are due to what may 

be termed the “practice style” of an area. In such areas physicians perform 

a procedure that is of decreasing medical value to the patient. One hospital 

cognizant of this fact was able to reduce its rate from 17.5 to 11.0 percent over 

a two-year period without incurring adverse health outcomes. This reduction 

followed the introduction of several requirements: a second opinion, provi-

sion of objective criteria when such a delivery was indicated, and a review of 

all cesarean deliveries.15

That the rhetorical claims of medical science are overwhelming is obvious. 

Hardly a day passes without news of some therapeutic advance or behavioral 

advice derived from epidemiological studies. Equally notable is the prolifera-

tion of new diagnoses, which are generally accompanied by the introduction 

of pharmaceuticals. Unfortunately, little attention is paid to the nature and 

quality of supporting evidence or the methodologies employed to measure 

their validity. In offering a critique of exaggerated and sometimes misleading 

therapeutic and diagnostic claims, we do not wish to denigrate America’s 

health care system, which has impressive achievements to its credit. But for 

too long many therapies, etiological explanations, and health recommenda-

tions have been taken at face value by a receptive public unaware of the shaky 

foundation upon which they rest and adverse consequences that follow.
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The Role of Medicine

In the past the role of medicine was—if possible—to treat the sick person. To 

be sure, physicians offered advice on how to maintain health, but this advice 

was generally identifi ed with religious and moral themes. Suffering, sickness, 

and death were intrinsic to the human condition. Such behaviors as drinking, 

gambling, taking drugs, smoking, and sexual misbehavior were regarded as 

vices even though they might have adverse health consequences. Admittedly, 

there were efforts to medicalize alcoholism in the late nineteenth century, 

but these were aberrations and generally did not transform attitudes.16 Vices 

were rarely converted into medical diagnoses.

Before 1940 the major function of medicine was to diagnose disease; the 

therapeutic armamentarium, however extensive, was hardly impressive. With 

the exception of a limited number of medications (digoxin, thyroxine, insu-

lin), immunization for a small number of infectious diseases, and surgical pro-

cedures, physicians had few effective means of coping with many infections, 

cardiovascular diseases, cancer, and many long-duration illnesses. Likewise, 

effi cacious medications for mental illnesses did not emerge until the 1950s. 

This is not to suggest that physicians were therapeutic nihilists, for such was 

not the case. Although extensive, there were relatively few effective therapies 

capable of altering the outcome of most diseases before the 1930s. Nor was 

there an emphasis on the prevention of disease. Health was simply the absence 

of disease, and the role of the physician was to treat and care for the sick.

During the latter half of the twentieth century, however, a dramatic per-

ceptual transformation took place. Nowhere was this better expressed than in 

the constitution of the World Health Organization, promulgated in 1946 and 

ratifi ed in 1948. “Health,” the constitution stated in its declaration of prin-

ciples, “is a state of complete physical, mental and social wellbeing and not 

merely the absence of disease or infi rmity.” Such a defi nition implied new 

roles for the medical profession. The care and treatment of the sick and infi rm 

remained part of the physician’s responsibility. But to this were added the func-

tions of making people healthy, happy, and socially adjusted. Since health—

physical, mental, social—was normal, it followed that sickness, disease, and 

even distress were not inevitable. Rather they resulted from the operation of a 

variety of external determinants. Hence the role of medicine was to persuade 

people to engage in healthy behaviors and thus to avoid the consequences of 

inappropriate behaviors that resulted in disease and death. The assumption 

was that medicine had the knowledge to create a disease-free society.
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Treatment, care, cure, and prevention, however, were only part of the 

new face of medicine. Equally signifi cant was its claim that its members, by 

employing the fi ndings and insights of science, had the power to improve 

upon nature. Novel interventions seemingly could enhance brain function-

ing, increase stature, arrest aging, increase longevity, alleviate anxiety, cre-

ate desirable character traits, maintain high levels of sexual activity, and 

reshape bodies. Indeed, even the criteria for normality began to undergo fre-

quent changes. Traditionally accepted levels of blood pressure, cholesterol, 

and glucose were revised sharply downward, thus increasing the population 

at risk and elevating the rationale for intervention. A coalition of scientists, 

clinicians, and pharmaceutical companies promoted a variety of interven-

tions (including drugs and surgery) that would presumably enhance both 

the physical and mental well-being of people, even those who were presum-

ably healthy.17

The belief that disease can be both prevented and conquered and nature 

can be improved refl ects a fundamental conviction that all things are possible, 

that human beings have it within their power to control completely their own 

destiny. If “developments in research maintain their current pace,” according 

to William B. Schwartz (professor of medicine at the University of South-

ern California), “it seems likely that a combination of improved attention to 

dietary and environmental factors along with advances in gene therapy and 

protein-targeted drugs will have virtually eliminated most major classes of 

disease.” Indeed, Schwartz predicts that in the not too distant future people 

could enjoy a life expectancy of 130 years or more.18

To many Americans disease remains the “enemy” of humanity, and only 

a war can make it vanish it. As the famous American intellectual Susan 

Sontag noted in her classic Illness as Metaphor, descriptions of cancer are 

phrased in terms of war. Cancer cells “do not simply multiply; they are ‘inva-

sive.’” They “colonize” from the site of origin to far sites in the body, fi rst 

establishing tiny outposts (“micrometastases”). Medical treatment is also 

phrased in military language. Radiotherapy is akin to aerial warfare; patients 

are “bombarded” with toxic rays. Chemotherapy is “chemical warfare, using 

poisons.” That healthy cells are harmed or destroyed is simply collateral 

damage. The “war on cancer” (a name given to federal legislation in 1971) 

must be fought to the fi nish, and the only acceptable outcome is uncondi-

tional surrender.19 Mental health policy has similarly come to emphasize 

aggressive programs of screening for untreated mental disorders in primary 

medical care, schools, and the workplace.20
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The faith that disease is unnatural and can be prevented or conquered, 

however, rests on a fundamental misunderstanding of the biological world. If 

cancer is the enemy, then we ourselves are the enemy. Malignant cells, after 

all, are hardly aliens who invade our bodies; they arise from our own normal 

cells. The biological world of which we are a part, moreover, includes mil-

lions of microorganisms. Some are harmless, while some are parasitic and 

have the potential to cause infection. Others play vital symbiotic roles that 

nourish and maintain organic life. Indeed, in the world of nature there is 

little clarity. Some microorganisms contribute to soil fertility by converting 

plant debris into humus, while others destroy crops. Some microorganisms 

cause disease in humans, but others that reside in the gastrointestinal tract 

play constructive and vital roles. Efforts to destroy pathogenic microorgan-

isms through a variety of drugs are doomed to failure, if only because of their 

ability to develop resistant properties, which then pose even greater dangers. 

In the realm of mental health, natural psychological emotions such as sad-

ness and fear are now considered to be depressive and anxiety disorders that 

psychotropic drugs can suppress.21

“Threats to health,” Rene Dubos (the distinguished biologist who also 

played a major role in creating the environmental movement) observed in 

words that are still as relevant as they were nearly a half century ago, “are 

inescapable accompaniments of life.” Conceding the ability to fi nd methods 

of control for any given pathological state, he nevertheless insisted that “dis-

ease will change its manifestations according to social circumstances” and 

hence will be an omnipresent part of the human condition.22 The belief that 

disease can be prevented or conquered is as much an illusion as Ponce de 

León’s search for the ubiquitous “Fountain of Youth.”

Aside from its inability to predict future threats to health—the emer-

gence of Acquired Immune Defi ciency Syndrome (AIDS) is one such exam-

ple—contemporary medical science, disclaimers to the contrary, cannot cure 

or explain the etiology of many of the long-duration illnesses that account 

for the bulk of mortality. This is not in any way to denigrate medical sci-

ence, which has a capacity to manage and alleviate the symptoms of disease 

and, within limits, to prolong life. Infl ated rhetorical claims to the contrary, 

the etiology of most of our major diseases of our age—cardiovascular dis-

ease, cancer, diabetes, mental illnesses—remain shrouded in mystery. These 

intractable diseases refl ect, as David Weatherall (Regius Professor of Medi-

cine at Oxford University) has written, “an extremely complex mixture of 

nature and nurture, set against the background of aging, which itself may be 



 Rhetoric and Reality in Modern American Medicine 11

modifi ed by both genes and environment. They are likely to have multiple 

causes, and there may be many different routes to their pathology.”23

The belief that the conquest of disease and the creation of a happy and 

well-adjusted society are realistic goals, nevertheless, continues to infl uence 

the American public in subtle ways. Indeed, the debate over how to provide 

universal coverage for health care or to fi nd ways of limiting constantly 

increasing expenditures does not in any way contradict the faith in the 

redemptive authority of medicine. A variety of groups, including the medical 

profession and the pharmaceutical industry, fuel this faith. Both benefi t by 

promoting the pursuit of health: the medical profession because it strength-

ens its legitimacy and its claim on resources, and the pharmaceutical indus-

try because it enhances sales of drugs. The media, both visual and print, 

contributes to the faith in medical progress by providing coverage of alleged 

therapeutic breakthroughs and new ways of preventing disease.

Yet reality belies appearances. The appearance of the AIDS epidemic 

contradicted the belief that infectious diseases no longer posed a signifi -

cant threat. Laboratory researchers were able to isolate the human immu-

nodefi ciency virus (HIV) and develop a diagnostic test to locate its presence 

in the body. Multi-drug therapy also resulted in the control of the disease. 

The development of a vaccine to prevent the disease, however, has eluded 

researchers. Other viral diseases remain a source of concern, especially 

since ocean and distance no longer serve as protective impediments to 

the dissemination of old and new microorganisms. Infl uenza in particular 

remains a major threat, largely because the virus is constantly undergo-

ing genetic reassortment. Normally, the reassortment is between an animal 

and human infl uenza virus. But on occasion there is a direct transmission 

of an infl uenza virus from animal and avian species to humans. The 1918 

pandemic is one such example. During that pandemic mortality reached 

unprecedented levels and killed as many as twenty to forty million people 

worldwide.24 The ability of microorganisms to develop resistance to medica-

tions is omnipresent.

Similarly, medical therapies and drugs are not without risks. Anesthesia, 

surgery, and sophisticated diagnostic procedures, even when competently 

undertaken, have the potential to induce iatrogenic illnesses. One study of 

815 consecutive patients on a general medical service of a university hospital 

found that 36 percent had an iatrogenic illness. Perhaps 5 to 10 percent of 

patients admitted to acute care hospitals acquire one or more infections, and 

the risk seems to be increasing. Such adverse events affect as many as two 
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million patients and result in some 90,000 deaths. Catheter-related blood-

stream infections in intensive care units cause about 28,000 deaths each year 

and cost the health care system about $2.3 billion. A study by the Institute 

of Medicine of the National Academy of Sciences concluded that at least 

44,000 and perhaps as many as 98,000 Americans die each year as a result of 

medical errors. Medication errors in both hospitals and community settings 

are not uncommon, to say nothing about serious side effects caused by drug 

therapies. Nor are many common surgical procedures without risk. A study 

of patients undergoing coronary artery bypass found that only 12 percent 

showed no decline across eight cognitive domains studied; the remainder 

showed declines in one of more of these domains. Several studies show that 

children and adolescents who take antidepressants report higher rates of sui-

cidal ideation and/or behavior than those who receive placebos.25

To emphasize the defi ciencies and shortcomings of the American health 

care system is not to suggest that its benefi ts are insubstantial. Even if the 

goal of cure remains elusive, the treatment of many long-duration illnesses 

has clearly improved the quality of life and extended longevity. The threat 

of infectious diseases that have long been the major cause of mortality has 

diminished sharply. Although infectious diseases associated with childhood 

had ceased to be a threat to life well before 1940, the widespread use of vac-

cines after 1945 lessened their prevalence almost to the vanishing point. In 

2006 there were no cases of diphtheria, poliomyelitis, and smallpox; and fewer 

than 100 cases of measles, rubella, and tetanus. Only mumps (6,584 cases 

and no deaths) and pertussis (15,632 cases and 27 deaths) showed modest 

prevalence levels. Vaccines developed since 1980 for such infectious diseases 

as Hepatitis A and B, infl uenza, varicella, and pneumococcal disease also 

resulted in sharp reductions in prevalence and mortality.26 By mid-century 

the introduction of the steroids (cortisone and its derivatives) transformed 

a number of medial specialties, made possible the treatment of childhood 

cancers, and facilitated organ transplantation. The development of psychoac-

tive drugs changed the treatment of severe and persistent mental disorders. 

Thousands of people who would have resided in inpatient mental institutions 

in the past are now able to remain in the community. New medications and 

surgical interventions dramatically increased the ability to manage cardio-

vascular disease. Technological innovations in laboratory analysis, imaging, 

and instrumentation also enhanced the ability to manage many diseases that 

hitherto proved fatal. Potential advances in molecular biology and genetics 

seem to hold out promise of still greater progress.
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Etiology and Therapy

Much has been written about the benefi ts, risks, and costs of the American 

health care system. Other issues, however, have been often overlooked even 

though they may be equally signifi cant. What are the origins of therapies? 

How is therapeutic effi cacy determined? Why do some therapies continue to 

be a part of medical practice even when evidence about effi cacy is either weak 

or nonexistent? How do diagnoses come into existence and why do many dis-

appear with the passage of time?

Though seemingly arcane, such questions are by no means of minor 

importance. Consider, for example, the history of therapeutics. In the tra-

ditional view the evolution of medicine is a history of progress. Thus such 

therapies as bloodletting and purging disappeared from the medical arma-

mentarium as newer and more effective ones took their place. Yet the history of 

therapeutics might also be written in terms of failure or ineffectiveness. In an 

analysis of a classic medical textbook published in 1927, for example, Paul B. 

Beeson (a distinguished academic physician who chaired the Yale Depart-

ment of Medicine and subsequently became the Nuffi eld Professor of Medi-

cine at Oxford University) noted that most of the recommended treatments of 

the pre–World War II era had disappeared by 1975. For 362 diseases listed in 

1927, 211 therapies were found to be either harmful, useless, of questionable 

value, or simply symptomatic; only 23 were effective or preventive.27 In our 

own time many therapies, initially hailed as breakthroughs, quickly disap-

pear from practice. On the other hand, many therapies—despite the absence 

of effi cacy—persist.

Equally revealing are changing styles of etiological explanations. His-

torically, human beings have always wanted to know the causes of morbid-

ity and mortality. The explanations offered have varied in the extreme and 

include the state of the atmosphere, unhygienic conditions, inappropriate 

diets, immoderate behaviors, to cite only a few. Oftentimes a paradigm that 

is dominant at a given time becomes the basis for generalized explanations. 

The specifi c germ theory of disease, precisely because it provided defi nitive 

explanations of some infectious diseases, became an explanatory model for a 

variety of other diseases subsequently shown to be noninfectious. Researchers 

in the early twentieth century, for example, sought to fi nd the germs respon-

sible for such diseases as pellagra and cancer. At present the etiology of many 

long-term diseases is attributed to such risk factors as diet, physical inac-

tivity, smoking, alcohol, and obesity. Unproven explanations that emphasize 
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chemical imbalances have become common reasons for why people develop 

mental disorders.28 With notable exceptions, the evidence supporting many 

contemporary etiological explanations is either weak or nonexistent.

In this volume we offer a variety of case studies to illustrate some of our 

broad generalizations about the theory and practice of medicine. The history 

of peptic ulcer in the twentieth century is illustrative. The seeming increase 

of peptic ulcer after 1900 quickly engaged the attention of physicians. Their 

understanding and treatment of peptic ulcer was shaped not only by such 

diagnostic tools as x-rays, but by differences between contesting medical spe-

cialties, broad concepts or paradigms current in the larger medical and scien-

tifi c community, and prevailing social and ideological beliefs. Surgeons and 

internists, for example, were often at odds over appropriate therapies; each 

maintained that their personal experiences demonstrated the effi cacy of their 

therapies. The former insisted upon the paramount importance of surgery; 

the latter argued that diet and regimen were appropriate therapies.

Nor were etiological theories derived from empirical data. The claim that 

peptic ulcer resulted from focal infections was simply a refl ection of the spe-

cifi c germ theory of disease. Other explanations included the role of stress, 

race, constitutional makeup, psychosomatic factors, diet, and the pressure of 

modern industrial society. Virtually all were derivative and refl ected social 

and intellectual currents that were common in the larger society of which 

medicine was but a part. More recently the etiology of peptic ulcer has been 

attributed to an infection from Helicobacter pylori and the use of non-steroid 

anti-infl ammatory drugs. Effective therapies did not come until the late twen-

tieth century, fi rst with the introduction of anti-secretory drugs and then 

with antibiotics. Paradoxically, the incidence of peptic ulcer declined well 

before these therapies came into use. Moreover, the debate over pathogenesis 

remains contested. The history of this disease in the twentieth century pro-

vides an illustrative and in many ways a typical case study of shifting expla-

nations and therapies, neither of which were necessarily related.

Tonsillectomy/adenoidectomy (T&A) presents an equally informative 

although quite different case. Between 1915 and the 1960s, T&A was the most 

frequently performed surgical procedure in the United States. Its rise was 

dependent upon novel medical concepts, paradigms, and institutions that 

were in the process of reshaping the structure and practice of medicine. Ini-

tially, the driving force was once again the focal theory of infection, which 

assumed (but could not be conclusively demonstrated) that circumscribed 

and confi ned infections could lead to systemic disease in any part of the 
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body. The tonsils in particular were singled out as “portals of infection,” and 

therefore their removal became a legitimate therapy. Indeed, many physicians 

believed that all children should have their tonsils removed.

Yet serious questions persisted. What kinds of evidence could prove that 

tonsils were portals of infection? An inherent diffi culty was the absence of 

any consensus on the criteria that would be employed to judge which chil-

dren required T&A as well as to measure its effi cacy. Yet tonsillectomy per-

sisted despite ambiguous supportive evidence. Although criticisms of the 

procedure were common by the 1930s, its decline did not begin until well 

after 1945 and involved debates over the nature of evidence, the signifi cance 

of clinical experience in the validation of a particular therapy, and the role of 

competing medical specialties. The decline in the number of tonsillectomies 

in the last quarter of the twentieth century, however, proved transient. By the 

1990s a new justifi cation for T&A had begun to emerge, and the procedure 

began to be used as a therapy for obstructive sleep apnea disorder. Nor did 

such traditional justifi cations for T&A—recurrent throat infections—disap-

pear. T&A is an example of how a therapy is introduced and persists despite 

the absence of persuasive evidence of effi cacy.

Explanations of the etiology of the two most important causes of mortal-

ity in contemporary America, namely, coronary heart disease (CHD) and can-

cer, present equally problematic cases. As late as 1960 most knowledgeable 

individuals believed that CHD was a chronic degenerative disease related to 

aging and one that could not be infl uenced by specifi c preventive measures. 

In subsequent decades the focus shifted to the role of risk factors as crucial 

elements in the etiology of cardiovascular disorders. A series of epidemio-

logical studies, some of which began in the 1940s, transformed the manner 

in which CHD was understood. The mystery and randomness that had previ-

ously characterized explanations of CHD were superseded by the claim that 

individuals were at increased risk for the disease if they ate high-fat foods, 

smoked, were overweight, or were physically inactive. Similarly, many can-

cers were also attributed to a variety of risk factors, of which smoking and 

diet were most prominent.

Many of the epidemiological studies that explained the genesis of CHD 

and cancer in terms of risk factors, however, ignored longitudinal data. 

Between 1920 and 1960, for example, CHD mortality among males in their 

thirties and forties rose dramatically despite the absence of risk factors and 

then declined in subsequent decades when behavioral risk factors were on 

the increase. Moreover, many epidemiologists relied on cohort analysis and 
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observational studies. By monitoring disease rates and lifestyle, they believed 

that they could identify risk factors. The problem is that the risk factors they 

identifi ed were at best associations that said nothing about causation. Yet such 

studies have become the basis of public health recommendations about what 

individuals should do or not do to prevent disease. Indeed, some recommen-

dations about lifestyle may actually promote rather than prevent disease.

The Creation of Diagnoses

The weaknesses of many etiological explanations (which in turn lead to ther-

apies of dubious effi cacy) are by no means unique. The creation of diagnoses 

poses another equally troublesome problem all too often ignored. The belief in 

the concept of specifi c diseases, oddly enough, is of relatively recent vintage. 

Until the late nineteenth century physicians conceived of disease in indi-

vidual rather than general terms. Health was a consequence of a symbiotic 

relationship or balance between nature, society, and the individual. Disease 

represented an imbalance; its symptoms were fl uid and constantly changing 

as the body attempted to restore a balance. With but a few exceptions (such as 

smallpox or yellow fever), specifi c categories were largely absent.29

Early efforts to develop some sort of nosological or disease classifi cation 

system fl oundered, largely because such systems were based on descriptions 

of symptoms. François Boissier de Sauvages’s opus magnum, published in 

1763, is illustrative of the eighteenth-century preoccupation with classifi ca-

tion. He listed no less than eighteen kinds of angina, nineteen of asthma, 

and twenty of phthisis, to cite only a few examples. Subsequent nosologies 

attempted to differentiate between fevers, which proved equally problematic, 

if only because fever is a generalized bodily reaction rather than a specifi c 

disease. Admittedly, there were exceptions. The work of Richard Bright at 

Guy’s Hospital in London was one such example. He linked albumin in heated 

urine to renal failure in his classic Reports of Medical Cases in 1827.30

Toward the middle of the nineteenth century disease began to be rein-

terpreted in somewhat different terms. Diseases became discreet entities and 

were equated with specifi c mechanisms. A disease had both a fi xed clini-

cal course and a mechanism. Like plants, diseases could be categorized; the 

result was an effort to create uniform medical nosologies. The emergence 

of the specifi c germ theory of disease represented perhaps the outstanding 

example of the new reductionist and mechanistic style of modern medicine. 

It created, at least for infectious diseases, a nosology based on etiology rather 

than symptomatology. It is true that many noninfectious diseases did not 
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lend themselves to a classifi cation system based on etiology. Nevertheless, the 

new classifi cation model played a critical role in the transformation of medi-

cine. Hitherto regarded as an art, medicine now became wedded to science 

and technology. It was no accident that by the early twentieth century the 

hospital, with its laboratories, elaborate technology, and sophisticated instru-

ments, began to become central to medical practice. Individuals with their 

idiosyncratic symptoms were no longer of central importance. What was of 

importance were the objective indicators of disease, which increasingly were 

expressed in numerical terms (blood pressure, cholesterol and glucose levels, 

etc.) or portrayed by images initially produced by such innovations as X-ray 

machines and subsequently by a variety of other scanning machines.

To classify is perhaps inevitable, if only because it facilitates both think-

ing and communication. Yet classes are neither given nor self-evident; they 

are created and often have social, political, intellectual, and moral dimen-

sions. Each class embodies a particular point of view, thus implicitly exclud-

ing other alternatives. In the early part of the twentieth century, for example, 

immigrants were categorized by the country from which they came. Those 

from western and northern Europe were deemed desirable and those from east-

ern and southern Europe were undesirable. Restrictionist legislation enacted 

between 1921 and 1924 created quotas based on these categories and thus 

facilitated the exclusion of the latter. In other words, the creation of classes—

which often appear to be neutral—can have a variety of consequences.

The interest in medical classifi cation systems did not occur in a vacuum. 

In the nineteenth century several currents had converged to give rise to a type 

of social inquiry whose methodological distinctiveness was a commitment 

to quantitative research. The seventeenth-century mercantilist concern with 

population and vital statistics was reinforced by nineteenth-century Baco-

nian science, which tended to identify all of science with taxonomy. To this 

was added the fascination with social problems characteristic of all Western 

modernized nations. This fascination, in turn, stimulated interest in quan-

titative methods to a degree where virtually all signifi cant problems were 

defi ned and described in statistical terms. Underlying the application of a 

quantitative methodology was the assumption that social phenomena could 

be explained in statistical terms. Consequently, mid-nineteenth-century sci-

ence and medicine were preoccupied with the development of elaborate clas-

sifi cation systems capable of ordering a seemingly infi nite variety of facts.

While many fi gures contributed to the effort to explain reality in sta-

tistical terms, no one was more important than Adolphe Quetelet. Born in 
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Belgium in 1796, Quetelet’s most enduring and signifi cant work was in the 

refi nement of social statistics. He was a pioneer both in establishing proce-

dures to enhance the accuracy of national censuses and in insisting on the 

need for accuracy, uniformity, and comparability of data. Deterministic in 

his outlook, Quetelet maintained that statistical averages depended on social 

conditions and varied with time and place. The implications of this posi-

tion were momentous; it meant that causal factors could be isolated, since a 

change in social conditions would be followed by a change in averages. His 

goal, in other words, was to reduce ostensibly chaotic social phenomena to 

statistical laws.31

Reliable generalizations, Quetelet reasoned, could only be obtained by 

the study of many rather than a few individuals. Herein lay the true method 

for all valid social research. And what could be more important than accu-

rate censuses, which would provide a large body of uniform and comparable 

data to illustrate social organization and social phenomena. Were these cen-

suses taken at regular intervals and in different places, the result would be 

a body of material that would ultimately give rise to precise general propo-

sitions. Statistically speaking, Quetelet wanted to use these data to deter-

mine averages and the limits of variations. The ultimate goal was to measure 

in a quantitative manner the relationship of two or more variable elements 

throughout their distribution. To be sure, Quetelet never moved beyond 

simple statistical averages; the discovery of the correlation coeffi cient had 

to await the work of Francis Galton and Karl Pearson at the end of the nine-

teenth century. Quetelet’s method consisted largely of computing averages 

in different populations. Nevertheless, his work stimulated the collection of 

data and comparison of averages.32

The emphasis on statistical thinking had an equally profound impact 

upon medicine. Although Pierre Charles Alexandre Louis in 1828 had applied 

a numerical method to study the effects of bloodletting on pneumonia, his 

work was simply designed to improve treatment. No individual played a more 

important role in furthering the statistical analysis of disease than William 

Farr. In 1838 England created the Offi ce of the Register-General, and the fol-

lowing year appointed Farr as chief statistician, a position he held until his 

retirement in 1880. In this offi ce he became the primary architect of the Brit-

ish system of vital statistics and a recognized world authority. The collection 

and analysis of statistics on a population-wide basis, according to Farr, had 

the potential to uncover the laws governing human life and behavior, thus 

making possible the amelioration of social and medical problems. He was 
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particularly concerned with population density, unhygienic working condi-

tions, and an impure environment, all of which led to high mortality rates in 

cities. Morbidity and mortality, in other words, were as much social as medi-

cal problems.

Farr made the classifi cation of disease the prerequisite of further medi-

cal progress. An accurate nosology made possible the collection and analysis 

of data on disease, which in turn could illuminate the role of environmental 

infl uences and thus explain morbidity and mortality patterns. His nosology 

had three major divisions. The fi rst consisted of epidemic, endemic, and con-

tagious diseases, including smallpox, plague, mumps, cholera, syphilis, and 

puerperal fever, all of which he subsumed under the heading of “zymotic.” 

The second division was “sporadic diseases” and included localized ail-

ments arranged under eight organ systems and subdivisions for diseases of 

unknown etiology and for old age. The last was for deaths by violence. Farr 

was primarily interested in zymotic diseases that accounted for the bulk of 

mortality. An understanding of their etiology, he believed, made possible the 

introduction of remedial measures.33

Although receiving some favorable comments, Farr’s system also came 

under criticism. His fi rst category, in particular, aroused the ire of critics. They 

pointed out that some diseases, including croup, diarrhea, and even cholera, 

might be epidemic at some times but sporadic at others; their listing under the 

epidemic class was misleading. Moreover, the mechanism of these diseases 

was not necessarily the same. The failure to make a distinction between acute 

and chronic disease posed another problem. In subsequent years Farr revised 

his nosology, but failed to get other European countries to follow his lead. 

Indeed, many European countries created their own nosologies. In 1893, how-

ever, the French statistician Jacques Bertillon drew up a system that became 

the International List of the Causes of Death, which in 1900 resulted in the 

publication of the fi rst ICD (International Classifi cation of Disease).

The creation of the ICD (which in the twentieth century has undergone 

no less than ten revisions) did not resolve the problem of developing clear 

and unambiguous diagnostic categories. Indeed, Kerr L. White has noted that 

there are thousands of “labels” describing the health problems that beset 

humanity. But there is “no coherent conceptual or organizing theme, to say 

nothing of theory, and yet this classifi cation and its modifi cations seek to 

meet the needs of policy makers, statisticians, third-party payers, managers, 

clinicians, and investigators of all persuasions and preoccupations in a wide 

range of socioeconomic and cultural settings around the world.”34
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Because the United States has a divided system of government, the col-

lection of vital statistics followed a somewhat different path. As early as 

1639 the Massachusetts General Court mandated that a record be kept of 

all births, marriages, and deaths. The purpose of this legislation was for 

preservation of the community’s history and for use in legal matters related 

to probate and responsibility for paupers. In 1842, however, the legislature 

created a registration system to collect vital statistics. By this time there was 

widespread concern with health-related issues. John H. Griscom and Lemuel 

Shattuck—two famous mid-nineteenth-century American sanitary reform-

ers—published reports on conditions in New York City and Massachusetts 

in 1845 and 1850, respectively, which paralleled Edwin Chadwick’s famous 

survey of the condition of the laboring class in England in 1842. In 1846 the 

National Medical Convention (which shortly would become the American 

Medical Association) adopted resolutions urging states to create more effec-

tive registration systems and calling upon the medical profession to agree on 

a nomenclature of diseases.35

The preoccupation with the collection of statistical data quickly magni-

fi ed the importance of the federal government’s decennial census. The U.S. 

Constitution provided for a national census every ten years to determine the 

size of the population, which then was used to allocate seats in the House of 

Representatives. In the early nineteenth century the census began to expand 

the scope of its inquiry to include business and industrial statistics. A major 

change came in 1850, when the new schedule included the name, age, sex, 

color, marital status, place of birth, occupation, and date and cause of death 

of every person who had died during the twelve months preceding June 1, 

1850. The census of mortality, however, was fatally fl awed because of a noso-

logy that made little sense and because it missed as many as half of the 

deaths that actually occurred in this time period. Much the same was true 

of subsequent censuses.36

The work of such fi gures as Louis Pasteur in France and Robert Koch 

in Germany proved crucial to the emergence of a new kind of nosology. The 

discovery of diagnostic methods for staining bacteria or employing various 

specifi c serum reactions made it possible to establish that a series of diseases 

were related to the presence of distinct microorganisms. The result was the 

replacement of a nosography founded on anatomy by one founded on etiology. 

It was now possible to distinguish between infectious diseases without rely-

ing exclusively on shifting signs and symptoms.
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Research on infectious diseases clarifi ed their pathology and etiology 

and thus contributed to the creation of a relatively clear nosology. Most other 

diseases, however, were unaffected by this development. Functional disor-

ders, for example, could not be categorized in terms of etiology. Nevertheless, 

they were elevated to distinct disease entities even though they continued to 

be described in terms of symptoms and signs. Yet symptoms and signs can 

be ordered in an almost infi nite variety of ways. The result is that such diag-

nostic categories, as Knud Faber noted in a classic history of nosology, “will 

always be changing and will never be fi xed until we know all the various fac-

tors which are concerned in producing the morbid phenomena, the external 

causes as well as the inherited or acquired constitution, and understand how 

they interact with each other.” Indeed, the 1927 edition of Cecil’s textbook 

of medicine had articles on “intestinal sand,” “ephemeral fever,” “chronic 

appendicitis,” and “gastroptosis,” all of which have since disappeared from 

subsequent medical nosologies.37

Consider, for example, how the understanding of blood disorders was 

shaped by changing technologies, physician identities, and social and politi-

cal assumptions about patients and diseases. Chlorosis, splenic anemia, 

aplastic anemia, pernicious anemia, and sickle cell anemia were legitimate 

diagnostic categories at specifi c times, but either disappeared or were trans-

formed by changing concepts of blood disorders and by competition among 

hematologists, surgeons, and oncologists, to say nothing of assumptions of 

the vulnerability of such groups as women, African Americans, and indus-

trial workers, to cite only a few such examples.38

Other diagnoses of relatively recent vintage manifested a similar pat-

tern. It has long been known that excessive consumption of alcohol can have 

serious consequences for health. Before the 1970s, however, there was little 

or no awareness of the concept that infants born to women who drink also 

can have severe health problems and disabilities. Since the 1970s, however, 

the diagnosis of Fetal Alcohol Syndrome (FAS) has become an accepted part 

of the medical nosology, and pregnant women are urged to avoid alcoholic 

beverages. Yet the diagnostic criteria for FAS has often been vague and at 

the same time expansive, and the evidence linking behavioral and develop-

mental traits in offspring to maternal alcohol consumption is tenuous. There 

are no biological markers for the syndrome and no laboratory tests, and the 

reliability of the diagnoses among physicians is not impressive. What began 

as an obscure diagnosis of a set of severe birth defects among children of 
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chronic alcoholic women during pregnancy soon was transformed into a risk 

assumed to threaten all pregnant women and to cause many birth defects. As 

a result, there are exaggerated estimates of both its incidence and the grav-

ity of the problem. Indeed, offi cial estimates from the Institute of Medicine 

and the Centers for Disease Control and Prevention (CDC) indicate that out 

of 4 million births per annum as few as 1,200 or as many as 12,000 children 

are born with FAS every year. The numbers are by no means trivial, but nei-

ther do they suggest an epidemic. Nor do they indicate that total abstinence 

should be the rule rather than the exception. What began as an effort to iden-

tify women whose social and physical well-being was compromised by their 

excessive drinking was transformed by targeting all women who were not at 

risk, thus neglecting the very real needs of the former.39

The case of FAS is by no means unique. Other newly created diagno-

ses, including fi bromyalgia, chronic fatigue syndrome (CFS), restless legs 

syndrome (RLS), and autism all have similar characteristics. They are of 

relatively recent vintage and lack clear diagnostic criteria. All have been 

markedly expansive; the numbers of individuals diagnosed with them have 

undergone major increases. Fibromyalgia, for example, was given its name by 

a committee of the American College of Rheumatology in 1990. It was applied 

to patients who suffered widespread pain and had tender points at vari-

ous sites. The diagnosis, however, lacked any pathobiology, and subsequent 

efforts to fi nd one have failed. The diagnosis has appealed to pharmaceutical 

fi rms, since the potential market for such drugs as Lyrica and others near-

ing approval by the Food and Drug Administration (FDA) is huge. Yet Lyrica 

and similar drugs have severe side effects, to say nothing about long-term 

health effects. Advocacy groups, however, claim that as many as ten million 

adult Americans suffer from this disease and thus may require treatment. Dr. 

Fredrick Wolfe, lead author of the 1990 paper, has all but recanted the diag-

nosis and considers the condition to be a response to stress, depression, and 

anxiety. “Some of us in those days thought that we had actually identifi ed a 

disease, which this is clearly not,” he noted. “To make people ill, to give them 

an illness, was the wrong thing.”40

Autism, CFS, and RLS, all bear a striking resemblance to fi bromyalgia. 

Their pathobiology remains unknown, and there is little agreement on their 

diagnostic boundaries. Once given a name, however, the numbers given to 

each diagnosis have expanded exponentially. Autism is one such example. 

It was given its classic description by Leo Kanner in 1943. His defi nition, 

however, was quite narrow; the determining feature was “aloneness,” or an 
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inability to relate to others. Before 1990 the frequency of autism was in the 

range of 1 per 2,000 to 5,000. At present the CDC estimates that 1 in 150 

eight-year-old children are suffering from the disease. Is this increase real, 

or is the diagnosis now applied to children previously labeled as retarded or 

learning disabled when such terms have gone out of social favor? Indeed, the 

concept has dramatically broadened and is now subsumed under the cate-

gory of “autism spectrum disorders.” Shifting diagnostic criteria also conceal 

from view the fact that there are benefi ts to parents whose children for one 

reason or another require special attention. “There is no fi rm evidence for or 

against a general rise in the prevalence of ‘typical autism’ or other autistic 

spectrum disorders,” wrote Lorna Wing, a distinguished British psychiatrist. 

“The impression that there is a rise could be due to a change in referral pat-

terns, widening of diagnostic criteria for typical autism (which are diffi cult to 

apply with precision anyway), and increased awareness of the varied mani-

festations of disorders in the autistic spectrum (especially those associated 

with higher IQ).”41

CFS and RLS also remain contested diagnoses. Estimates of the incidence 

of CFS vary in the extreme, largely because the symptoms to identify the syn-

drome are vague. In some surveys the CDC estimated that more than a million 

Americans had the illness; their more recent survey in the state of Georgia 

found that one in forty adults ages eighteen to fi fty-nine met the diagnostic 

criteria—an estimate six to ten times higher than earlier rates. Another study 

surveyed over sixteen thousand adults over the age of eighteen and concluded 

that clinically signifi cant RLS is both common and under-diagnosed. Its 

authors concluded that it has a prevalence rate of 2.7 percent and a signifi cant 

effect upon sleep and the quality of life. Yet the diagnostic criteria for RLS are 

hardly specifi c, and some critics have argued that pharmaceutical companies 

have deliberately blurred the diagnostic boundaries of this syndrome in order 

to expand dramatically the market for their drugs. That such syndromes as 

CFS and RLS exist may be true, but their constantly expanding prevalence 

rates raise serious doubts.42

Nor have older diagnoses avoided being transformed by an expansion 

in their boundaries. The case of osteoporosis is illustrative. Before the 1990s 

osteoporosis was a category reserved for patients with painful fractures not 

associated with trauma. Since that time this category has been combined 

to include asymptomatic individuals with low bone density. The results of 

changes in the defi nition were dramatic. The new threshold increased the 

number of women ages sixty-fi ve or older requiring treatment from 6.4 to 10.8 
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million and from 1.6 to 4.0 million among women ages fi fty to sixty-fi ve. The 

net cost of treating these additional women was $46 billion. Yet the claim that 

treatment (i.e., drugs) would reduce the number of fractures was hardly per-

suasive. The result is that more persons are diagnosed and more are treated, 

thus exposing them to the potential harms of treatment, to say nothing about 

increasing expenditures.43

The creation of new diagnoses and expansion of the boundaries of oth-

ers have also been accompanied by the enlargement of medical jurisdiction 

in a variety of areas. Male aging, baldness, and sexual performance are now 

conditions that can presumably be treated by surgery and drugs. Attention-

defi cit/hyperactivity disorder (ADHD)—a diagnosis that became popular 

during and after the 1960s—is yet another example of a category that lacks 

any biopathology. Indeed, this diagnosis was originally limited to allegedly 

hyperactive children but was soon extended to include adults and now comes 

in different subtypes. Increasingly, numbers and scales become the defi ni-

tion of disease. Prior to World War II blood pressure readings of 120/80 were 

regarded as normal, and it was assumed that such readings rose with age. 

A half century later hypertension was redefi ned in terms of a broader syn-

drome, and a reading of 140/90 became the threshold for treatment. Indeed, 

pharmaceutical companies have recently promoted a new category of “pre-

hypertension,” defi ned as a reading of 120/80 or more. Similarly, desirable 

cholesterol levels have constantly been lowered. Shifting numbers, of course, 

result in a dramatic expansion of the population requiring treatment, suppos-

edly to prevent a series of other related conditions.44

More recently some physicians and scientists have begun to argue in favor 

of a nosology that defi nes disease not in terms of symptoms or physiological 

measurements, but rather in terms of the genes associated with them. “Recent 

progress in genetics and genomics,” according to a group of scientists, “has 

led to an appreciation of the effects of gene mutations in virtually all disor-

ders and provides the opportunity to study human diseases all at once rather 

than one at a time.” Such an approach, they concluded, “offers the possibility 

of discerning general patterns and principles of human disease not readily 

apparent from the study of individual disorders.”45

Nowhere is the creation of diagnoses better illustrated than in the spe-

cialty of psychiatry. Although debates dealing with the classifi cation of men-

tal disorders are phrased in scientifi c and medical language, they are shaped 

by a multiplicity of factors: the ideological, political, and moral commitments 

of psychiatrists; their desire for status and legitimacy; the characteristics of 
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their patients; the nature and location of their practices; the organization 

and structure of the specialty; broader social, intellectual currents; and the 

economic elements prevalent at a given time. These generalizations are illus-

trated in the creation and subsequent revisions of the Diagnostic and Statisti-

cal Manual of Mental Disorders, better known as the DSM. The fi rst edition 

appeared in 1952, and it has undergone fundamental revisions in succeed-

ing decades. Although its diagnostic categories are widely accepted, a care-

ful analysis suggests that many of them have a slippery foundation without 

much evidence to support their existence.

In psychiatry, as in medicine, classifi cation systems play a crucial role. 

They represent the prevailing consensus within the profession and facilitate 

communication with patients. Equally important, they play a critical part in 

the collection and analysis of quantitative data, which presumably leads to 

greater knowledge and understanding of diseases and therapy as well as the 

social and physical environment and human behavioral patterns. Yet classifi -

cation systems are neither inherently self-evident nor given. On the contrary, 

they emerge from the crucible of human experience; change and variability, 

not immutability, are characteristic. Indeed, the manner in which data are 

organized at various times refl ects specifi c historical circumstances. Empiri-

cal data, after all, can be presented and analyzed in seemingly endless ways.

The history of psychiatric classifi cation offers a fascinating case study of 

how diagnoses come into existence. In nineteenth-century America alienists 

(the name that existed before the term “psychiatrist” came into use) were 

for the most part uninterested in elaborate nosologies. They identifi ed men-

tal disorders by observing external signs and symptoms. In their eyes elab-

orate classifi cation systems were of little utility and could not encompass 

the protean symptoms of insanity. Moreover, they believed that therapy was 

independent of any nosological system and had to refl ect the unique circum-

stances presented by each person. Occasionally, psychiatrists debated the 

validity of specifi c categories such as moral insanity (a condition in which 

there was a morbid perversion of the emotions but little or no impairment of 

the intellect), but this was the exception rather than rule. Isaac Ray, the most 

infl uential psychiatrist of that era, denied that any classifi cation could be 

“rigorously correct, for such divisions have not been made by nature and can-

not be observed in practice.” At best, he wrote, insanity could be divided into 

two groups. The fi rst—idiocy and imbecility—was composed of individuals 

with congenital defects. The second encompassed those in whom lesions had 

impaired the functioning of the mind and included mania and dementia.46
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If psychiatrists recognized that nosology was not critical to clinical prac-

tice, they were cognizant of its role in the collection of statistical data. In 

the nineteenth century a number of concerns had given rise to a new type of 

social inquiry whose methodological distinctiveness was a commitment to 

statistical research. Underlying the commitment to quantifi cation was the 

assumption that such a methodology could illuminate and explain social 

phenomena. The collection of such data, of course, required categories. Most 

of the psychiatric categories employed dealt with the demographic character-

istics of patients as well as admission and discharge rates; nosology occupied 

a distinctly subordinate position.

The intellectual and scientifi c constraints that inhibited the development 

of psychiatric nosology persisted for much of the nineteenth century. When 

Pliny Earle, another major fi gure in American psychiatry, was queried in 1886 

about the possibility of developing a universally accepted classifi cation of 

mental diseases, he replied in negative terms. “In the present state of our 

knowledge,” he wrote, “no classifi cation of insanity can be erected on a patho-

logical basis . . . [since] the pathology of the disease is unknown. . . . [W]e 

are forced to fall back on the symptoms of the disease—the apparent mental 

condition, as judged from the outward manifestations.” The traditional cate-

gories of mania, monomania, dementia, and idiocy, therefore, still suffi ced.47

Toward the end of the nineteenth century interest in psychiatric nosol-

ogy reawakened as clinicians began to shift their attention to the course and 

outcome of mental disorders. Emil Kraepelin, the famous and infl uential Ger-

man psychiatrist, in particular, singled out groups of signs as evidencing spe-

cifi c disease entities such as dementia praecox and, later, manic depressive 

psychosis. Dealing with a large mass of patient data, he sorted out what indi-

viduals had in common, and thus diverted attention away from their unique 

circumstances toward more general and presumably disease entities.48 In so 

doing he was simply emulating a distinct trend in medical thinking, where 

the specifi c germ theory had led in part to the creation of an etiologically 

based nosology.

The Kraepelinian emphasis on nosology was not immediately accepted 

in the United States; nosological uncertainty persisted. Both Henry J. Berkley 

and Stewart Paton, in their psychiatric textbooks, conceded that classifi ca-

tion in psychiatry and medicine differed; the former specialty could not cre-

ate an etiologically based system. Moreover, a classifi cation based on clinical 

symptoms was unsatisfactory because the indications of one form of disease 

overlapped others. Indeed, the growing preoccupation with classifi cation 
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led Charles G. Hill in 1907 to observe that there was little room for addition 

“unless we add ‘the classifying mania of medical authors.’”49

The American Medico-Psychological Association (subsequently 

renamed the American Psychiatric Association) in collaboration with the 

National Committee for Mental Hygiene in 1918 issued the fi rst standardized 

psychiatric nosology. Oddly enough, the driving force behind its publica-

tion was the Bureau of the Census, which had earlier begun to expand its 

collection of statistics pertaining to insanity. The bureau found that a lack 

of psychiatric diagnostic categories hampered its work. The publication of 

the Statistical Manual for the Use of Institutions for the Insane refl ected the 

belief that mental disorders had a biological foundation. It divided mental 

disorders into twenty-two principal groups, of which only the psychoneuro-

ses and neuroses were not in the somatic category.50 This Statistical Manual 

guided psychiatric classifi cation in the United States until the development 

of the fi rst DSM in 1952.

To be sure, the adoption of a uniform psychiatric nosology was not with-

out critics. Adolf Meyer, one of the most prominent psychiatrists of the early 

twentieth century and a member of the Committee on Statistics, refused to be 

identifi ed with the nosology and thought that the published statistics were 

worthless. Samuel Orton was equally critical and he argued that the Statisti-

cal Manual was too narrow, illogical, and inconsistent.51 Nevertheless, the 

Statistical Manual became the defi nitive nosology of the interwar years and 

went through no fewer than ten editions between 1918 and 1942. The fi rst 

seven editions incorporated minor changes; the latter three had more exten-

sive modifi cations. The tenth edition made provision for the psychoneuroses 

and primary behavior disorders in children but continued to emphasize the 

somatic viewpoint.52

World War II marked a major watershed in the history of American psy-

chiatry and mental health policy. Many found that psychiatric disorders were 

a more serious problem than had previously been recognized, that environ-

mental stress associated with combat contributed to mental maladjustment, 

and that early and purposeful treatment in noninstitutional settings produced 

favorable outcomes. These beliefs became the basis for postwar claims that 

early identifi cation of symptoms and treatment in community settings could 

prevent the onset of more serious mental disorders and thus obviate the need 

for prolonged institutionalization. The war reshaped psychiatry by attracting 

into the specialty a substantial number of younger physicians whose outlook, 

molded by their wartime experiences, was based on psychodynamic and 
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psychoanalytic concepts. After the war many of these psychiatrists assumed 

leadership positions and fought to reorganize and energize the American Psy-

chiatric Association (APA), insisted that their specialty assume an activist 

role in solving many social problems, and attempted to forge new policies that 

broke with the traditional consensus on the need for prolonged hospitaliza-

tion of persons with serious mental disorders.53

During the 1940s dissatisfaction with the Statistical Manual began to 

mount. Military and Veterans Administration psychiatrists found them-

selves using a nomenclature ill-adapted for many of their patients. Minor 

personality disturbances—many of which were of importance only because 

they occurred within a military context—were placed in the “psychopathic 

personality” category. Soldiers suffering from symptoms related to combat 

stress were placed in the “psychoneurotic” category. There was virtually no 

recognition of psychosomatic disorders. Indeed, by the end of the war both 

the army and navy had created their own classifi cation.54

The nosological confusion, proliferation of nomenclatures, and shift 

toward psychodynamic and psychoanalytic concepts led the APA Commit-

tee on Nomenclature and Statistics in 1948 to propose changes in its manual. 

By 1950 it had prepared a revised psychiatric nosology, which was widely 

circulated in mimeograph form and then presented to the APA Council for 

approval. In 1952 the APA formally published what subsequently became 

known as DSM-I.55

DSM-I refl ected the intellectual, cultural, and social forces that had trans-

formed psychiatry during and after World War II and that were characteristic 

of American society at this time. It divided mental disorders into two major 

groupings. The fi rst represented cases in which the disturbed mental function 

resulted from or was precipitated by a primary impairment of brain function. 

The second encompassed disorders resulting from a more general inability of 

the individual to adjust, in which brain function disturbance was secondary 

to the psychiatric illness. In effect, DSM-I represented a shift away from a 

somatic nosology and toward a psychodynamic and psychoanalytic nosology 

and mirrored the dominance of the latter. By themselves the new diagnostic 

categories did little to transform the practice of psychiatry. But they did sug-

gest that the original purpose of the Statistical Manual—to collect statisti-

cal data that would serve as the basis of policy—was being transformed.56 In 

subsequent decades, as we shall see, changing diagnostic categories, trans-

formation of the mental health occupations, rise of third-party payers, and 
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growing prominence of pharmaceutical companies would combine to reshape 

psychiatric practice and therapy.

The DSM-III, which the APA issued in 1980, radically changed the nature 

of psychiatric diagnoses. During the 1960s and 1970s the psychiatric profes-

sion had undergone a serious crisis of legitimacy. The psychosocial model of 

mental illness that was preeminent after World War II and that was embod-

ied in the DSM-II did not value precise diagnoses, and its diagnostic catego-

ries were very general, cursory, and etiologically based in psychodynamics. 

Neither clinicians nor researchers could reliably use such defi nitions. Con-

sequently, psychiatric classifi cations of mental illnesses were idiosyncratic 

and varied widely among individual diagnosticians.57 The unreliability of 

such diagnostic criteria subjected the psychiatric profession to much criti-

cism and even ridicule.58 Moreover, the psychosocial model did not provide a 

solid grounding for why psychiatrists—as opposed to many other profession-

als, including clinical psychologists, counselors, social workers, or nurses—

should have professional dominance over the treatment of mental illnesses. 

Psychiatrists had no more expertise about social conditions or talk therapy 

than their many other competitors. Psychiatry, which in the twentieth cen-

tury had a shaky position within the prestige hierarchy in medicine, was in 

danger of losing its legitimacy as a scientifi c discipline.

To deal with this dire situation, a group of research-oriented psychia-

trists led by Robert Spitzer of Columbia University’s College of Physicians 

and Surgeons concluded that only clear, precise, and reproducible defi ni-

tions of the entities it studied, comparable to those studied in other branches 

of medicine, could serve as the foundation for a truly scientifi c discipline. 

They explicitly contrasted their scientifi c approach, which they claimed 

was rooted in empirically supported facts, to what they characterized as the 

unprovable theories of the psychoanalysts who had dominated the earlier 

DSM-I and DSM-II.

The empiricists controlled the development of the new edition of the offi -

cial diagnostic manual, the DSM-III. This manual replaced the amorphous 

conditions of psychodynamic psychiatry with several hundred specifi c defi -

nitions of various types of mental illnesses that relied on the characteris-

tics symptoms of each entity.59 Because of the empiricists’ desire to purge 

the psychodynamic assumptions from the new manual, a core principle of 

the DSM-III was that these defi nitions could not assume any particular etiol-

ogy of symptoms. The DSM-III replaced etiologically based diagnoses with 
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symptom-based diagnoses as its central classifi catory principle. Symptom-

based measures were especially valuable because they could easily produce 

high reliability—unlike the situation in the previous manuals, different 

psychiatrists examining the same patient would derive the same diagnosis. 

Such reliability was seen as a way to silence the critics who claimed that 

psychiatry was not even able to measure the entities it claimed to study and 

treat. In addition, this strategy allowed these researchers to claim theoretical 

neutrality as well as gain support from clinicians who held a broad range of 

orientations. Since 1980, psychiatric research and practice has focused on the 

hundreds of specifi c, symptom-based diagnostic categories that the DSM-III 

fi rst enumerated.

The political dynamics that surrounded the creation of the DSM-III 

required the transformation of anxiety from the key process in psychoneuro-

ses to a variety of narrowly defi ned and distinct disorders. The new classifi ca-

tion system carved anxiety, which had been the central component of all of 

the psychoneuroses in the DSM-I and DSM-II, into numerous discrete forms: 

agoraphobia with or without panic attacks, obsessive-compulsive disorder, 

simple phobia, social phobia, panic disorder, generalized anxiety disorder, 

post-traumatic stress disorder, and atypical anxiety disorder. The nature of 

their symptoms, not any underlying etiological process, defi ned each of these 

discrete conditions.60 The new manual gave psychoneuroses that featured 

purely somatic symptoms a separate category of somatoform disorders. Like-

wise, it subsumed depressive symptoms under a distinct category of affective 

disorders. Subsequently, each of the discrete anxiety disorders became the 

focus of research, publication, teaching, therapy, and professional careers.

The DSM-III was also a major factor propelling depression into the fore-

front of outpatient diagnoses. Prior to 1980, little consensus existed on how 

many forms of depression existed, whether endogenous and exogenous condi-

tions were similar or different, if the disorder was continuous or categorical, 

or how depression was related to other kinds of psychoneurotic disorders.61 At 

a stroke, the DSM-III swept aside these categories and defi ned major depres-

sive disorder (MDD) as consisting of at least fi ve of nine specifi c symptoms, 

at least one of which must be a depressed mood or an inability to experi-

ence pleasure. Anyone who displayed these symptoms for a two-week period 

was considered to have a depressive disorder, with the exception of bereaved 

people, as long as their symptoms did not persist beyond two months or were 

not of extreme severity. Unlike the anxiety category, which was carved into 

numerous specifi c entities, MDD was clearly the central diagnosis of the 



 Rhetoric and Reality in Modern American Medicine 31

mood disorders. This classifi cation, along with the later development of new 

classes of psychotropic drugs that were called anti-depressants, paved the 

way for depression rather than anxiety to become the central condition that 

the psychiatric profession treated subsequent to the DSM-III.

Post-traumatic stress disorder (PTSD) also indicates the power of psychi-

atric classifi cation to shape, rather than refl ect, the nature of patient condi-

tions. Before the DSM-III no diagnostic category existed that could encompass 

the conditions of people who had long-term symptoms that resulted from 

experiencing traumatic stressors. A group of disgruntled Vietnam veterans 

and their allies in the psychiatric profession were able to gain control over 

the process of defi ning PTSD in the DSM-III.62 The resulting classifi cation, 

along with the subsequent changes implemented in the DSM-II-R (1987) and 

DSM-IV (1994), led to a vast expansion of people with this diagnosis. From 

its initial conception as a diagnosis that would allow Vietnam veterans with 

long-standing psychiatric conditions to receive treatment and compensation, 

it expanded to encompass victims of sexual violence and then to a wide range 

of natural and human-made disasters. Ultimately, the diagnosis has come to 

include not just people who have experienced a trauma, but also even those 

who have heard about or watched a traumatic event on television. PTSD, per-

haps more than any other psychiatric diagnosis, has become infused with 

moral meanings and has been the site of intense disputes between groups of 

proponents and detractors of this condition.

Despite the great uncertainties that underlie psychiatric diagnoses, they 

are widely considered to refl ect empirical fi ndings and psychiatric knowl-

edge. The chapters on anxiety, depression, and PTSD illustrate the key role of 

a variety of professional and non-professional interest groups in shaping the 

classifi cation of disease. The confi guration of these groups at any particular 

time shapes the extent to which symptoms will be defi ned as natural or as 

pathological. While the framework of debates regarding these conditions is 

usually phrased in scientifi c rhetoric, at bottom the debates refl ect ongoing 

controversies about the nature and causes of human suffering.

Conclusion

To delineate the respective roles of rhetoric and reality is not to denigrate 

either medicine or the health care system. It is rather to point to factors that 

both shape and distort the nature and practice of medicine. Etiological theo-

ries that have little or no basis in fact, diagnoses that lack reliability or valid-

ity, and therapies whose effi cacy is at best problematic and at worst dangerous 
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are all too common. Yet they receive considerable publicity and are widely 

accepted. Responsibility for such a situation rests with a variety of individu-

als, groups, and organizations: a public all too prone to accept exaggerated 

claims; a media establishment that publicizes new therapeutic “miracles” 

without examining the quality of supporting evidence; a pharmaceutical 

industry intent upon marketing drugs irrespective of their effi cacy, to say 

nothing about questionable ethical practices in providing allegedly accu-

rate information and efforts to co-opt physicians; and a medical establish-

ment that is constantly expanding its jurisdictional domain by pathologizing 

behaviors and advancing unrealistic claims.

The consequences of such developments are by no means trivial. Many 

individuals are on drug regimens for diagnoses that are at best problematic 

or for diseases that they do not have. Recently, the leading organization of 

pediatricians recommended lifelong regimes of cholesterol-lowering drugs 

for children as young as eight years old, despite the absence of evidence that 

such practices in any way lower the risk of future heart disease.63 Dubious eti-

ological and epidemiological claims lead to behavioral recommendations that 

have little or no basis in fact. Surgical rates vary in the extreme, depending 

on the number of specialists in a given geographical area. Moreover, for many 

surgical procedures evidence of effi cacy is lacking. To be sure, the American 

health care system provides many benefi ts. Yet the overall record, despite 

massive expenditures, hardly supports the claim that the United States has 

the best system.

The case studies in this volume illustrate some of these generalizations. 

We could have, of course, selected others of a more positive nature. But it is 

our belief that far greater attention has to be paid to some of the defi ciencies 

and shortcomings of the American health care system while at the same time 

conceding its strengths. Our goal is not to denigrate but rather to present a 

constructive analysis that might lead to benefi cial changes.
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Chapter 2

Medical Rivalry and 
Etiological Speculation

The Case of Peptic Ulcer

In the early twentieth century peptic ulcer aroused the attention of physi-

cians and, especially, surgeons, many of whom believed that its incidence 

was on the rise. Initially, surgery became the cutting-edge therapy. But it was 

quickly followed by claims that diet or psychological intervention could best 

treat the condition. Rivalry between competing specialties thus became char-

acteristic despite the fact that evidence demonstrating the effi cacy of each 

was weak to nonexistent. At the same time theoretical explanations about 

etiology that had little to do with therapy proliferated. The history of peptic 

ulcer in the twentieth century suggests that theories and therapies often had 

little to do with science.

Dyspepsia—a synonym for indigestion—preceded the diagnosis of pep-

tic ulcer. Before the twentieth century dyspepsia was a broad if somewhat 

vague category; its symptoms included gastric pain, nausea, vomiting, heart-

burn, and esophageal refl ux. For centuries it was regarded as a byproduct 

of immoderate diets and gluttony. Dyspepsia thus retained an ambivalent 

character; it was a behavioral and moral problem as well as a medical diag-

nosis. In the absence of a technology capable of visualizing the interior of the 

human body, dyspepsia remained an inclusive diagnosis and was the subject 

of unending human complaint.

During the nineteenth century, however, dyspepsia slowly receded in 

importance as more specifi c diagnoses—one of which was gastric or peptic 

ulcer—entered the medical nosology. In 1857 William Brinton, an English 

physician, published one of the early descriptions of stomach ulcer. He was 
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not the fi rst to do so, but his work was by far the most comprehensive ever 

written to that time. Whereas such fi gures as William Beaumont in the United 

States and Johann Eberle and Theodor Schwann in Europe had investigated 

gastric secretion, Brinton approached gastric ulcer from a clinical perspec-

tive. He had performed a substantial number of autopsies and had confi rmed 

his conclusions by comparing his fi ndings with necropsy data of other phy-

sicians. Stomach ulcers, he noted, were found in 2 to 13 percent of persons 

dying from all causes. Accurately describing the lesion, Brinton delineated 

its symptoms, which included pain, vomiting, and hemorrhage.

Conceding that the etiology of stomach ulcer was unknown, Brinton 

nevertheless offered his own conjectures. “Old age, privation, fatigue, mental 

anxiety, and intemperance are such frequent coincidents of its occurrence, 

that we are fully entitled to regard them as its more or less immediate causes 

in a large proportion (I think we might say in a majority) of cases.” The origins 

of ulceration, he added in somewhat contradictory terms, remained shrouded 

in mystery. Brinton was also concerned with treatment. He rejected bleeding, 

promoted the application of cold by means of ice, favored opiates and bismuth 

for the relief of pain and diarrhea, and recommended the use of the alka-

line carbonates to neutralize “the lactic and other acids developed by gastric 

decomposition.” Diet was also important. He urged sufferers to avoid large 

meals, meat, hot food or drinks, irritating substances, and recommended 

instead a bland diet of “soft pulpy” food and milk.1

The infl uence of Brinton’s work is diffi cult to ascertain. Peptic ulcer, his 

book notwithstanding, aroused relatively little interest among physicians, 

if only because of its seemingly low incidence. More important, physicians 

had no means of visualizing the interior of the stomach and thus arriving at 

an accurate diagnosis. In the fi rst edition of his magisterial text in 1893, Sir 

William Osler thought that post-mortem data overestimated the incidence 

of peptic ulcer.2 The fi rst edition of the Merck Manual in 1899 also made no 

mention of peptic ulcer, but instead included Dyspepsia, Acidity, Biliousness, 

Flatulence, Gastralgia, and Pyrosis.3

After 1900 there was a growing consensus within medicine that the inci-

dence of peptic ulcer was on the rise and that it was far more prevalent than 

previously believed. Whether or not this claim was accurate is diffi cult to 

ascertain; surviving data are unreliable. What is clear is that a series of devel-

opments had enhanced the ability to diagnose peptic ulcer, thus making it 

possible to identify more cases. During the previous half century, knowledge 

about the physiology of gastric secretion had increased dramatically. New 
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technologies also played a major role. Walter B. Cannon was among the fi rst to 

make use of the recent discovery of X-rays by Wilhelm Roentgen in 1895. By 

administering barium sulphate, Cannon was able to study the movements of 

the esophagus and stomach, and ultimately this technique was employed to 

assist in the diagnosis of peptic ulcer. Radiology remained the primary means 

of diagnosis until the mid-1930s, when it was supplemented by endoscopy.4

The deployment of such technologies resulted in a sharp increase in the 

number of people diagnosed with peptic ulcer. In the eighth edition of his 

text in 1916, Osler conceded that the disease was “much more common than 

medical and pathological statistics indicate.” In 1930 Arthur Dean Bevan, a 

surgeon who also played an important role in the transformation of medical 

education, estimated that peptic ulcer occurred in at least 10 to 12 percent of 

the population.5 The pioneering National Health Survey of 1935, conducted 

by the Public Health Service, found that peptic ulcer ranked tenth as a cause 

of death, twelfth as a cause of days lost from work, and fourteenth as a cause 

of invalidism. Between 1900 and 1943 mortality from peptic ulcer rose from 

2.8 to 6.8 per thousand (although it must be remembered that the data per-

taining to the causes of mortality are notoriously inaccurate). Throughout 

most of the twentieth century, hundreds of articles dealing with peptic ulcer 

were published annually in medical journals. In a survey conducted in 1946, 

the American Gastroenterological Association found more than seven hun-

dred research projects, involving more than fi ve hundred investigators, hav-

ing to do with peptic ulcer.6

Peptic Ulcer as a Surgical Disease

The growing concern with peptic ulcer paralleled signifi cant changes in the 

medical profession. The discovery of anesthesia, the development of antisep-

tic techniques, and the ability to visualize the internal workings of bodily 

organisms contributed to a dramatic expansion of surgery. The transformation 

of medicine and medical education and the emergence of the modern hospital 

combined to elevate surgery—which historically had a relatively low status in 

medicine—to a preeminent position in medicine. Indeed, surgical therapies 

became the cutting edge, and surgeons the elite of the medical profession.

It was no accident that surgeons played a key role in the diagnosis and 

treatment of gastric ulcer. In 1881 Theodor Billroth developed a surgical 

technique to obviate pyloric obstruction caused by cancer and, subsequently, 

applied his procedure to the treatment of peptic ulcer. No individual, how-

ever, played a more important role in popularizing surgical intervention than 
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Berkeley G. A. Moynihan, an English surgeon who helped to defi ne his spe-

cialty. The publication of his book Abdominal Operations in 1905 gave him 

an international reputation because, in the words of a colleague, it “literally 

threw open the abdomen to all surgeons.”7 Moynihan’s primary interest lay in 

the peritoneal cavity, and the focus of his book was on gastric and duodenal 

ulcers, gall bladder and pancreatic diseases, and hernias. In the past, he wrote, 

dyspepsia was regarded as a functional disorder of the stomach, duodenum, 

gall bladder, or appendix. The surgeon’s contribution was to demonstrate that 

derangements of the stomach and other organs were caused by organic dis-

eases.8 Indeed, Moynihan’s redefi nition of gastric and duodenal ulcers was 

perhaps the basis for the claims that the disease was on the increase and 

constituted a virtual epidemic.

Moynihan devoted about seventy-fi ve pages or 11 percent of Abdominal 

Operations to surgery for gastric and duodenal ulcers. Perforation, he wrote, 

“is one the most serious and most overwhelming catastrophes that can befall 

a human being . . . and unless surgical measures are adopted early, the disease 

hastens to a fatal ending in almost every instance.” Of his fi rst twenty-two 

cases, fourteen recovered and eight died. In cases of hemorrhage, Moynihan 

offered two recommendations. The fi rst and preferred method was to search 

for the ulcer and deal with it directly by excision, ligation, or cauterization. 

The second was to perform a gastroenterostomy (connecting the stomach with 

the small intestine), which, he claimed, would empty the stomach and permit 

healing to occur. Moynihan also described several other surgical procedures 

(including gastroduodenostomy) to deal with chronic gastric ulcer.9

One of Moynihan’s most important contributions was to call attention 

to the prevalence of duodenal ulcer. Unlike gastric ulcer, duodenal ulcer 

had long been neglected, partly because of the diffi culty of distinguishing 

its symptoms from the complaints of the dyspeptic patient. Moynihan cor-

related symptoms with his observations of the duodenum during surgery 

and concluded that the symptoms of gastric and duodenal ulcer differed. 

The latter was characterized by delayed pain, which could be relieved by 

food, milk, or alkaline salts in water; the former by immediate pain, which 

could not be easily relieved. In Moynihan’s opinion, surgery was the appro-

priate remedy for both duodenal and chronic gastric ulcer. “I do not know 

of any operation in surgery which gives better results, which gives more 

satisfaction both to the patient and his surgeon than gastroenterostomy for 

chronic ulcer of the stomach,” he wrote in 1903. Similarly, he recommended 

that the treatment of a chronic duodenal ulcer “should always be surgical.” 
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He also reported impressive outcome results. Between 1900 and 1908, 186 

patients underwent surgery (overwhelmingly gastroenterostomy). Only four 

deaths (2.15 percent) were recorded. Follow-up reports from patients or their 

physicians indicated that 144 were cured. It should be noted, however, that 

Moynihan’s data were not based upon longitudinal follow-up of patients who 

had undergone surgery.10

For nearly two decades gastroenterostomy remained the most common 

surgical procedure in the treatment of gastric ulcer; failures were attributed 

to faulty techniques. By the mid-1920s, however, it began to become clear that 

claims about its effi cacy had been grossly overstated. The absence of longi-

tudinal studies concealed the lag between the initial surgery and relapse as 

well as the failure to reduce acidity. Moreover, gastroenterostomy had serious 

side effects. Surgeons therefore turned their attention to the pyloric valve and 

developed a group of operations that would hasten emptying of the stomach 

and thus presumably promote rapid neutralization of stomach acid. Although 

gastroduodenostomy had many of the same defects as gastroenterostomy, 

the shortcomings of these dramatic therapies did not discourage those who 

believed that gastric ulcer mandated surgery.

During the fi rst half of the twentieth century, numerous other surgical 

procedures were introduced in the hope of curing or, at the least, manag-

ing ulcers by reducing acidity. In 1930 a leading surgical journal published 

nine articles in a single issue, all of which reported low mortality and high 

improvement rates following surgical treatment of ulcers.11

What kinds of evidence justifi ed claims of therapeutic effi cacy? Admit-

tedly, the evaluation of surgical therapies presents formidable methodologi-

cal problems. For much of the twentieth century, there was no consensus 

on how to evaluate therapies or what constituted a systematic study, or even 

a methodology to determine effi cacy. At that time the concept of a double-

blind randomized controlled trial (RCT) was unknown. Yet the application 

of RCTs to surgical therapies was and is often problematic. Should a control 

group be composed of individuals undergoing sham operations (an ethically 

dubious procedure)? Or should the group be composed of untreated persons? 

Even at present, the RCT—the “gold standard” by which therapeutic effi cacy 

is measured—has signifi cant problems.

A century ago, the medical world differed in many ways from its con-

temporary counterpart. There was little or no awareness of the importance 

of population-based data and their relationship to individual decision mak-

ing; practitioners weighed evidence overwhelmingly in terms of their own 
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clinical experience. The individualistic culture characteristic of American 

medicine reinforced the belief that clinical experience was the critical ele-

ment in determining therapeutic effi cacy.12 Data pertaining to the effi cacy of 

surgical and nonsurgical therapies as well as mortality were generated from 

the records of individual practitioners. Nor was the concept of observer bias 

acknowledged. This is not in any way to suggest that clinical experience and 

anecdotal cases are necessarily worthless or unscientifi c. After all, penicillin 

and cortisone entered the medical armamentarium in the absence of RCTs. 

In surgery, such procedures as appendectomy and others are performed on 

the basis that they are effective in light of available evidence. Nevertheless, 

it is clear that clinical judgment, however important, may not be adequate to 

evaluate all therapies, surgical and others.

By mid-century a growing appreciation of the importance of methodolog-

ical issues was evident. In a classic summation of knowledge of peptic ulcer 

in 1950, Andrew C. Ivy and his colleagues identifi ed no less than seventeen 

different surgical procedures employed in the treatment of peptic ulcer. Yet, 

as they pointed out, most studies of the recurrence rates of ulcer employed 

patients “as their own control without giving the recurrence rate of the patient 

prior to the application of treatment.” Nor was there a clear defi nition of “a 

recurrence, or a satisfactory or unsatisfactory result.”13

Even before RCTs came into existence, surgery for peptic ulcer was 

beginning to come under scrutiny because of its risks and subsequent com-

plications. Indeed, the absence of a consensus on the value of surgery was 

demonstrated by the existence of sharp differences in the frequency of hospi-

tal referrals to surgery. “In some cases,” noted Ivy and colleagues, “all ulcer 

patients are subjected to surgery; in others, only those patients who do not 

respond well to medical management.” Medical facilities often had very dif-

ferent therapeutic styles. The Mayo Clinic in Minnesota—an institution cre-

ated by brothers trained as surgeons—referred 45 to 65 percent of its patients 

with gastric ulcer to surgery in the ten-year period beginning in 1935; sur-

gical treatment for duodenal ulcer declined from 26 percent in 1920 to 12 

percent in 1944. During the same period, by contrast, 6 percent of duodenal 

and 19 percent of gastric ulcers were referred to surgery at the Lahey Clinic 

in Boston. At the Brigham Hospital in Boston only 7 percent were treated 

surgically. Ivy and his colleagues emphasized that most studies of surgical 

successes were based on a deeply fl awed methodology.14 “The consensus of 

opinion,” Russell S. Boles remarked at the convention of the American Medi-

cal Association (AMA) in 1947, “is that peptic ulcer is a medical problem and 



 Medical Rivalry and Etiological Speculation 39

that operations should be reserved for the familiar complications of perfora-

tion, hemorrhage, obstruction and so-called intractability.”15

Despite signifi cant mortality rates and postoperative problems that fol-

lowed gastrectomy, the search for the ideal gastric surgical procedure did not 

in any way diminish. The introduction of vagotomy in the early 1950s (fi rst 

in combination with partial gastric resection, then with pyloroplasty, and 

fi nally selective vagotomy) appeared to minimize the risks and complications 

that followed the numerous surgical procedures developed to treat peptic 

ulcer. Medical treatment for benign gastric ulcer, O. Theron Clagett insisted 

in 1971, was far more dangerous than surgical treatment. Moreover, disability 

time was less, and lasting good clinical outcomes were three times more fre-

quent. “It seems obvious,” he concluded, “that a majority of ulcerating gastric 

lesions can be dealt with most effectively by surgical means or indeed will 

require surgery.”16

Inertia, combined with the fact that those who entered surgical special-

ties were predisposed to employ their skills, combined to reinforce the belief 

in the superiority of surgical treatment. Nevertheless, an element of disquiet 

persisted. “At present,” noted one surgeon, “considerable difference of opin-

ion exists as the choice of operation,”17 a view shared by others.18 Nor did the 

introduction of RCTs resolve differences. In a review of trials dealing with 

the treatment of duodenal ulcer in the period from 1964 to 1974, three Dan-

ish physicians found that many were poorly designed. The contributions to 

knowledge of the various treatments were “rather small, and the informa-

tion obtained from the best RCT’s has had practically no impact on current 

therapeutic practice, which is predominantly based on uncontrolled observa-

tions.”19 While debates over the relative merits of different forms of surgery 

continued unabated, its dominant position in the medical armamentarium 

for nearly three quarters of a century diminished but little until the introduc-

tion of alternative means of managing peptic ulcer.

Challenges to Surgical Treatment

The early dominance of surgical treatment of peptic ulcer did not forestall 

challenges by those who believed that medical treatment and diet could result 

in more favorable outcomes and thus avoid the trauma and risks associated 

with surgery. By the latter part of the nineteenth century there was growing 

interest in the role of gastric secretion in ulcer formation. Studies of digestion, 

secretion, and emptying of the stomach had led to the realization that extreme 

acidifi cation of the gastric juice, if not the cause of ulcer, surely played a role 
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in its persistence. Indeed, Karl Schwarz’s famous statement in 1910—“No acid, 

no ulcer”20—led to the abandonment of bypass operations and the substitution 

of partial (or occasionally full) gastrectomy, a procedure that had become the 

gold standard for surgical treatment of ulcers by the 1930s, but one that created 

what subsequently became known as “gastric cripples.”

If acid reduction or neutralization was a major objective in the treatment 

of gastric and duodenal ulcer, could not it be achieved by less invasive thera-

pies? One answer to this provocative question was provided by Bertram W. 

Sippy, a Chicago physician whose name became synonymous with the non-

surgical treatment of gastric ulcer. Sippy was not opposed to surgery. Sec-

ondary carcinoma, perforation into the peritoneal cavity, pyloric obstruction, 

perigrastric abscess, and copious hemorrhage, he conceded, required surgical 

treatment. In the vast majority of cases, however, medical treatment was indi-

cated, and he rejected the practice of indiscriminate gastroenterostomy.21

Ulcers, Sippy suggested in a famous paper delivered at the annual meet-

ing of the AMA in 1914, developed when the mucous membrane of the stom-

ach or adjacent duodenum lost its normal resistance to the peptic action of the 

gastric juice and became digested. His approach was to protect the ulcer from 

gastric juice corrosion until the ulcer healed. In 1912 he thought that micro-

organisms played a “very slight” role in the genesis of ulcer. The infl uence of 

the specifi c germ theory of diseases, however, proved irresistible. Hence, sev-

eral years later he came to the conclusion that a streptococcal infection was 

probably “the most common factor in the production of the local malnutrition 

and necrosis.” A gastric or duodenal ulcer would normally heal as rapidly as 

an ulcer located elsewhere, were its granulating surfaces “not subjected to the 

digestive action of the gastric juice.”22

From Sippy’s perspective, it was clear that treatment had to shield the 

ulcer from the corrosive effect of the gastric juice. Neutralization of hydro-

chloric acid required frequent feedings and the use of alkalies. His recom-

mended regimen commenced with three to four weeks of bed rest. Patients 

drank a mixture of three ounces of milk and cream hourly. Their diet included 

a variety of such soft and palatable foods as jellies, custards, cream, eggs, 

cereals, and vegetable purees. Alkalies were taken midway between feedings. 

In addition, aspiration of the stomach at stipulated intervals and before sleep 

provided the physician with a guide to treatment and ensured that the patient 

would not be troubled by excessive acidity. Sippy noted that prevailing thera-

pies and surgical procedures did little to protect the ulcer from gastric acid. 

Medical management of peptic ulcer, he wrote, “protects the pyloric and 
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duodenal ulcer from gastric juice corrosion, and thus renders gastro-enteros-

tomy combined with pyloric occlusion unnecessary.”23

The Sippy regimen was by no means unique. In 1876, W. O. Leube had 

proposed bed rest and a circumscribed diet that included no food by mouth 

for the fi rst week and a limited diet of 350 and 1,200 calories per day thereaf-

ter. Others felt that Leube’s regimen weakened the patient and proposed sharp 

modifi cations. Osler believed in “absolute bed rest” and a bland diet, while 

noting that medicinal measures were of “very little value.” Sippy’s approach, 

however, differed from previous treatments in two signifi cant ways: the large 

amounts of alkalies and the specifi c timing, dosage, and administration of 

food and medications. The underlying theory was that gastric juice, by virtue 

of its peptic activity, hindered healing. Hence diet could be employed as a 

weapon to eliminate peptic activity by neutralizing the hydrochloric acid in 

the gastric juice. A variety of dietary innovations followed, including con-

tinuous intragastric milk drip as well as bland diets that presumably were 

less “irritating.”24

In addition to diet and rest, the medical armamentarium included the 

use of a wide variety of drugs. Some controlled bleeding; some vomiting; 

some alleviated pain and restlessness; and others neutralized acid. They 

included such substances as aluminum potassium sulfate, Fowler’s solu-

tion (potassium arsenite), tannic and carbolic acids, bismuth subnitrate and 

subcarbonite, magnesium carbonate, rescorcin, calcium carbonate and phos-

phate, hyoscyamus, phenobarbital, tincture of belladonna, morphine sulfate 

and hydryochlorate, cocaine, codeine, and silver nitrate. Some had specifi c 

pharmacological rationales; belladonna, for example, inhibited acid secre-

tion. Some were older drugs that had worked their way into medical practice 

a century or more earlier and were used for a large variety of illnesses. Oth-

ers were more recent additions that grew out of the experience of individual 

practitioners who claimed to have found them effective in the treatment of 

peptic ulcer. Information about their use was widely disseminated in the 

medical press.

Under these circumstances, therapeutic eclecticism remained the rule 

rather than the exception. In 1929, C. S. Danzer maintained that gastric ulcer 

was a generalized systemic disturbance that resulted from a sluggish capil-

lary circulation. Focal infections merely aggravated such a condition, and 

he recommended appendectomy. He also maintained that procedures that 

increased capillary circulation, including hydrotherapy, ultraviolet light, 

and X-ray therapy, were especially effective. Nor were such recommendations 
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idiosyncratic. The 1940 edition of the Merck Manual listed roentgenotherapy, 

diathermy, and vaccine therapy as effective remedies for peptic ulcer.25

Each of the two therapeutic approaches to gastric and duodenal ulcer 

treatment—surgery and medical management—had their supporters. At the 

extremes were those who rejected any therapy except their own and insisted 

that outcome data supported their position. Indeed, at times the rivalry 

between surgeons and internists became fi erce. Moynihan, for example, 

believed that medical treatment “has failed in its essential aim, the permanent 

healing of ulcer.” Medical interventions were “too often haphazard and per-

functory,” and few patients followed instructions pertaining to rest and diet. 

Nor could medical treatment prevent recurrences, often in catastrophic form. 

Indeed, mortality was “far greater than with surgical treatment.” Although 

not ruling out medical treatment, Moynihan concluded that the “successes of 

surgery are won from the failures of medicine.”26

In 1930 Frank H. Lahey, one of the nation’s most prominent surgeons, 

called for reforms that would mitigate “the surgical and medical rivalry that 

has existed in the management of duodenal and gastric ulcer.” Both approaches 

yielded comparable results. The indications for surgery, he added, included 

“failure to obtain relief under medical management, perforation, hemorrhage in 

spite of good nonoperative management, nonrelievable pyloric obstruction, and 

malignant degeneration or suspicion of it on a gastric ulcer.”27 Like Lahey, many 

physicians were uncomfortable with extremists on either side, and they left 

room for a combination of surgical and medical therapies. In general, however, 

surgeons and internists tended to refl ect their training: the former were likely 

to recommend surgery, and the latter to lean toward medical management.

How could the competing claims of therapeutic effi cacy be measured? So 

long as outcomes were measured by the same physicians who treated patients, 

it was diffi cult to determine effi cacy because of observer bias. The intro-

duction of RCTs after World War II, however, slowly began to transform the 

means by which many therapies were evaluated. In 1956 Richard Doll (who 

worked with Austin Bradford Hill in employing epidemiology as a means 

of establishing a relationship between smoking and lung cancer) turned his 

attention to gastric ulcers. In a clinical trial he and his associates found that 

the traditional hospital ulcer diet, as compared with a normal diet, conferred 

no advantage (although those on the former gained more weight). Nor did the 

intragastric milk drip promote healing.28

The introduction of RCTs, however, did not diminish the introduction 

of novel therapies based on the application of common sense and rational 
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principles. In 1962 Owen Wangensteen, a distinguished surgeon, introduced 

gastric freezing as a treatment for duodenal ulcer. The rationale was simple: 

lowering the temperature of the stomach temporarily reduced acid secretion. 

The therapy immediately came into wide use; by 1964 the procedure had 

been used on 10,000 to 15,000 patients. Subsequent RCTs established that the 

therapy was ineffective. Moreover, endoscopy on those undergoing the proce-

dure revealed serious mucosal damage.29

Etiological Speculation

The preoccupation with peptic ulcer was accompanied by etiological specu-

lations. Physicians, after all, traditionally played a dual role: they alleviated 

the symptoms of illness and provided assurance and comfort to the public 

by demystifying disease. By advancing explanations that appeared rational 

and plausible, they could diminish anxiety and justify presumably effective 

medical therapies and preventive strategies.

To determine the precise etiology of peptic ulcer proved an extraordi-

narily diffi cult undertaking. There was virtually unanimous agreement that 

excess acidifi cation was a primary factor in the genesis of peptic ulcer. But 

what caused excessive acidifi cation? Some conceded that the cause of gas-

tric and duodenal ulcer was unknown.30 Experimental animal studies, wrote 

Lahey, offered no leads. “The variety of methods by which it may be produced 

in animals and the fact that animal ulcers are not characterized by the same 

features (intractability) as are human ulcers . . . leave one still at a loss as to 

the true cause or causes of these lesions.”31

The absence of evidence that could relate etiology to disease processes, 

however, did not prove a deterrent. Physicians instead drew upon prevail-

ing medical paradigms and external social and ideological belief systems to 

develop what appeared to be defensible etiological explanations. Some expla-

nations—notably, focal infection theory—came directly from contemporary 

medical thinking. Others—including the roles of stress, race, and the pres-

sures of modern industrial society—refl ected social and intellectual currents 

in the larger society of which medicine was but a part.

Initially, focal infection theory, which enjoyed widespread popularity 

in the early part of the twentieth century, was employed by many to explain 

the genesis of ulcers. The dramatic successes in demonstrating the etiology of 

specifi c infectious diseases such as cholera, tuberculosis, diphtheria, typhoid 

fever, and various gastrointestinal disorders created a model that dominated 

early twentieth-century medical thought. The result was a determined search 
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to identify pathogens responsible for a variety of diseases. Indeed, the hope 

was that all diseases could be traced to microbial pathogens.

Focal infection theory, however, went far beyond a search for the patho-

gens responsible for individual diseases. Increasingly, clinicians began to 

argue that circumscribed and confi ned infections could lead to systemic 

disease in any part of the body. Edward C. Rosenow of the Mayo Clinic, 

author of numerous experimental studies, was one of the most important 

advocates of the belief that many diseases were the result of the dissemina-

tion of pathogens through the bloodstream from a local focus.32 His experi-

mental work was echoed by Frank Billings of the University of Chicago and 

Rush medical schools, an individual who helped to popularize the focal the-

ory of infection. In a paper delivered before the AMA in 1914, Billings noted 

that “focal infection is very frequently related to local and general disease 

[and] is an important factor in some systemic diseases, heretofore unsus-

pected.” When delivering the Lane Medical Lectures at Stanford University 

Medical School the following year, he listed a large number of both acute 

and chronic diseases related to focal infections, including, but not limited 

to, rheumatic fever, endocarditis, myocarditis, pericarditis, nephritis, pan-

creatitis, chorea, peptic ulcer, appendicitis, and arthritis. Nor was Billings 

unique. Before Joseph Goldberger undertook his pioneering epidemiological 

studies on pellagra, researchers sought to identify the causative pathogen of 

that disease. Henry Cotton, superintendent of the Trenton State Hospital in 

Jersey, was an ardent spokesperson for the infectious origins of mental ill-

nesses; his views were by no means idiosyncratic.33 Curiously enough, the 

theory of focal infection enjoyed its greatest vogue in the United States; in 

Europe it never met with enthusiastic acceptance. American surgeons, in 

particular, found the theory especially attractive, since it presumably pro-

vided justifi cations for a variety of surgical therapies. Subsequently, a lead-

ing pathologist satirically described a focus of infection as “anything that is 

readily accessible for surgery.”34

Moynihan was an early exponent of the idea that focal infections—par-

ticularly in the appendix—played a role in the etiology of ulcers. Indeed, in a 

review of 718 operations for gastric and duodenal ulcers in 1923, he reported 

that he had removed the appendix in no fewer than 307 cases.35 Experimental 

work allegedly confi rmed the claim that infections played a role in the etiol-

ogy of ulcers. The sixth edition of the Merck Manual in 1934 noted that “focal 

infection (teeth, tonsils, etc.) is regarded as a very important etiological fac-

tor,” a theme that was repeated as late as 1940 in the seventh edition.36
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The pervasive acceptance of focal infection theory was but a refl ection 

of the successes of modern scientifi c medicine in demonstrating that specifi c 

pathogens caused particular infectious diseases. If pathogens were found 

in teeth, the appendix, or the tonsils, might not their presence be the cause 

of pathological states elsewhere in the body? The seeming plausibility and 

rationality of such a theory made it a popular explanatory model as well 

as a guide to therapy. Removal of teeth, appendectomies, colostomies, and 

colectomies were by no means uncommon procedures; they refl ected the 

prevailing belief that focal infections in one part of the body had serious 

systemic effects.

Yet focal infection theory represented little more than simple correla-

tion or argument by analogy. Nor was anyone able to demonstrate a causal 

relationship between the presence of pathogens, excess acidifi cation, and 

ulceration. During the 1930s belief in the role of focal infections declined 

rapidly because of the failure to identify specifi c infectious pathogens and to 

satisfy Robert Koch’s postulates. “There is little scientifi c evidence support-

ing such a theory,” Bevan observed in 1930. “The theory of focal infections 

has been made to cover too many sins.”37 When the focal infection paradigm 

disappeared, ironically enough, a potentially effective therapy failed to be 

accepted as a treatment for ulcers. In 1946 physicians at Mount Sinai hospi-

tal found that Aureomycin seemed to be an effective therapy. Yet this fi nd-

ing was largely ignored because it seemed to contradict prevailing medical 

beliefs about the noninfectious etiology of peptic ulcer.38

A variety of other etiological theories both complemented and competed 

with focal infection theory. Indeed, the absence of evidence that could relate 

causes to disease processes actually resulted in a dramatic proliferation of 

etiological claims. By the 1920s gastroenterologists and internists were plac-

ing increasing emphasis on the importance of stress and psychic factors in the 

etiology of peptic ulcer. In many ways the work of Walter B. Cannon played a 

crucial role. In a series of classic works on digestion, Cannon demonstrated 

the relationship between such emotional states as “fear, horror, and deep 

disgust” and the digestive process. The mental state of the individual “may 

have marked effects on both the motility and the secretion of the alimentary 

tract.” Admittedly, it was erroneous “to assume a predominant importance of 

the psychic state in the causation of digestive disease.” Nevertheless, he con-

cluded, the patient’s mental state had to be considered, “for just as feelings of 

comfort and peace of mind are fundamental to normal digestion, so discom-

fort and mental discord may be fundamental to disturbed digestion.”39
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Two years later in The Mechanical Factors in Digestion Cannon reiterated 

this theme even though he never specifi cally alluded to ulcers. “Only as the con-

sequences of mental states favourable and unfavourable to normal digestion are 

better understood can the good results be sought and the bad results avoided, or, 

if not avoided, regarded and treated with intelligence.” In succeeding decades 

Cannon published a large number of articles and several classic books elaborat-

ing these themes. Infl uenced by Claude Bernard’s concept of the milieu inter-

ieur, he coined the term “homeostasis” in 1926 to describe the manner in which 

the body maintained consistency and steadiness “in the presence of conditions 

which might reasonably be expected to prove profoundly disturbing.”40

Cannon’s work had important implications for physicians seeking an 

understanding of the etiology of peptic ulcer. During and after the 1920s dis-

cussions in the medical literature began to call attention to the causative role 

of the nervous system. In his section on peptic ulcer in 1927 in Cecil’s Text-

book of Medicine, Thomas R. Brown noted that perhaps peptic ulcer was “not 

a local but a constitutional disease, and that in its origin and in the recurrence 

of symptoms psychic factors are important.” A year later Emanuel W. Lip-

schutz claimed that virtually every physician admitted that the neurotic, wor-

risome, emotional, and hard-working individual was at highest risk to develop 

peptic ulcer. Similarly, in an article dealing with the present status of peptic 

ulcer in 1930, Sara M. Jordan noted that it was clear that peptic ulcer was the 

end product of “repeatedly spastic muscle contraction in the stomach” and a 

high secretion of hydrochloric acid, both of which could have been caused by 

“increased nervous tension.” That same year Walter C. Alvarez, a major fi gure 

in the development of American gastroenterology, published Nervous Indiges-

tion, a book that emphasized the importance of case histories to rule out organic 

causes, the need to understand the psychic roots of the individual’s distress, 

and the importance of the relationship between physician and patient. Harvey 

Cushing, the distinguished and infl uential Harvard surgeon, offered a unifi ed 

explanation of ulcers in 1932 that focused on causation as well as physiologi-

cal mechanism. He suggested that the interbrain—newly recognized as an 

important but hitherto overlooked station for vegetative impulses—was “eas-

ily affected by psychic infl uences,” including “emotion or repressed emotion, 

incidental to continued worry and anxiety and heavy responsibility . . . [and] 

other factors such as irregular meals and excessive use of tobacco.”41

The assertion that psychic factors played an important etiological role in 

peptic ulcer did not arise in intellectual or scientifi c isolation. The declining 

belief in the role of focal infections left a partial etiological vacuum. Cannon’s 
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physiological experiments offered tantalizing possibilities, and the experi-

ences of what was known as “shell shock” during World War I reinforced 

the belief that psychological factors could have somatic consequences.42 The 

claim that peptic ulcer grew out of the stress engendered by the vicissitudes 

of modern life was especially attractive to physicians, since it integrated 

psyche and soma in a plausible manner.

To be sure, the claim that there was a relationship between advancing 

civilization and stress was not novel. Physicians—as well as literary fi gures, 

social ideologues and critics, social and behavioral scientists, philosophers, 

and others—had long argued that the competitiveness and stresses associated 

with a capitalist society fostered conditions that created a myriad of diseases. 

Indeed, the idea that the human personality had been adversely affected by 

the acquisitive values, materialism, and competition that dominated society 

and undermined established social structures and conventions was a recur-

ring theme in American social thought. In medicine such beliefs fostered 

racial and gender interpretations of disease susceptibility.

Clinicians dealing with peptic ulcer were no different than their breth-

ren who interpreted disease in racial, gender, and class terms. Physiology 

and environment, they insisted, made peptic ulcer an understandable con-

sequence of the vicissitudes of modern life. The “ever-increasing rapidity of 

progress, exacts a toll in the health of those who choose to run in its race,” 

observed Andrew B. Rivers of the Mayo Clinic in 1934. “Throughout the vari-

ous strata of society,” he wrote,

There seems to be a slightly greater tendency to fi nd among them the 

better educated, more ambitious and more intensive members of soci-

ety. Their abilities and their willingness to accept responsibility natu-

rally increase the complexity of their lives far beyond that of those who 

follow along unperturbedly so long as others guarantee a more or less 

comfortable existence. . . .

Curiously enough, the desirable virtues of the modern, intensive, 

aggressive American, the characteristics which have been eulogized 

and designated as the cardinal marks of American successes, are pre-

cisely the characteristics so often replicated in the ulcerous type of 

patient. Because a premium is paid for these characteristics, an ever-

increasing number of persons will acquire them. Consequently, one 

may expect an increase in diseases having their origin in deranged ner-

vous systems, and undoubtedly peptic ulcer is one of these diseases.
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In comparing those individuals at risk for peptic ulcer with a group of two 

hundred African Americans living in Texas, Rivers also found fundamental 

differences. The latter were “slow-moving” and “easy-going . . . untouched 

by aspiration for culture.” Despite unbalanced diets, abuse of alcohol and 

tobacco, irregular sleeping habits, reckless behavior, and unhygienic living 

conditions, peptic ulcer was absent among them.43

Race, of course, had always played a signifi cant role in medical inter-

pretations of disease as well as therapy. In this sense Rivers’s claims were by 

no means idiosyncratic. After evaluating seventy-nine patients with ulcers, 

Samuel C. Robinson advanced a similar psychogenic theory. Ulcers, he noted, 

were found largely among susceptible individuals of the white race, usually 

the long thin type who are given to worry and nervous instability.” “The negro 

race in its evolutionary ascent,” he added, “has not, as yet, acquired the habit 

of worry so peculiar to the white race under pressure of routine civilized liv-

ing.”44 Such claims were characteristic of pre–World War II decades and were 

not limited to peptic ulcer. To physicians and others, for example, African 

Americans were supposedly immune to cancer and other diseases. Living 

a simplistic existence in the agricultural South, they were less susceptible 

to the burdens of civilization and its maladies. Indeed, antebellum southern 

physicians had justifi ed slavery on the grounds that African Americans, pre-

cisely because they were still in a state of savagery, were not susceptible to 

diseases of civilization.

The theory of racial selectivity, however, was not without critics. Freder-

ick Steigmann of the Cook County Hospital and University of Illinois College 

of Medicine, for example, found no statistical differences in the admission 

of white and black patients for peptic ulcer. In a study that included eleven 

hospitals in eight states, he found that nearly 26 percent of 1,306 admissions 

were African Americans. Steigmann agreed with Otto Kleinberg, whose book 

Race Differences (1935) contradicted the theory of innate race differences and 

placed primary emphasis on environmental factors. “Environmentally con-

ditioned psychic factors,” Steigmann concluded, “play an equally important 

role in the genesis of peptic ulcer in White and Negro patients.” A physician 

has to deal with “the problem of peptic ulcer in the Negro with the same atti-

tude as he does in the White patient.”45

Stress and nervous tension, of course, were omnipresent elements that 

every human being confronted to one degree or another. Why, then, did some 

individuals develop peptic ulcers while others remained free of this dis-

ease? Most clinicians were preoccupied with practical concerns and rarely 
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considered this question. But to a minority the question of vulnerability was 

important. One answer was provided by supporters of what came to be known 

as “constitutional medicine.” As George Draper, its foremost champion, wrote 

in 1924, an inherited characteristic, “infl uenced more or less by environment, 

. . . determines the individual’s reaction, successful or unsuccessful, to the 

stress of the environment.” Such an approach led constitutionalists to offer 

etiological theories based on the inherited idiosyncratic immune response. 

Draper identifi ed what he called the “four panels of personality”—morphol-

ogy, physiology, psychology, and immunity—and suggested that individuals 

with similar profi les tended to be affected with the same diseases.46

In 1932 Draper and an associate applied their fi ndings to peptic ulcer. 

Individuals with a defi nite constitutional type, they found, were predisposed 

toward peptic ulcers. “Ulcer race families” produced a preponderance of 

long, thin males who displayed “a well marked emphasis on the feminine 

component of the androgynous mosaic.” The man-environment unit distur-

bance, they concluded, could be corrected permanently by the application of 

appropriate psychotherapeutic methods, particularly analytic psychology.47

Draper’s elaborate personal inventory to screen patients and his attempts 

to develop a taxonomy of “disease races” did not draw much support from 

gastroenterologists and internists preoccupied with the clinical aspects of 

peptic ulcer.48 Yet constitutionalism infl uenced medical thinking in broad 

and generalized ways. In 1929 Arthur F. Hurst and Matthew J. Stewart noted 

that there appeared to be a general ulcer diathesis that rendered the individ-

ual susceptible to the development of a chronic ulcer and special diatheses 

that determined whether the ulcer developed in the stomach or duodenum. 

Conceding that it was diffi cult to defi ne the ulcer diathesis, they nevertheless 

suggested that individuals with short stomachs were prone to duodenal ulcer, 

while those with long stomachs were likely to have gastric ulcer.49

During the 1930s interest in the role of psychogenic factors in physical 

illness drew the attention of psychoanalysts, many of whom were European 

émigrés who played important roles in the emergence of psychosomatic med-

icine. In 1934 Franz Alexander, the leader of the Chicago Institute for Psy-

choanalysis, reported the results of an ongoing comprehensive investigation 

of psychic factors in gastrointestinal disorders. The most conspicuous fea-

ture of what he termed the “gastric type” (which was characterized by gastric 

neurosis and duodenal ulcers) was intense receptive and acquisitive wishes 

“against which the patient fi ghts internally because they are connected with 

extreme confl ict in the form of guilt and sense of inferiority which usually 
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lead to their denial.” Stomach symptoms, in turn, were conditioned “by the 

repressed and pent-up receptive and aggressive taking tendencies which 

serve as chronic psychic stimuli of the stomach function.”50 Subsequently, 

Alexander and his colleagues as well as other psychoanalysts elaborated the 

role of psychodynamic confl icts and personality in the development of peptic 

ulcer as well as a variety of other diseases, and suggested ways of treating 

such conditions.

The psychoanalytic interpretation of the genesis of ulcers rested largely 

on theory rather than empirical fi ndings. In Alexander’s study in 1934 the 

description of the gastric type was based on an investigation of nine cases, 

three of which involved gastric neuroses and six of which were duodenal 

ulcers. This extraordinarily small sample, to say nothing about the absence 

of any objective method of patient selection or control group, raised serious 

questions about the validity of the study. The psychoanalytic approach to 

the treatment of peptic ulcer, to be sure, drew little or no support from most 

nonpsychiatric clinicians. Yet there was little difference between psychoana-

lysts, on the one hand, and gastroenterologists, internists, and surgeons, on 

the other, in terms of their respective evaluative methodologies. The very same 

criticisms levied against the former were applicable as well to the latter.

Alexander’s formulation, nevertheless, stimulated interest in the psycho-

somatic interpretation of ulcer genesis and the role of stress. The experiences 

of World War II seemed to confi rm the claim that stress could have marked 

physiological consequences. During that confl ict high rates of neuropsychi-

atric symptoms were found among soldiers exposed to extended combat. 

Indeed, the highest rates were found not among green, untested soldiers, but 

among combat veterans.51

Wartime experiences contributed to the triumph of psychodynamic psy-

chiatry in particular and environmentalism in general, both of which created 

a milieu in which stress became a near universal explanatory factor for many 

behaviors and interpersonal relationships as well as an important etiological 

element in many diseases. In their well-known study of an individual who 

had undergone a gastrostomy that left him with a hole in the abdominal wall, 

Stewart Wolf and Harold G. Wolff found that emotional disturbances accom-

panied profound changes in gastric function. Subsequently, Wolff extended 

the concept of stress, which he believed to be a signifi cant etiological element 

in many diseases.52

The stress model had many adherents in the postwar decades. It was pop-

ularized by Hans Selye, the famous endocrinologist who spent his career in 
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an effort to demonstrate that stress played a role in virtually every disease.53 

A variety of studies involving both humans and animals attempted to dem-

onstrate the existence of such a relationship, although the results remained 

problematic.54 During these decades the diagnosis of “stress ulcers” entered 

the medical nosology. The category referred to an acute erosion of the gas-

troduodenal mucosa following a major physical or thermal trauma, shock, or 

sepsis, or the ingestion of such chemical agents as aspirin and alcohol.55

Stress was by no means the only element implicated in the genesis of pep-

tic ulcer. For most of the twentieth century physicians speculated that other 

factors played a signifi cant etiological role, including excessive smoking, 

mental and physical exhaustion, a large, indigestible diet, inadequate masti-

cation of food, and the ingestion of coffee and spices.56 These ideas refl ected 

a large and long-standing literature, embodying both religious and secular 

themes, that offered Americans a guide to proper and improper behavioral 

patterns. Even people who were skeptical of prevailing explanations of ulcer 

genesis could not resist the temptation to provide their own explanations. 

The “cause of ulcer is unknown. . . . The accumulation of observation is tre-

mendous,” Heinrich Necheles noted in 1949. “A number of theories on the 

etiology of peptic ulcer have been brought forward, but none of them have 

been defi nitely proven.” Nonetheless, Necheles provided his own tentative 

hypothesis that emphasized an initial disturbance that hastened cell death, 

which in turn increased acid secretion. Russell Boles, by contrast, questioned 

the traditional claim that peptic ulcer was due to excessive acid secretion and 

called for greater investigation of cell resistance. He was especially critical of 

prevailing therapies and reserved his greatest scorn for surgery, even though 

he was hostile toward prevailing medical therapies. “In the light of our pres-

ent knowledge, I believe that we should regard ulcer as an incurable disease, 

but still recognize that it may be held in abeyance by cultivating a new man-

ner of living.”57

In 1950, Ivy and his colleagues summarized the many and sometimes 

confl icting theories of ulcer genesis. The intragastric or intraduodenal the-

ories included such mucosal disturbances as excessive secretion of acid-

pepsis and defi ciency of neutralizing secretions, mechanical factors (rough 

food, pressures of organs and clothing, peristalsis), irritants in food and 

drink, gastritis and duodenitis, inadequate production of mucus, and nat-

ural differences in mucosal susceptibility. A second subcategory included 

anatomic vascular defects (poor blood supply, infarction, and arteriosclero-

sis) and physiologic disturbances (vasomotor spasm). The extragastric and 
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extraduodenal category comprehended constitutional predisposition, psy-

chogenic factors (occupation, frustration, population density, marital status), 

infections and toxins, allergic responses, nutritional defi ciencies, endocrine 

gland involvement, and neurotrophic factors. Ivy and his colleagues insisted 

that, although not mutually exclusive, the “acid factor properly stands fi rst in 

the list of preferred theories of ulcer formation.” Their conclusions were clear 

and unequivocal. Everyone, they wrote, “looks forward to the day when muti-

lating operations will be unnecessary.” The ideal approach to ulcer therapy 

was to fi nd two orally active substances, one that would specifi cally prevent 

“the parietal cell from forming acid” and another that increases “the resis-

tance of the mucosa to injury and stimulates repair.”58

In the years that followed the publication of Ivy’s book, etiological expla-

nations continued to proliferate. In 1962 Thomas L. Cleave advanced the claim 

that peptic ulcer was caused by the ingestion of such refi ned carbohydrates 

as sugar and white fl our. Subsequently, he expanded his theory and played a 

key role in formulating the infl uential concept that Western diets with their 

refi ned carbohydrates were the cause of many diseases, including coronary 

heart disease, obesity, and diabetes.59

The claim that peptic ulcer was increasing rapidly during the fi rst half of 

the twentieth century—like the increase in lung cancer and coronary heart 

disease—was of major concern in the post–World War II decades. Epidemi-

ologists in particular became preoccupied with explaining such increases. 

Indeed, they were mystifi ed why peptic ulcer rates appeared to be declining 

after mid-century. Birth cohort analysis—much like focal infection theory in 

an earlier period—seemed to suggest a new explanatory approach. The detec-

tion of birth cohort phenomena in morbidity and mortality suggested that 

early life experiences had the potential to shape subsequent morbidity and 

mortality patterns. In a series of studies Melvyn Susser and Zena Stein iden-

tifi ed what appeared to demonstrate the existence of clear birth cohort pat-

terns in the rise and decline of peptic ulcer in Britain. This suggested that the 

determinants of peptic ulcer were to be found in early life experiences. Ulti-

mately, Susser suggested that peptic ulcer had a multifactorial etiology that 

included diet, alcohol, smoking, emotional strain, personality, and heredity, 

although he did not rule out the possibility that a single causal factor, as yet 

unidentifi ed, was responsible.60

Birth cohort analysis assumed a new form when peptic ulcer was recon-

ceptualized as an infectious disease related to the presence of the Helico-

bacter pylori (HP) bacterium. To explain the seeming (but questionable) rise 
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of peptic ulcer in the nineteenth century and subsequent changes in the 

incidence of gastric and duodenal ulcer in the twentieth, such scholars as 

J. H. Baron and A. Sonnenberg have pointed to two opposing time trends—a 

declining infection rate (largely due to increasing hygienic standards) and 

a shift in the initial acquisition of HP infection toward older ages. They 

also point to the increase in publications dealing with gastric and duode-

nal ulcer, which demonstrates that gastric ulcer increased during the nine-

teenth century, but declined after 1900 as the incidence of duodenal ulcer 

rose. They therefore conclude that such trends imply that exogenous risk 

factors shape the course of both gastric and duodenal ulcer and that the 

presence of HP provides only a partial explanation of the epidemiology of 

peptic ulcer.61

Yet empirical data to validate the numerous etiological claims, whether 

based on clinical, observational, or epidemiologic methodologies, remain 

problematic. The increase in publications dealing with peptic ulcer, for 

example, cannot justify claims about the alleged statistical increase in inci-

dence, if only because the diagnosis prior to the development of surgery did 

not exist. If the statistical increase in incidence remains unproven, the etio-

logical claims become equally questionable. “Theories about the etiology of 

peptic ulcer range from the formulas of physiology . . . through hardheaded 

studies of the mucosal barrier and its integrity . . . to the fantasies of psy-

chiatry. . . . [But] we have only speculations,” Howard M. Spiro, a noted Yale 

gastroenterologist, observed in 1971. “The physician,” he wrote in the third 

edition of his Clinical Gastroenterology, “must remain an agnostic when it 

comes to the cause of duodenal ulcer.” Others echoed Spiro’s skepticism.62

Etiological and Therapeutic Change

Toward the end of the twentieth century both etiological theories and thera-

pies underwent signifi cant changes. The dominant point of view was that 

peptic ulcer was due in part to the use of non-steroidal anti-infl ammatory 

drugs (NSAIDs) and infection with HP, the latter accounting for more than 

three-quarters of duodenal and gastric ulcers, and the former for the bulk 

of the remainder. Aspirin, which had come into use by the beginning of the 

twentieth century, had long been known to cause dose-related gastric ulcers 

in rats and bleeding in humans. The introduction of other NSAIDs in addition 

to aspirin and their widespread use led to the conclusion that they played a 

major role in the epidemiology of peptic ulcer by inhibiting mucosal prosta-

glandin synthesis and disrupting mucosal defenses.
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The fi rst major change in peptic ulcer therapy came in the 1970s when 

James Black and his colleagues developed the histamine H2 receptor antago-

nists, which led to the introduction of several drugs, including cimetidine 

(Tagamet), ranitidine (Zantac), famotidine (Pepcid), and nizatidine (Axid). 

These agents reduced acid secretion and promoted healing. Subsequently, 

proton pump inhibitors, including omeprazole (Prilosec) and lansoprazole 

(Prevacid), also proved successful in suppressing acid secretion. These drugs 

seemed to confi rm the traditional belief that ulcer healing was dependent 

upon the tight control of acid. Aside from providing an effective therapy, 

they further undermined the central role that surgery had occupied for nearly 

three-quarters of a century. Elective surgical treatment became rare and was 

employed only when pharmacologic therapy did not work. Emergency surgery 

for perforation, bleeding, and gastric outlet obstruction remained unchanged. 

Antacid drugs, however effective in controlling the symptoms of ulcers, did 

not cure the disease; recurrence was common.63

The second major therapeutic innovation involved the introduction of 

antibiotic therapy. In the early 1980s Barry J. Marshall and Robin Warren 

stained a gastric biopsy specimen and noted the presence of mucosal bacte-

ria subsequently identifi ed as HP. The former successfully treated a patient 

with gastritis and gastric bacteria with tetracycline. In 1982 the bacilli was 

cultured, and Marshall subsequently suggested an association with peptic 

ulceration after experimenting on himself by swallowing the bacilli and then 

treating the ensuing dyspepsia with antibiotics. Initially, his fi ndings were 

ignored or treated with skepticism. Since the 1990s, however, the association 

between HP and peptic ulcer and type B gastritis has been incorporated into 

the medical lexicon and treated with a variety of antimicrobial agents.64

That there are major differences between the early twentieth-century 

theories of peptic ulcer genesis and those of the present is clear. Therapies, 

moreover, are now far more effective and less invasive. Yet there are scien-

tists who concede that a full understanding of the etiology of peptic ulcer 

(as with many long-term diseases) remains somewhat enigmatic. The role of 

gastric hydrochloric acid in peptic ulcer, for example, is still murky. Why do 

high concentrations burn a crater in a confi ned section of the stomach or duo-

denum in some individuals and not in others? Why does the concentration 

of acid vary so much in individuals and why do some develop a peptic ulcer 

when acid levels are not high? Moreover, the causal relationship between 

NSAIDs and peptic ulcer is by no means as clear as some would claim. 

Less than 4 percent of patients taking such drugs develop gastrointestinal 
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disorders, raising the fascinating question of why the remaining 96 percent 

do not.65

The role played by HP in peptic ulcer as well as in the pathogenesis of 

gastric cancers is not entirely clear. HP is one of the most common infec-

tions in the world. The prevalence among middle-aged persons in developing 

countries is over 80 percent, as compared with 20 to 50 percent in industrial-

ized nations. Only a small proportion, however, develop duodenal or gastric 

ulcer; the lifetime risk of an infected person in the United States is 3 percent. 

In India the infection is nearly universal even though peptic ulcer is rare. The 

clinical course of HP may be infl uenced by the interaction of microbial, host, 

and other as yet unknown factors. Indeed, in 1995 Marshall conceded that 

Koch’s postulates had not been fulfi lled because “no human or animal experi-

mental model has produced peptic ulcer after inoculation with H. pylori,” 

although the author of a more recent review insisted that the postulates had 

been “fulfi lled substantially.” Those who believe in the infectious etiology 

point note that the disease can be cured by eliminating the microorganism—a 

fact that offers powerful evidence that the microorganism causes the disease. 

Those who are not persuaded note that only a minority of infected individu-

als ever develop an ulcer, suggesting that a variety of host factors—genetic, 

iatrogenic, nutritional, behavioral, psychological—may be involved.66

Those who prefer physiological and reductionist explanations also reject 

stress as an etiologic agent. Stress, after all, is a protean concept. What pre-

cisely constitutes the elements of stress and how can it be measured? Is stress 

environmental, psychological, or both? Why do some individuals respond 

positively and creatively to stress, and others negatively? Since all humans 

experience stress in one form or another, why do a few develop ulcers and 

most do not? Nevertheless, there are those who continue to believe in stress 

as a signifi cant etiological agent. The author of a recent analysis concluded 

that the evidence supported the conclusion “that stress contributes to the 

etiology of between 30% and 65% of peptic ulcer cases,” a view endorsed in 

part by Spiro.67

At present there is overwhelming agreement that HP plays the crucial 

etiological role. Yet dissenters are by no means absent. Indeed, clinical tri-

als have demonstrated that the identifi cation of an ulcer through endoscopy 

may have little clinical signifi cance, a fi nding that is true for a large number 

of other diseases. Should a person with such an ulcer be regarded as hav-

ing the disease and requiring medical or surgical treatment? In recent years, 

moreover, the very diagnosis of peptic ulcer has come into question. As Spiro 
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noted in 1974, it is diffi cult “to avoid the conclusion that dyspepsia, duodeni-

tis, and duodenal ulcer are part of the same spectrum.” “We should be a little 

less certain,” he added, “about what we mean by the diagnosis of duodenal 

ulcer.”68 Growing agreement “that ‘peptic ulcers’ are multifactorial in origin,” 

he wrote in 1991, “means that there is no more reason to think that an ulcer 

crater signifi es a specifi c disease than fi nding edema of the leg certifi es a spe-

cifi c cardiac disorder.”69 Moreover, some, including Baron and Sonnenberg, 

insist that as yet unidentifi ed endogenous factors are involved in the etiology 

of peptic ulcer.

An understanding of the pathogenesis of a disease, however, is not nec-

essarily a prerequisite for therapy. In the case of gastric and duodenal ulcer, 

treatments that involve combinations of a proton-pump inhibitor, an antibi-

otic, and a nitroimidazole yield a cure rate of about 80 percent. Although pro-

phylactic and therapeutic vaccination has been successful in animal models, 

effective human vaccines have not been developed, partly because knowl-

edge about the immunology of the stomach is not well understood.70

Conclusion

The history of peptic ulcer in the twentieth century (as well as other diseases) 

offers some sobering lessons. Neither medical explanations nor therapies fl ow 

from rational scientifi c discovery; often they refl ect divisions between spe-

cialties, prevailing paradigms, ideological beliefs, and personal convictions. 

A realistic understanding of medicine requires a recognition of the contin-

gent character of both etiological explanations and therapies.
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For much of the twentieth century tonsillectomy (generally with adenoidectomy) 

was the most frequently performed surgical procedure in the United States. 

Despite the fact that relatively little was known at that time about the precise 

function played by this organ, theoretical speculation served as a justifi cation for 

a procedure for which there was little persuasive evidence. Moreover, despite 

intense criticism, it took decades before tonsillectomy rates began to decline, only 

to begin a modest increase in recent years. The checkered history of tonsillectomy 

provides a cautionary lesson and suggests that the enthusiasm that often accom-

panies new therapies should be weighed in the light of evidence of effi cacy.

The history of tonsillectomy also illustrates the individualistic founda-

tions of clinical medicine and the absence of barriers to inhibit therapies 

whose effi cacy is at best unclear. Indeed, the enthusiasm for tonsillectomy was 

shaped by broad concepts and paradigms current in the larger medical and 

scientifi c community. Neither etiological theory nor prevailing practices grew 

out of a body of empirical data. Tonsillectomy provides an instructive if cau-

tionary case study of the complexities and diffi culties posed by the introduc-

tion and persistence of new therapies into clinical practice. It refl ects as well 

the role of inertia and tradition in the persistence of a surgical therapy that 

came under increasing criticism in the decades following its introduction.

Late Nineteenth- and Early Twentieth-Century Practice

The removal of tonsils dates back to ancient times. Two thousand years 

ago Celsus wrote in his De Medicinâ that “indurated tonsils” resulted from 

How Theory Makes Bad Practice

The Case of Tonsillectomy

Chapter 3
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infl ammation. They could be enucleated with fi ngers or excised with a 

mechanical device. In succeeding centuries the removal of enlarged tonsils 

was incorporated into the medical armamentarium, particularly after the 

dread of hemorrhage diminished. After 1700 surgeons began to ligature the 

tonsils and excise the projecting portion. Soon thereafter, specifi c instru-

ments, including a variety of guillotines, came into use.1

Until the early twentieth century, however, tonsillectomy was uncom-

mon. The medical literature suggested that a sense of uncertainty was char-

acteristic, particularly in view of the fact that the function of the tonsils 

remained shrouded in mystery. “I think the very fact that we do not know the 

physiology of the tonsil ought to make us a little chary about doing needless 

operations,” remarked one Kentucky physician.2 Nor was surgery necessarily 

recommended for alleged structural abnormalities. In an examination of the 

nose and throat of over two thousand children in 1888, W. Franklin Chappel 

found over 1,200 abnormalities, including 279 enlarged tonsils. He urged that 

children between the age of six and fourteen should be examined, but omit-

ted mention of tonsillectomy.3

The prevailing consensus at that time was that hypertrophy of the tonsil 

and the accompanying “catarrhal infl ammation of the throat, soreness and 

painful swallowing” justifi ed tonsillectomy. Nevertheless, physicians con-

ceded that the decision to remove the tonsils was neither easy nor obvious. 

That the procedure was not dangerous, wrote Adolph O. Pfi ngst, “in no way 

justifi es an indiscriminate removal of [enlarged] tonsils.” He urged that “a 

conservative stand [be] taken” and the operation undertaken only when it 

was determined that “the presence of the tonsils is a detriment to the welfare 

of the patient.” Ernst Danziger, a New York City physician, warned against 

making tonsillectomy a “routine operation,” if only because he regarded the 

tonsils as a defensive organ that inhibited the passage of bacteria into the 

digestive tract, a view that was echoed by others.4

Late nineteenth and early twentieth century medical texts were equally 

conservative in their approach. In the early editions of their famous and infl u-

ential textbooks, William Osler and L. Emmett Holt took similar positions. 

Both agreed that acute tonsillitis required medical treatment with such medi-

cations as salol (a derivative of salicylic acid). Osler thought that exposure to 

wet and cold and a poor hygienic environment were signifi cant etiological 

factors. Chronic tonsillitis was often related to enlarged tonsils. He recom-

mended tonsillectomy, but only if the enlarged tonsils threatened the general 

health of the child. Similarly, Holt—one of the founders of the specialty of 
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pediatrics—believed that chronic hypertrophy of the tonsils was a source of 

continued danger and increased susceptibility to diphtheria and scarlet fever. 

Iodide of iron administered in large doses over several months was the sole 

internal remedy, although in most cases it was ineffective. Tonsillectomy was 

virtually mandatory where the tonsils were nearly or quite in contact. In the 

majority of cases, however, surgery was not indicated.5

Specialists in laryngology echoed Osler and Holt. Cornelius G. Coakley 

divided the etiology of acute tonsillitis into predisposing and exciting causes. 

The most important predisposing cause was the “rheumatic diathesis;” the 

most exciting cause was wet feet or sitting in a “cold draught.” He recom-

mended bed rest in a warm room and the use of such drugs as calomel and 

salol. The causes of chronic hypertrophic tonsillitis were unknown, but ton-

sillectomy was the only effective therapy. St. Clair Thomson, an eminent Lon-

don physician whose text was published in an American edition, enumerated 

a variety of reasons for removal, including interference with respiration and 

voice, a chronic condition of ill-health attributed to tonsillar infection, and 

frequent attacks of tonsillar infl ammation. He believed that the septic state of 

the tonsils, rather than size, was the critical factor.6

The Expansion of Tonsillectomy

After 1910 medical attitudes toward tonsillectomy began to undergo a signifi cant 

transformation, and its use expanded dramatically. Within decades it became 

the most common surgical procedure in the United States. Yet this change was 

not the result of new pathological or epidemiological fi ndings. On the contrary, 

the rise of tonsillectomy was dependent on novel medical concepts, paradigms, 

and institutions that were in the process of reshaping the structure and prac-

tice of medicine. Indeed, surgical therapies became the cutting edge of medi-

cal practice and the symbol of the successes of modern scientifi c medicine. 

The introduction of anesthesia and antisepsis diminished the risk of infection 

and expanded the world of surgical opportunities. At Johns Hopkins, William 

Halsted pioneered in developing the radical mastectomy, thus making breast 

cancer a “surgical disease.” Halsted’s residency training program contributed 

toward the professionalization and expansion of American surgery. Similarly, 

Berkeley G. A. Moynihan’s work made gastric and duodenal ulcers conditions 

that required surgery. At the same time Sir Arbuthnot Lane, the most important 

interpreter of autointoxication (a belief that constipation led to self-poisoning), 

popularized both the ileosygmoidostomy and colectomy.7 The elevated status 

of surgery thus contributed to the heightened interest in tonsillectomy.
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Perhaps the most important development in promoting the widespread 

expansion of tonsillectomy was the appearance of focal infection theory, which 

in the early twentieth century became the dominant paradigm in American 

medicine. This theory also became a guide to therapy. If infectious pathogens 

gained entrance to the body from the mouth, nose, and throat, it followed that 

the elimination of portals of infection was crucial. The ease with which tonsils 

could be accessed, when combined with the belief that tonsillectomy posed 

relatively few dangers, were also important factors in promoting its use.

A somewhat more aggressive view toward tonsillectomy was already evi-

dent in the fi rst edition of William A. Barrenger’s laryngology text in 1908. 

Barrenger conceded that the tonsils were a limited “barrier against the inva-

sion of microörganisms.” Yet such pathogens gained entrance into the system 

through the tonsils, thus necessitating their removal under certain conditions. 

Nasal, ear, and pharyngeal infections, hypertrophy of the tonsils, tonsillitis, 

and recurrent acute articular rheumatism all justifi ed its removal. “Clinically,” 

Ballenger noted, “there is little to show evil effects from its removal, whereas 

there is much evidence to show the good resulting from its removal, especially 

its complete removal.” Nor was hemorrhage a major risk, and he agreed with 

a prominent surgeon’s observation that the tonsil was of greater importance 

than the appendix and “causes more suffering and more deaths.”8

What kinds of evidence could validate the claim that tonsils were portals 

of infection and that tonsillectomy was an appropriate therapy? To those who 

performed surgery the answer was clear; the personal case series of the indi-

vidual practitioner were the vehicle by which therapies were judged. In other 

words, clinical experience was the crucial element in the determination of 

whether a therapy was or was not effective. For much of the twentieth century 

there was no established methodology that could evaluate therapeutic effi -

cacy, especially when it came to surgical procedures. Physicians weighed evi-

dence overwhelmingly in terms of their own clinical experience. Hence the 

supposed alleviation or disappearance of symptoms after tonsillectomy was 

taken as proof that diseased tonsils were the cause. In a similar vein, studies 

that purported to demonstrate that rheumatism and other diseases frequently 

followed an episode of tonsillitis proved the existence of a probable causal 

relationship. To be sure, clinicians attempted to measure effi cacy by collect-

ing aggregate data. Yet there was no consensus on how to gather or even to 

analyze epidemiological data. For obvious reasons, most studies of tonsil-

lectomy outcomes resulted in favorable fi ndings. One Massachusetts General 

Hospital physician polled 992 patients, and 143 responded by reporting in 
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person. The survey found an improvement in general health of the children 

and less susceptibility to illness. These results were echoed in other surveys. 

“In view of these reports and the attitude of the most prominent pediatricians 

and health offi cers in the country,” noted Daniel W. Layman, “should we not 

seriously consider the removal of the tonsils as a wise prophylactic measure 

in early childhood in many more cases than formerly?”9

Most discussions about tonsils and their relationship to systemic dis-

ease concealed an underlying contradiction that was rarely addressed. The 

belief that the function of the tonsil was unknown was accompanied by a 

claim that it possessed a pathogenic character. In a book devoted exclusively 

to the tonsils, Harvard laryngologist Harry A. Barnes conceded that knowl-

edge of the function of the tonsils was uncertain. Nevertheless, he noted that 

the concept that many systemic infections had their origin in the entrance of 

pathogens into the tonsillar crypts was “now almost universally admitted.” 

An often-cited study of one thousand tonsillectomies by three members of 

the Johns Hopkins Hospital’s Department of Laryngology echoed this asser-

tion. “It is our opinion, as yet unproven by any large series of cases, that dur-

ing the early stage of an acute tonsillitis there is a general bacteriaemia. . . . If 

the organism happens to be of low virulence, or one to which there is a suf-

fi cient degree of immunity, it is quickly killed off. . . . If, on the other hand, 

it chances to be a viridans, or one of the streptococci that E. C. Rosenow has 

shown may have a specifi c affi nity for certain organs, then serious meta-

static infections occur.” Like Barnes, the Hopkins investigators concluded 

that focal infections could give rise to acute rheumatic fever, endocarditis, 

septicaemias due to various organisms, arthritis, nephritis, neuritis, arterio-

sclerosis, general debility, and neurasthenia.10

The growing acceptance of focal infection theory was evident in the 1916 

edition of Osler’s infl uential textbook. By then the conservatism that marked 

the fi rst three editions in the 1890s had largely disappeared. “The tonsils, 

swarming with saprophytic and pathogenic germs,” Osler wrote, “are the 

main gates through which the invaders try to storm the gates. . . . Too often 

the enemy gains entrance, and streptococci, staphlococci, pneumenococci, 

etc., pass to distant parts and cause arthritis, endocarditis, and serious mem-

brane infl ammations.” He was therefore far more aggressive in his endorse-

ment of tonsillectomy.11

By the early 1920s reports about the benefi ts of tonsillectomy proliferated 

in medical journals. “The importance of the tonsils in the acute infections as 

a point of attack and as a portal of entry for infections . . . is so much a matter 
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of common experience as to require no demonstration here,” wrote Edwin H. 

Place. He presented data from his hospital demonstrating that T&A shortened 

the duration of scarlet fever. A study by the Public Health Committee of the 

New York Academy of Medicine found that the Bureau of Child Hygiene of 

the New York City Department of Health had determined that between 10 

and 19 percent of schoolchildren had hypertrophied tonsils and adenoids. In 

1920, 47,000 operations were performed, whereas the number needing sur-

gery was 55,000. The committee urged an expansion of hospital-based facili-

ties to facilitate tonsillectomies.12 Others added their voice in the support of 

tonsillectomy as a weapon in the struggle against infectious diseases and pro-

vided data from their own private and institutional practice supporting the 

benefi cial effects of the procedure. In a book addressed to a general audience 

in 1926, Martin Ross wrote that “no fi ner breeding place for bacteria exists in 

the entire body than in diseased tonsils. . . . From this excellent bacterial hot-

house, the organisms, or the poisonous products resulting from their activ-

ity, are readily absorbed and carried to distant parts of the body.” Five years 

later Robert H. Fowler, a well-known New York City laryngologist, summed 

up the indications for tonsillectomy. They included frequent colds and sore 

throat, otitis or sinusitis, rheumatism, endocarditis, neuritis, and enlarged 

tonsils. “The tonsil operation is a useful and important surgical procedure,” 

he added, but “it would be a pity to overdo it.”13

Such claims led parents, particularly those from more affl uent and edu-

cated backgrounds, to have their children undergo tonsillectomies. In Cheaper 

by the Dozen two of Frank and Lillian Gilbreth’s children recalled the day 

when their family physician observed that the kids had “really ugly tonsils,” 

thus leading to frequent sore throats. Frank, a pioneer in scientifi c manage-

ment, then suggested that the physician come to their home and extract the 

tonsils of no less than six of the twelve offspring. At the same time he arranged 

to have a photographer take motion pictures in order to ascertain the most 

effi cient means of performing this surgical procedure. The experiment failed 

because the photographer forgot to remove the lens cap of the camera! Shortly 

thereafter Frank had his own tonsils removed. The story illustrates the wide-

spread belief both in the effi cacy and safety of tonsillectomy.14

To be sure, the emerging paradigm that emphasized the pathogenic char-

acter of the tonsils had its critics. In a survey of sixteen San Francisco lar-

yngologists who had performed tonsillectomies on more than ten thousand 

children between 1905 and 1915 (three-quarters of whom were under the age 

of fourteen), Sanford Blum found that most of his colleagues had determined 
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that the tonsils were the source of a large number of “functional disturbances, 

developmental derangements, and diseases of the entire human economy.” 

This provided a rationale for tonsillectomy. Blum, however, found the claim 

unpersuasive. Any local infection could be the source of systemic infection. 

He therefore concluded that “the practice of tonsillectomy in children should 

be restricted.” In another study S. E. Moore of the University of Minnesota’s 

medical school found that the complications and fatalities from tonsillec-

tomy were sharply underestimated and that the pathogenic character of the 

organ had been exaggerated. “The tonsil,” he added, “has become the germ of 

medical hysterias, and by the indiscriminating and immoderate employment 

of tonsillectomy this operation has blossomed into the jester of therapeutic 

measures, and the clown of surgical procedures—but a prince of fi nanciers 

nevertheless.” In an experimental study in 1928 Paul S. Rhoads and George F. 

Dick found that in 73 percent of cases tonsillectomy failed to rid the body 

of tissue harboring bacteria because of incomplete removal of tissue even 

by established surgeons. The following year W. Lloyd Aycock and Eliot H. 

Luther of the Department of Preventive Medicine and Hygiene of the Harvard 

Medical School noted that there was a correlation in a small number of cases 

between tonsillectomy and the subsequent occurrence of poliomyelitis.15

Nor did Holt follow the prevailing paradigm. The differences between 

the fi rst (1897) and sixth (1914) editions of his infl uential text were minimal. 

He did not allude to the tonsils as portals of infection, and his approach to 

tonsillectomy was cautious. In the fi fth edition of his standard text on dis-

eases of the nose and throat in 1914, Cornelius G. Coakley took an equally 

conservative approach. Neither fi gure alluded to focal infection theory or rec-

ommended routine tonsillectomies.16

In the 1920s there was a literal explosion in the number of articles dealing 

with the tonsils and tonsillectomy. In a review Arthur W. Proetz estimated 

that between four and fi ve articles appeared weekly. “The great majority of 

these communications,” he added, “do not contribute anything to the sum of 

knowledge.” The efforts to justify or condemn tonsillectomy by employing 

the tools of epidemiology resulted in a variety of fi ndings, some of which were 

contradictory. A fi ve-and-a-half-month follow-up study of fi ve hundred ton-

sillectomies at the New York Hospital concluded that the results were “good.” 

A study of colds among Cornell University undergraduates in the early 1920s 

found that tonsillectomies did not result in a reduction in the frequency of 

colds. One analysis found that tonsillectomy and adenoidectomy in cases of 

tonsillitis conferred an advantage, whereas another found no advantage in 
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reducing a variety of chronic ailments. A critic of indiscriminate tonsillec-

tomy insisted that alternative therapies—including the use of the X-ray and 

radium to shrink the tonsil—were valuable alternatives.17

At about this time Albert D. Kaiser at the University of Rochester Medical 

School began a pioneering follow-up study of children who had undergone 

tonsillectomy; this quickly established his credentials as the leading fi gure 

on this subject. In 1920 Kaiser became involved with a community-wide pro-

gram in the city that made it possible for all children designated by examin-

ing physicians as suffering from diseased tonsils to have their tonsils and 

adenoids removed at a local clinic. No less than ten thousand children had 

their tonsils and adenoids removed in a fi ve-month period. In order to ascer-

tain the effects of the operation, Kaiser decided to observe a subset of these 

children for a period of ten years and to compare their growth and develop-

ment with children whose tonsils and adenoids had been recommended for 

removal but for one reason or another had not had the operation. The numbers 

of children studied in his decade-long and subsequent studies were substan-

tial and ran to well over twenty thousand. In the decade following the inau-

guration of the study Kaiser published a series of articles that culminated in 

1932 with the appearance of his book Children’s Tonsils In or Out: A Critical 

Study of the End Results of Tonsillectomy.18

Nowhere was the problem of employing epidemiology to determine the 

effi cacy and outcomes of tonsillectomy better illustrated than in Kaiser’s 

indefatigable labors. As a later admirer of Kaiser pointed out, an ideal clinical 

trial to determine the effectiveness of a surgical procedure would involve the 

random assignment of patients and a double blind procedure, which would 

require sham operations.19 Given the fact that the double blind clinical trial 

was unknown at that time (to say nothing about the problems of conducting 

such a trial even at present), Kaiser’s approach to determine the effi cacy of 

T&A was understandable. He was acutely aware of the problems involved in 

evaluating the requirements for tonsillectomy. The absence both of knowl-

edge of the function of the tonsil and laboratory tests to determine pathology 

forced investigators to fall back on clinical investigations. Such investigations 

had major shortcomings because of the numerous variables and the fact that 

many studies employed different methods. “The benefi cial results following 

tonsillectomy in selected cases,” he wrote in 1940, “inspired this procedure 

on a large percentage of children often without a good cause.”20

Kaiser’s fi ndings, which remained more or less consistent over the course 

of his study, were relatively cautious and conservative. He noted that the real 
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value of tonsillectomy and adenoidectomy could not be established in a few 

years. Indeed, apparent benefi ts during the few post-operative years were 

less evident over a ten-year period. Surgery contributed to the reduction of 

tonsillitis and sore throat, middle ear infections, and cervical adenitis. But 

the incidence of such respiratory infections as laryngitis, bronchitis, and 

pneumonia actually increased in tonsillectomized children. First attacks of 

rheumatic manifestations occurred less often in tonsillectomized children, 

but recurrent attacks did not change. In the ten-year study the only benefi ts 

were “in the reduction of sore throats, cervical adenitis, otitis media, scarlet 

fever, diphtheria, rheumatic fever and heart disease.” Tonsillectomy offered 

no benefi ts insofar as the incidence of sinusitis, colds, chicken pox, mumps, 

measles, tuberculosis, asthma, and hay fever was concerned.21

At about the same time that Kaiser was undertaking his studies, Sel-

wyn D. Collins and Edgar Sydenstriker of the Public Health Service were 

collecting epidemiological data dealing with respiratory diseases.22 In 1927 

they published a monograph dealing with tonsillitis and related throat con-

ditions. Much of their data came from their twenty-eight-month study of ill-

ness in Hagerstown, Maryland, as well as material gathered by clinicians and 

pathologists. They found that the highest percentage of tonsillectomies was 

in urban areas. Acute tonsillitis and sore throat were more than twice as high 

among schoolchildren with defective tonsils as compared with those who 

had their tonsils removed. Children with normal tonsils had the lowest inci-

dence. Other respiratory diseases were also somewhat more frequent among 

children with defective tonsils than among those with normal or removed 

tonsils. The incidence of rheumatism, heart conditions, cervical adenitis, 

and ear conditions was lowest among children with normal tonsils, higher 

among those with defective tonsils, and highest among the tonsillectomized. 

Children who had their tonsils removed had the highest rates of measles, 

whooping cough, chickenpox, and mumps. The two statisticians also found 

that during the previous fi fteen years rates of tonsillectomy had increased 

dramatically. In the families of medical offi cers in the army, navy, and Public 

Health Service, 50 percent of children in the fi ve- to nine-year-old group and 

60 percent in the ten- to fourteen-year-old group had their tonsils removed.23

Doubters and Critics

During and after the 1930s many of the commonly accepted rationaliza-

tions previously employed to justify tonsillectomy slowly began to be ques-

tioned. What had previously passed as proofs now came to be regarded with 



66 Diagnosis, Therapy, and Evidence

skepticism, if not outright rejection. The epidemiological studies purporting 

to demonstrate the benefi ts of tonsillectomy came under increasing criti-

cism. In 1928 an editorial in the Journal of the American Medical Association 

pointed out that there was little agreement on what constituted “diseased,” 

“enlarged,” and “normal” tonsils; there were wide variations in the reports 

of examiners. Although data indicated that tonsillectomy was “a useful and 

justifi able procedure,” the benefi ts were not so evident when compared with 

a large control group. Three investigators found no statistical relationship 

between tonsillectomy and rheumatic heart disease. More importantly, they 

were critical of many of the early epidemiological studies. Few included an 

adequate sample, uniform criteria for rheumatic infection and diseases of the 

tonsils, complete enucleation of the tonsils, an extended duration of observa-

tion, and control groups not operated on and matched to the treated cases. 

Three years later their criticisms were echoed by Theodore K. Selkirk and A. 

Graeme Mitchell. Little or no attention, they wrote, had been paid to “age, sex, 

race, heredity, fi nancial class, season, effect of adenoidotomy alone, length of 

observation after operation, source from which the history and other data are 

obtained, incidence of tonsillectomy in the community at large and the suit-

ability of the control group.” The neglect of such factors “often invalidated the 

conclusions.” Kaiser, clearly the most careful investigator, admitted as much 

in 1934. He noted that the “desired relationship between the tonsils and the 

various infections in childhood is not as clear today as it seemed 10 years 

ago. Statistical and controlled clinical studies have obliged us to modify or 

even change our views on this relationship. Not so many infections can be 

prevented or modifi ed by the removal of the tonsils as was prophesied in the 

early days of enthusiasm for the treatment of diseased tonsils.” Six years later 

he continued to question the “real value” of many epidemiological studies.24

Slowly those who studied tonsillectomy (with and without adenoidec-

tomy) became increasingly disenchanted with the procedure. The faith in 

focal infection theory that had played such a signifi cant role from 1915 to 

1930 no longer claimed the allegiance of most clinicians and researchers. In 

1938 Russell L. Cecil and D. Murray Angevine called “for a complete reevalu-

ation of the focal infection theory,” which in their view was nothing more 

than a “fetish.” In a clinical lecture the following year reviewing the extant 

literature Hobart A. Reimann and W. Paul Havens insisted that focal infec-

tion theory was unproven and lacked clinical and experimental support, 

and that the routine extraction of teeth and tonsils was not justifi ed. They 

suggested that in many cases fi nancial considerations played a role, if only 
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because tonsillectomy among children from more affl uent backgrounds was 

two or three times more frequent than among the poor. The theory continued 

to be strongly defended because, quoting Kant, “certain things repugnant to 

the reason fi nd acceptance among rational people simply because they are 

spoken of.” That same year Scientifi c American published an article entitled 

“The Great American Rite.” Its author summarized many of the studies that 

questioned the widespread popularity of tonsillectomy and urged laypeople 

to cease trying to persuade physicians to perform an operation that in most 

(but not all) cases was unnecessary.25

The criticisms of tonsillectomy were popularized in novelist Kenneth 

Roberts’s It Must Be Your Tonsils. In a satirical manner he described how a 

series of both American and British physicians had attributed his arthritic 

symptoms in his knee to infected tonsils. As the knee grew worse, he con-

sented to undergo a tonsillectomy. As time passed, his knee continued to give 

him trouble. One day on the golf course he had to quit after the fourteenth 

hole. A friend with whom he had been playing and who was involved with 

collegiate athletics examined the knee and determined that the problem was 

a pulled cartilage. He suggested that Roberts wear an elastic bandage, which 

resolved the problem. So much for infected tonsils!26

The growing criticisms of tonsillectomy in the United States, interestingly 

enough, echoed those in Great Britain. In 1938 the Medical Research Council 

published data from a fi ve-year statistical study of epidemics in schools that 

found no evidence that tonsillectomies resulted in a diminished incidence of 

infections. Its conclusion was simple: “there is a tendency for the operation 

to be performed as a routine prophylactic ritual for no particular reason, and 

with no particular result.” J. Alison Glover, an English pediatrician whose 

work was known in the United States, also insisted that the number of tonsil-

lectomies was “excessive,” and had little value as a prophylactic measure.27

The abandonment of focal infection theory as a justifi cation for tonsillec-

tomy was accompanied by growing skepticism and doubts about the effi cacy 

of the procedure in general. Aside from the question of its role in improv-

ing health, there was evidence that many operations were poorly performed. 

During the fi rst third of the twentieth century there was a vigorous debate 

that dealt with both instrumentation and technique that often involved com-

peting points of view. By then there were more than half a dozen different 

operations even though there was little or no effort to evaluate their rela-

tive merits.28 Regardless of the technique employed, questions over quality 

persisted. One study of 887 fi rst-year female students at the University of 
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Pennsylvania between 1936 and 1938 found that 77.3 percent of the 621 who 

had undergone tonsillectomy had remnants of tonsillar tissue in the fossae. 

Another study found residual tonsil tags in 68 percent of 1,000 tonsillecto-

mized patients, suggesting that the procedure was a failure.29

More importantly, the standards that presumably were the basis for medi-

cal decisions to recommend for or against tonsillectomy remained extraordi-

narily variable. A sampling of 1,000 New York City schoolchildren in the early 

1930s found that 61 percent had undergone tonsillectomies. The remaining 39 

percent were then examined by a group of school physicians, who selected 45 

percent for surgery. The rejected children were examined by a second group of 

physicians, who recommended 46 percent of those remaining for surgery. The 

rejected children were examined a third time, and 44 percent were selected 

for tonsillectomies. After three examinations only 65 out of the 390 children 

remained; they were not examined again because the supply of physicians 

had been exhausted.30 Such variability was a refl ection both of the individu-

alistic character of medical practice and the diffi cult problem of determining 

what constituted evidence to validate a particular therapy.

Between the late 1930s and 1950s an extended controversy grew out of 

the claim that high rates of poliomyelitis, particularly the bulbar form, fol-

lowed T&A. In following up Aycock’s observation a decade earlier, Albert B. 

Sabin—soon to become one of the premier poliomyelitis researchers—noted 

that the tonsillopharyngeal region appeared to be more sensitive to the 

virus and that perhaps nonemergency operations on the throat and mouth 

ought not to be done in the summer and early autumn when poliomyelitis 

was most prevalent. At precisely the same time two Harvard Medical School 

pediatricians who studied 418 consecutive patients with acute poliomyelitis 

admitted to the Infants’ and Children’s Hospitals of Boston came to the same 

conclusion as Sabin.31

Given the inability to isolate a causal mechanism between poliomyeli-

tis and T&A—assuming that one existed—investigators again resorted to 

clinical epidemiological studies. Nevertheless, they faced the same meth-

odological problems that had plagued earlier attempts to correlate surgery 

and specifi c diseases. As three public health physicians from the New York 

City Department of Health observed, the problem was beset by the low inci-

dence of the disease, poor reporting, and incomplete data on the population 

at risk, to say nothing about the need to correct for such variables as age, 

monthly incidence, and time of operation. Moreover, the selection of dif-

ferent types of control groups and statistical techniques gave rise to mixed 
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results. Otolaryngologists obtained their data from patient surveys, physi-

cians, hospitals, and health departments, which tended to point to the rarity 

of poliomyelitis following tonsillectomy. Other studies reported an increase 

in incidence following surgery. When data from an otolaryngological study 

showing no relationship was reaggregated using a different statistical meth-

odology, the results showed twice the incidence of the bulbar form of the 

disease in those who had tonsillectomies within the previous two months. 

Indeed, Charles K. Mills’s review of more than two dozen studies in 1951 

found that opinion was divided between those who found and those who did 

not fi nd a relationship between tonsillectomy and poliomyelitis. A majority, 

however, agreed that if poliomyelitis followed T&A, there was a likelihood 

that it would be the bulbar form. One investigator presented data showing 

that surgery done many years before still increased susceptibility to the bul-

bar form.32

The debate did not end until the introduction of the polio vaccine ren-

dered the issue moot. Although the relationship between poliomyelitis and 

tonsillectomy was never resolved,33 the controversy revealed subtle differ-

ences between pediatricians and laryngologists. The former were more prone 

to believe that the hazard was a real one; the latter, while conceding that the 

increased susceptibility to the bulbar form of poliomyelitis required sober 

judgment, also pointed out that nonremoval of tonsils could even be more 

hazardous. “When properly done under the right indications,” noted one lar-

yngologist, “surgical removal of these organs is one of the most gratifying 

procedures in medicine. Its benefi ts greatly outweigh any possible dangers, 

including a theoretically increased susceptibility to bulbar poliomyelitis.” “It 

is my personal belief,” wrote Lawrence R. Boies, “that when the facts are all in 

we will not regard the tonsil and adenoid operation as predisposing to polio-

myelitis.” For many clinicians, however, the ambiguous data presented them 

with a serious dilemma in weighing surgery. James L. Wilson, who believed 

there was a causal relationship, noted that even if the issue was unsettled it 

implied a risk. Rather than await defi nitive evidence, he added, “I can only 

ask what the risk is of postponing the tonsillectomy and then try to weigh one 

risk against the other.”34

Over time the differences over tonsillectomy between laryngologists and 

pediatricians widened. Boies was a staunch defender. In 1948 he wrote that 

tonsillectomy “should be a worn-out subject.” Nevertheless, the number of 

published papers remained high; between 1942 and 1946 an average of over 

one hundred papers per year had appeared. Moreover, lay periodicals aired 
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and emphasized the negative aspects of the procedure. Having performed 

more than three thousand tonsillectomies, Boies insisted that the procedure 

was justifi ed in cases of repeated attacks of tonsillitis, hypertrophy, and evi-

dence of persistent chronic infection. Nor were the claims about less than 

adequate surgery or the alleged risks of the procedure justifi ed. The follow-

ing year he repeated his beliefs in the fi rst edition of his Fundamentals of 

Otolaryngology (a standard work in the fi eld) and restated them in the next 

two editions.35

The Persistence of Tonsillectomy

Changes in medical practice often do not follow new fi ndings or evidence to 

the contrary. The doubts in the medical literature concerning tonsillectomy 

did not lead to immediate change. A survey sent to 10,200 pediatricians in 1956 

by Irving J. Wolman, editor of the Quarterly Review of Pediatrics, was reveal-

ing. Nearly 90 percent of the 3,441 replies noted that they referred the surgery 

to others, although this was less true of those who practiced in rural areas. 

There was as yet little overt opposition to surgery, but the poll demonstrated a 

growing conservatism among pediatricians. There was unanimous agreement 

that recurrent or chronic otitis media required adenoidectomy, usually with 

tonsillectomy. A majority also recommended such intervention for mouth 

breathing, recurrent or chronic tonsillitis, and for early hearing impairment. 

But fewer than 10 percent deemed size alone as requiring surgery. Wolman 

concluded that the survey revealed disagreement rather than consensus. The 

absence of defi nitive data, therefore, led pediatricians “to make decisions on 

an empirical basis, tinged with a high degree of probability.”36

Yet parents continued to be receptive toward tonsillectomy. Admittedly, 

there were publications that presented the procedure in a highly favorable 

light. In a child’s book directed as well toward parents, Ellen Paullin empha-

sized the ease and benefi ts of tonsillectomy while ignoring any potential 

risks.37 Yet periodicals that often provided medical advice rarely extolled 

the virtues of tonsillectomy or suggested that all tonsils be removed. The 

Reader’s Guide to Periodical Literature—a publication that included, with 

some exceptions, magazines addressed to a general audience—averaged 

only 12.6 entries a decade between 1920 and 1980. Indeed, during the 1950s 

when rates of tonsillectomy remained high, most of the articles urged caution 

and insisted that tonsils should only be removed when there were specifi c 

and justifi able reasons. The idea that tonsils should be removed, noted Dr. 

Robert L. Faucett in an article in Good Housekeeping, developed at a time 
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when diseases that affl icted children “were poorly understood.” Although 

the need for tonsillectomy has decreased, “many parents still submit their 

offspring to this frightening operation without understanding how and why 

it is done.” The fi rst edition (1946) of Benjamin Spock’s manual of baby and 

child care—soon to become the most popular book of its kind in the nation—

was relatively restrained in his discussion of the tonsils. He believed that the 

size of the tonsils was unimportant and that tonsillectomy should be consid-

ered only in cases of chronic infection or an attack of quinsy sore throat (an 

abscess behind the tonsil). The likelihood that tonsillectomy would reduce 

the frequency of colds, rheumatism, and chorea was doubtful. In subsequent 

editions Spock was even more forceful in his belief that tonsillectomy was 

rarely justifi ed.38 High rates of tonsillectomy, therefore, cannot be attributed 

to favorable publicity.

Parental enthusiasm for tonsillectomy was largely driven by medical 

advice that began in the 1920s and persisted among practitioners in subse-

quent decades despite growing conservatism among elite practitioners. “Par-

ents continue to press strongly for the operation,” complained Harry Bakwin, 

a pediatrician at New York University’s College of Medicine. “There is still 

a widespread impression among the laity that it is, in some way, a desirable 

health measure and that it protects against colds.” His concern was shared 

by other physicians. Parents, according to Robert A. Furman, labored under 

two misconceptions: “fi rst, that the tonsils’ only function is to be removed 

surgically; and, second, that any respiratory illness is a tonsillitis.” There 

was a pressing need, he added, for “educational efforts to combat misconcep-

tions about surgery.” Socioeconomic class remained a signifi cant element. 

In a study of two New York State communities, Jane C. Mertz found that in 

each age group there was a higher proportion of tonsillectomies in the pro-

fessional and managerial class than in the clerical, skilled, semi-skilled, or 

unskilled groups. Higher socioeconomic groups were more aware of and had 

greater faith in medicine and more frequent contact with physicians, creating 

a receptivity toward interventionist therapies. The rapid spread of voluntary 

health insurance plans after World War II also played a role. In their study of 

family medical costs and health insurance in 1956, Odin W. Anderson and 

Jacob Feldman found that the tonsillectomy rate among insured children was 

more than three times that of uninsured children.39

In 1958 Bakwin published an exhaustive review of the epidemiological 

studies dealing with tonsillectomy and adenoidectomy. From the outset he 

made it clear that in the overwhelming majority of cases the procedure was 



72 Diagnosis, Therapy, and Evidence

“useless.” He drew on a variety of cross-national studies, all of which dem-

onstrated that, in spite of evidence to the contrary, tonsillectomy not only 

remained at high levels, but had few benefi ts. The overwhelming majority of 

children had their tonsils removed for one or more of three reasons; parental 

pressure, large tonsils or adenoids, and frequent upper respiratory infections. 

Nor was the operation a minor procedure. The number of deaths from those 

undergoing the surgery ranged from a high of 346 in 1952 to 220 in 1955, 

to say nothing of the risks of other complications. Neither were the costs of 

this surgery negligible. Assuming 1,500,000 tonsillectomies per year—which 

meant that 40 percent of the population had undergone tonsillectomies and 

adenoidectomies—the cost to the nation as a whole was $150,000,000 (a not 

inconsiderable sum considering the level of medical expenditures at that 

time). Bakwin thought that few physicians were motivated by pecuniary 

considerations, since the children of physicians were operated on as often 

as the children of others. Given the paucity of evidence to support such high 

levels of surgery, the continuance of the procedure in his eyes was “indeed an 

enigma” for an era which considered itself “scientifi c.”40

During the 1960s and 1970s both pediatricians and laryngologists contin-

ued to debate the effi cacy of tonsillectomy and adenoidectomy and to attempt 

to arrive at defi nitive answers by clinical epidemiological studies that paid 

more attention to methodological concerns. These studies began to narrow the 

range of conditions and to separate tonsillectomy and adenoidectomy, which 

hitherto had run hand in hand. Kaiser’s studies in the 1920s and 1930s had 

included nearly two dozen diseases. The clinical and epidemiological studies 

undertaken between the 1960s and 1980s, by contrast, were much narrower; 

they included fewer conditions and began to separate the differential conse-

quences of tonsillectomy and adenoidectomy. A fi ve-year investigation of the 

effect of tonsillectomy on the incidence of streptococcal respiratory disease 

of nearly seven thousand young airmen found that those who had undergone 

tonsillectomies were neither more nor less susceptible to such infections.41

Between 1963 and 1970 three investigations, two in Great Britain and 

one in New Zealand, aroused considerable interest. The fi rst by W.J.E. McKee 

was a two-part study. The fi rst part measured the benefi ts of tonsillectomy/

adenoidectomy, and the second the role of adenoidectomy in the combined 

procedure. McKee did not rely on parent or physician reports, but followed 

up both the operated and the control group by home visitations. He found 

that the principal benefi t of surgery was relief from throat disorders and a 

reduction in otitis media; respiratory or other disorders were not affected. 
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Adenoidectomy played little role in the reduction in throat disease but was 

important in the reduction in otitis media. Five years later a study by Stu-

art R. Mawson, Peter Adlington, and Mair Evans came to somewhat differ-

ent conclusions. There was a noticeable reduction in the frequency of sore 

throat, tonsillitis, cervical adenitis, and colds, but no change in the incidence 

of otitis media. The third by Noel Roydhouse (conducted in New Zealand, 

but also published in an American Medical Association journal in 1970) 

concluded that children with a marked susceptibility to respiratory tract 

infection benefi ted from the combined operation, especially by a reduction 

in throat illness.42

In 1971 Jack L. Paradise and colleagues at the Children’s Hospital and the 

University of Pittsburgh School of Medicine began a prospective, controlled 

clinical trial to determine the indications for tonsillectomy and adenoidec-

tomy; two years later the National Institutes of Health agreed to provide fund-

ing. Paradise was cognizant of the fl aws in previous clinical trials, and that 

the reporting of attacks of tonsillitis by parents was unreliable. His study 

was not completed until 1982, and the results were published in 1984. The 

147 children included were selected because of the frequency of severe and 

recurrent throat infection; children with other conditions (e.g., extreme 

hypertrophy of the tonsil) were excluded. At the completion of the study the 

investigators concluded that the incidence of throat infections during the 

fi rst two years of the follow-up was signifi cantly lower in the surgical than 

the nonsurgical group. The investigators emphasized that tonsillectomy was 

warranted in children meeting their stringent eligibility criteria, which they 

conceded were atypical. For children with less severe throat infections there 

was room for nonsurgical treatment. Hence, decisions had to be made on an 

individualized basis.43

Differential epidemiological fi ndings refl ected a generalized confusion 

about the effi cacy of tonsillectomy that became characteristic during and after 

the 1960s. An author of a Lancet annotation observed that the data from the 

McKee and Mawson studies demonstrated that the greatest benefi t occurred 

in the twelve months following the surgery. Under such circumstances the 

“improvement could conceivably be due to an operation rather than the oper-

ation!” In reviewing these and other studies, Hugh G. Evans was highly criti-

cal. McKee, he pointed out, failed to subtract the number of days lost in the 

hospital and during convalescence from the total number of days “saved” in 

the operated group. The net result was a trivial “savings.” Similarly, Maw-

son’s results were inconsistent. “There are as yet no categorical indications 
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for tonsilladenoidectomy other than intrinsic disease such as quinsy or sus-

pected malignancy.” Short-term benefi ts might accrue to four- to six-year-old 

children with documented histories of severe concurrent tonsillitis, but pre-

cise identifi cation of such children was impossible. “There is still no compel-

ling evidence of any long term benefi t from T and A,” concluded Evans, and 

the burden of proof of the effi cacy of such surgery had to rest with those who 

urged the operation. Subsequent evaluations of evaluative studies of tonsil-

lectomy also found severe methodological and substantive shortcomings.44 

And even the Paradise study seemed problematic because it included only 

children with severe and recurrent throat infections.

Indeed, by the late 1960s tonsillectomy was coming under sharp attack 

in the medical press. In a letter to Pediatrics in 1968 A. Frederick North Jr. 

referred to “an epidemic unchecked.” The epidemic in question was caused 

neither by a pathogen, an environmental contaminant, nor a genetic defect, 

but by a medical procedure that was unsafe and ineffective. The procedure, 

he added, should at best be considered “experimental and have the status of 

an experimental drug.” Clinical studies had to “determine whether tonsil-

lectomy and/or adenoidectomy is actually treatment or really a more severe 

health problem than any of the conditions it purports to cure.” The following 

year Robert P. Bolande described tonsillectomy (along with circumcision) as 

“ritualistic surgery” performed on a “nonscientifi c basis” in order to fulfi ll 

parental need.45

Given such confl icting evidence and claims, how did physicians in 

active practice deal with tonsillectomy with and without adenoidectomy? 

In 1968 the editors of Modern Medicine attached a questionnaire to the April 

issue that went to over 200,000 physicians. They received 13,495 responses; 

27.0 percent had performed surgery within a fi fteen-day period, and 18.5 

percent had recommended the operation during that period (but had not 

operated). Those responding were distributed in the same pattern as all phy-

sicians in the nation. Of those performing surgery, 58 percent were general 

practitioners, 23 percent otolaryngologists, and 12 percent general surgeons; 

only 3 percent were pediatricians. As a group, otolaryngologists were the 

most active; they performed more than eighteen surgeries during the period; 

the overall average was 8.4 per operating physician. The survey also sug-

gested the presence of a generational divide. The older the physician, the 

more operations performed. The average number of operations reported were 

ten for each physician fi fty or older; seven for ages thirty-fi ve to forty-nine, 

and fi ve for each younger than thirty-fi ve. There was general agreement on 
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the indications for surgery. Over 90 percent of all respondents believed that 

chronic infections, tonsillitis, adenoiditis, pharyngitis, upper respiratory 

infection, adenopathy, lymphadenopathy, and bronchitis required surgery; 

more than 60 percent included hypertrophy of tonsils or adenoids. Nearly 

80 percent of otolaryngologists and pediatricians accepted recurring otitis 

media, ear infections, hearing problems, and obstruction of the eustachian 

tubes as indications for surgery. The contraindications for surgery were rela-

tively few and included bleeding problems, hemophilia, anemia, and clot-

ting defects.46

The results of the survey were followed by an article by Joseph Lubart 

from New York City’s Albert Einstein Medical College. Citing both the work of 

Kaiser and others questioning the effi cacy of tonsillectomy, Lubart neverthe-

less argued that the pendulum had swung too far the other way. There were 

“many chronically ill children today who have been denied the benefi ts of a 

carefully and adequately performed adenotonsillectomy.” Citing the National 

Health Survey, he noted that there were nearly six million persons whose 

defective hearing could have been prevented or alleviated by surgery.47

The survey, however unrepresentative, indicated the existence of a gap 

between practice and the growing doubts about the effi cacy of tonsillectomy 

that were appearing in medical journals. There was some (but not conclusive) 

evidence of a generational gap between those who favored surgery and those 

who were opposed. Physicians who entered practice before World War II, 

many of whom were in general practice but performed tonsillectomies, gen-

erally accepted the paradigm that tonsils and adenoids were responsible for 

a variety of diseases that plagued both children and adults and that surgery 

was both an effi cacious and safe therapy. In subsequent decades their prac-

tice continued to refl ect what they had been taught. As both physicians and 

human beings, it was also natural for them to judge their clinical interven-

tions in a highly favorable light; the concept of observer bias was absent. The 

pervasiveness of tonsillectomy and adenoidectomy in the face of mounting 

doubts of their effectiveness, nevertheless, raises a fascinating issue, namely, 

the extent to which fi ndings that appeared in the medical literature affected 

the daily practice of physicians. To what extent were ordinary practitioners 

familiar with the medical literature dealing with tonsillectomy? Although 

evidence to answer this question for the most part is lacking, the persistence 

of tonsillectomy in the face of growing doubts suggests that many of those 

who had entered practice in earlier decades were less familiar with more 

recent fi ndings; they practiced as they had been taught.
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In the early 1970s Mary Ann Sullivan, a physician and a faculty member 

at the Johns Hopkins School of Medicine, undertook a more representative 

micro study of physician attitudes toward tonsillectomy and adenoidectomy 

in Allegheny County, Pennsylvania (which included the metropolitan area 

of Pittsburgh). Questionnaires were sent to otolaryngologists, pediatricians, 

and general practitioners (general surgeons were included in the survey, but 

they were excluded from the analysis because their responses indicated a 

lack of contact with the problem). Otolaryngologists were far more disposed 

to favor surgery and performed on average 235 per year. Pediatricians and 

younger general practitioners tended not to do surgery. There were large vari-

ations in physicians’ attitudes toward tonsillectomy and adenoidectomy, and 

there was little agreement on what constituted the criteria for the diagnosis 

of tonsillar disease or the indications for surgery. The survey revealed that 

complications were by no means infrequent and that the mortality rate was 

considerably higher in that geographical area than rates in the general medi-

cal literature.48

The manner in which medical practice was structured clearly assisted 

in the persistence of tonsillectomy. Tonsillectomy rates were in part a func-

tion of geographical location. There were much higher rates in urban than 

rural areas, largely because the latter tended to have fewer physicians and 

hospital facilities. The experience of World War II also hastened medical 

specialization; and, increasingly, these specialties (with some notable excep-

tions) tended to be surgical in nature. As John Bunker pointed out in 1970, the 

United States, when compared with England, had twice as many surgeons in 

proportion to the population and performed twice as many operations. Fee-

for-service, solo practice, and a more aggressive therapeutic approach also 

contributed to the greater number of operations in the United States.49

By the 1970s it had become clear that the scientifi c evidence of the ben-

efi ts of tonsillectomy was at best questionable. The randomized trials that had 

been done were diffi cult to interpret, given variable results and the multiplic-

ity of factors. In 1975 the Rand Corporation undertook a study for the Depart-

ment of Health, Education, and Welfare that attempted to measure the quality 

of medical care assessment using outcome measures for eight conditions. The 

study pointed out that there was a better understanding of the natural his-

tory of conditions for which surgical procedures had been performed. Many 

of these conditions—upper respiratory infections, otitis media, hypertro-

phy of the tonsils and adenoids—could be managed successfully either with 

antibiotics or, in the case of otitis media, with lesser surgical procedures, 
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including myringotomy with or without the insertion of ventilation tubes 

(a therapy that subsequently would itself come under question). The panel 

also expressed concern about the possible roles of tonsils and adenoids in 

the immune system and the potential negative consequences that might fol-

low their removal. Although members defi ned three categories (“certain or 

absolute indications,” “reasonable indications, for which evidence of benefi t 

is uncertain,” and “contraindications”) as well as standards by which to mea-

sure outcomes, the differences among them in arriving at their conclusions 

was striking and added little to resolving the indeterminacy that was char-

acteristic of the surgery. Seven years later two Mayo Clinic otolaryngologists 

conceded that “a well-designed prospective study concerning the indications 

for and results after these operations has not been presented.”50

The uncertainty about the effi cacy of tonsillectomy was evident as well 

in the deliberations of a group of leading physicians attending a workshop in 

1975. The problems included inadequate knowledge, a failure of communica-

tion and education, and a lack of concern in fi nding solutions. Those attending 

found it diffi cult to agree and urged that high priority consideration be given 

to prospective investigations in order to defi ne approaches to the optimal 

management of diseases of the tonsils and adenoids. They also emphasized 

that additional studies of the pathogenesis, pathophysiology, and epidemiol-

ogy of these disorders were required in order to identify basic mechanisms 

that were so essential to the solution of therapeutic problems.51

The Decline and Persistence of Tonsillectomy

The mounting doubts about tonsillectomy in the post–World War II decades 

did not immediately lead to a reduction in tonsillectomy rates. Between 1915 

and 1950 the frequency of this surgical procedure increased. Selwyn D. Col-

lins, in a study covering about nine thousand families between 1928 and 

1931, found that the adjusted rate for all ages was 38 per thousand, with a 

peak of 68 at age six. He estimated that tonsillectomy constituted nearly one-

third of all surgical operations, of which about 60 percent were performed in 

hospitals and the remainder in offi ces, clinics, or homes. By mid-century per-

haps 1.5 to 2 million individuals (overwhelmingly children) had their tonsils 

removed each year. In a careful longitudinal study of three age cohorts (born 

before 1910, 1910–1929, 1930–1948) in two New York State communities, Jean 

Downes found a marked increase in the risk of tonsillectomies in the decades 

between 1880 and 1949. In the fi rst group only 4 percent of males had their ton-

sils removed by age fi ve. The comparable fi gures for the next two groups were 
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18 and 42 percent, respectively. By age nineteen 67 and 61 percent of males in 

the latter two groups, respectively, had undergone surgery. In Rochester, the 

urban area where Kaiser had conducted his epidemiological studies, between 

33 and 40 percent of all admissions of children to hospitals in the 1960s were 

for the removal of tonsils and adenoids. A decade later it remained the most 

common surgical procedure in the United States and the main reason for the 

hospitalization of children.52 Data from the National Health Survey in 1965 

indicated that 1,215,000 tonsillectomies (with and without adenoidectomies) 

had been performed. Thereafter tonsillectomy began a slow albeit uneven 

decline and by 1986 had fallen to 281,000.53

Despite increasing skepticism about the need for and effi cacy of tonsil-

lectomy, it persisted in medical practice. What accounted for the growing 

discrepancy between theory and practice? Why did not doubts about this sur-

gical procedure result in immediate changes in the behavior of physicians? 

The answers to these questions shed much light on the structure and nature 

of medical practice.

The slow decline of tonsillectomy was not due to conclusive evidence 

that it did not result in the benefi ts claimed by its advocates. Admittedly, it 

is diffi cult, even at the present time, to measure many therapeutic outcomes 

with any degree of precision. Clearly, the absence of an agreed upon method 

to determine effi cacy played a role in the persistence of tonsillectomy. Most 

epidemiological studies had encountered formidable methodological prob-

lems that made it extraordinarily arduous to establish causal relationships. 

Results changed from study to study, and the criteria employed were so vari-

able that the fi ndings were at best highly problematic. Hence, physicians, 

whatever their specialty, could fi nd data that purportedly supported the 

manner in which they practiced. As Michael Bloor pointed out, even oto-

laryngologists who were aware of the scientifi c standards that presumably 

governed their practice demonstrated consistent variations in their clinical 

assessments. The very nature of medical knowledge, he suggested, provided 

for these differences, if only because the theoretical construction of a dis-

ease entity was often arbitrary and value-laden. Indeed, any disease entity 

was in effect a general designation and could refer to a wide variety of dif-

ferent conditions.54

Although the early faith in focal infection theory and the claim that ton-

sils were portals of infection had long since passed, the belief that tonsillec-

tomy had clear benefi ts persisted. Physicians who had received their training 

in medical schools prior to World War II accepted tonsillectomy as a legitimate 
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therapy. Their reading of medical journals, given the demands of clinical prac-

tice, was probably confi ned to their own specialty, and they may have been 

unaware of dissenting views that appeared in other specialty publications. Nor 

were many trained in either epidemiology or statistical analysis, and therefore 

were not in a position to evaluate in a critical manner the studies they encoun-

tered. Hence, their clinical approach continued to refl ect their training. The 

fact that solo practice was the norm resulted in a quasi-professional isola-

tion that insulated them from the growing skepticism about the procedure. 

The absence of therapeutic norms and standards and professional regulation 

meant that practitioners were free of institutional constraints.

Perhaps the most important elements in reducing tonsillectomies were 

the change in the nature of specialty training and practice and a growing 

skepticism in medical school departments of pediatrics about the effi cacy 

of the surgery. After World War II, specialty training became more com-

mon. Those who selected pediatric internships had little opportunity to 

learn surgical techniques and, hence, did not—as those who came to confi ne 

their practice to children in an earlier era—perform tonsillectomies. Wol-

man’s survey in 1956 revealed that younger pediatricians were less likely 

to perform tonsillectomies or to refer them to their older colleagues. The 

widespread use of antibiotics also persuaded many that surgery was unnec-

essary.55 In addition, the number of tonsillectomies performed by general 

practitioners dropped precipitously. Unlike the pre–World War II generation 

of general practitioners, their postwar successors found that they had lost 

their surgical prerogatives as medicine was increasingly divided by spe-

cialty. As hospitals became central to medical practice, home and offi ce sur-

gical procedures virtually disappeared.

If pediatricians were less prone to recommend tonsillectomy, the same 

was not true of otolaryngology, which remained a specialty in which surgery 

played a major role. The growing differences between the two were already 

evident in a symposium in 1953, which was published the following year 

in the Journal of the American Medical Association. Conservatism was evi-

dent in the presentations by Theodore L. Badger, a Harvard Medical School 

internist, and R. Cannon Eley, from the Harvard Department of Pediatrics. 

The former expressed his belief that “too many tonsils are still being taken 

out.” The latter observed that most pediatricians “view the tonsil and ade-

noid question with respect, but they also view the general health of their 

patients with a great respect and in selected instances and under proper 

circumstances advocate the removal of these lymphoid tissues.” Boies, one 
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of the nation’s most eminent laryngologists, took a more activist position and 

expressed his belief that in many cases nonremoval of the tonsils could be 

more hazardous than removal.56

That pediatricians were becoming dubious about the effi cacy and ben-

efi ts of tonsillectomy was clear. During and after the 1970s pediatric texts 

manifested considerable conservatism in their approach to surgery and 

greater appreciation of the immune role of the tonsils. In the sixteenth edition 

of Pediatrics in 1977 (the successor to Holt’s Diseases of Infancy and Child-

hood), Robert J. Ruben devoted only two paragraphs to tonsillectomy. The 

procedure, he noted, “should be reserved only for those children who have 

four or more repeated episodes of bacterial pharyngitis associated with ton-

sillitis and in whom the immunologic systems were felt to be adequate.” In 

the sixteenth edition of Nelson Textbook of Pediatrics in 2000 Margaret A. 

Kenna was even more restrained. For children with recurrent throat infec-

tions (seven in the past year, fi ve in each of the past two years, or three in 

each of the past three years or more), tonsillectomy decreased the number of 

infections in the subsequent two years as compared with no tonsillectomy. 

But children who met these criteria and who did not have tonsillectomies 

also experienced a decline in the number of throat infections. Conceding 

that chronic or recurrent tonsillitis or adenotonsillar hypertrophy were often 

given as justifi cations for tonsillectomy, she nevertheless wrote that the only 

absolute indications were the presence of a tumor or severe aerodigestive 

tract obstruction. Kenna rejected virtually all of the claims that had served 

as a justifi cation for the surgery for nearly three-quarters of a century.57

Yet the decline in the number of tonsillectomies proved transient. By 

1996, 383,000 tonsillectomies were performed, and a decade later the number 

exceeded 400,000.58 The resurgence of the procedure refl ected both a change 

in the structure of medical specialties and a new concern with sleep-related 

breathing disorders. In earlier decades pediatrics and otolaryngology were 

distinct specialties. Toward the end of the twentieth century departments 

of pediatric otolaryngology had become more common. Pediatric otolaryn-

gologists, unlike pediatricians, were somewhat more aggressive in recom-

mending surgery for a variety of conditions even though supportive evidence 

remained problematic.

To be sure, otolaryngologists, like their pediatric brethren, employed 

drugs and antibiotics. Yet their proclivity to recommend surgery, albeit less 

aggressively, remained constant. The changed perspective of otolaryngolo-

gists was evident in the 1978 revision of the classic Boies textbook, which 
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listed only chronic airway obstruction, peritonsillar or parapharyngeal 

abscess, hypertropy suffi cient to cause respiratory distress, or a suspected 

malignancy as indications for surgery. Yet the editors of the revised Boies 

textbook were still inclined to give credence to older justifi cation.59

In the 1990s a new justifi cation for tonsillectomy and adenoidectomy 

emerged. During this decade concern with sleep disorders began to mount. 

Although such disorders had a long history, the diagnosis of obstructive sleep 

apnea disorder (which applied to both children and adults) aroused inter-

est. In the case of children the consensus of opinion was that this disorder 

was caused by adenotonsillar hypertrophy and therefore constituted a defi -

nite indication for surgery.60 Moreover, many older justifi cations for T&A (e.g., 

recurrent throat infections) persisted as well.

Nevertheless, the problem of what constituted adequate evidence to sup-

port tonsillectomy persisted. To be sure, standards for RCTs had become more 

formal and rigorous. Similarly, statistical analysis was based on more sophis-

ticated techniques. Yet the results of RCTs were at best ambiguous. A meta-

analysis of studies to determine the effi cacy of tonsillectomy in children under 

the age of eighteen concluded that the procedure provided a small reduction of 

sore throat episodes, days of sore throat associated school absences, and upper 

respiratory infections compared to watchful waiting. Jack L. Paradise, who 

had spent his career in an effort to determine effi cacy, was critical of the meta-

analysis. Its major shortcoming, he noted, was its failure, “by considering only 

pooled risk differences across studies, to relate the outcomes of individual ran-

domized trials to the stringency of the indications used in determining trial 

eligibility.” Paradise’s own studies, which used criteria that were more strin-

gent than the criterion in current offi cial guidelines, had concluded that “the 

degree of benefi t conferred by either operation [tonsillectomy and adenoidec-

tomy] was modest, and appears not to justify the inherent risks.”61 Perhaps the 

comments of an individual in Oxford, United Kingdom (also associated with 

the Cochrane Collaboration), are revealing. Parental decisions to opt for sur-

gery, he observed, were made independently of any evidence. “In many quar-

ters the ‘word on the street’ is still this—‘if you’re having trouble with your 

throat, you should have your tonsils out.’ Fashions may change capriciously; 

tenets in popular culture are harder to dispel.”62

Conclusion

The checkered history of tonsillectomy offers a sober and cautionary lesson. 

Its initial introduction grew out of the popularity of the specifi c germ theory 
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of disease, which gave to medicine a powerful explanatory tool that held 

out the promise of new therapies. Yet what had been an empirically based 

theory was quickly extended in a manner that ignored evidence. The focal 

theory of infection was based on analogy, which then served as a justifi ca-

tion for the claim that tonsils were portals of infection and thus should be 

removed. Inertia also played a role. Once introduced into the therapeutic 

armamentarium, tonsillectomy persisted for decades and was widely hailed 

for its alleged successes.

The absence of a consensus on how to design systematic studies to vali-

date its effi cacy led physicians to justify tonsillectomy on the basis of their 

own clinical experience. Clinical experience, however, has two very differ-

ent forms. The fi rst is a somewhat intangible but indispensable entity. Unlike 

the practice of science, the practice of medicine involves radical uncertainty. 

Whereas scientifi c research is intended to give rise to generalizations, medi-

cal practice, by contrast, seeks particularization. Thus, physicians must 

negotiate between these two extremes in an effort to understand the nature of 

the patient’s distress. They employ scientifi c knowledge, but such knowledge 

is insuffi cient if only because each individual case must be studied holisti-

cally and not subsumed under unambiguous regularities of scientifi c laws.63 

The second is quite different. Clinical judgment is a sine qua non of medical 

practice. Nevertheless, it does not necessarily enable a physician to arrive at 

an informed judgment about the effi cacy of a particular therapy. Physicians 

deal with individual cases, and their personal experiences cannot always be 

used to establish acceptable standards of practice. Observer bias, after all, is 

a perennial element in human behavior and often leads individuals to come 

to faulty judgments. This is especially true of tonsillectomy. That this surgery 

is useful and even mandatory in specifi c instances is clear. More problem-

atic has been its widespread and indiscriminate deployment for much of the 

twentieth century.

Too often the history of medicine is presented as the story of inevitable 

progress. Yet there is a side to medicine that is often overlooked, namely, 

the introduction and persistence of therapies such as tonsillectomy that rest 

largely on analogy and faith. Were one to undertake a comparable analysis 

of other therapies during the last half of the twentieth century, the results 

would not be fundamentally different. To be sure, it is undeniable that bio-

medical science has much to offer in controlling and alleviating disease. Yet 

the history of tonsillectomy as well as other therapies provides a cautionary 

lesson as well. Therapeutic enthusiasm must be tempered by sober realism 
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and a recognition that the evaluation of therapies is a complex undertaking 

that requires attention to both methodology and clinical experience. It is also 

wise to remember that even the best-designed studies to evaluate therapies 

(including the RCT) do not necessarily yield conclusive or reliable results. 

Finally, in an ideal system there should be a way of ensuring that therapies of 

questionable effi cacy are excluded from the medical practice.
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How Science Tries to 
Explain Deadly Diseases

Coronary Heart Disease and Cancer

Chapter 4

In contemporary America cancer and coronary heart disease are the two 

leading causes of mortality. They arouse fear and anxiety among many, and 

there are perennial calls for “wars” to conquer them. A variety of groups—

physicians, scientists, epidemiologists, and others—provide bewildering and 

ever-changing explanations of the causes of these two diseases. These expla-

nations shape surgical and medical therapies as well as preventive interven-

tions. Scarcely a day passes without new behavioral and dietary advice that 

presumably will lessen the risk of developing cancer and CHD. Yet, as we 

shall see, many of the claims about the etiology of these diseases are fre-

quently not based on hard empirical data or sound epidemiological analysis. 

On the contrary, they often refl ect broad social and intellectual currents that 

perceive of disease as the result of changing social and environmental condi-

tions or inappropriate lifestyles.

That cancer and heart disease are now the major causes of mortality is 

a relatively recent development. In 1900 infectious diseases accounted for 

56 percent of total mortality; cardiovascular-renal diseases and malignant 

neoplasms accounted for only 22 percent. In 2004, by contrast, diseases of 

the heart accounted for 27 percent of all deaths, malignant neoplasms 23 

percent, and cerebrovascular diseases slightly over 6 percent. Of the fi fteen 

leading causes of death, pneumonia and infl uenza (2.5 percent) were the only 

ones that fell, at least directly, into the infectious group, and they often took 

their greatest toll among individuals suffering from a variety of other serious 

health problems. The remainder included such varied categories as chronic 
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lower respiratory diseases (5 percent), accidents (5 percent), and diabetes 

mellitus (3 percent).1

What accounts for the increasing importance of heart disease and cancer 

as the major causes of mortality in the last hundred years? Medical as well as 

social scientists have provided a variety of theories that presumably account 

for changing epidemiological patterns of mortality and morbidity. Whether 

or not supported by empirical data, such theories serve to alleviate anxiety 

and provide assurance to a broad public by demystifying disease. Moreover, 

explanatory theories often justify prevailing medical and preventive inter-

ventions. Admission of etiological ignorance, by contrast, would clearly 

diminish medical and scientifi c legitimacy.

Yet etiological explanations, however plausible and rational, often rest 

on a slippery foundation. What kinds of evidence can be employed to vali-

date them or illuminate basic physiological mechanisms? Indeed, questions 

of what constitutes evidence are by no means self-evident. The cases of heart 

disease and cancer in many ways illustrate the problematic character of many 

contemporary explanatory theories.

The Checkered Epidemiology of Coronary Heart Disease

That part of the increase in heart disease and cancer mortality is related to 

the changing age distribution of the American population is obvious. In 1900 

infectious diseases resulted in high death rates among infants and children. 

The slow decline of infectious diseases as the major cause of mortality after 

1900 (which had relatively little to do with the introduction of new therapies) 

meant that more individuals survived to old age. Consequently, the incidence 

and prevalence of cardiovascular diseases and malignant neoplasms rose as 

the population grew older. Diseases of the heart (which included a variety 

of subcategories), for example, took an increasingly higher toll among the 

various age groups. In the twenty-fi ve to thirty-four age group in 2004 the 

age-adjusted mortality rate was 8 per 100,000; in each of the next six age 

groups by decade the comparable fi gures were 29, 90, 219, 542, 1,506, and 

4,896, respectively. Malignant neoplasms manifested a similar pattern. In the 

twenty-fi ve to thirty-four age group, mortality was 9 per 1,000; the greatest 

increases were in the next six age groups: 33, 119, 333, 755, 1,280, and 1,653.2

Yet age by itself cannot explain these changes, if only because patterns 

of morbidity and mortality have not remained static. The fact of the matter is 

that there were important if not clearly understood changes in their patterns 

over time. The checkered history of these two diseases in the last hundred 
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years suggests that many cherished etiological explanations as well as pre-

ventive strategies are based on questionable evidence.

In the early twentieth century the most common form of heart disease 

was rheumatic heart disease. The disease, which affected children and 

young adults, was associated with the Group A streptococcus. Exposure to 

this organism created antibodies that cross-reacted with heart tissue. The 

result was impairment of the mitral valve. Thickening of the valve reduced 

blood fl ow, which often resulted in congestive heart failure and death. Even 

in the absence of effective therapeutic or preventive measures and for rea-

sons which are not completely clear, mortality from rheumatic fever declined 

steadily during the fi rst half of the twentieth century and by the 1980s the 

disease had largely disappeared.3

The decline in mortality from rheumatic heart disease was accompanied 

by a steady rise in age-specifi c mortality from CHD among all age groups. 

Admittedly, changes in terminology add an element of complexity. In the 

early part of the century “diseases of the heart” was the diagnostic category. 

Subsequently, heart diseases came to include such categories as ischemic 

heart disease, coronary heart disease, and arteriosclerotic heart disease, all 

of which are basically the same. They denote the clinical symptoms of ath-

erosclerosis, which is the obstruction of the fl ow of blood through the arterial 

network and, specifi cally, the coronary arteries.

At the beginning of the twentieth century CHD was relatively uncom-

mon. To be sure, “organic heart disease” was a common cause of death. But 

this category was quite different and included valvular diseases related to 

rheumatic fever and infections that impaired the heart and kidneys (which 

led to congestive heart failure). In the 1920s, however, an upward trend in 

CHD mortality began and continued unabated for more than thirty years. 

Male death rates for CHD far exceeded those for females. The ratio was high-

est among the younger age groups and decreased with advancing age. To Paul 

Dudley White, one of the nation’s most prominent cardiologists, this was a 

mystery. “Why should the robust and apparently most masculine young male 

be particularly prone to this disease?” he asked in 1944. Interestingly enough, 

the increase in CHD was not confi ned to the United States, but was interna-

tional in scope and occurred in more than two dozen countries.4

Beginning about 1950, age-specifi c death rates for all major cardiovascu-

lar-renal diseases began to fall. Between 1960 and 2005 age-adjusted mortal-

ity rate for all heart diseases fell from 559 to 211 per 100,000. Virtually every 

age group shared in the decline. The aging of the population was not a factor 
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in the increase in mortality from heart disease, if only because a larger pro-

portion of people within each age group perished from heart disease in 1950 

than in 1900. The pattern for CHD followed a similar path. Mortality began 

to decline somewhere in the 1960s. Between 1970 and 1993 mortality among 

men ages forty-fi ve to sixty-four dropped by more than 60 percent, a decline 

far greater than the decline in overall mortality rates. Women experienced a 

similar decline even though their rates were far lower than those of men. As 

a result, CHD became largely a disease of the very old.5

The decline in cardiovascular mortality had a signifi cant effect upon life 

expectancy. Between 1962 and 1982 the death rate from all cardiovascular 

diseases dropped about 36 percent. By 1982 this translated into fi ve hun-

dred thousand fewer deaths than would have occurred based on 1963 rates. 

The improvement in cardiovascular mortality (a category that accounted for 

nearly half of all deaths) played a major role in the increase in life expectancy 

during these years. The decline in CHD mortality was an important compo-

nent in the overall mortality decline and assisted in reversing the trend of 

greater longevity of women.6

What explains the irregular trend of mortality from CHD in the twentieth 

century? The answer to this seemingly obvious question is anything but sim-

ple. As late as the 1950s many researchers and clinicians believed that what 

is now known as CHD was a chronic degenerative disease related to aging and 

could not be infl uenced by specifi c preventive measures. The Commission on 

Chronic Illness, created in the 1950s to study the problems of chronic disease, 

illness, and dependency, noted that the “causes of the most signifi cant cardio-

vascular diseases—rheumatic fever, arteriosclerosis, and hypertension—are 

known only in part. . . . In the present state of our knowledge then, prevention 

of cardiovascular disease is largely confi ned to the prevention of complica-

tions.” Atherosclerosis, it conceded, “is not preventable at the present time.”7

By the 1960s the focus had shifted to the role of risk factors as crucial 

elements in the etiology of cardiovascular disorders. A series of epidemio-

logical studies, some of which began in the 1940s, transformed the manner 

in which CHD was understood. Ancel Keys, head of the Laboratory of Physi-

ological Hygiene at the University of Minnesota, was a key fi gure in develop-

ing the argument that risk factors explained the rise in mortality from CHD. 

He began with the observation that CHD was the dominant cause of mortality 

among males ages forty through fi fty-nine; the disease caused 40 percent of 

all deaths in this group within a fi ve-year period. Keys was among the fi rst 

to claim that dietary fat raised serum cholesterol and led to atherosclerosis. 
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In the 1950s, with support from the Public Health Service, Keys launched 

his Seven Countries Study that included Italy, Yugoslavia, Greece, Finland, 

the Netherlands, Japan, and the United States. The initial results appeared 

in 1970 and then at fi ve-year intervals. The conclusion was simple: the three 

critical variables in the genesis of CHD were age, blood pressure, and serum 

cholesterol. The study also found that weight, smoking, and physical activity 

appeared to play no role in the disease.8

So confi dent was Keys in his fi ndings that he and his wife published a 

book in 1959 entitled Eat Well and Stay Well. Designed for both physicians 

and the lay public, it included a laudatory introduction by Paul Dudley White. 

CHD, according to the Keys, was a major problem among populations with 

high cholesterol levels. Such elevated levels were largely a result of a diet 

high in meat and diary fat, margarine, and hydrogenated shortenings, which 

in turn produced clogged arteries. In the past, carbohydrates played a much 

more important role in the American diet. In most parts of the world 60 to 75 

percent of food calories came from carbohydrates. In the American military, 

by contrast, barely 40 percent came from this source, and the whole popula-

tion had gone almost as far in replacing carbohydrates with fats. The moral 

was clear; a low-fat diet would prevent CHD, and the book offered dietary 

advice as well as a series of recipes.9

At about the same time that Keys was developing his theory, the famous 

Framingham study was launched in 1948. The study enrolled over fi ve thou-

sand residents free of CHD in the early 1950s and tracked them for years. They 

received comprehensive physical examinations and were re-examined every 

two years. In 1961 the study identifi ed three characteristics associated with 

the development of CHD; elevated serum cholesterol levels, hypertension, and 

the electrocardiographic pattern of left ventricular hypertrophy. Over time the 

study seemed to indicate that high blood pressure, obesity, cigarette smoking, 

and a family history of heart disease played crucial roles in CHD.10

The seven-country and Framingham studies were followed by a variety 

of other studies that emphasized similar themes. The monograph on cardio-

vascular diseases sponsored by the American Public Health Association, 

published in 1971, accepted the claim that behaviors peculiar to modern 

industrialized society explained the high rates of CHD. As Menard M. Gertler 

and Paul Dudley White noted in 1976, the idea of identifying individuals at 

risk for CHD was “becoming fi rmly established.” To be sure, “unanimity is 

lacking on the question of which risk factors should be used.” Nevertheless, 

they believed that “this matter will be resolved eventually.”11
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During the 1970s and 1980s there was a rising crescendo of claims that 

high fat diets and obesity were linked to heart disease as well as cancer. The 

Senate Select Committee on Nutrition and Human Needs, chaired by George 

McGovern, pushed the diet-heart hypothesis in its hearings; the result led 

to the publication of the U.S. Dietary Guidelines, which was revised every 

fi ve years. In 1983 a twenty-six-year follow-up study of participants in the 

Framingham Heart Study concluded that obesity was an independent risk 

factor for cardiovascular disease. Dieting and slimness, to be sure, had been 

a cultural ideal since the early twentieth century. By the 1980s, however, the 

virtues of slimness had been transformed into an article of faith that was 

seemingly supported by the objective fi ndings of medical science.12

Taken as a group, most studies rejected the older degenerative hypoth-

esis and substituted in its place the claim that CHD was related to a series of 

behaviors peculiar to the industrialized world. Such an interpretation gave 

meaning to CHD in the sense that it identifi ed those who were presumably at 

greatest risk and suggested ways of decreasing that risk. The mystery and ran-

domness that had previously characterized explanations of CHD were super-

seded by the claim that individuals were at increased risk for the disease if 

they ate high-fat foods, smoked, were overweight, or were physically inactive. 

That such a theory emerged in the postwar decades is understandable. The 

emphasis on behavioral risk factors mirrored a belief that each individual was 

responsible for health as well as a faith that medical science and epidemiol-

ogy could illuminate the behavioral etiology of CHD. Many chronic diseases, 

including CHD, various forms of cancer, diabetes and other conditions, Lester 

Breslow noted in 1960, refl ected the availability of rich and abundant foods, 

alcohol, smoking, less physical activity, and other “good things” associated 

with the modern industrialized world.13

In summing up their fi ndings of the Alameda study, Lisa F. Berkman and 

Breslow concluded that health and disease “arise mainly from the circum-

stances of living.”

Rural communities with poor sanitation located in areas heavily 

infested by parasites, mosquitoes, and other disease agents and vectors 

are affl icted with one pattern of health, disease, and mortality. Urban 

communities starting on the path of industrialization but affected by 

crowding, inadequate food, and poor sanitation have another pattern. 

Modern metropolitan communities with advanced industrialization 

and reasonably good sanitation, but low physical demand coupled 
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with access to plenty of fatty foods, alcohol, and cigarettes, have still 

a third kind of health, disease, and mortality pattern. . . . In the latter 

part of the twentieth century, their [infectious diseases] place has been 

taken by coronary and other cardiovascular diseases, lung cancer, and 

other forms of noninfectious respiratory disease.14

Studies of the decline in mortality from CHD in the United States empha-

sized two elements, namely, improvements in treatments and reductions in 

risk factors. Clinical trials to identify risk factors posed methodological dif-

fi culties, however, particularly because such trials were generally of rela-

tively short duration. Hence, observational studies were employed to provide 

evidence supporting the causal association between risk factors and CHD. 

The likelihood of causation, according to a task force of the American Col-

lege of Cardiology in 1996, was strengthened under the following conditions. 

First, the stronger the association, the more convincing that the relationship 

was causal. Second, exposure to the risk factor had to antedate the onset of 

disease. Third, the association had to be dose-dependent. Fourth, the rela-

tionship had to be consistently demonstrated under diverse circumstances 

(e.g., various populations). Fifth, the association was biologically plausible. 

Finally, the association was specifi c in that the risk was associated with a 

particular disease.15

Another task force then specifi ed interventions for specifi c risk factor 

categories. The fi rst included risk factors for which interventions proved to 

reduce the incidence of CHD (cigarette smoking, LDL cholesterol, hyperten-

sion, and thrombogenic factors). The second were those that were likely to 

reduce the incidence of CHD (diabetes, physical activity, HDL cholesterol, 

obesity, postmenopausal status). The third were those that might reduce CHD 

incidence (psychosocial factors, triglycerides, Lp(a), homocysteine, oxidative 

stress, and alcohol consumption). Finally, it identifi ed risk factors that could 

not be modifi ed (age, gender, family history). The task force conceded that 

diet was important but had not been included since diet reacted with dif-

ferent factors at many different levels. If diet had been included, however, it 

would have been placed in the fi rst category.16

Another study explaining the decrease in CHD mortality from 1980 to 

2000 attributed 47 percent of the decrease to a variety of specifi c treatments, 

including initial treatments for myocardial infarction or unstable angina, 

secondary preventive treatments after myocardial infarction, treatments 

for heart failure, revascularization for chronic angina, and other therapies. 
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Approximately 44 percent of the decline in mortality was attributed to 

changes in risk factors, including reductions in total cholesterol, systolic 

blood pressure, and smoking, as well as increased physical activity. The latter 

reductions, however, were partially offset by increases in body-mass index 

and prevalence of diabetes, which accounted for an 18 percent increase in 

the death rate.17

The emphasis on risk factors as major elements in the etiology of CHD, 

however, is not entirely persuasive. Why, for example, did CHD mortality 

rates rise especially among younger men in their thirties and forties from 

the 1920s to the 1950s? If a causative factor is responsible for atherosclero-

sis, a latency period of perhaps twenty years must be subtracted from the 

time when the mortality curve initially began its rise. Such was not the case. 

Risk factors did not begin to be an important element until the late twentieth 

century, whereas CHD mortality began to rise in the early part of the cen-

tury. Dietary change came after World War II. If the more recent switch from 

saturated to unsaturated fats and the decrease in serum-cholesterol played a 

role in the last quarter of the twentieth century in declining CHD mortality, 

why did this not occur as well during the depression of the 1930s when most 

Americans could not afford rich diets? Death rates for heart disease in general 

did not follow dietary changes.18 Similarly, cigarette smoking—whose health 

effects generally take several decades to appear—fi rst became prominent in 

the 1920s, when the increase in mortality from CHD was already underway. 

Much the same holds true for the claim that diminished physical activity 

was a crucial factor. Like cigarette smoking, the use of automobiles was not 

common until the 1920s and during the depression of the 1930s remained a 

luxury. Nor did physical activity diminish during World War II; if anything, 

military service and factory labor resulted in increased physical activity. To 

be sure, life for most Americans became more sedentary in the latter part of 

the twentieth century. Similarly, saturated fat consumption, generally associ-

ated with CHD, increased during decades during which mortality from CHD 

was declining. In a careful analysis of the major variables associated with 

CHD, Reuel A. Stallones observed that “hypertension does not fi t the trend of 

the mortality from ischemic heart disease at all; physical activity fi ts only the 

rising curve, serum cholesterol fi ts only the falling curve and only cigarette 

smoking fi ts both. In no case is the fi t as precise as one would like.”19

Comparative data from other countries also failed to sustain the claim 

that risk factors such as high-fat diets explained CHD mortality. Through-

out southern Europe, for example, heart disease death rates steadily declined 
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while animal fat consumption rose because of increasing affl uence. Some 

epidemiologists, as a matter of fact, have suggested that national differences 

may refl ect the availability and consumption of fresh produce year round. 

Scotland and Finland have high rates of CHD; its citizens eat high-fat diets 

but consume relatively little fresh vegetables and fruits. Mediterranean pop-

ulations, by contrast, consume large amounts of fresh produce year-round. 

To University of Cambridge epidemiologist John Powles, the antifat move-

ment that has gained such prominence in recent decades was founded on 

the notion that “something bad had to have an evil cause, and you got a heart 

attack because you did something wrong, which was eating too much of a bad 

thing, rather than not having enough of a good thing.”20

Although epidemiology has become a major discipline during the second 

half of the twentieth century, many of its methodologies and explanations of 

disease etiology raise serious problems. Some epidemiological studies rely 

on cohort analysis and observational studies. In employing this methodol-

ogy, investigators monitor disease rates and lifestyle factors (e.g., diet, phys-

ical activity, among others) and then infer conclusions about the relation 

between them. Thus they identify risk factors, such as high-fat diets, which 

presumably cause cardiovascular disease. The problem is that risk factors 

are at best associations and do not necessarily explain changes in epide-

miological patterns in time and space. At best, cohort analysis can generate 

hypotheses, but say nothing about causation. The danger is that associa-

tions between disease and behavior become the basis of public health rec-

ommendations about what individuals should do to prevent disease. There 

are numerous examples of observational studies that have proven erroneous. 

The claims that hormone replacement therapy or beta-carotene consump-

tion protected against cardiovascular disease and that fi ber intake protected 

against colon cancer were all discredited by subsequent RCTs. Indeed, 

David L. Sackett has written about what he termed the “arrogance of pre-

ventive medicine.” “Without evidence from positive randomized trials (and, 

better still, systematic reviews of randomized trials) we cannot justify solic-

iting the well to accept any personal health intervention. There are simply 

too many examples of the disastrous inadequacy of lesser evidence as a basis 

for individual interventions among the well.”21

Numerous epidemiological studies are also severely limited by meth-

odological inadequacies and often fail to shed light on pathological mecha-

nisms. In surveying some of this literature, Alvan R. Feinstein found that 

“56 different cause-effect relationships had confl icting evidence in which the 
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results of at least one epidemiologic study were contradicted by the results of 

another. About 40 more confl icting relationships would have been added if 

the review had included studies of disputed associations between individual 

sex hormones and individual birth defects.” Indeed, Americans are besieged 

by behavioral advice that seems to change daily. They are fi rst told that mar-

garine is better than butter, and subsequently learn that the former may lead 

to clogged arteries. They exercise because it is good for their heart, but soon 

are told that it increases the risk of sudden death. They are told that vitamin 

E and beta carotene help prevent cancer, only to learn that both were no better 

and possibly worse than a placebo.22

Changes in disease incidence and prevalence may have little relation-

ship to risk factors. The decline of rheumatic heart disease offers a contrast-

ing example. Risk factors and even antibiotic therapy played minor roles at 

best in its disappearance, which may have followed the lessened virulence 

of the Group A streptococcus. Changing disease concepts, moreover, com-

plicate the problem of measuring variations in incidence and prevalence. 

Advances in diagnostic technology, for example, have led to overestimation 

of the prevalence of many diseases and increased interventions of dubious 

benefi t. Sophisticated imaging and laboratory technologies have determined 

that about a third of adults have evidence of papillary carcinoma of the thy-

roid, 40 percent of women in their forties may have ductal carcinoma in situ 

of the breast, and 50 percent of men in their sixties have adenocarcinoma of 

the prostate. Yet most of these individuals will not develop clinical forms of 

the disease, and treatment in such cases can result in harm.23

The emphasis on risk factors as a major element in CHD morbidity and 

mortality has had a major impact upon medical practice. By the 1970s the 

asymptomatic treatment of hypertension—one of the risk factors identifi ed 

by both Keys and the Framingham study—had become standard medical 

practice. High cholesterol, by contrast, could not be treated nor was it yet 

regarded as a signifi cant factor in CHD etiology. The introduction of phar-

maceuticals (notably, the statins) in the 1980s to control cholesterol levels, 

however, led to dramatic changes in medical thinking and practice. Choles-

terol reduction, fueled by the introduction of a variety of statins, became an 

important goal. In other words, the availability of statins was accompanied 

by the creation of a new disease category. Elevated cholesterol, however, is a 

disorder of pure number, and the number is largely a function of the negotiat-

ing process between pharmaceutical companies and consensus committees 

that set numbers, often in an arbitrary manner. Whether elevated cholesterol 
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level is a disease in the conventional sense of the term or simply a number 

that has been reifi ed is open to question. At best, the evidence that cholesterol 

reduction medications prevent cardiovascular disease is hardly conclusive. 

Yet the sale of statins remains at high levels (nearly $29 billion in 2004), thus 

creating a fi nancial incentive to defi ne pathology in terms of a numerical 

scale from “normal” to “abnormal.”24

The faith in risk factor explanations also has had a major impact on the 

dietary and behavioral advice given Americans in the late twentieth century. 

Since high saturated fat allegedly played an important role in CHD genesis, 

such prestigious organizations as the American Heart Association and the 

AMA, as well as others, have urged Americans to reduce their intake of satu-

rated fat by eating less meat, eggs, butter, and cheese, all of which play a role 

in elevating cholesterol, clogging arteries, and adding weight. Similarly, they 

have been urged to cease smoking. That Americans have heeded this advice 

is clear. Fat intake, cigarette smoking, hypertension, and cholesterol levels 

all declined in the last quarter of the twentieth century. Yet there is little evi-

dence that the incidence of heart disease has declined. Moreover, obesity lev-

els and diabetes have at the same time risen dramatically. Between 1960 and 

1980 age-adjusted prevalence of obesity of men between the ages of twenty 

and seventy-four increased from 11 to 30 percent; the rise among women was 

from 16 to 34 percent. Weights of children and adolescents increased corre-

spondingly. The number of new cases of diabetes rose from 493,000 in 1980 to 

1,440,000 in 2005; the age-adjusted incidence increased from 3.5 to 7.5 during 

the same period.25

Indeed, the emphasis on low-fat diets has led to a corresponding rise in 

carbohydrate consumption. Between 1971 and 2000 there was a statistically 

signifi cant increase in caloric intake and the percentage of calories from car-

bohydrates. The percentage of calories from carbohydrates increased from 

42.4 to 49.0 percent among men and from 45.4 to 51.6 among women. The per-

centage of calories from total fat decreased among the former from 36.9 to 32.8 

percent and among the latter from 36.1 to 32.8. Survey data suggest that these 

developments were due in part to consumption of food away from home as 

well as from salty snacks, soft drinks, pizza, and increased portion sizes.26

The relationship between a high-carbohydrate diet and disease is com-

plex. The more carbohydrates consumed, the greater the need for insulin to 

send the glucose from carbohydrates to the cells to be used as fuel. If blood 

sugar is higher than normal, resistance to insulin-stimulated glucose devel-

ops, which is characteristic of persons with either insulin-dependent or 
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non-insulin-dependent diabetes mellitus and impaired glucose tolerance. 

Resistance to insulin-stimulated glucose is common, and the compensatory 

response is to excrete more insulin. The other side of the equation, however, 

is that excess insulin leads the liver to secrete triglycerides for storage in the 

fat tissue with all of the corresponding risks. The ensuing state of hyperin-

sulinemia often prevents the development of diabetes but increases the risk 

of developing hyperlipidemia and hypertension, which in turn heightens the 

risk of developing CHD. Indeed, Gerald M. Reaven, who has made major con-

tributions to our understanding of the critical role of insulin in a variety of 

diseases, has pointed out that a low-fat/high-carbohydrate diet did not modify 

the basic defect in insulin-resistant persons (estimated to be about one-third 

of the American population) and actually accentuated all of the undesirable 

metabolic manifestations, including CHD.27

In recent years, insulin resistance, hypertension, high triglycerides, 

and low high-density lipoprotein cholesterol levels have become known as 

the metabolic syndrome, a designation that has aroused considerable debate 

about whether it is or is not a distinct entity. There is general agreement, 

however, that central obesity, particularly upper body (as contrasted with 

lower body) obesity, is one of the most important causes of insulin resistance. 

Other factors include both diet and a sedentary lifestyle. “Insulin,” accord-

ing to one authority, “is at the root of the metabolic syndrome,” a syndrome 

that plays a crucial role in causing cardiovascular events. Two studies, one in 

the United States and the other in Germany, found that a signifi cant propor-

tion of the population who were either overweight or obese were metaboli-

cally healthy. In other words, insulin resistance appeared to be a far more 

important variable than weight. Indeed, the CDC and NCI have found that 

overweight individuals have longer life expectancies than so-called normal 

weight persons.28

Nevertheless, the National Institutes of Health’s National Cholesterol 

Education Program, created in 1986, continued to promote the claim that 

high LDL cholesterol—the result of high saturated fat diets and cholesterol—

was the major cause of heart disease, a position seconded by most presti-

gious medical organizations. Yet such claims were not confi rmed by a recent 

study that placed over three hundred obese subjects on three diets (low-fat, 

restricted-calorie; Mediterranean, restricted-calorie; low-carbohydrate, non-

restricted-calorie) and followed them for two years. The low-carbohydrate 

group (which also had the highest consumption of saturated fat) lost the most 

weight and had the highest reduction in the ratio of total cholesterol to HDL. 
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The study, in other words, did not confi rm the prevailing consensus on the 

deleterious role of saturated fats.29

That the hold of the risk factor hypothesis remains powerful is clear. 

In discussing declining cardiovascular mortality, William B. Kannel and 

Thomas J. Thom admitted that “no one has yet established a convincing fi t of 

trends for any risk factor with cardiovascular mortality trends.” Nor was it 

possible to “directly associate specifi c improvements in cardiovascular dis-

ease prevention and treatment with the mortality decline.” Conceding that 

the infl uences of altered behaviors, medical treatment, and prevention were 

“incomplete, indirect, and equivocal,” they nevertheless suggested that these 

elements had “indeed contributed to the decline in mortality.”30 Although the 

etiology of CHD has by no means been resolved, it seems clear that the risk 

factor theory, despite its popularity and widespread acceptance, has severe 

gaps and shortcomings. If this is the case, it may very well be that many of the 

dietary standards promulgated by government and private organizations may 

not be valid and in some instances actually harmful.

The risk factor theory is by no means the only explanation of the rise of 

CHD after 1900. In England David Barker was puzzled by the fact that CHD 

was a common cause of death among men who had low risk characteristics. 

He ultimately pioneered the concept that fetal undernutrition during critical 

periods of development in utero and during infancy led to permanent dam-

age which increased susceptibility to CHD, stroke, hypertension, and type 2 

diabetes in later life. He found that areas with the highest rates of neonatal 

mortality in the early twentieth century also had the highest rates of low 

birth weights. Barker then suggested that impaired fetal growth among those 

who had survived infancy predisposed them to such diseases in later life. 

Low birth weight infants, moreover, were at increased risk for hypertension, 

lung disease, and high cholesterol. The search for the causes of “Western” 

diseases, Barker noted, focused on the adult environment and ignored the 

childhood environment. He attributed this in part to the fact that most envi-

ronmental models had their origin in the epidemiological studies dealing 

with the effects of cigarette smoking. CHD, he suggested, “may turn out to be 

the effect of the intrauterine or early postnatal environment.”31

Barker’s thesis has stimulated considerable work by others. In a review 

of the literature several researchers noted that there was evidence from a 

variety of disciplines to support the belief that “environmental factors act-

ing during development should be accorded greater weight in models of 

disease causation.” They conceded that molecular epidemiology has to date 
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“failed to defi ne strong genetic determinants of developing metabolic dis-

ease,” but expressed the hope that “epigenetics will provide some explana-

tions of how subtle early-life infl uences can produce long-term functional 

and structural changes.” Developmental plasticity, they added, “could con-

tribute an adaptive model that includes the effects of environmental factors 

during early development.”32

The theory that adult disease may have fetal origins is intriguing, but the 

mechanism is unclear and conclusive supportive evidence is lacking. Barker 

has offered several suggestions about the ways in which undernutrition might 

operate, such as adversely infl uencing the formation of cells and hormone 

production or introducing vulnerabilities to adverse environments in later 

life. Nevertheless, other researchers have found that periods of famine had 

only modest effects on later health. Moreover, undernutrition is related to 

socioeconomic status, which also plays a signifi cant role in health.33

Recent research on CHD has also begun to focus on the possible role of 

early life infections, which is compatible with the developmental model of 

disease causation. It has long been known that individuals with atherosclero-

sis and its clinical complications of unstable angina, myocardial infarction, 

and stroke have elevated markers of infl ammation. At a time when the focal 

theory of infection was popular, William Ophüls, who was involved in more 

than three thousand autopsies in San Francisco hospitals during the fi rst 

quarter of the twentieth century, found that lesions associated with early life 

infections were quite common. He collected evidence that included disease 

histories as well as age at death, class, race, and sex. Though dealing with 

an unrepresentative population, he compared individuals with a history of 

infectious diseases with those who did not. Ophüls found that aging alone 

could not explain the differences between the two groups; the former had 

far greater arterial and aortal damage. “The development of arteriosclerosis,” 

he concluded, “is closely connected with injury to the arteries from various 

infections.” Rheumatic chronic infections in particular seemed “to play the 

most important role.” Moreover, arterial lesions reached “their full develop-

ment after the active infectious process had long subsided.” In recent years 

this older claim has reappeared in a new version. Researchers now believe 

that increased levels of the infl ammatory biomarker high-sensitivity C-

reactive protein predict cardiovascular events.34

Whether or not chronic infl ammation is a cause or result of atherosclero-

sis remains unknown. Nevertheless, there are some indications that certain 

chronic infections caused by Chlamydia pneumoniae and cytomegalovirus 
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(as well as other infectious agents) may be etiological factors. Potential mech-

anisms may include vessel wall contamination, which could result either in 

direct damage or indirect damage by initiating an immunologic response. 

Chronic infection may also assist in the development or destabilization of 

atherosclerotic plaques. Although it may be a coincidence, according to some, 

the decline in atherosclerosis-related deaths corresponded with the introduc-

tion of antibiotic therapy after 1945. Whether or not infections play a role in 

the etiology of CHD remains a provocative but as yet an unproven theory.35

That CHD may be related to infections is not as novel as fi rst appears. Until 

the 1980s peptic and duodenal ulcers were attributed to gastric acidity, stress, 

smoking, alcoholic consumption, and genetic predispositions even though in 

1946 it was successfully treated at Mount Sinai and the New York Hospital 

by an antibiotic (Aureomycin). But for unknown reasons—perhaps because 

of the prevailing paradigm that peptic ulcers was a noninfectious disease—a 

successful empirical treatment never entered clinical practice.36 In the 1980s 

the Helicobacter pylori bacterium was identifi ed as one of the causal agents. 

Though initially disregarded by clinicians, this fi nding ultimately led to a 

partial reconceptualization of peptic and duodenal ulcer and to the use of 

antibiotic as well as traditional therapies. Whether research on CHD will fol-

low a similar path is as yet unclear. At present it is possible to diagnose and 

manage CHD by such means as bypass surgery, angioplasty, stents, and drugs 

(although their effectiveness remains controversial). In general, these medi-

cal technologies improve the quality of life even if they do not always extend 

it. The etiology of CHD, however, remains shrouded in mystery. In noting the 

decline in heart disease mortality, Lewis Thomas admitted,

No one seems to know why this happened, which is not in itself surpris-

ing since no one really knows for sure what the underlying mechanism 

responsible for coronary disease is. In the circumstance, everyone is 

free to provide one’s own theory, depending on one’s opinion about 

the mechanism. You can claim, if you like, that there has been enough 

reduction in the dietary intake of saturated fat, nationwide, to make 

the difference, although I think you’d have a hard time proving it. Or, 

if you prefer, you can attribute it to the epidemic of jogging, but I think 

that the fall in incidence of coronary disease had already begun before 

jogging became a national mania. Or, if you are among those who 

believe than an excessively competitive personality strongly infl u-

ences the incidence of this disease, you might assert that more of us 
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have become calmer and less combative since the 1950s, and I suppose 

you could back up the claim by simply listing the huge numbers of new 

mental-health professionals, counselors, lifestyle authorities, and vari-

ous health gurus who have appeared in our midst in recent years. But I 

doubt it, just as I doubt their effectiveness in calming us all down.37

The Enigma of Cancer Epidemiology

Like CHD, cancer presents similar enigmas. In 1900 malignant neoplasms 

accounted for perhaps 4 percent of all deaths and ranked sixth as a cause of 

mortality. The proportion of deaths from cancer began a gradual rise, and by 

1940 cancer was ranked second and accounted for 11 percent of mortality. In 

1960, 1980, and 2004, the fi gures were 16, 21, and 23 percent, respectively. Of 

2.39 million deaths in 2004, about 554,000 were from malignant neoplasms. 

Between 1950 and 1993 cancer death rates rose. In 1950 the rate was 140 per 

100,000; by 1993 it had risen to 206. At that point there was a modest decline 

in cancer mortality. Between 1993 and 2002 the decrease was 1.1 percent per 

year. The decrease then accelerated; between 2002 and 2004 the decline was 

2.1 percent.38 Like heart disease, mortality from cancer was related to age. The 

increase in the number of cancer deaths was in part a refl ection of the fact 

that far more individuals survived infancy and youth and lived a relatively 

long life. Yet age alone cannot explain cancer epidemiology.

Statistical data, however, revealed little about a disease that has aroused 

profound fears and anxieties. Cancer, of course, was not a new disease; it was 

found in mummies. Despite its ancient lineage, it remained somewhat of a 

mystery. For precisely this reason, paradoxically, competing theories about 

its nature and etiology were plentiful in the early twentieth century. Some 

argued that it was a contagious disease caused by germs; some insisted that 

it was inherited; some thought it related to the rise of industrial civilization; 

some suggested that it was caused by emotional or mental stress; and oth-

ers believed that various forms of irritation predisposed tissue to cancerous 

growth. The seeming inability of physicians to treat most forms of cancer also 

led to a proliferation of therapies. In 1913 the American Society for the Con-

trol of Cancer (later the American Cancer Society) was created to educate the 

public about the importance of early detection and surgery.39 Nearly a quarter 

of a century later a congressional act created the National Cancer Institute, 

which after World War II enjoyed phenomenal growth. Indeed, by the late 

1960s a powerful lobby had declared “war” on cancer, leading to the passage 

of the “war on cancer” act of 1971.40
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Cancer has also received more publicity than almost every other disease. 

The disease, according to Keith Wailoo, “has long been a barometer of social 

difference, an index of social roles and relations, a vital indicator of inequali-

ties, a marker of fundamental differences among people, and a vehicle for 

expressing anxieties about change and social status.” Speculation about its 

etiology has involved a myriad of competing theories. Heredity, microbes, 

viruses, irritations, occupation, behavior, diet, environment, and such psy-

chological factors as stress were all advanced as causal elements in cancer 

genesis. Nor were race, ethnicity, class, and gender excluded. In the early 

twentieth century, for example, cancer was regarded as a “white disease,” 

and white women were most at risk because they had rejected their tradi-

tional roles as mothers. African Americans, by contrast, had low rates, partly 

because they lived in a simpler stress-free environment and thus did not 

develop diseases of civilization. To demonstrate such differences, experts 

relied on statistical data despite their severe shortcomings. In the late twen-

tieth century, by contrast, cancer had crossed the racial divide even as the 

older categories of white and non-white were replaced by such new categories 

as Hispanic and Asians, which proved equally complex because of the divi-

sions within each of these groups.41

As the research effort into the mysteries of cancer multiplied exponen-

tially after 1945, explanations continued to proliferate. There were, of course, 

precedents to draw upon. In 1775 Percivall Pott noted that young English 

chimney sweeps often developed scrotal cancer, which he attributed to 

infl ammation caused by soot. In 1910 Peyton Rous demonstrated that chicken 

sarcoma could be reproduced by a fi lterable virus. The major emphasis in 

postwar America, however, was on the effect of carcinogens, including radia-

tion, air pollution, occupation, food additives, exposure to sunlight, and vari-

ous chemicals. At the same time risk factor explanations that emphasized 

diet and smoking proliferated. The therapeutic armamentarium also multi-

plied, and surgical intervention was augmented by chemotherapy and new 

forms of radiation that were effective against certain types of cancers.

What is cancer? Like many other long-duration illnesses, it is much easier 

to describe its pathology than its etiology. Recent work in molecular biology has 

begun to unravel some (but not all) of the mysteries of cancer. The mammalian 

genome contains tumor suppressor genes as well as proto-oncogenes. The lat-

ter are essentially accelerators and the former brakes in cell growth. Excessive 

cell growth can result from a defect in either. An inherited cancer syndrome 

or a genetic accident—either random or induced by a carcinogen—transforms 
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the function of tumor suppressor genes or proto-oncogenes and thus distorts 

the normal process of cell growth and differentiation. It is also becoming 

increasingly clear that human cancers are biologically heterogeneous and that 

future therapies will have to take this into account.42

Contrary to popular belief, the genesis of cancer is a slow process; decades 

pass before the disease becomes symptomatic. The progression of lung cancer 

(which is associated with cigarette smoking) is relatively slow. In general, a 

person has to smoke for three decades before a single cell becomes malignant. 

In reports of doubling times for primary lung cancer (n = 228) it took approxi-

mately 102 days for the malignant cell to double. Thus a single cell became a 

tumor of 1 mm. in diameter after doubling twenty times. A further ten dou-

blings produced a tumor of 1 cm. in diameter and after ten more doublings it 

had a diameter of 10 cm. It took 8.4 years (thirty doublings) to grow to 1 cm. 

(the earliest stage at which the tumor could be diagnosed) and 9.8 years to 

reach 3 cm. (the time when the usual diagnosis was made). Death followed 

when the tumor reached 10 cm. (11.2 years). In other words, lung cancer is 

diagnosed about 10 years after the initial malignant stage, at which time it 

reached seven-eighths of its total size.43

The example of colorectal cancer (a signifi cant factor in cancer mortality) 

is equally instructive. The natural progression of the disease is slow, often 

taking between twenty and forty years. At the outset epithelial cells lining 

the bowel wall proliferate excessively. In the second stage they thicken. Sub-

sequently, these thickenings protrude into the cavity of the colon, resulting 

in small polyps. These growths are not life threatening, but later some evolve 

into true malignant cells, obstruct the colonic tube, invade the underlying 

muscle wall, and eventually metastasize to other parts of the body. Recent 

research has revealed that each stage is accompanied by a genetic change. 

Early polyps follow the loss of a tumor suppressor gene. The appearance of 

mature colorectal carcinomas is dependent on several genetic changes plus 

mutant forms of another gene.44

Unlike CHD, cancer mortality rates did not fl uctuate radically during the 

past century. Yet the overall cancer mortality rate is not necessarily an accu-

rate barometer. Rates for specifi c cancers have changed dramatically over 

time. Moreover, there are considerable variations in mortality based on sex, 

ethnicity, race, class, age, and geographical location. Such variations make it 

extraordinarily diffi cult to make defi nitive statements about the etiology of 

what may be very different kinds of diseases even though they are all sub-

sumed under a single general category.45



102 Diagnosis, Therapy, and Evidence

Between 1930 and 1965 age-adjusted mortality rates from all cancers 

increased. Pancreatic cancer, particularly among those age forty-fi ve or older, 

showed a decided increase, as did cancers of the urinary organs, kidney, ova-

ries, intestine, and, especially, the lung. Cancer of the prostate declined for 

those under sixty-fi ve and remained stable or increased for those over sixty-

fi ve. Breast cancer mortality among women remained more or less stable, 

while increasing among African American females. The data on the relation-

ship between race and neoplasms, however, did not take socioeconomic class 

into account, thus limiting their usefulness.46

Mortality from lung cancer among males, which was relatively unknown 

before 1930, began a spectacular rise after that date. Between 1960 to 1962 and 

1990 to 1992 mortality among this group increased 85 percent from 40 to 74 

per 100,000; after 1992 a slight decline became evident. Female rates leaped 

from 6.0 to 32.3, an increase of 438 percent. Indeed, overall mortality from 

cancer would have shown a slight decline had it not been for the increase in 

lung cancer. Mortality from melanoma of the skin also showed large percent-

age increases, but the number of cases was relatively small. At present, lung 

and bronchus cancer account for 31 percent of mortality among males and 26 

percent among females. Prostate cancer mortality, which doubled between 

1930 and 1990 and remains the second leading cause of death among males, 

then began a period of decline. Breast cancer, the second leading cause of 

mortality, began to decline about 1990 and accounts for 15 percent of deaths 

among women. Colorectal cancer mortality averages between 9 and 10 per-

cent and has also been declining during the past two decades. Stomach can-

cer by far experienced the greatest mortality decline since 1930.47

To be sure, overall cancer mortality rates have continued to decline 

since the early 1990s. Yet the changes were by no means evenly distributed. 

Of the fi fteen leading causes of cancer deaths, rates decreased for these can-

cer sites: colorectum, stomach, kidney, brain, non-Hodgkin lymphoma, and 

myeloma in both men and women; lung, prostate, and oral cavity and phar-

ynx in men; and breast, uterine cervix, and bladder in women. On the other 

hand, deaths from esophageal cancer in men, pancreatic cancer in women, 

and liver cancer in both men and women increased. Complicating the pic-

ture even further is the fact that there are wide variations in mortality rates 

by state and region.48

What accounts for overall cancer mortality as well as changes in the rates 

for particular neoplasms? As in the case of CHD, the answer is by no means 

self-evident. There is general agreement that certain cancers have external 
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causes. Lung cancer, for example, is clearly related to smoking even though 

other co-factors may play a role. In general, lung cancer was not signifi cant in 

the early twentieth century when tobacco consumption was low. In 1880, for 

example, the average cigarette smoker consumed 0.047 pounds of unstemmed 

tobacco (before the removal of stems). There was a gradual rise in usage, but 

as late as 1914 consumption was 0.82 pounds. Shortly thereafter consumption 

began a steady rise; the fi rst peak in usage came in 1953 when the average 

cigarette smoker over the age of fourteen consumed 10.46 pounds or 3,558 

cigarettes per annum. In 1979 the average smoker age eighteen and over 

consumed 33.5 cigarettes per day. The lag between the time that cigarette 

smoking became common and the increase in lung cancer mortality is under-

standable, for the health effects of the habit take many years to appear.49 Only 

after World War II did epidemiological data and pathological evidence began 

to confi rm the association between smoking and lung cancer even though the 

precise mechanism was unknown. That other substances and behaviors are 

involved in specifi c cancers is also clear. Asbestos, certain industrial chemi-

cals, prolonged exposure to sunlight, and ionizing radiation all have carcino-

genic qualities, although the numbers of people exposed are far smaller than 

the number of cigarette smokers.

The etiology of most cancers and the changes in prevalence and mortal-

ity rates, however, remain somewhat of a mystery. Consider the case of gastric 

cancer. Prior to World War II gastric cancer was the leading cause of cancer 

mortality in males and the third in females. But by 1930 a decline in mortal-

ity appeared that persisted for the rest of the century. In 1960 it had fallen to 

sixth place, and in 1992 it ranked ninth. Between 1962 and 1992 the number 

of deaths fell from 19,378 to 13,630 even though population had increased. 

Other industrialized nations experienced a comparable decline, although 

there were considerable variations in rates.50

What explains this dramatic decline? There is no evidence that new treat-

ments played a role; surgery remained the only option and was effective only 

if the tumor was confi ned to the mucosa and submucosa. Nor was there any 

change in survival rates after diagnosis. Since the decline in mortality from 

gastric cancer was international, the assumption of those who have studied 

the disease is that the major etiologic infl uences were environmental rather 

than genetic and that changes in referral, diagnosis, and treatment played no 

role. Of all environmental factors, diet was the focus of most attention. High-

carbohydrate diets, nitrates and nitrites, and salt were implicated as poten-

tial etiologic factors, whereas the consumption of vegetables and fruits (and 
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therefore an increased intake of vitamins C, E, and A) were associated with 

a decreased risk. More recently the emphasis has been on bacterial infection 

with HP in conjunction with previously cited risk factors. The highest rates 

of gastric cancer are found in Japan. In that nation age-standardized mortality 

rates in 2002 were 24.1 per 100,000 for men and 9.6 for women, as compared 

with 3.4 and 1.7, respectively, in the United States. Despite the claim that HP 

infection and dietary factors were the major risk factors leading to high rates 

in Japan, researchers have been unable to quantify their effect with any degree 

of accuracy. Indeed, the persistence of wide variations and changes in mor-

tality rates and diets between countries render many etiological explanations 

problematic at best. More signifi cantly, the decline in mortality antedated 

dietary change, which in any case would have taken at least two decades to 

make its infl uence felt. Like the decline in mortality from CHD, the decline in 

mortality from gastric cancer remains a puzzling enigma that epidemiologi-

cal studies have failed to explain.51

The striking relationship between smoking and lung cancer, as well as 

evidence that exposure to a relatively small number of chemicals and radia-

tion can also result in malignancies, fostered the emergence of an explanatory 

model that emphasized an environmental and behavioral etiology for most 

cancers. Yet the evidence to demonstrate such linkages in many cases was 

hardly persuasive. Virtually all of the epidemiological studies that empha-

size such factors as diet and lifestyle in cancer genesis suffer from the same 

defects as similar studies of the etiology of CHD.

Richard Doll, who played a signifi cant role in illuminating the risks of 

smoking, extended the environmental interpretation of cancer etiology in 

dramatic fashion. Cancer, he and Richard Peto wrote in 1981, “is largely a 

preventable disease.” More than two-thirds (and perhaps more) of all can-

cers were due to smoking and diet, while occupational hazards, alcohol, food 

additives, sexual behavior, pollution, industrial products, and medical tech-

nology played very minor roles. The two men gathered comparative data that 

revealed differential incidence rates for specifi c cancers in various countries. 

Only diet and lifestyle, they insisted, could explain such differences. Their 

study, which originally appeared in the Journal of the National Cancer Insti-

tute, was also published separately in book form and was cited in countless 

journal articles.52

For a variety of reasons the belief that cancer was a preventable illness con-

tinued to prevail. In 1996 the Harvard Report on Cancer Prevention included 

a table listing the estimated percentage of total cancer deaths attributable to 
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established causes of cancer. Tobacco and adult diet/obesity each accounted 

for 30 percent of mortality. A sedentary lifestyle, occupation, family his-

tory, biologic agents, and perinatal factors each accounted for 5 percent; the 

remainder were divided among reproductive factors, alcohol, socioeconomic 

status, environmental pollution, radiation, prescription drugs/medical pro-

cedures, and salt and other food additives. Cancer, the report concluded, was 

“indeed a preventable illness.” It offered a variety of suggestions: a reduc-

tion smoking and consumption of alcoholic beverages; dietary modifi cations 

involving increased consumption of vegetables, fruits, bread, pasta, and cere-

als; reduced consumption of red meat, animal fat, salt, and refi ned carbohy-

drates; greater use of plant oils; avoidance of obesity in adult life; increased 

physical activity; and avoidance of exposure to radiation and environmental 

hazards. A recent report by the World Cancer Research Fund came to similar 

conclusions and argued for a preventive approach.53

Subsequently, Colin B. Begg, an epidemiologist at Memorial Sloan Ketter-

ing Center in New York City, expressed reservations about the Harvard report. 

He noted that the report echoed countless cohort, case-control, and ecologi-

cal studies that purported to show that cancer was caused by environmental 

factors. Critical of the methodology employed by such studies, Begg empha-

sized, in particular, the omission of any consideration of genetic susceptibil-

ity, which could operate independently of environmental risk factors. This 

criticism was rejected by Graham A. Colditz, one of the editors of the Harvard 

report. Taking colon cancer as an example, he argued that with “population-

wide increases in levels of physical activity and folate intake, and with reduc-

tions in alcohol intake, adult weight gain and obesity, red meat consumption, 

and smoking, up to 70% of colon cancer could be avoided.” “It is also time,” 

he added, “to stop chasing after new risk factors.”54

The effort to link cancer to diet, carcinogens, and behavior—which has 

been central to the campaign to prevent and control the disease—has been 

rooted largely in belief and hope rather than fact. Smoking is the one notable 

exception. Other proven carcinogens such as asbestos and high-level radiation 

hazard other than solar ultraviolet rays affected relatively few individuals. 

The myriad epidemiological studies of the relationship of diet and behavior 

to the genesis of cancer—which tended to give results that were constantly 

changing and usually contradictory—were generally based on questionable 

epidemiological methodologies. These epidemiological fi ndings, their weak-

nesses notwithstanding, have caught public attention largely because they 

seem to confi rm the belief that cancer is preventable and that individuals 
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have it within their power to minimize the risk by changing their behavior 

and lifestyle.

That prevention of cancer in the latter half of the twentieth century 

remained an elusive goal did not diminish its popularity. Prevention, after 

all, supported values that placed a premium on individual responsibility for 

one’s own health and well-being. The alternative—that the etiology of cancer 

was endogenous and not necessarily amenable to individual volition—was 

hardly an attractive explanation. It is entirely plausible, for example, that 

cancer is closely related to aging, genetic susceptibility, and genetic muta-

tions, which together impair the ability of the immune system to identify and 

attack malignant cells and thus permit them to multiply. If there is at present 

no way to arrest the aging process, then cancer mortality may be inevitable. 

Moreover, some of the genetic mutations that eventually lead to cancer may 

occur randomly, and thus cannot be prevented.

Nevertheless, the concept of prevention remains popular. John C. Bailar 

III, who tracked cancer mortality over several decades, emphasized the fail-

ure to fi nd effective therapies. “Age-adjusted mortality rates,” he noted in 

1986, “have shown a slow and steady increase over several decades, and there 

is no evidence of a recent downward trend. In this clinical sense we are los-

ing the war against cancer.” A decade later he found little improvement even 

though there had been changes in incidence and mortality rates of specifi c 

malignancies. Indeed, the death rate in 1994 was 2.7 percent higher than 

in 1982, the last year covered in his 1986 paper. In 1986 Bailar wrote that 

thirty-fi ve years of intensive effort to focus on improving treatment “must be 

judged a qualifi ed failure.” Twelve years later he saw “little reason to change 

that conclusion.” “The best of modern medicine,” he concluded, “has much 

to offer to virtually every patient with cancer, for palliation if not always for 

cure. . . . The problem is the lack of substantial improvement over what treat-

ment could already accomplish some decades ago. A national commitment 

to the prevention of cancer, largely replacing reliance on hopes for universal 

cures, is now the way to go.”55 To be sure, Bailar was overly pessimistic about 

the effi cacy of therapies. In the past decade there have been advances in treat-

ing many cancers that extend life even if they do not result in cures. Yet his 

emphasis on prevention refl ected prevailing sentiment.

Aside from behavioral modifi cation to reduce cancer morbidity and mor-

tality, an increasing effort has been underway to urge individuals to take 

advantage of screening tests to detect cancer. Adults in general have accepted 

medical claims that fi nding cancer in its early stages saves lives. One survey 
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found that nearly all women over the age of forty had a PAP test to detect cer-

vical cancer and 89 percent had a mammogram; 71 percent of males aged fi fty 

or over had a PSA (prostate-specifi c antigen) test to detect prostate cancer; 

and 46 percent of both sexes had a sigmoidoscopy or colonoscopy. Moreover, 

most adults were enthusiastic about the prospects of undergoing a total-body 

CT (computed tomography) scan, a procedure now being aggressively mar-

keted to consumers.56

The goal of screening is clear, namely, to detect disease in its earliest 

stages when it is most treatable and presumably curable. For screening to be 

successful three requirements must be met. First, the disease must have a rec-

ognizable early stage. Second, there must be an accurate way to diagnose the 

disease. Finally, there must be a therapy that is effective when applied early 

rather than in later stages when treatments are far less effective.57

Yet the evidence that overall cancer mortality has been reduced by 

screening is not entirely persuasive. The case of prostate cancer is instruc-

tive, for it is the most frequently diagnosed cancer in men. During 2007 an 

estimated 219,000 new cases and 27,000 deaths will occur.58 Yet most prostate 

cancers are so slow growing that they are asymptomatic and have little or no 

effect upon life expectancy. A two-decade-long study of 767 men aged fi fty-

fi ve to seventy-four years with clinically localized prostate cancer diagnosed 

between 1971 and 1984 found that there was only a small risk of cancer pro-

gression. Their results, the investigators concluded, “do not support aggres-

sive treatment of localized low-grade prostate cancer.”59

Aside from a digital rectal examination followed by an ultrasound exam-

ination and biopsy, the only other screening test is a blood test for prostate-

specifi c antigen. The usefulness of the rectal examination is limited because 

of the inability to reach all parts of the prostate gland. Ultrasound has a high 

yield of false positives. Traditionally, a PSA score of 4.0 ng per milliliter or 

higher was considered suspicious and required further investigation. Aside 

from a high rate of false positives and false negatives—to say nothing about 

the fact that normal PSA ranges vary from laboratory to laboratory—recent 

research has shown that the upper limit of the normal range of the PSA is 

unknown. As many as 15 percent of men with a “normal” PSA had high-grade 

cancers. A more recent study led to a fi nding that variations in fi ve chromo-

somal regions were associated with a heightened risk of prostate cancer, par-

ticularly if there was a family history of the disease.60

Nor is there clear evidence that current treatments, including pros-

tatectomy, radiation, and hormone therapy extend life. “Prostate-cancer 
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screening,” Edward P. Gelmann has noted, “has resulted in a substantial 

degree of overdiagnosis of cancers that never would have been presented 

clinically and that would not have affected morbidity or mortality.” More-

over, many treatments have serious side effects, including impotence, incon-

tinence, and a higher risk of death following surgery. Since most prostate 

cancers grow so slowly that they are harmless, the treatments themselves may 

pose far greater dangers than watchful waiting. Indeed, Peter C. Albertsen, 

the principal investigator of the twenty-year outcome study, noted that there 

was too much prostate screening, resulting in too much treatment. “To me, 

it is a nightmare,” he remarked. “We are just feeding off this cancer pho-

bia.” A study comparing the impact of screening in the Seattle–Puget Sound 

area and in Connecticut was revealing. In the Seattle area there was a much 

higher rate of intensive screening followed by radical prostatectomy and 

external beam radiotherapy among Medicare benefi ciaries aged sixty-fi ve to 

seventy-nine than in Connecticut. Yet the study, which followed a cohort 

selected between 1987 and 1990 and followed for eleven years, found no dif-

ferences in age-adjusted prostate death rates between the two areas. That the 

benefi ts of the PSA were shrouded in mystery was refl ected in 2008 when the 

U.S. Preventive Services Task Force (located in the Agency for Healthcare 

Research and Quality) issued a recommendation statement. It concluded that 

for men younger than age seventy-fi ve “the benefi ts of screening for prostate 

cancer are uncertain and the balance of benefi ts and harms cannot be deter-

mined.” It also recommended against screening in men age seventy-fi ve or 

older, since the harms outweighed the benefi ts.61

Nowhere was the dilemma posed by screening better illustrated than by 

the introduction of the steroid drug fi nasteride (Proscar) in the early 1990s 

to treat enlargement of the prostate (Benign Prostatic Hyperplasia or BPH). 

In 1993 the Prostate Cancer Prevention Trial was launched to determine if 

fi nasteride prevented the disease. The results after seven years showed that 

prostate cancer was detected in 803 of the 4,368 men taking fi nasteride (18.4 

percent), as contrasted with 1,147 cases out of 4,692 in the placebo group (24.4 

percent). This seemed to indicate a 24.8 percent reduction. The fi nasteride 

group, however, had a higher rate of more aggressive tumors (6.4 versus 5.1 

percent in the placebo group). Thus the same drug that lowered the incidence 

of prostate cancer was also associated with an increase in the most dangerous 

form of the disease. A subsequent pathological analysis of the prostate gland 

of 500 subjects who underwent radical prostatectomies in the original study, 

however, found that the shrinkage of the prostate by the drug made it easier 
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to detect aggressive tumors. Finasteride decreased the risk by 30 percent of 

having any tumor without any increase in the aggressive or lethal form.62

Yet the use of fi nasteride to reduce the incidence of prostate cancer posed 

a series of troubling questions. One authority has pointed out that while 10 

percent of men over the age of fi fty-fi ve fi nd out that they have the disease, the 

cancer is lethal in no more than 25 percent of them. If fi nasteride reduced the 

incidence by 30 percent, about 7 percent would get a cancer diagnosis, and 

there would be a reduction in the lethal form of the disease from 2.5 to 1.8 

percent. “Finasteride,” he concluded, “might make a difference but only in a 

very small subset of men.” Indeed, a new rationale for prescribing the drug 

emerged, namely, that it would reduce the use of invasive and debilitating 

treatments that leave men impotent or incontinent for a disease that is gener-

ally not lethal. Yet other considerations are involved. What are the risks of 

taking a drug for years whose long-term side effects are unknown to treat a 

disease that is often better left undiagnosed? And what costs are involved?63

Mammography screening for breast cancer in women presents some of 

the same problems as screening for prostate cancer. Breast cancer mortal-

ity remained fairly stable between 1930 and 1975. Between 1975 and 1990 it 

increased by 0.4 percent annually, and between 1990 and 2004 it decreased 

by 2.2 percent annually. Incidence rates followed a slightly different pat-

tern. Between 1980 and 1987 they increased rapidly, followed by smaller 

increases between 1987 and 2001, and then began to decrease between 2001 

and 2004.64

What role did mammography play in changing incidence and mortal-

ity patterns? The answer to this question is by no means clear. Indeed, con-

troversy has been characteristic. The American Cancer Society, the National 

Cancer Institute (NCI), and many other organizations and individuals have 

been adamant in insisting that early detection provides the best opportunity 

for effective intervention. The Breast Cancer Detection Demonstration Proj-

ect, begun in 1973 and supported by the American Cancer Society and the 

NCI, seemed to support the effi cacy of mammography. Yet a severe challenge 

came from John C. Bailar III, the deputy associate director of the NCI. He 

agreed that annual history, physical examination, and mammography could 

reduce breast cancer mortality by about a third. Nevertheless, the evidence 

that mammography alone played a signifi cant role was weak and indirect. 

Above all, evidence on the long-term effect of associated radiation hazards 

had not been determined, and he concluded by noting that “promotion of 

mammography as a general public health measure is premature.”65
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Despite its popularity, mammography remains a controversial screening 

tool. Some studies of mammography have suggested that claims of effi cacy 

have been somewhat overstated. In reviewing for the Cochrane Collaboration 

the results of seven trials involving half a million women who had undergone 

mammograms, two respected Danish fi gures found severe methodological 

shortcomings. They noted the absence of large, well-conducted randomized 

trials with all-cause mortality as the primary outcome. In their eyes it was 

unclear whether the benefi ts of the procedure outweighed its risks. They con-

ceded that there was a reduction in mortality. For every two thousand women 

screened for ten years, one would have her life prolonged. But ten healthy 

women who would not have been diagnosed if there had not been screen-

ing would be diagnosed as breast cancer patients and thus would receive 

unnecessary treatment that held out potential threats to their health. Many 

in situ breast cancers that are found by mammography are noninvasive and 

pose little threat. Over-diagnosis, in other words, is a concomitant of screen-

ing that poses its own risk. Moreover, mammography exposes individuals to 

radiation, which over a lifetime adds to the risk of the procedure. Its enthusi-

astic proponents notwithstanding, it remains unclear whether the benefi ts of 

mammography outweigh the risks.66

Conclusion

It seems clear that cherished explanations of the etiology and changing pat-

terns of cancer and heart disease morbidity and mortality lack a solid evi-

dentiary foundation. Indeed, many etiological assertions tend to be based on 

opinion and hope rather than on clear and unambiguous empirical evidence. 

This is not in any way to diminish the role of clinical medicine, which has 

the ability to provide palliative therapies for the various forms of these dis-

eases that improve the quality of life and, to some extent, add to longevity. Yet 

there is a striking difference between medicine’s ability to manage many dis-

eases and its etiological claims. Indeed, etiological claims whose validity is 

yet to be determined can have a negative impact, if only because they lead to 

the articulation of proposals for behavioral changes in diet and lifestyle that 

may or may not be appropriate. Claims to the contrary, our knowledge about 

disease and basic physiological processes, however impressive, is dwarfed by 

what remains unknown.
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Transforming Amorphous Stress 
into Discrete Disorders

The Case of Anxiety

Chapter 5

Psychiatry has always helped set many of the most important social boundar-

ies. These include distinctions between abnormality and normality, disease 

and deviance, symptoms of illness and natural feelings, and states deserv-

ing of sympathy or of stigma. During the last half of the nineteenth cen-

tury, culturally suitable diseases began to require specifi c diagnoses, sharp 

boundaries, and particular etiological mechanisms. By the latter decades of 

the twentieth century, this trend was fi rmly established and any respected 

medical specialty had to treat delineated disease entities. Specifi c diagnoses 

were necessary for professional authority, legitimate treatments, and mon-

etary reimbursement. Yet the psychiatric profession actually dealt with a 

huge variety of distressing and impairing psychosocial problems that rarely 

featured unambiguous boundaries or precise causes. A perennial struggle 

to carve out explicit diagnoses from an undifferentiated and heterogeneous 

range of upsetting symptoms has marked the psychiatric profession. More 

than any other branch of medicine, psychiatry faces tremendous diffi culties 

in separating disease entities from each other and from healthy conditions.1

Anxiety provides perhaps the best example of psychiatry’s struggle to 

create explicit diagnostic categories out of ambiguous symptomatic presenta-

tions. Signs of anxiety are diffuse and multifaceted. Some are psychic, involv-

ing feelings of worry, nervous tension, foreboding, threat, and alarm. Others 

are somatic, including increased muscular tension, heart palpitations, breath-

ing diffi culties, raised blood pressure, and heavy sweating. Many patients 

with these symptoms also suffer from a variety of psychosocial problems 
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with relationships, fi nances, and health, among others. The protean mixture 

of somatic problems, psychic symptoms, and life diffi culties in most anxiety 

states raises diffi cult boundary questions about distinctions between disease 

and health and between psychic and physical conditions.

One dilemma diagnosticians confront is how to set boundaries between 

normal fear and irrational anxiety. Fuzzy and vague boundaries demarcate anx-

iety disorders from those that are natural responses to external contexts. Symp-

toms of anxiety can indicate pathology when they occur in the absence of threat 

or are disproportionately severe or enduring relative to the presence of danger. 

The same symptoms, however, can be natural and adaptive if they emerge in 

dangerous, threatening, or uncertain situations.2 Another diagnostic dilemma 

is that anxious symptoms characterize numerous physical and mental disor-

ders. Symptoms of anxiety overlap considerably with many common somatic 

complaints that general physicians typically treat. Likewise, they are ubiqui-

tous in numerous other mental disorders such as depression or schizophrenia. 

Pure cases of anxiety are rare, especially as conditions unfold over time.

The amorphous qualities of anxiety, its intrinsic overlap with normal 

worries, and its omnipresence in numerous bodily and psychological condi-

tions render it ill-suited for the categorical and well-bounded diagnostic enti-

ties that medically legitimate diseases require. The natural fl uidity of anxiety 

has led the borders between non-disordered and disordered conditions, anxi-

ety and other mental disorders, and different types of anxiety disorders to 

shift constantly over time depending on prevalent professional, political, 

economic, and cultural circumstances and interests.

The Evolution of Anxiety Disorders, 

from Hippocrates to Neurasthenia

Beginning with the earliest Hippocratic writings in the fi fth century BC, 

medical writings have occasionally described cases that would now be recog-

nized as instances of general anxiety, phobic, and obsessive compulsive dis-

orders. Nevertheless, in contrast to conditions such as melancholia, mania, 

or schizophrenia, psychiatrists and physicians never clearly distinguished 

anxiety as a distinctive type of disorder until the late nineteenth century. 

Instead, anxiety was either subsumed as an amorphous type of melancholic 

disorder that was associated with psychic agitation or was interchangeable 

with deep feelings of sorrow. The initial formulation of melancholy during 

the Hippocratic period, for example, explicitly linked anxiety and depression: 

“When fear and sadness last a long time, this is a melancholic condition.”3
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Admittedly, major psychiatric tracts published before the nineteenth 

century often noted cases that modern psychiatry would regard as anxiety 

disorders. Robert Burton’s classic seventeenth-century compendium, The 

Anatomy of Melancholy, for example, noted that terrors and frights stemming 

“from some imminent danger, when a terrible object is at hand” are common 

causes of melancholic conditions. Burton mentioned a number of particular 

objects and situations that sometimes are associated with normal fears and 

sometimes with mental disorders. Yet, he never viewed anxiety as a distinct 

category but instead included it as one of many causes of more general mel-

ancholic conditions. Likewise, the eminent American physician Benjamin 

Rush insightfully distinguished natural fears from anxiety disorders in a 

1798 essay, defi ning phobia as “a fear of an imaginary evil, or an undue fear of 

a real one.”4 Psychiatric diagnosticians before the latter part of the nineteenth 

century, however, did not consider anxiety as a discreet category that was 

separable from broader mental and somatic states.

Throughout this period anxiety was more commonly connected to philo-

sophical and religious issues than to mental or physical disorders. During the 

nineteenth century the ideas of the Danish philosopher Soren Kierkegaard 

became infl uential. Kierkegaard linked anxiety (Angst) to the normal condi-

tion of humanity and not to a somatic illness.5 He treated anxiety as a perva-

sive and fundamental state of being that naturally arose because of the perils 

of life, uncertain existence of a divinity, and inevitability of death.

Institutional circumstances accounted for the ill-defi ned nature of anx-

ious conditions before the latter decades of the nineteenth century. Until 

this period psychiatric classifi cations stemmed from the problems of hos-

pitalized patients. Such patients typically suffered from severe conditions 

such as schizophrenia, mania, and melancholia. Anxiety was rarely severe or 

dangerous enough to warrant institutionalization and so was not an impor-

tant aspect of psychiatric nosologies. Terms, such as “nervous illness,” that 

became widespread during the eighteenth century were non-specifi c labels 

used in general medical practice and neurology, not in psychiatry.6 At the 

time, diagnoses of nervousness would have allowed people to avoid seeing 

themselves as mentally ill because they allowed them to associate their con-

ditions with somatic problems. Interest in anxiety as a mental disorder in its 

own right did not emerge until the latter part of the nineteenth century.

Cardiologists developed an interest in anxiety during the middle of the 

nineteenth century, observing a relationship between anxiety and heart 

problems, especially among soldiers.7 They noted that battlefi eld experiences 
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often stimulated symptoms that included heart palpitations, cardiac pain of 

various types, rapid pulse, and shortness of breath. Cardiologists subsumed 

anxiety symptoms as certain types of heart problems, calling them “soldier’s 

heart,” “nervous palpitations,” or “irritable heart.” Nevertheless, there were 

few points of contact between cardiologists and psychiatrists and these clas-

sifi cations did not penetrate psychiatric conceptions at the time.

The German psychiatrist Carl Westphal developed an early distinct clas-

sifi cation of an anxiety disorder in 1872 when he delineated the syndrome 

of agoraphobia—the “impossibility of walking through certain streets or 

squares, or possibility of so doing only with resultant dread of anxiety.” Nev-

ertheless, most psychiatrists continued to subsume anxiety disorders under 

the general category of depressive conditions. For example, the most distin-

guished diagnostician of the nineteenth century, German psychiatrist Emil 

Kraepelin, devoted considerable attention to Angst—a general state of fear, 

dread, terror, and apprehension. He also described a condition of Schreck-

neurose (fright neuroses) that could “be observed after serious accidents and 

injuries, particularly fi res, railway derailments or collisions, etc.” Kraepelin, 

however, generally considered anxious symptoms to have a variety of phobic, 

obsessional, anxious, depressive, and somatic manifestations that were com-

ponents of a variety of disorders rather than indicators of a specifi c disease. 

Similarly, British psychiatrist Henry Maudsley’s infl uential text, Pathology 

of Mind, classifi ed phobias as a subtype of melancholic disorders. In France, 

Pierre Janet advocated for a unifi ed family of disorders that encompassed a 

variety of anxious, depressive, and psychosomatic conditions.8

In 1869 the American neurologist George Beard described the indicators 

of a syndrome that he called “neurasthenia.” This condition encompassed a 

wide variety of physical and psychosocial symptoms including, among oth-

ers, nervousness, exhaustion, fatigue, dyspepsia, headaches, paralysis, vague 

pains, sexual dysfunction, and insomnia. This diverse collection of symptoms 

captured the extremely diffuse conditions of the generally well-off clients of 

physicians and nerve doctors at the time. Beard insisted that these conditions 

had somatic bases, which were often inherited, so that people who received 

labels of neurasthenia would not see themselves as having mental illnesses. 

The term almost immediately became wildly popular in America, offering a 

physical-sounding label for many various psychosomatic conditions.9 Some 

of the protean symptoms of neurasthenia were related to anxiety conditions 

but many were not. By the end of the century this condition, which never 

featured specifi c manifestations, had become most associated with states of 
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chronic fatigue, exhaustion, and lethargy that more closely resembled depres-

sive or psychosomatic states than anxious conditions.

When psychiatrists and neurologists established community practices 

independent of inpatient mental hospitals at the end of the nineteenth century, 

they began to attract non-psychotic clients who suffered from a diffuse collec-

tion of psychosomatic, bodily, and nervous complaints variously labeled as 

“neurasthenia,” “hysteria,” or “hypochondriasis.” Nevertheless, anxiety was 

rarely recognized as an independent or an important psychiatric condition. 

Until the turn of that century anxious conditions were seldom considered to 

be discrete, they lacked sharp boundaries, and they were generally linked to 

other somatic and mental disturbances. The status of anxiety dramatically 

changed when the writings of Sigmund Freud gained preeminence.

Freud and the Emergence of the Anxiety Disorders

Before the twentieth century, nearly all psychiatrists practiced in inpatient 

mental institutions, which very rarely treated patients who primarily suf-

fered from anxiety disorders. Such conditions seldom created enough danger 

to others, as schizophrenia or manic-depressive might, or danger to self or 

severe withdrawal from social roles, as melancholia often did. Severely anx-

ious persons consulted general physicians, neurologists, or spa doctors, who 

avoided applying psychiatric labels and instead treated anxiety as a type of 

medical condition.10 Clergy were also a common source of help for general 

states of anxiety. The emergence of psychoanalytically oriented outpatient 

therapies dramatically changed conceptions of anxiety disorders.

Far more than any previous thinker, Sigmund Freud made anxiety the central 

aspect of neurotic disorders. Freud initially posited that anxiety resulted from 

a transformation of repressed sexual energy. His thinking about anxiety subse-

quently changed in signifi cant ways, and he came to believe that anxiety was

 a fundamental cause of repression rather than vice versa: “It was anxiety which 

produced repression and not, as I formerly believed, repression which produced 

anxiety.” In 1894 he coined the term “anxiety neurosis,” separating this condi-

tion from the more general state of neurasthenia. In several works, he described 

the psychic components of threat, irritability, and inability to concentrate and 

the somatic components of heart palpitations, breathing problems, tremors, 

sweating, and gastrointestinal disturbances that remain the central compo-

nents of anxiety disorders.11 Over the course of his career, Freud also differ-

entiated anxiety disorders from normal fears and from depressive conditions, 

distinguished several types of anxiety disorders, and developed a causal theory 
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of anxiety. Freud’s infl uence was substantial enough that during the period 

between roughly 1920 and 1970 psychoanalysts tended to interpret all neurotic 

symptoms as either manifestations or derivatives of anxiety.

Freud and his followers not only put anxiety at the heart of their theory 

but also reversed the previous hierarchy of psychiatric classifi cation, relegat-

ing depression (or melancholia) to a secondary status. Anxiety, in their view, 

lay behind most forms of neurotic behavior, including not only such direct 

manifestations as phobias, obsessions, panic, and general anxiety, but also 

hysteria, sexual dysfunctions, and psychosomatic problems, among others. 

“Anxiety,” Freud wrote in Civilization and Its Discontents, “is always present 

somewhere or other behind every symptom.”12

Freud distinguished realistic fears (“realistic anxiety”), which were nor-

mal, biologically programmed responses to external or internal dangers, from 

anxiety neuroses. Fear arose as a reaction to actual dangers, signaling the 

ego about some threatening situation and so had the “indispensable biologi-

cal function to fulfi ll as a reaction to a state of danger.” Neurotic anxiety, in 

contrast, involved a disproportion of internal emotions and external threats. 

The symptoms of anxiety reactions were not peculiar in themselves; what 

made them neurotic is that they appeared in contexts that seemed to be either 

inadequate or inappropriate causes of the response. Even extreme fears were 

normal when they arose and persisted in contextually appropriate situations. 

“A person suffering from anxiety,” Freud emphasized, “is not for that reason 

necessarily suffering from anxiety neurosis.”13

In neurotic disorders fear mechanisms that were constructed to alert 

people to the presence of actual dangerous situations are transformed to acti-

vate in the face of unconscious and, therefore, unknown internal dangers.14 

Freud could not specify what were “realistic” fears or “unrealistic” anxiety 

disorders, and he stressed the loose boundaries and common mechanisms 

between normal and abnormal concerns. Although anxiety neuroses, unlike 

realistic fears, usually arose from internal drives, sometimes anxiety was an 

appropriate response to internal fears.

Freud grounded normal anxieties in particular stages of the life cycle. 

As he observed, “The danger of psychical helplessness fi ts the stage of the 

ego’s early immaturity; the danger of loss of an object (or loss of love) fi ts the 

lack of self-suffi ciency in the fi rst years of childhood; the danger of being cas-

trated fi ts the phallic phase; and fi nally fear of the super-ego, which assumes 

a special position, fi ts the period of latency.” The fear of castration loomed 

especially large as a source of normal fear for boys during the oedipal period. 
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Despite the fact that castration was not a real danger, it was nevertheless real-

istic for Freud because “what is decisive is that the danger is one that threat-

ens from outside and that the child believes in it.” Indeed, for males, the “fear 

of castration is one of the commonest and strongest motives for repression 

and thus for the formation of neuroses.” Fears of castration that were nor-

mal when experienced during the oedipal period could be neurotic when 

they persisted well beyond this period and became unconscious sources of 

anxiety symptoms later in life. Most people, however, naturally grew out of 

their fears as they aged. “The phobias of very young children, fears of being 

alone or in the dark or with strangers—phobias which can almost be called 

normal—usually pass off later on; the child ‘grows out of them.’”15

The appropriateness of the object of anxiety as well as the stage of the life 

cycle in which a fear arose indicated whether fears were normal or abnormal. 

Freud used the famous case of Little Hans to illustrate neurotic anxiety. Six-

year-old boys normally loved their mothers and feared their fathers. “If ‘Little 

Hans,’” Freud wrote, “being in love with his mother, had shown fear of his 

father, we should have no right to say that he had a neurosis or a phobia. His 

emotional reaction would have been entirely comprehensible. What made it a 

neurosis was one thing alone: the replacement of his father by a horse.” Nor-

mal oedipal fears became neurotic when they were “directed to a different 

object and expressed in a distorted form, so that the patient is afraid, not of 

being castrated by his father, but of being bitten by a horse or devoured by a 

wolf.”16 The unconscious displacement of the original offensive idea allowed 

the boy, who simultaneously hated and loved his father, to recognize only his 

loving feelings while he displaced his hatred of the father onto the bad horse. 

Fathers were normal sources of fears of castration; horses were not.

Freud emphasized the importance of anxiety as a cause of a variety of 

psychoneuroses; its frequency among depressives, hysterics, and hypochon-

driacs; and the diffi culties of separating normal fears from neurotic states of 

anxiety. He also noted the major features of free-fl oating, phobic, obsessional, 

and panic anxiety.17 His conceptions of anxiety strongly infl uenced subse-

quent classifi cations.

Initial Classifications of Anxiety

Psychoanalysis did not use sharply bounded, discrete categories of disor-

der during the period when it dominated the practice of outpatient psychi-

atry. Its explanations emphasized unconscious mechanisms, which could 

manifest themselves through a variety of symptom formations. In addition, 



118 Diagnosis, Therapy, and Evidence

analytic therapies were comparable across different conditions because 

specifi c diagnoses rarely infl uenced treatment. Moreover, its clients paid 

directly for their treatment at the time so that third parties did not require 

specifi c diagnoses for payment. No external pressures forced analysts to cre-

ate sharp boundaries between normal and abnormal conditions or among 

various types of disorders.

In contrast, public mental hospitals had to account for the diagnoses 

of their patients. Initial psychiatric classifi catory manuals correspondingly 

emphasized the kinds of conditions found among institutionalized patients. 

As noted in the introductory chapter, the fi rst such manual in the United 

States, the Statistical Manual for the Use of Hospitals for Mental Disorders, 

was issued in 1918 and went through ten editions before being superseded 

by the fi rst DSM in 1952.18 Among its twenty-two principal groups, one dealt 

with all of the psychoneuroses, including anxiety. Descriptions of the vari-

ous anxiety disorders in this manual were short and cursory and indicated 

uncertainty over diagnostic descriptions.

DSM-I, which replaced the Statistical Manual in 1952, refl ected the 

movement of psychiatric practice from state mental hospitals to outpatient 

treatment. It split conditions that were not the result of organic impairments 

between psychotic disorders that “exhibit gross distortion or falsifi cation 

of external reality” and psychoneurotic disorders that included a variety of 

diagnoses including anxiety, phobic, and obsessive compulsive, depressive, 

dissociative, and conversion conditions. Anxiety was the central conceptual 

principle behind all the psychoneurotic disorders in the DSM-I. The very 

fi rst sentence of the Psychoneurotic Disorders category stated that the “chief 

characteristic of these disorders is ‘anxiety’ which may be directly felt and 

expressed or which may be unconsciously and automatically controlled by the 

utilization of various psychological defense mechanisms (depression, con-

version, displacement, etc.).”19 Several psychoneurotic categories—anxiety, 

phobic, and obsessive compulsive reactions—were explicitly states of anxi-

ety. The manual, following Freud’s thinking, viewed the other categories 

of psychoneuroses—dissociative, conversion, and depressive reactions—as 

defensive reactions to unconscious anxiety.

Because the DSM-I was more concerned with the presumed underly-

ing causal mechanisms than with the resulting symptoms of the neuro-

ses, it provided only cursory defi nitions of each disorder. As well, it stated 

that anxiety “is to be differentiated from normal apprehensiveness or fear.” 

While fear stemmed from external threats, neurotic anxiety was the result 
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of some internal threat. The DSM-II, published in 1968, made no major 

changes in the characterization of anxiety. It maintained the central place 

of anxiety in the psychoneuroses, emphasizing that “anxiety is the chief 

characteristic of the neuroses.”20

The DSM-I and DSM-II were adequate diagnostic schemes during an era 

when psychodynamic explanations were dominant, the most seriously ill 

patients were concentrated in inpatient institutions, outpatient clients paid 

for treatment out of their own pockets, and therapies were nonspecifi c. By the 

1970s this situation had changed considerably.21 The unfocused nature of ana-

lytic categories was no longer acceptable in general medicine, which required 

well-bounded disorders that had allegedly specifi c etiological mechanisms. 

In particular, research-oriented psychiatrists using biological perspectives 

challenged etiologically based categories that were grounded in unconscious 

psychological processes, especially unconscious anxiety. The deinstitution-

alization of mental institutions and rise of community treatments required 

psychiatry to place more attention on persons with psychotic forms of disor-

der, which were rarely amenable to analytic methods of explanation or treat-

ment. The NIMH (National Institute of Mental Health) faced intense political 

pressures to focus its funding on projects that used narrowly defi ned types 

of mental illnesses.22

Psychotropic medications, which analysts generally dismissed even 

though they often employed them, were becoming the treatment of choice for 

most mental disorders. Psychiatric treatment now required the existence of 

well-defi ned, particular diagnoses. Since the early 1960s the FDA required 

these medications to be effective with specifi c categories of disorder, not with 

general psychosocial problems, not to mention Oedipal or castration com-

plexes.23 Third party payers, as well, insisted that reimbursement would only 

be forthcoming for the treatment of specifi c diagnostic entities. A variety of 

internal and external pressures required psychiatry to develop a classifi ca-

tion system with sharp boundaries between mental disorders and normality 

and with clear distinctions among various types of mental disorders.

DSM-III

Since the late nineteenth century, general medicine had relied on specifi c 

disease entities with well-defi ned etiological mechanisms. “This modern his-

tory of diagnosis,” according to historian Charles Rosenberg, “is inextricably 

related to disease specifi city, to the notion that diseases can and should be 

thought of as entities existing outside the unique manifestations of illness 
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in particular men and women: during the past century especially, diagno-

sis, prognosis, and treatment have been linked ever more tightly to specifi c, 

agreed-upon disease categories.” By the 1970s culturally legitimate diseases 

had come to require distinct boundaries and specifi c, preferably biological, 

causes. As long as psychiatry relied upon the murky, unconscious-based pro-

cesses that analysts stressed, it could not be regarded as a legitimate medical 

specialty. Issues of professional legitimacy dictated that psychiatry adopt a 

discrete, categorical system.24 The problem it faced, however, was that little 

theoretical and empirical knowledge existed about how such a system should 

be constructed.

It had long been known that, while etiology was the ideal way to classify 

symptoms, in reality, the causes of mental illnesses were unknown. As far 

back as 1782, British psychiatrist Thomas Arnold noted, “When the science of 

causes shall be complete we may then make them the basis of our classifi ca-

tion, but till then we ought to content ourselves with an arrangement accord-

ing to symptoms.”25 In the absence of causal knowledge, manifest symptoms 

would have to serve as the source of a disease-based classifi cation system.

The publication of the DSM-III in 1980 revolutionized psychiatric clas-

sifi cation.26 The central mission of the various task forces on particular cat-

egories of disorders was to eliminate the unproven psychoanalytic inferences 

that underlay the previous DSM classifi cations. The research-oriented psy-

chiatrists, led by the chair of the DSM Task Force, Robert Spitzer, insisted 

that diagnoses must be based on the presence of manifest symptoms without 

regard to etiology. Because they would be grounded in observable symptoms 

these diagnoses would enhance reliability and be more suitable for research 

purposes. Etiologically agnostic, symptom-based categories not only would 

be more scientifi cally useful but also—because they did not favor any partic-

ular theory—would be politically valuable in securing the acceptance of the 

new manual from psychiatrists holding a variety of theoretical persuasions.

To implement their goal of a symptom-based classifi cation system, it was 

especially important for Spitzer and his allies to get rid of the generalized 

concept of “neurosis” that underlay and unifi ed the non-psychotic classifi ca-

tions in the DSM-I and DSM-II. “The predominant American psychiatric the-

ory in 1959,” summarized Donald Klein, “was that all psychopathology was 

secondary to anxiety, which in turn was caused by intrapsychic confl ict.”27 

This concept was unacceptable to research-oriented psychiatrists not only 

because it pointed to a specifi c psychological etiology but also because it was 

the basis of the loose, overlapping, and vague categorizations that prevented 
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the development of a scientifi cally based discipline. The bitterest struggles in 

the creation of the DSM-III involved the ultimately successful efforts of Spitzer 

and his associates to abolish the concept of the neuroses in psychiatric classi-

fi cation and replace it with discrete diagnostic categories. Because anxiety had 

been the central organizing principle of the neuroses, the defeat of the psycho-

analysts inevitably led to a complete reformulation of the nature of anxiety.

Reconstituting such an amorphous condition as anxiety as a categorical 

disorder presented a challenge to the DSM-III task force. The existing psy-

choneuroses did not just have unproven causal unity but also had huge symp-

tom overlaps with each other and with other disorders, which were especially 

apparent when conditions were traced over time.

One basis for the new categorical conditions in the DSM-III was the 

Feighner criteria (1972) that stemmed from a group of research psychiatrists 

at Washington University who were close allies of Spitzer. These criteria 

split anxiety into three categories: anxiety, obsessive-compulsive, and pho-

bic neuroses. They used hierarchical criteria that provided diagnostic rules 

for what conditions would take precedence when patients presented more 

than one disorder. These hierarchies were also useful in the struggle against 

the analysts because they deemphasized the anxiety disorders: when other 

conditions were present, diagnoses of anxiety would not be given. Another 

important stimulus for categorical diagnoses stemmed from the work of psy-

chiatrist Donald Klein, a colleague of Spitzer’s at Columbia and an important 

member of the Anxiety Disorders Task Force. Klein emphasized the intimate 

relationship of panic attacks and agoraphobia and their distinctiveness from 

other anxiety states.28 Based on his fi nding that the anti-depressant drug imi-

pramine prevented the recurrence of panic attacks and agoraphobia but not 

chronic anxiety, he claimed that panic and agoraphobia should be split apart 

from general anxiety conditions.

Using the Feighner criteria and Klein’s view as models, the DSM-III aban-

doned the etiological claims that had unifi ed psychoneurotic conditions as 

defenses against underlying anxiety. Instead, it developed defi nitions of vari-

ous anxious states that emphasized how each was a discrete and qualitatively 

distinct disease.29 The manual divided the psychoneuroses into separate 

anxiety, affective, dissociative, and somatoform disorders. Anxiety disorders 

were now “pure” diagnoses that were independent of depressive, dissocia-

tive, and psychosomatic conditions. Each disorder was categorical, requir-

ing a certain number of symptoms for the disorder to be present, rather than 

continuous in severity.
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No single category of anxiety was preeminent. The general category was 

divided into phobic, anxiety states, PTSD, and ten subtypes. Phobic states were 

divided into two types of agoraphobia (with and without panic), social phobia, 

and simple phobia. Anxiety states encompassed panic, generalized anxiety 

disorder, and obsessive-compulsive disorder. PTSD contained two subtypes of 

acute and chronic or delayed. Generalized anxiety disorder, which on its face 

might be viewed as the core anxiety condition, was instead made a residual 

category; it was only to be diagnosed when symptoms of phobic, panic, or 

obsessive-compulsive disorders were not present. Finally, the DSM-III pro-

vided a category of atypical anxiety for “when the individual appears to have 

an Anxiety Disorder that does not meet the criteria for any of the above speci-

fi ed conditions.”30 To address the problem of multiple diagnoses, the DSM-III 

adopted from the Feighner criteria a hierarchical system of classifi cation that 

put anxiety on the lowest tier. An anxiety diagnosis was not made if the anx-

ious symptoms resulted from depressive or schizophrenic conditions.

The manuals that followed the DSM-III—the DSM-III-R (1987), DSM-IV 

(1994), and DSM-IV-TR (2000)—altered a number of diagnostic rules. The 

DSM-III-R eliminated many of the diagnostic hierarchies that had minimized 

diagnostic redundancy. For example, in the DSM-III panic disorders that 

occurred during depressive episodes would not be diagnosed as separate dis-

orders but only as depression. Beginning with the DSM-III-R, each disorder 

was considered a distinct entity regardless of the presence of other disorders. 

The subsequent versions of the manual also changed the specifi c symptom 

criteria of many of the categories. For example, Generalized Anxiety Disorder 

(GAD) required persistent anxiety with one-month duration in DSM-III, unre-

alistic/excessive anxiety for six months along with at least six of eighteen 

symptoms in DSM-III-R, and only excessive anxiety for six months with at 

least six symptoms in DSM-IV.31 The basic categorical principles of the diag-

nostic system, however, have remained unchanged since 1980.

The decision of the DSM-III Task Force to abandon the psychodynamic 

etiology that infused the fi rst two DSMs was grounded in concerns about the 

scientifi c status of psychiatry. By the 1970s, it was clear that psychoanalysis 

could not be the basis for a scientifi cally oriented psychiatric profession. It 

was also apparent that, because the etiology of the various mental disorders 

was unknown, symptoms provided the only possible basis for a new classifi -

catory system. It was far from clear, however, that a categorical system with 

sharp boundaries between disorders was the best possible way to classify 

neurotic conditions.
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Categorical systems require the construction of sharp boundaries between 

criteria that are considered to be inside or outside of each category. One espe-

cially important boundary was the distinction between each anxiety disor-

der and normal fears. The DSM-III did not use any systematic or consistent 

criteria to distinguish morbid from natural fears, although it did recognize 

the importance of this distinction. The disproportion of symptoms to their 

context was the mark of phobic and obsessive-compulsive disorders, although 

no operational criteria were provided. Phobic disorders involved “irrational,” 

“unreasonable,” or “excessive” symptoms. Obsessive-compulsive disorders 

were “senseless,” “not . . . realistic,” and “clearly excessive” relative to appro-

priate contextual behaviors. Examples of normal panic served to differentiate 

panic disorders from natural responses to extreme stressors: panic symptoms 

were not abnormal if they occurred “during marked physical exertion or in a 

life-threatening situation.”32

The DSM-III made no attempt to distinguish normal from abnormal anx-

iousness for the other anxiety disorders. Criteria for GAD were purely symp-

tomatic with no indication of whether symptoms were disproportionate to 

the context in which they arose.33 However, because GAD was a residual diag-

nosis that could not be diagnosed in the presence of another mental disorder, 

this was not a major omission. Likewise, the manual’s defi nition of PTSD was 

silent about what constituted natural responses to traumatic events. However, 

because PTSD could only arise in traumatic contexts “that would evoke sig-

nifi cant symptoms of distress in almost anyone,” contextual qualifi ers for this 

diagnosis were usually redundant.34 Subsequent DSMs have not systematized 

the haphazard boundaries between anxiety disorders and normal fears. Nev-

ertheless, the diagnostic criteria for the anxiety disorders are far more sensi-

tive to contextual issues than the criteria for the affective disorders.

Another boundary issue regards the standards used to separate one type 

of disorder from other types of disorders. The categorical nature of the DSM 

diagnoses precluded examining the issue of whether anxiety is more profi t-

ably viewed as a dimensional as opposed to a categorical condition.35 The 

manual did not allow dimensional diagnoses, not because they are inaccu-

rate but because culturally legitimate medical diagnoses must be categori-

cal disease entities. Dimensions do not fi t either the categorical system that 

has dominated medicine for over a century or the desire of patients for well-

defi ned and bounded conditions. Instead, a central assumption of the DSMs 

since 1980 is that each disorder is independent of the others. This assumption 

best fi ts people who present “pure” conditions of a single disorder and where 
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few patients lie on the boundaries of different disorders. Yet, if symptoms 

highly overlap across disorders, the boundaries will artifi cially separate con-

ditions that are naturally nonspecifi c. Individuals can appear to meet criteria 

for more than one disorder when their symptoms are actually part of the same 

more general syndrome.

A categorical system not only dictates that possibly overlapping anxiety 

conditions are distinct but also dictates a separation across different general 

categories of disorder. A paradox of psychiatric history is that the DSM-III is 

generally viewed as a return to the symptom-based categories that the diag-

nostician Emil Kraepelin developed.36 A cornerstone of Kraepelin’s think-

ing was that a great variety of symptomatic presentations in fact represented 

a single underlying pathology. Although the DSM-III followed Kraepelin’s 

emphasis on the need to carefully observe symptoms, it ignored his central 

contention that distinct psychiatric conditions could only be accurately 

diagnosed as they unfolded over time.37 He maintained that cross-sectional 

snapshots of symptoms were deceptive and could not reveal the nature of a 

disorder unless their temporal development was tracked. A given manifesta-

tion of a condition might actually be an early stage of a disorder that would 

only become apparent as it developed prospectively. Only the course of an 

illness, not its symptoms at any particular time, could separate one condition 

from another.

In sharp contrast to Kraepelin’s system, the diagnostic criteria for all of 

the anxiety disorders were solely based on presenting symptoms at one point 

in time. This atemporal categorical system disguised any fl uctuations in psy-

chological or physical presentations or in anxious or depressive symptoms 

over time. The categorical system was especially unsuitable for examining 

whether the unfolding of symptoms of anxiety and depression indicated dif-

ferent stages of a single condition or distinct entities.38 The categorical system 

also hindered thinking about various types of anxiety and of anxiety and 

depression as different manifestations of a common underlying vulnerability 

that might best be called “neurotic.”

The DSM-III dealt with the problem of overlapping symptoms by creating 

a hierarchical system of rules that arbitrarily precluded diagnoses of anxiety 

when depressive disorders were also present. The DSM-III-R and subsequent 

manuals abandoned most of the hierarchical rules, instead using the concept 

of “co-morbidity” to give multiple diagnoses to people who meet diagnostic 

criteria for more than one disorder. The problem, as we will see, is that almost 

no one has a single anxiety disorder. Instead of recognizing the artifi cial 
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boundaries across disorders that a categorical system created, the number of 

people with multiple disorders increased.

Despite its drawbacks, the shift from a fuzzy to a rigid classifi cation sys-

tem fundamentally altered the nature of psychiatric research. The DSM-III 

initiated a striking move toward the study of specifi c disorders. Before 1980 

most research in psychiatric journals explored general conditions, multiple 

disorders, and policy questions. Between 1990 and 1992, 83 percent of articles 

about anxiety disorders concentrated on a single diagnosis. The proportion 

of articles about specifi c anxiety disorders published in leading psychiatric 

journals was just 1.5 percent in 1969 through 1970 and 3.0 percent in 1979 

through 1980. By 1989 to 1990, fully16.1 percent of articles in these journals 

discussed specifi c types of anxiety, more than a tenfold increase in just two 

decades.39 The study of anxiety had become one and the same as the study of 

specifi c, categorical, and isolated types of anxiety disorders.

Etiology

The tightly bounded categories of the DSM-III were supposed to represent a 

distinct improvement over the unconscious dynamics that analytic theories 

had stressed. Freudian categories were inherently unsuitable for the precise 

identifi cation of distinct diseases. Psychoanalysts viewed overt symptoms as 

symbolic distortions that represented projections, displacements, introjec-

tions, and the like. Ingenious interpretations, rather than direct methods 

of scientifi c inquiry, were the methods used to relate manifest symptoms to 

underlying disorders. Moreover, the central etiological processes were uncon-

scious and so impossible to observe directly. Clinical insight of each indi-

vidual patient revealed the dynamics of disease. These aspects of analytic 

theory were not just incommensurate with the norms of scientifi c medicine, 

which demanded reliable observation of well-defi ned disease entities. They 

were particularly unsuitable for the focus on the biological bases of various 

mental illnesses, including anxiety, which were becoming ascendant during 

the 1970s.

The new biological paradigm demanded not only knowledge about genes, 

neurotransmitters, and neurochemicals, but also a clear idea of what con-

dition was being genetically transmitted. “The part played by heredity in 

the development of the psychoneuroses is one of the fundamental unsolved 

problems in psychiatry,” noted Felix Brown in 1942, “but the chief diffi culty 

is to defi ne the condition the heredity of which one is attempting to trace.”40 

Accurate specifi cations of phenotypes are essential for the discovery of 
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genotypes connected with various disorders. The specifi c and well-bounded 

categories of the DSM-III provided sharp defi nitions that had the promise of 

defi ning “the condition the heredity of which one is attempting to trace.” The 

discrete categories of anxiety in the manual implied that the causal mecha-

nisms beneath each category were distinct from the mechanisms that gave 

rise to the other categories. If the categorical diagnoses of the DSM did not 

correspond to different genotypes, biological psychiatry could be led on a 

fruitless search for underlying causal processes that do not exist in nature. 

In particular, the rationale for distinct diagnostic categories would be under-

mined if the various anxiety disorders shared common causes. Findings from 

etiological studies do not lend much confi dence that the DSM categories have 

discreet, underlying biological causes.

Since 1980, interest in the genetic etiology of the specifi c anxiety condi-

tions in the DSM-III has fl ourished. The initial studies focused on patterns 

of familial transmission of these conditions, correlating rates of a condition 

in a diagnosed individual with rates of various disorders in their blood rela-

tions.41 In general, these studies indicated that affl icted individuals also had 

family members with histories of mental disorders. However, they rarely 

showed that family members shared the same specifi c anxiety disorder as the 

proband. Instead, what seemed to be inherited was a far more general vulner-

ability to a variety of disorders.

Many studies found that rates of other disorders—especially depres-

sion—could be even higher among family members than rates of anxiety 

disorders. One major study concluded that depression “in the proband was 

associated with anxiety disorders, but only slightly with depression or alco-

holism, in the relatives; anxiety in the proband was associated with major 

depression and alcoholism in relatives, but only slightly with anxiety disor-

ders in the relatives.”42 A common underlying etiological factor that might be 

called “neuroticism” seemed to underlie a variety of anxious and depressive 

conditions, a fi nding that in some ways was more similar to the older concept 

of psychoneurosis than with the bounded categories of the DSM-III.

Twin studies, as well, suggested common, rather than specifi c, genetic 

infl uences on anxiety and depression. A number of genetic studies found that 

no evidence for the inheritance of specifi c disorders existed, over and above 

the inheritance of a more general liability to neuroticism or behavioral inhi-

bition.43 For example, perhaps the most prominent American twin researcher, 

psychiatrist Kenneth Kendler, concluded that “Genetic infl uences on (anxi-

ety and depression) were largely nonspecifi c. That is, while genes may ‘set’ 
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the vulnerability of an individual to symptoms of psychiatric distress, they 

do not seem to code specifi cally for symptoms of depression or anxiety.” With 

the possible exception of panic disorders, there is little evidence that any of 

the particular anxiety disorders in the DSM have distinct patterns of family 

and genetic transmission.44 A common biological vulnerability to all of what 

were formerly characterized as the “psychoneuroses” seems to better account 

for the results of family and twin studies.

During the 1990s linkage analysis, which examines whether particular 

types of disorders are likely to have particular locations on chromosomes, 

became a prominent method for establishing the genetic foundation of mental 

disorders. To date, these studies have failed to fi nd specifi c genetic propensi-

ties for any particular anxiety disorder. “Searching for genes for categorical 

diagnoses such as panic disorder,” concluded geneticists Jordan Smoller and 

Ming Tsuang, “may be less fruitful than trying to identify genes infl uenc-

ing an underlying, latent anxiety-proneness such as neuroticism, which may 

be more directly heritable.”45 These results also seem more congruent with 

the loosely bounded, indistinct concepts of neurotic disorder than the rigid, 

tightly bounded categories of the DSM-III and subsequent manuals.

Likewise, fi ndings from neuroscientifi c studies that directly examined 

brain functioning poorly fi t the notion of specifi c, mechanism-based anxi-

ety disorders. These studies link the detection and response to danger to the 

amygdala, the oldest part of the brain. Anxiety disorders arise when external 

or internal learned stimuli that do not signal objective danger serve to trig-

ger anxiety. Unconscious memories stemming from traumatic early learning 

experiences remain in the amygdala and emerge in contexts when no danger 

is present. This research suggests that common, rather than distinct, pro-

cesses explain the emergence of various types of anxiety disorders. One of the 

most prominent anxiety researchers, Arne Öhman, concludes that “when the 

symptoms of anxiety characterizing the different anxiety disorders are listed 

side by side . . . there is a striking overlap among them. . . . The communality 

among phobic responses, PTSD anxiety, and panic attacks is further under-

scored by psychophysiological data.” Neuroscientist Joseph LeDoux approv-

ingly cites Öhman’s conclusion that the major forms of anxiety disorders 

refl ect the “activation of one and the same underlying anxiety response.”46

To date, familial, genetic, and brain-based studies offer little support 

for the sharp categorical distinctions in the DSMs since 1980. They rarely 

indicate distinctions among the various particular categories of anxiety or 

between anxiety and depressive disorders. Their fi ndings also suggest, as has 
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been known since Hippocratic times, that anxiety can refl ect the high end 

of one of a small number of temperamental types that are various aspects of 

the broader personality construct of neuroticism.47 Such temperaments, as 

the French psychiatrist Jean-Etienne Esquirol emphasized in the early nine-

teenth century, were not themselves pathological but rendered people more 

vulnerable to develop psychopathology. People who have an underlying sus-

ceptibility to develop symptoms of anxiety and depression seem to share a 

common vulnerability that makes them highly reactive to life stressors. For 

example, psychologist Robert Krueger examined the symptoms reported by 

respondents in a large national study without regard to the particular cat-

egorical disorders.48 He found that symptoms of all the anxiety and affective 

disorders were aspects of a single broad condition, which might best be called 

“neurotic.” As they were in the DSM-II, mood and anxiety disorders often 

seem to be linked types of a common distress-related syndrome.

These fi ndings present a quandary for biological psychiatry. It is pos-

sible that distinct genes and/or neural processes for various symptom clusters 

exist but that the current defi nitions of these clusters do not map well onto 

this underlying biological stratum. Alternatively, there might be a shared 

biological vulnerability to various anxiety and depressive disorders. Genetic 

and biological factors might trigger more undifferentiated “psychoneurotic” 

tendencies rather than specifi c anxiety disorders.49 The categorical revolution 

in classifi cation has not helped resolve whether possible biological propensi-

ties underlie particular anxiety disorders, any anxiety disorder, or neurotic 

disorders more generally. Instead, it was a product of efforts to establish pro-

fessional legitimacy that might disguise the more amorphous natural mani-

festations of anxious conditions.

Epidemiology

Spurred by the fi ndings of military psychiatry that enormous numbers of 

soldiers developed psychological disturbances during World War II, psy-

chiatrists and government offi cials in the postwar period became intensely 

interested in knowing the extent of psychiatric disturbance in untreated 

community populations. Interest in community studies exploded during the 

1950s and 1960s when psychiatrists joined with social scientists to launch 

several large studies that examined amount of mental illness and its psycho-

social causes in community populations.

Psychiatric epidemiology confronts the major problem that, unlike con-

ditions such as blood pressure or cholesterol, no physical indicators exist 
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to verify measurements of mental disorders. Therefore, it must rely on self-

reported symptoms that are subject to many types of uncertainties. The ini-

tial studies also faced the dilemma that the psychiatric classifi cations at 

the time, the DSM-I and DSM-II, did not include specifi c anxiety disorders. 

Instead, the original research relied on general symptom scales that refl ected 

a nonspecifi c view of psychic disturbance, although they emphasized symp-

toms of anxiety. “The prominence of anxiety in psychoanalytic formulations 

of psychiatric disorders,” noted epidemiologist Jane Murphy regarding the 

symptom scales of the 1950s and 1960s, “meant that depression, at least neu-

rotic depression, was thought of as an epiphenomenon to anxiety.”50

The Langner scale, developed for use in the Midtown Manhattan Study, 

illustrates the prominent role of anxiety symptoms in the scales used at the 

time.51 Among its twenty-two items, twelve involved symptoms of anxiety: 

restlessness, nervousness, worries getting you down, being the worrying type, 

feeling hot all over, heart beating hard, shortness of breath, fainting spells, 

acid stomach, cold sweats, fullness in the head, and trembling hands. Six 

others were more related to depression: couldn’t get going, low spirits, feeling 

apart, nothing turns out, nothing seems worthwhile, and feeling weak. The 

remaining four—poor appetite, trouble sleeping, memory alright, and pains 

in the head—do not clearly fi t either category.

Many of these symptoms were widespread and normal indicators of dis-

tress, not necessarily indicators of mental disorder. Not surprisingly, research-

ers found extraordinarily high rates of what they considered to be mental 

disturbance. At the extreme, less than 20 percent of members of community 

populations were classifi ed as “well,” that is, they reported no symptoms. Sur-

veys often found that a majority of respondents who had experienced stress-

ful events such as natural disasters, marital separations, or job loss reported 

serious psychiatric disturbances. The sensitivity of these scales to highly tax-

ing events suggested that they were unable to distinguish between normal 

worries and anxiety disorders. For researchers, however, the major drawback 

of these scales was that the general nature of their items was incommensurate 

with the specifi c categories of disorders that emerged in the DSM-III.52

A small number of studies had tried to measure specifi c anxiety disorders 

in community populations before the 1980s. They found relatively low rates, 

ranging from less than 1 to 4.7 percent of the population. For example, one 

study that measured specifi c types of anxiety found rates of 2.5 percent for 

generalized anxiety, 1.4 for phobic disorders, 0.4 for panic disorders, and no 

cases of obsessive-compulsive disorder in a sample of fi ve hundred persons. 
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Another study found only a 0.6 percent rate of agoraphobia in the 1960s. These 

fi gures led the DSM-III to declare in 1980 that it “has been estimated that from 

2% to 4% of the general population has at some time had a disorder that this 

manual would classify as an Anxiety Disorder.”53

The DSM-III provided epidemiologists the tools to specify and to mea-

sure symptom-based, distinct disorders in community populations. The ini-

tial epidemiological studies that used its criteria did not fi nd strikingly high 

rates of anxiety disorders. The fi rst such study, the Epidemiologic Catchment 

Area Study (ECA) conducted in the early 1980s, presented the fi rst nation-

wide estimates of anxiety disorders from samples generated from fi ve U.S. 

cities (Baltimore, Durham, Los Angeles, New Haven, and St. Louis). Using 

six-month prevalence across three of these sites (New Haven, Baltimore, St. 

Louis), it found rates of 0.8 percent for panic, 3.8 for agoraphobia, and 1.7 

for obsessive-compulsive disorder. Comparable to earlier estimates, a sum-

mary of epidemiological surveys published in 1986 suggested that the over-

all annual prevalence of all anxiety disorders approximated 4 to 8 percent. 

Another summary from the same period estimated a similar range of 2.9 to 

8.4 percent.54

More recent epidemiological studies of the same disorders present strik-

ingly different fi gures. The largest and best-known study, the National Comor-

bidity Study (NCS) found extraordinarily high rates of anxiety disorders. The 

rates of anxiety disorders reported in the initial NCS, which was conducted 

in the early 1990s, considerably exceeded those of the ECA although the stud-

ies were only conducted ten years apart. Rates of any anxiety disorder in a 

one-year period rose from 9.9 percent in the ECA to 15.3 percent in the NCS 

while lifetime rates soared from 14.2 to 22.8 percent, respectively. The NCS 

restudy (NCS-R) conducted in the early 2000s indicated even higher rates 

of anxiety disorders: 18.1 percent of the population suffered some anxiety 

disorder over the past year and 28.8 percent reported one of these disorders 

over their lifetime. These fi gures were between seven and fi fteen times higher 

than those presented in the DSM-III! Anxiety disorders had become by far 

the most prevalent class of disorder; simple phobias (12.5 percent) and social 

phobias (12.1 percent) were the two most widespread particular disorders of 

any type.55

What explains the apparent vast rise in the prevalence of distinct anxiety 

disorders from studies conducted during the 1960s, 1970s, and 1980s to those 

of the 1990s and 2000s? No theory of these disorders—whether biological, 

psychological, or social—posits any factor that could possibly account for 
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such huge leaps in prevalence in such a short period of time. The rise in prev-

alence rates resulted from the tremendous sensitivity of self-reported symp-

toms to small changes in the wording of questions used to measure them. 

These changes, in turn, were products of investigators’ decisions that drove 

prevalence rates in an upward direction.

The measurement of social phobia is illustrative. This condition was not 

mentioned in the DSM-I or DSM-II. When it appeared for the fi rst time in the 

DSM-III, the manual noted that the “disorder is apparently relatively rare.” 

The fi rst study that measured the disorder in the early 1980s indicated a life-

time prevalence of 2.5 percent. A standard psychiatric text published in 1988 

indicated that “social phobia occurs in from approximately 1.2% to 2.2% of 

the population.”56

Subtle changes in the wording used to measure social phobias account 

for the apparent epidemic of this disorder that began in the early 1990s. The 

DSM-III criteria used in the ECA had required that sufferers have a “per-

sistent, irrational fear of, and compelling desire to avoid, a situation in 

which the individual is exposed to possible scrutiny by others and fears 

that he or she may act in a way that will be humiliating or embarrassing.” 

The NCS, however, using slightly revised DSM-III-R criteria, stated that the 

person needed to have only an “unreasonably strong fear” of situations such 

as meeting new people, talking to people in authority, or speaking up in a 

meeting or class. Just changing a single question from the ECA wording of 

having extreme distress when “speaking in front of a group you know” to 

the NCS inquiry about “speaking in front of a group” increased affi rmative 

responses from 6.5 to 14.6 percent. These seemingly minor changes resulted 

in an increase of lifetime prevalence from 2.5 percent in the ECA to 13.3 in 

the NCS, a nearly sixfold increase in prevalence over the course of a decade. 

In another study, changing cutpoints from “a great deal of interference” to “a 

great deal of interference or distress” to “moderate interference or distress” 

resulted in increasing the prevalence of social anxiety disorder from 1.9 to 

7.1 to 18.7 percent, respectively.57

The fact that small changes in question wording could so greatly enlarge 

prevalence estimates illustrates how epidemiological studies magnify the 

problems of symptom-based criteria. Lacking any etiological basis for defi n-

ing disease, these studies rely on self-reported symptoms to make diagno-

ses. These symptoms overlap considerably with non-disordered conditions. 

For example, as much as 90 percent of people self-report feeling shy.58 Only 

sophisticated inquiries and clinical judgment can determine whether or not 
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symptoms such as speaking in public or feeling shy at social functions refl ect 

contextually appropriate responses, intense but normal-range worry, or anxi-

ety disorders. Recent epidemiological studies of anxiety disorders fail to dis-

tinguish normal fears from anxiety disorders and call both “disorders.” The 

unsurprising result is that they generate extraordinarily high rates of putative 

anxiety disorders in community populations.

In addition to extremely high prevalence rates, a second major fi nding 

of epidemiological studies was the extraordinary amount of “comorbidity” 

between supposedly distinct disorders. In contrast to most medical diagno-

ses, where borderline cases that fall in between categories are rare, borderline 

cases among anxiety disorders outnumber pure cases. “Only a small propor-

tion of individuals,” concluded an International Task Force in 1996, “exhibit 

‘pure’ forms of (anxiety) conditions cross-sectionally, and even fewer across 

the life course.” Persons who report experiencing one anxiety disorder also 

have a high probability of experiencing a different anxiety disorder as well as 

a mood disorder. All of the anxiety disorders (except obsessive-compulsive 

disorders) are strongly related to each other and to mood disorders both at a 

particular point in time and across a lifetime. Over 80 percent of persons who 

have some other anxiety disorder report a second one; 90 percent of persons 

who report a generalized anxiety disorder also report another mental disor-

der at some point in their lives.59

Symptoms of anxiety are also ubiquitous in nearly all psychiatric condi-

tions and especially in affective disorders. Scales that measure depression 

and anxiety typically overlap by about 60 percent. The overlap of anxiety 

and depressive disorders is comparable in patient populations, where about 

two-thirds receive both diagnoses over their lifetimes. The overlap among 

various disorders, especially over time, is far more common than the unique 

expression of these conditions. One large cross-national study found a strong 

association of anxiety disorders with major depression across all fi ve sites, 

with odds ratios ranging between 2.7 to 14.9. Many researchers questioned 

whether even panic disorders, which had stimulated the categorical system, 

were actually more serious variants of other anxiety conditions. Comorbid-

ity is more of a rule than an exception: anxious persons generally present 

concurrent symptoms of depression, and depressed persons show symptoms 

of anxiety.60

Although epidemiologists call the endorsement of enough symptoms of 

more than one disorder “comorbidity,” the co-presence of distinct disorders 

could result from a system of categorization that creates artifi cially bounded 
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entities from a more undifferentiated group of symptoms. The enormous amount 

of comorbidity is consistent with the older idea of a diffuse “psychoneurotic” 

disposition that makes people vulnerable to a range of epiphenomenal anx-

ious and depressive symptoms depending upon the particular kinds of stresses 

that are operating when they are examined. The categorical system, however, 

discourages inquiries about whether the various anxiety disorders are truly 

distinct conditions or change from one to another over time.61

The major thrust of epidemiology since 1980 has been to document puta-

tively high rates of disorders and the overlap of various categories of disor-

ders. It has not made new contributions to the etiology of these disorders. 

Indeed, its fi ndings regarding the social correlates of anxiety disorders are 

identical to the stress research of the 1950s and 1960s that showed the link 

of low social status, negative life events, highly stressful circumstances, low 

social support, and female gender to the development of anxiety.62 The fi xa-

tion on the specifi c categorical disorders of the DSM might hamper, rather 

than facilitate, the potential contribution of epidemiology to understanding 

the etiology of anxiety disorders.

The categorical, symptom-based criteria that the DSM-III initiated created 

the possibility to generate such extremely high rates of specifi c anxiety dis-

orders in community populations. Yet, a number of social forces account for 

why these estimates are taken seriously. High prevalence estimates, combined 

with the relatively small, although increasing, proportion of people who seek 

professional help for their conditions, allow epidemiologists, the NIMH, and 

mental health policy makers to argue that the conditions they deal with are 

widespread, undertreated, and in need of substantially increased resources. 

Robert Spitzer astutely noted that “researchers always give maximal preva-

lence for the disorders that they have a particular interest in. In other words, 

if you’re really interested in panic disorder, you’re going to tend to say it’s 

very common. You never hear an expert say, ‘My disorder is very rare.’ Never. 

They always tend to see it as more common.”63 They also serve the ends of 

mental health advocacy groups such as the National Association for Anxiety 

Disorders, which justify the need for increased resources because anxiety is 

such a widespread public health problem.

Pharmaceutical companies are also required to market their products as 

remedies for specifi c disorders. The high presumed prevalence of these disor-

ders provides drug companies with huge target audiences for marketing their 

products. These companies seize on the upper bounds of any range of esti-

mated amounts of pathology, broadcast these fi gures in ads and brochures, 
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and diffuse them into media stories.64 While many groups have an interest 

in expansive defi nitions of pathology, no organized groups emphasize the 

normality of fearful emotions. The categorical diagnostic system has created 

an explosion of pathology, which can best be treated by the ingestion of psy-

chotropic medications.

Treatment

A major justifi cation for delineating specifi c types of disorders is that each 

disorder will respond to a different type of treatment. Even while etiology 

remains unknown, symptom-based diagnoses could be valuable if diverse 

symptom clusters point to distinct treatments. The DSM classifi cations of 

anxiety, however, have not yet led to such specifi city.

For most of history, no separate treatments existed for mental disorders. 

Distinct classifi cations were unnecessary because no discreet treatments 

were available. Anxious patients would have visited general physicians and 

received the same nonspecifi c treatments as others would get. For example, 

the historian Michael MacDonald showed that a sixteenth-century physician 

used the same physical remedies to heal mental and physical disorders alike. 

“Almost every one of Napier’s mentally disturbed patients was purged with 

emetics and laxatives and bled with leeches or by cupping. The clients of 

other classically trained doctors endured the same treatments.” Through the 

fi rst half of the twentieth century, physicians and psychiatrists used the same 

drugs, including morphine and opium, across virtually all psychiatric condi-

tions.65 They were particularly likely to prescribe barbiturates for the range of 

common symptoms such as “nerves,” “tension,” or insomnia.

Although Freud distinguished several types of anxiety disorders, ana-

lysts tended to treat all anxiety conditions with the same techniques. They 

used nonspecifi c methods of psychotherapy to bring unconscious dangers 

into consciousness so that neurotic anxiety could be handled in the same 

ways as realistic anxiety. Traumatic neuroses (now called PTSD) were excep-

tions because they reproduced actual events and so were not subject to the 

symbolic interpretations of psychoanalysis. Analysts generally discouraged 

the use of drugs for treating anxiety disorders because they could hinder the 

search for the causes and meaning of symptoms and reduce valuable pro-

cesses of vigilance.66

A revolution in the treatment of anxiety disorders began in the 

1950s. In 1955 the development of meprobamate (Miltown) dramatically 

changed the nature of treatment for anxiety. “Meprobamate,” according to 
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psychopharmacologist David Healy, “opened up the question of the mass 

treatment of nervous problems found in the community.” Miltown became 

the most popular prescription drug in history; by 1965 physicians and psy-

chiatrists had written 500 million prescriptions for it. By the late 1960s the 

spectacular success of Librium, which was introduced in 1960, displaced 

Miltown. Valium, in turn, succeeded Librium by 1970 as the newest block-

buster anti-anxiety drug. In 1981 Valium was the single most prescribed drug 

of any sort: 20 percent of all women and 8 percent of all men reported using a 

minor tranquillizer over the past year.67

The popularity of these anxiolytics was especially due to their useful-

ness in treating the diffuse kinds of problems seen in general medical prac-

tice: general physicians wrote between 70 and 80 percent of prescriptions 

for Miltown, Librium, and Valium. In 1968 a prominent anxiety researcher, 

Karl Rickels, summarized the situation: “An abundance of tensions, fears, 

worries and anxieties confront mankind today and, in fact, anxiety is seen 

in the majority of patients visiting the physician’s offi ce. Pure anxiety states 

are relatively rare because such syndromes as depression, hysteria, hypo-

chondriasis, somatization, phobias, and obsessional thinking are often con-

comitantly present.” Drug companies presented the anxiolytics to physicians 

and psychiatrists as general tranquilizers that treated a variety of nonspecifi c 

complaints including anxiety, tension, depression, and mental stress. Adver-

tisements at the time (which were directed to medical professionals, not the 

general public) typically focused on the interchangeability of symptoms of 

anxiety and depression.68

Studies during the 1950s and 1960s found that only about a third of the 

minor tranquilizers were prescribed for mental, psychoneurotic, or personal-

ity disorders, while the rest were given as a response to more diffuse com-

plaints and psychosocial problems. “Only about 30% of [tranquillizer] use 

is in identifi ed mental disorders,” concluded one review in 1973, “and the 

remainder covers the rest of medicine.” The vocabulary of the era dictated 

that these drugs would be called “anti-anxiety” or “anxiolytic” drugs, and the 

problems they treated were considered as problems of generalized “anxiety,” 

although they often involving co-occurring depression. During this period 

the concept of “depression” barely existed for submelancholic conditions and 

“anti-depressant” medications were mainly reserved for the serious melan-

cholic conditions found among hospitalized patients.69 Even after the DSM-III 

sharply split the major categories of mental disorders into affective and anxi-

ety disorders, general physicians continued to treat them non-differentially. 
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A World Health Organization (WHO) study in 1991–1992 found that benzo-

diazipines and anti-depressants were about equally as likely to be given for 

depressive and anxiety conditions. These classes of drugs were, in practice, 

prescribed interchangeably.70

As noted earlier in this chapter, the notion of specifi city of drug treat-

ment for anxiety arose in the early 1960s when psychiatrist Donald Klein 

began experimenting with the anti-depressant drug imipramine on his hos-

pitalized patients who had anxiety conditions that were refractory to existing 

treatments. He found that imipramine effectively prevented the recurrence 

of panic attacks but did not successfully treat chronic anxiety. He inferred 

that panic attacks and generalized anxiety states were qualitatively distinct 

conditions, rather than two forms of the same anxious condition. This was 

the fi rst suggestion that a psychoactive drug might work with a specifi c form 

of anxiety disorder but not with others. It is curious that, while the anxiolytic 

drugs in general worked nonspecifi cally across a variety of conditions, the 

only seemingly effective drug for a specifi c anxiety disorder was an anti-

depressant, not an anxiolytic. Subsequent research, however, showed little 

support for Klein’s notion of drug specifi city for panic as opposed to other 

kinds of anxiety. Moreover, psychological as well as drug treatments success-

fully treat panic attacks.71

A sharp backlash against the anxiolytics began during the 1970s. Stim-

ulated by hostile congressional hearings, the FDA and Bureau of Narcotics 

began a crusade against this category of medications. The historian Edward 

Shorter documents how “general hysteria” about the supposedly addicting 

qualities of the various anti-anxiety drugs swept the United States. This 

backlash resulted in their classifi cation in 1975 as Schedule 4 drugs, which 

required physicians to report all prescriptions written for them and limited 

the number of refi lls a patient could obtain. As well, press coverage of these 

medications changed dramatically from their highly positive reception when 

they were introduced in the mid-1950s to very unfavorable coverage that 

emphasized their addictive qualities during the 1970s. After twenty years of 

steadily rising sales since their introduction in the mid-1950s, consumption 

of the anxiolytics drugs plunged. From a peak of 104.5 million prescriptions 

in 1973, their use sharply dropped to 71.4 million prescriptions by 1980.72

In actual practice the anxiolytics were prescribed nonspecifi cally. Yet 

the FDA required that any new medication must have demonstrated effi cacy 

with a specifi c type of illness; drugs that worked nonspecifi cally could not be 

put on the market. As psychopharmacologist David Healy has emphasized, 
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no manufacturer can be interested in drugs that work nonspecifi cally because 

they cannot be promoted in this way and thus cannot be profi table.73 There-

fore, drugs had to be marketed for discrete illnesses, regardless of the actual 

specifi city of the condition.

The selective serotonin reuptake inhibitors (SSRIs) now dominate the 

treatment of non-psychotic mental disorders, including anxiety disorders. 

When the SSRIs emerged at the end of the 1980s, the anti-anxiety drugs were 

about twice as likely to be prescribed in outpatient visits to physicians, psy-

chiatrists, and other medical specialists as were anti-depressants. The SSRIs 

treat depressive and anxious symptoms equally well. Indeed, some psychop-

harmacologists believe that they treat anxiety disorders more effi caciously 

than depression.74 They could just as accurately have been called “anti-anxiety 

drugs” as “anti-depressants”; had the SSRIs been invented during the 1950s 

and 1960s, they almost undoubtedly would have been called anxiolytics, not 

antidepressants. Given the hostile cultural climate toward anti-anxiety drugs 

in the 1980s, however, it made more sense to market them as anti-depressants 

rather than as anti-anxiety agents.

Prescribing trends changed sharply after the SSRIs came onto the market. 

“Individuals treated for anxiety disorders in 1999,” summarize psychiatrist 

Mark Olfson and colleagues, “were 2.7 times more likely to be treated with 

a psychotropic medication in 1999 than in 1987.” This growth was entirely 

accounted for by the SSRIs: between 1985 and 1993–94 prescriptions for anti-

anxiety drugs actually plunged from 52 to 33 percent of all psychopharma-

cological visits. Conversely, the percentage of visits for anxiety involving an 

anti-depressant increased from 30 to 45 percent. From 1996 to 2001 the num-

ber of users of SSRIs increased even more rapidly, from 7.9 million to 15.4 mil-

lion. The use of anti-anxiety drugs grew at a much lower rate, increasing from 

5.5 million to 6.4 million. The change in prescription patterns among persons 

in psychotherapy was even more dramatic. In 1997 nearly half (49 percent) 

received an anti-depressant drug compared to only 14 percent in 1987.75

The stagnation or decline of psychosocial treatments for anxiety sharply 

contrasts with the immense growth of SSRI drug treatments. Rates of psy-

chotherapy, especially long-term psychotherapy, sharply dropped during the 

1990s and early 2000s. Despite considerable evidence for the effectiveness of 

cognitive-behavioral treatments, their use also decreased through the 1990s.76

While drug treatments for anxiety have expanded enormously, there is 

little evidence that the effi cacy of the SSRIs has any relationship to the diag-

nostic categories in the DSM. Indeed, the evidence for nonspecifi city across 
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diverse conditions is far greater than that for specifi city. The way that drugs 

for anxiety work seems more comparable to the general analgesic effects that 

aspirin has on arthritis than to the specifi c effects of insulin on diabetes.77 

The relative responsiveness to drugs might even have more to do with differ-

ential temperament or personality as opposed to the nature of the symptoms 

that individuals display.78

The nonspecifi c nature of the complaints that people bring to their physi-

cians and psychiatrists have not changed over the centuries, although the sys-

tems used to classify them have radically altered. When anxious patients list 

their worries, they speak of the same problems of debt, death, illness, court-

ship, and marriage that physician Richard Napier’s patients had in sixteenth-

century England.79 Their symptoms are still nonspecifi c, encompassing a 

wide range of psychic and somatic indicators of anxiety and depression. Espe-

cially in primary care, most patients present mixed symptoms of anxiety and 

depression combined with worries about a variety of psychosocial problems.80 

The current diagnostic system creates the illusion of specifi city from a morass 

of undifferentiated complaints. The categorical diagnoses of the anxiety dis-

orders have little to do with the treatments patients actually receive.

Conclusion

Distressed people have always sought medical or psychiatric help for a pro-

tean and diffuse mix of somatic, anxious, and depressive symptoms. The 

sorts of fi nancial, familial, and health problems that anxious patients bring 

to treatment differ little over the centuries as do their responses of unfocused 

apprehension, sleep disturbances, irritability, depression, and tension. A com-

mon vulnerability to responding to life stressors with anxiety and depression 

might best explain these general historical uniformities.

Yet the way in which these problems are classifi ed and treated has varied 

enormously. Which condition is emphasized depends on prevailing diagnos-

tic fashions. For most of history, specifi c diagnoses were usually unnecessary 

and problems involving anxiety were lumped into general categories such 

as melancholy, nerves, or neurasthenia. During the period of psychoanalytic 

dominance in the fi rst few decades of the twentieth century anxiety condi-

tions predominated among outpatients, although mixed anxiety-depressive 

conditions were common.

A major unintended consequence of the DSM-III was the reemergence 

of depression as the central diagnosis of the psychiatric profession. While 

the manual split anxiety into many distinct conditions in 1980, MDD was 



 Transforming Amorphous Stress into Discrete Disorders 139

clearly the central category of mood disorders. Moreover, the labeling of the 

SSRIs as “anti-depressants” rather than “anti-anxiety” drugs at the end of the 

decade led physicians to be more likely to call the conditions they treated 

“depression” as opposed to “anxiety.” While 20 percent of patients in outpa-

tient treatment in 1987 had a diagnosis of some mood disorder, almost all of 

which were MDD, depressive diagnoses nearly doubled by 1997 to constitute 

39 percent of all patients. A decline in diagnoses of general medical condi-

tions, which dropped from 16 to 10 percent of visits, and, especially, a drop 

from 25 to 12 percent where no condition was specifi ed, accounted for the 

rise in the proportion of depressive conditions. In contrast, rates of anxiety 

diagnoses remained stable in this period, only rising from 10.5 in 1987 to 12.5 

percent in 1997. During the period from 1996–1997 to 2004–2005 diagnoses of 

mood disorders were more than three times as common as anxiety diagnoses 

in offi ce-based psychiatry.81 What particular condition is predominant at any 

given time seems more a function of the logic of the classifi catory system that 

is used than of the natural occurrence of these symptoms.

As we move toward the end of the fi rst decade of the twenty-fi rst cen-

tury, it is possible that anxiety will once again gain diagnostic prominence. 

The SSRIs are now off-patent for use with depression, and drug companies 

must search for new, patentable uses for them. The variety of anxiety disor-

ders and the presumed number of people who suffer from them make anxiety 

an attractive target for pharmaceutical companies. At the beginning of the 

twenty-fi rst century the drug industry obtained patents to use SSRIs with a 

variety of anxiety disorders, including GAD, PTSD, and social anxiety, and it 

is possible that their marketing efforts will shift from depression to anxiety. 

Which conditions are diagnosed and how they are treated will depend not 

only on the symptoms that patients display but also on social factors, includ-

ing professional fashions in diagnoses, the fi nancial rewards from various 

treatments, cultural images of disorder that are found in advertisements and 

other media, lobbying efforts by consumer and other advocacy groups, and 

the focus of government-driven research and funding.

The categorical system of diagnosis has come to infl uence all aspects of 

the anxiety disorders. Simple phobias, social phobias, agoraphobia, panic 

disorder, obsessive-compulsive conditions, generalized anxiety disorders, 

and post-traumatic stress disorder have become discrete conditions with 

specialists who treat and study each diagnosis. Research focuses on these 

particular diagnoses, conferences are organized to discuss them, publica-

tions derive from them, curricula are developed to study them, and careers 
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revolve around them. But research has not yet demonstrated that these vari-

ous disorders have different clinical courses, family and genetic clustering, 

or responses to treatment. Convenience and convention should not be con-

fused with knowledge.82 Extant studies actually seem more congruent with 

the notion of a general neurotic syndrome that prevailed before the develop-

ment of the DSM-III.

While the DSM categories of anxiety are now fi rmly entrenched in the 

psychiatric canon, the extent to which they have improved the diagnosis, 

treatment, or causal understanding of anxiety disorders is not clear. What 

is unquestionable is that the psychiatric and other mental health profes-

sions have successfully expanded their control over the protean condition of 

“stress.” Until psychiatry develops sound etiologically based classifi cations 

of the disorders it studies and distinguishes anxiety disorders from normal 

states of fear, however, its classifi cations will be of limited help in furthering 

the understanding of and successful response to these conditions.
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Depression

Creating Consensus from Diagnostic Confusion

Chapter 6

Major Depressive Disorder (MDD) has become fi rmly entrenched in psychiat-

ric research, treatment, and teaching; the mental health and health care sys-

tems; media reports about the condition; pharmaceutical advertisements for 

anti-depressants; and patient self-conceptions. It is so taken-for-granted and 

widely institutionalized that it is diffi cult to realize that it only emerged in its 

current form in 1980. Although depressive conditions have been recognized 

since the earliest known medical writings, the diagnostic criteria for MDD 

in the DSM-III were a major departure from previous conceptions of depres-

sion. Indeed, as late as 1979 numerous controversies raged on how to measure 

depression, the number of forms the disorder took, and its relationship to nor-

mal emotions of sadness and to other mental conditions, among many others. 

The seeming naturalness of the current MDD criteria disguises a number of 

arbitrary aspects of the classifi cation of depressive mental disorder.

The current defi nition of depression, called Major Depressive Disorder 

(MDD), is found in the Diagnostic and Statistical Manual of the American 

Psychiatric Association (DSM-IV-TR).1 A diagnosis of MDD requires that fi ve 

symptoms out of the following nine be present during a two-week period, 

one of which must be either depressed mood or diminished interest or plea-

sure: (1) depressed mood;(2) diminished interest or pleasure in activities; (3) 

weight gain or loss or change in appetite; (4) insomnia or excessive sleep; (5) 

psychomotor agitation or retardation; (6) fatigue or loss of energy; (7) feelings 

of worthlessness or excessive or inappropriate guilt; (8) diminished ability 

to think or concentrate or indecisiveness; (9) recurrent thoughts of death or 
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suicidal ideation or suicide attempt. With one major exception, anyone who 

meets these symptom criteria for a two-week period should be given a diagno-

sis of MDD. The exception is that patients are exempt from an MDD diagnosis 

if their symptoms are due to bereavement after the death of a loved one that 

lasts no more than two months and is not of extreme severity. The explic-

itness, clarity, and measurability of these criteria perhaps accounts for the 

nearly universal adoption of the defi nition of MDD since its fi rst appearance 

in the DSM-III in 1980.2

Depression in many ways is now the most important condition in the 

contemporary psychiatric canon. Far more people receive a diagnosis of 

depression than of any other mental disorder: by the end of the twentieth 

century fully 40 percent of psychiatric outpatients received this diagnosis. 

Since about 1990, anti-depressant medications, in particular, the selective 

serotonin reuptake inhibitors (SSRIs), have been by far the most widely pre-

scribed drugs for mental disorders. More published research articles concern 

depression than any other psychiatric condition. By 2020, the WHO estimates 

that depression will become the second leading cause of worldwide disabil-

ity, behind only heart disease.3 Depression seems to be a ubiquitous disease 

that causes a tremendous amount of suffering, impairment, and social cost. 

Yet its recent history illustrates how a seemingly natural and consensual con-

dition is in many ways a thoroughly social creation.

Historical Conceptions of Depression in Early Writings

As long as emotions have been recorded, sadness has been viewed as one of a 

small number of core human feelings. Likewise, depressive mental disorder 

is one of a limited number of psychiatric conditions whose symptoms have 

remained relatively constant over millennia. Diagnosticians have always dis-

tinguished normal states of sadness from pathological depressive conditions. 

Hippocrates provided the fi rst known description of depressive symptoms 

(which he called “melancholia”) in the fi fth century BC. The symptoms Hip-

pocrates noted as characteristic of depression—“aversion to food, despon-

dency, sleeplessness, irritability, restlessness”—are remarkably similar to 

those found in the DSM defi nition noted above. Hippocrates’ defi nition of 

melancholia—“When fear or sadness last a long time, this is a melancholic 

condition”—indicated that the chronicity of melancholic disorders separated 

them from natural emotions of sadness and fear that are grounded in situa-

tions of loss or threat.4
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The Hippocratic corpus and the ancient commentators who followed it 

noted a number of conditions that discriminated depressive mental disorders 

from symptomatically similar—yet distinct—conditions. One major distinc-

tion in early thought was between depressive symptoms that were “without” 

or “with” cause. Aristotle (or one of his students) noted that an excess of black 

bile could produce “groundless despondency.” “Groundless” serves to dif-

ferentiate despondency that is an appropriate response to life circumstances 

from comparable conditions that are not grounded in realistic external situ-

ations. Symptoms that were “without cause” either arose in the absence of 

situations that would normally produce sadness or were of disproportionate 

magnitude or duration to their provoking causes.5 They were thus “ground-

less” because they were not related to external conditions that might expect-

ably produce sadness or to a melancholic, but not disordered, temperament.

In contrast, the same symptoms might be “with cause,” that is, natural, 

proportionate responses to serious losses such as deaths of intimates, eco-

nomic reversals, disappointments in attaining valued life goals, and the like. 

Because both types of melancholia shared the same symptoms, the essential 

difference between conditions that were “with” or “without” cause lay in the 

fact that the social environment evoked and maintained the fi rst type while 

factors internal to the individual produced the second type.6 Melancholic 

disorders were limited to conditions that were “without cause.”

A second distinction embedded in traditional thought was between men-

tal disorders and melancholic personality dispositions. Ancient commenta-

tors recognized that some people were prone to melancholic temperaments, 

which they explained as a result of a preponderance of the humor of black 

bile, and thus to an inherent inclination to sadness. An abundance of black 

bile, however, was not necessarily a sign of a disorder but could indicate a 

personality disposition, which in some cases could even be benefi cial. Aris-

totle, for example, linked melancholic temperaments to outstanding artistic, 

philosophical, and political achievements.7 Melancholic disorders had to be 

distinguished from natural proneness to melancholic refl ection.

Historically, most commentators also recognized that the boundaries 

between melancholic and other types of disorders were loose and amorphous. 

Although the core symptoms of melancholia consisted of despondence and 

anxiety, the manifestations of these states varied considerably. Consequently, 

melancholic states were often diffi cult to isolate and shared many symptoms 

with other conditions, most prominently, with anxiety. Sadness and fear, as 
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in Hippocrates’ defi nition, were commonly linked; anxious concerns and 

worries often accompanied melancholic conditions.

The major distinctions that arose with the Hippocratic corpus persisted 

for thousands of years, until the eighteenth century, when theories regard-

ing the central nervous system replaced humoral conceptions as key expla-

nations for the emergence of mental disorders.8 For most of the eighteenth, 

nineteenth, and twentieth centuries, melancholic conditions no longer dom-

inated conceptions of mental illnesses. Nevertheless, descriptions of these 

conditions retained the core distinction between melancholic disorders and 

ordinary sadness that was “with cause,” on the one hand, and melancholic 

personality dispositions, on the other. Likewise, the boundaries between 

melancholia and other mental disorders were often fl uid and unstructured. 

Specifi c diagnoses did not become important aspects of psychiatric practice 

until the nineteenth century.

Pre-DSM Developments

The German psychiatrist Emil Kraepelin is justly considered to be the origi-

nator of modern psychiatric diagnostic systems.9 General paresis provided 

the underlying conception for Kraepelin’s diagnoses of mental disorders. The 

isolation of this disease showed that mental disorders, like physical disorders, 

could stem from specifi c brain-based physical pathologies. Careful observa-

tion of the symptoms of general paresis also showed how they changed dra-

matically over time and differed markedly at different stages of the disease. 

These different manifestations, however, represented the unfolding of the 

same underlying disorder. A mild symptom of syphilis, for example, might 

indicate the early stages of what would sometimes progress to become a very 

severe disorder at a later time. Thus, for Kraepelin, not symptoms at any par-

ticular time but only symptoms over the entire course of an illness served to 

identify a disease.10

Using paresis as a model, Kraepelin outlined distinct categories of manic-

depression and schizophrenia that were based on careful observation of symp-

toms, traced the varying courses of the disorders over time, and grounded these 

categories in brain pathologies. Manic depressive insanity included mania, 

which involved irrational ideas, exaltation, and overactivity, and depression, 

which incorporated inhibited thought, depressed mood, and psychomotor 

retardation. Kraepelin did not think that that all mild states of sadness would 

develop into depressive disorders; instead, he asserted that full-blown disor-

dered conditions often started as mild states. Nineteenth-century psychiatry 
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generally followed Kraepelin’s contention that melancholic disorders were 

brain diseases that often had a strong hereditary causal factor.

The emergence of psychoanalysis at the end of the nineteenth century 

provided a thoroughly distinct perspective from the Kraepelinian approach 

to depression. Sigmund Freud and his followers concentrated on the psycho-

logical etiology of depression. They understood pathological symptoms in 

terms of unconscious mental processes, not of brain pathologies. Unlike Krae-

pelin, the Freudians did not emphasize depression but subsumed this condi-

tion under the more general processes of the psychoneuroses that arose from 

unconscious feelings of anxiety.

Freud stressed the differences between natural processes of mourning 

and pathological melancholia, which were analogous to previous distinctions 

between depressions that were with and without cause. Both types of condi-

tions shared common symptoms, including profound dejection, loss of inter-

est in the external world, inhibited activity, and an inability to feel pleasure, 

which resembled the symptoms in the current DSM. However, despite their 

common appearance, Freud explained that “although grief involves grave 

departures from the normal attitude to life, it never occurs to us to regard it 

as a morbid condition and hand the mourner over to medical treatment. We 

rest assured that after a lapse of time it will be overcome, and we look upon 

any interference with it as inadvisable or even harmful.”11 Grief, or mourning, 

was a natural process that was self-healing; it was not a mental disorder. Mel-

ancholia, in contrast, was a pathological redirection of internalized hostility 

toward earlier love objects onto one’s self. Their common appearances not-

withstanding, grief was a normal reaction to loss that should not be subject to 

medical treatment while melancholia stemmed from unconscious losses that 

the sufferer could not understand without the aid of a therapist.

In the United States Adolf Meyer’s view of depression as a reaction type 

was especially infl uential during the middle third of the twentieth century. 

Meyer emphasized a contextual approach to depression, stressing how the 

nature of depressive illnesses was too heterogeneous to be encompassed 

within a single disease condition. Unlike Kraepelin, he did not privilege 

biological processes. Instead, he stressed that most depressive states were 

reactions to environmental demands that arose from a variety of personality 

and biological characteristics, life circumstances, and general experiences. 

While depressive symptoms were universal, depressive disorders were path-

ological conditions that were out of proportion to their precipitating envi-

ronmental contexts.



146 Diagnosis, Therapy, and Evidence

Freud’s and Meyer’s views were the major infl uences on the fi rst diagnos-

tic manuals in the United States that were developed for use in a broad range 

of treatment settings, the DSM-I and DSM-II. Following Meyer, the DSM-I 

called depression “depressive reaction.”12 The DSM-II emphasized psychody-

namic formulations, especially the distinction between depressive neurosis 

and depressive psychosis. Following Freud, the DSM-II conceived of depres-

sion as stemming from unconscious attempts to deal with anxiety and guilt 

stemming from some loss. It changed the label of depression from “depres-

sive reaction” to “depressive neurosis,” defi ning this condition as follows: 

“This disorder is manifested by an excessive reaction of depression due to 

an internal confl ict or to an identifi able event such as the loss of a love object 

or cherished possession.”13 This defi nition stressed the differences between 

“excessive,” disproportionate responses to confl icts and losses, which are dis-

orders, and non-excessive, proportionate responses to the same situations. 

The latter, which are “with cause,” are not disorders. The manual did not list 

any symptoms of the disorder but implied that the distinction between disor-

ders and normal sadness lies in the context in which symptoms arise, not in 

the nature of the symptoms themselves.

During the period between roughly 1920 and 1980 numerous controver-

sies surrounded the study of depression. One issue involved whether depres-

sion was a single disorder, as Kraepelin argued, or more than one distinct 

disorder. British psychiatrist Aubrey Lewis was the most infl uential sup-

porter of the unitary view. He emphasized that depressive conditions lay on 

a single continuum running from mild to severe disorders and encompassing 

both endogenous conditions with no apparent environmental cause and exog-

enous conditions that arose in response to external stressors.14

In contrast to Kraepelin and Lewis, most researchers argued that mel-

ancholic depression—a particularly serious state marked by vegetative 

symptoms, delusions, and hallucinations—was not an extreme point on a con-

tinuum but a distinct type of disorder.15 They believed in a distinction between 

endogenous disorders that emerged “out of the blue” and exogenous disorders 

that were provoked by distinct losses. Endogenous conditions gradually came 

to be associated with the extreme symptoms they featured rather than with 

the lack of a precipitating, external cause. The term “psychotic” more accu-

rately characterized the nature of these conditions. They were believed to be 

discrete conditions that had distinct responses to medication. Unlike reac-

tive (or exogenous) depressions, they were thought to be highly responsive to 

anti-depressant medications but not reactive to placebos.16 Despite their many 
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disagreements, psychiatric researchers generally felt that depression was not a 

homogeneous illness category but included a psychotic type as well as a vari-

ety of less distinct and diffi cult to classify non-psychotic conditions.

While most researchers agreed on the existence of a separable, psychotic 

form of depression, they did not reach consensus on the nature of non-psychotic 

types of depression. The question of whether depressive illnesses were best 

regarded as a continuum or characterized by discrete types was unresolved. 

Similarly, those who argued for discrete types couldn’t agree on how many 

types existed. Some concluded that depression had a single neurotic type 

as well as a melancholic, psychotic type. Others argued for the existence of 

three or more distinct, neurotic states of depression. Various classifi cations of 

depression embraced from a single to as many as nine or more separate catego-

ries. Still others conceived of neurotic depression as more closely resembling 

a personality or temperament type rather than a disease condition.17

The only thing that was clear about the state of depression research at 

the end of the 1970s was the extraordinarily broad range of unresolved opin-

ions on how best to diagnose the condition. In 1976 the prominent British 

psychiatric diagnostician R. E. Kendell published an article whose title accu-

rately conveyed the classifi catory situation at the time: “The Classifi cation of 

Depressions: A Review of Contemporary Confusion.” In his summary of the 

state of research about the classifi cation of depression he noted that “there is 

no consensus of opinion about how depressions should be classifi ed, or any 

body of agreed fi ndings capable of providing the framework of a consensus.”18 

Kendell outlined twelve major systems of classifi cation, most of which had 

little to do with the others. Different researchers emphasized distinctions 

between psychotic and neurotic, endogenous and reactive, and bipolar and 

unipolar conditions. While almost everyone agreed that psychotic (or endoge-

nous) depressions were distinct from neurotic states, no accord existed on the 

nature of non-psychotic conditions.19 Researchers did not agree on whether 

non-psychotic depressions were continuous or discontinuous with psychotic 

forms, on the one hand, or with normality, on the other.

None of the issues about depression that initially emerged in the works 

of the ancient Greeks had been decided. Researchers and clinicians disputed 

how many forms neurotic conditions took and sometimes even if they had 

any discreet forms at all. Debates continued about whether depression was 

better seen as a neurotic personality type than as a disease. It is hard to imag-

ine that anyone would have thought that the development of the DSM-III in 

1980 would seem to resolve all of these controversies in a single stroke.
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The Foundation of the DSM-III

During the period that psychoanalysis dominated American psychiatry, the 

major outpost of medically minded psychiatry was at Washington University 

in St. Louis. Led by psychiatrists Eli Robins and Samuel Guze, the mission 

of the Washington University group was to develop easily measurable, symp-

tom-based criteria that would serve as the basis for empirical research. The 

Washington University group scorned the defi nitions of the DSM-II, which 

were based on the assumption that unconscious anxiety was at the root of 

the various psychoneuroses. Realizing that the causes of the various mental 

disorders were unknown, this group’s fi rst priority was to purge unwarranted 

etiological elements from defi nitions of each disorder. They developed crite-

ria for a small number of disorders, fi fteen in all, that were solely based on the 

symptoms each disorder displayed. These diagnostic criteria were called the 

“Feighner criteria” after the name of the psychiatric resident in the Washing-

ton University department who was the fi rst author of the published version 

of the descriptions.20

Given the extant lack of agreement about the nature of depression, how-

ever, there was little consensual basis on which to build empirical criteria 

to replace the existing vague and etiologically based defi nition of depression 

in the DSM-II. The Feighner criteria split the Affective Disorders category 

into primary affective disorders that were not preceded by any other mental 

or physical illness and secondary affective disorders that were preceded by 

another psychiatric illness or were accompanied by a life-threatening physi-

cal illness. They subdivided the primary and secondary types into two cate-

gories, depression and mania. Depression required the presence of dysphoric 

mood and at least fi ve of the following symptoms: poor appetite, sleep diffi -

culty, loss of energy, agitation, loss of interest in usual activities, guilt, lack of 

concentration, and recurrent thoughts of death. The Mania category was not 

related to depression but instead to a psychotic state marked by exuberance 

and hyperactivity. The criteria, in effect, contained one form of depressive 

illness (that could be independent of or preceded by other mental and physi-

cal conditions).

The Feighner criteria took little note of previous research on the topic and 

in many respects had little resemblance to it. “No evidence,” noted Kendell in 

regard to the Feighner approach, “has been offered to suggest that it is anything 

more than a convenient strategy.”21 Although they did allow for a diagnosis 

of “probable” depression when four instead of fi ve symptoms were present, 

the criteria were categorical, assuming that depression was a discrete rather 
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than dimensional disorder. The criteria abandoned the classical distinction 

between symptoms that were “with” or “without” cause, so they considered 

both symptoms that were related or unrelated to precipitating causes to be 

disorders. They were thus purely symptom-based, so that anyone who met the 

symptom criteria received a diagnosis of depression. Even bereaved people who 

satisfi ed the symptom criteria were viewed as having a depressive disorder.

Perhaps the most striking aspect of the Feighner criteria is that they con-

sidered all depressive conditions to fall under a single category. Most previous 

researchers, if they did not take a dimensional view of depression, consid-

ered psychotic (or endogenous) depression to be distinct from less serious 

forms of the condition. Psychotic unipolar depression simply disappeared 

in the Feighner criteria, which only recognized the manic form of affective 

psychosis. The criteria also did not take note of the controversies regarding 

how many forms of non-psychotic depression existed. Finally, although the 

criteria followed Kraepelin in asserting the primacy of careful observation 

of symptoms in making diagnoses, they discarded the basic Kraepelinian 

dictum that accurate diagnoses required observations over long periods of 

time. They were cross-sectional, requiring one-month duration of symptoms. 

Depressive conditions stemming from dysfunctional psychological mecha-

nisms that led people to be unable to experience pleasure, those that featured 

chronic pessimism, and those that arose from situations of loss were treated 

as comparable, as long as they satisfi ed the symptomatic criteria.

In 1979, just a year before the publication of the DSM-III, psychiatrists 

Nancy Andreasen and George Winokur noted the presence in research about 

depression of “a hodgepodge of competing and overlapping systems.”22 Like-

wise, Kendell’s review gave no special primacy to the Washington University 

classifi cation, treating it as one of twelve ways to classify depression. Despite 

their uncertain grounding in the extant research literature, the Feighner cri-

teria quickly generated a consensus among empirically minded psychiatric 

researchers. By 1989, the article in which the Feighner criteria appeared was 

the single most cited article in the history of psychiatry.23 The criteria clearly 

met the need of research psychiatrists for easily measurable diagnostic enti-

ties. Most importantly, they became the basis for the new classifi cation of 

depression that appeared in the DSM-III in 1980.

DSM-III

The DSM-III is justifi ably viewed as a revolution in psychiatric classifi ca-

tion.24 It presented explicit defi nitions of several hundred diagnostic entities 
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(including depressive disorders), which remain the standard of what counts 

as a mental disorder. They are used in all settings that require diagnoses, 

including general medical practice, private mental health practice, and hos-

pital clinics. They are also the central measures used in epidemiologic inves-

tigations, research studies, and treatment outcomes. In effect, the defi nition 

of depression that the DSM-III initiated and that has remained basically intact 

through the subsequent DSM-III-R, DSM-IV, and DSM-IV-TR manuals is the 

arbiter of what is currently considered to be a depressive disorder.25

The DSM defi nitions of depressive disorders were primarily grounded 

in the Feighner criteria. However, unlike the Washington University mea-

sures that were developed for use in research studies, the DSM was a manual 

intended for clinical use as well as for research. No single paradigm dom-

inated the practice of psychiatry by 1980, so the manual had to be useful 

for clinicians of all theoretical persuasions, not just for empirically minded 

researchers such as Robert L. Spitzer and the Washington University group. 

Because it would have been politically unacceptable for the DSM-III explicitly 

to favor any particular theoretical group, the symptom-based Feighner crite-

ria had the advantage of not relying on any specifi c theory of mental illness, 

whether biological, psychological, or social.

The DSM-III diagnosis of MDD, outlined above, was very similar to the 

Feighner criteria. It retained the primary distinction between bipolar disor-

ders and major depressive disorders, so that all unipolar depressive condi-

tions were part of one illness. It also maintained virtually intact the particular 

symptoms from the earlier diagnosis, requiring the presence of dysphoric 

mood or loss of pleasure in activities along with at least four from the same 

list of eight additional symptoms of poor appetite, insomnia, psychomotor 

agitation, fatigue, loss of interest, feelings of worthlessness, lack of concentra-

tion, and recurrent thoughts of death.26

What led research psychiatrists to rally around the Feighner criteria, 

which were no more empirically supported than many other possible sche-

mas? One reason was that they were perfectly posed to solve the reliability 

problems that bedeviled the psychiatric profession. Because the criteria con-

sidered all symptoms, regardless of the context in which they arose, as poten-

tial signs of depressive disorder, they did not need to rely on tricky judgments 

of whether or not a given collection of symptoms was a natural response to a 

given contextual situation. This quality made it easier to generate agreement 

on whether a given patient had a depressive condition. In addition, the Feigh-

ner criteria made no assumptions about etiology. Diagnostic judgments did 
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not depend on the causes of symptoms, which were often hard to determine. 

The purely symptom-based nature of the criteria also made them potentially 

useful to psychiatrists of all theoretical persuasions. These attractive quali-

ties, however, would not be suffi cient in themselves for the Feighner criteria 

to overcome the decades of disagreement about appropriate ways to classify 

depressive disorder. Political considerations, in particular, the allegiances of 

the key actors responsible for constructing the MDD criteria for the DSM-III, 

were a crucial factor in leading to the adoption of the Washington University 

defi nition of depression.

Spitzer and his colleagues, who were either based at Washington Univer-

sity or were close collaborators of the Washington University group, controlled 

the development of the new edition of the DSM. The fi ve members of the Advi-

sory Committee on Schizophrenic, Paranoid, and Affective Disorders whose 

work primarily concerned depression were Spitzer himself, his two close col-

laborators from Columbia, Jean Endicott and Janet Williams (Spitzer’s wife), 

and two psychiatrists from Washington University, Paula Clayton and Robert 

Woodruff. Every member of the depression subgroup was therefore part of 

the research network centered on the Washington University group and their 

allies at Columbia.27 The close personal affi liations among this group insured 

that the in-house instruments of the Feighner criteria and the Research Diag-

nostic Criteria that were developed from the Feighner measures would serve 

as the basis for the new depression diagnosis in the DSM-III.28

The DSM-III did make several changes in the Feighner criteria. The dis-

tinction between primary and secondary affective disorders, which com-

mentators had called the “most important feature of this classifi cation,” 

disappeared in the DSM-III defi nition.29 The DSM also lowered the duration 

of required symptoms from one month to two weeks. Although, the MDD 

criteria maintained the purely symptom-based focus of the Washington Uni-

versity group, they added an exclusion for bereavement so that non-psychotic 

symptoms due to bereavement that didn’t last longer than three months (later 

changed to two months) would not receive a MDD diagnosis. The addition 

of this exclusion was likely due to work of Paula Clayton, a prominent mem-

ber of the Washington University group and of the DSM-III Advisory Group 

on Affective Disorders. Her work showed that, although high proportions of 

bereaved people could satisfy one-month duration criteria for depression, 

their symptoms were typically self-healing and remitted shortly after this 

period.30 The DSM-III, however, did not apply the same logic to any other 

serious loss: it made no comparable exclusions for depressions arising in 
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response to events such as natural disasters, divorce, unemployment, or the 

diagnosis of a serious physical illness. Aside from the bereavement exclusion, 

the diagnostic criteria did not recognize the ages-old separation of depressive 

conditions that were “with” or “without” cause.

Major Depressive Disorder was the primary category of depression in 

the Affective Disorders category of the DSM-III (and subsequent manuals). 

The larger Affective Disorders category also included the psychotic state of 

bipolar disorder. The DSM-III also added a subtype of Major Depressive Dis-

order with Melancholia, which was a subclassifi cation of MDD. People could 

only qualify for a diagnosis of Melancholic MDD if they already met the 

criteria for MDD. It required symptoms of greater severity in the morning, 

early-morning awakening, marked psychomotor retardation, weight loss, 

and excessive guilt. This category corresponded to a considerable amount 

of earlier research that had delimited a distinct category of psychotic, but 

non-manic, depression, but its submersion into the broader MDD category 

ensured its fall into obscurity.31 Melancholic depression, as defi ned in the 

DSM-III, lost the primacy it had maintained through thousands of years of 

psychiatric history. Psychotic types of mood disorders became identifi ed 

with bipolar disorder; unipolar states of psychotic depression were virtually 

indistinguishable from major depression.

The group that constructed the Affective Disorders category also had to 

fi nd some way of dealing with the traditional category of neurotic depression 

that, although ignored by the Washington University diagnosticians, was 

an important diagnosis for the psychoanalytic component of the psychiat-

ric profession. Spitzer and his research-oriented allies were fi rmly opposed 

to including a term such as “neurosis,” which implied a distinct etiology of 

symptoms rooted in unconscious psychological confl icts.32 Psychoanalysts, 

however, bitterly contested attempts to abolish a concept that had been part of 

the core of the discipline for the past half-century. As a compromise, Spitzer 

introduced a new category of “dysthymic disorder” with the term “neurotic 

depression” following in parentheses. The fi nal wording in the DSM-III was 

“Dysthymic Disorder (or Neurotic Depression).”33

Dysthymia was an attempt to capture the central features of what psy-

choanalysts had considered to be neurotic depression. In the past, neurotic 

depressions would have been contrasted to psychotic depressions and dif-

ferentiated by their lesser severity. In the DSM-III, however, the symptom 

requirements for dysthymia had little resemblance to any previous use of 

this term. Diagnoses of dysthymia, like those of MDD, required the presence 
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of either depressed mood or loss of interest in most activities but only three 

additional symptoms (changed to two additional symptoms in the DSM-IV) 

from a list of thirteen possible symptoms.34 However, the symptoms had to 

endure for a two-year period (one year for children and adolescents), in con-

trast to the two-week period required for an episode of MDD. Dysthymia was 

thus a curious amalgam of low-grade but long-lasting symptoms that seems 

more similar to a melancholic personality disposition than to a psychiatric 

disorder. The extreme duration requirement for dysthymic states ensured 

that they were not analogous to transient, mild states of depression. In any 

case, it was MDD, not dysthymia, that became the core diagnoses of the Affec-

tive Disorders category.35

The DSM-III was initially intended to be a provisional document that 

would be subject to revision based on new empirical evidence.36 In fact, its 

success in seeming to resolve the problems of psychiatric legitimacy, reli-

ability, and theoretical confusion ensured that it quickly became reifi ed and 

its diagnostic entities taken for granted. The developers of the DSM-III did 

not envision that depression, as embodied in the MDD criteria, would soon 

become the most central diagnosis of the psychiatric profession.

Post-DSM-III Developments

Depression is one of a small number of diagnoses that has been continuously 

described throughout psychiatric history. For the fi rst part of the twentieth 

century, however, it was not an especially important or widespread condi-

tion.37 Since the latter part of the nineteenth century “nerves,” “tension,” 

and “stress” were the core features of psychological problems seen in general 

medical as well as psychiatric practice. Their accompanying psychological 

and somatic features had much more resemblance to anxiety than to depres-

sion. Anxiety, not depression, dominated characterizations of the psychoneu-

roses before the DSM-III.

As the preceding chapter noted, during the 1990s depression replaced 

anxiety as the core condition experienced by typical clients of outpatient psy-

chiatry and general medical practice. While diagnoses of anxiety remained 

stable throughout the decade, the proportion of patients receiving diagnoses 

of depression in outpatient psychiatric therapy about doubled from 20 per-

cent in 1987 to 39 percent in 1997.38 The medications used to treat neurotic 

conditions changed from being labeled “anxiolytics” or “tranquillizers” to 

being called “anti-depressants.” Images of depressed people were also trans-

formed. During the 1960s portrayals of depression typically contained older 
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women who were often formerly hospitalized patients.39 By the end of the 

1990s advertisements featured attractive, younger and middle-aged women 

who were restored to exceptional health after treatment with anti-depressant 

medication. What factors led to the sudden emergence of depression at the top 

of the hierarchy of outpatient psychiatric diagnoses during the 1980s?

One of these factors was the inadvertent result of the DSM classifi cations 

themselves. MDD was unquestionably the core diagnosis within the Affec-

tive Disorders category. What was formerly called “endogenous depression” 

became a subcategory within the MDD diagnosis and by now has virtually 

disappeared as an independent entity. Dysthymia never gained traction as a 

diagnostic entity and is rarely found in research, treatment, or clinical prac-

tice. In contrast, major depression, which did not even appear as a diagnostic 

label until 1979, was by 1984 the most cited term used in research articles. 

By 2000 it was used far more frequently than all other diagnostic terms for 

depression put together.40

In contrast to the unity of the depressive disorders, the category of Anxi-

ety Disorders subdivided into many entities, none of which was dominant.41 

Panic, Agoraphobia, Specifi c Phobia, Social Phobia, Obsessive-Compulsive 

Disorder, PTSD, and GAD all developed into viable diagnostic categories with 

their own researchers, treatments, and clinics. GAD, which might seem to be 

the central category of anxiety, became a residual category that was not diag-

nosed when some other psychiatric condition was present. The DSM cleared 

a path for major depression to dominate the labeling of the amorphous group 

of conditions that before 1980 were considered to be “neurotic,” “nerves,” or 

“anxious” conditions.

A second critical development was the emergence of a new category of 

drugs, the SSRIs, at the end of the 1980s. As chapter 5 outlines, the tranquil-

lizing drugs, which were called “anti-anxiety” or “anxiolytic” medications, 

dominated the treatment of non-psychotic conditions during the 1950s and 

1960s. Correspondingly, the conditions they treated were seen as problems of 

nerves or anxiousness that were sometimes combined with depression. Begin-

ning in 1962 the FDA required that medications could only be approved, mar-

keted, and advertised for the treatment of specifi c disease conditions, not for 

general psychosocial problems.42 The dominance of the anxiety conditions at 

the time ensured that these medications would be promoted as treatments for 

anxiety rather than for depression.

The specifi city requirement led to a search for specifi c diseases that 

existing medications could treat. The major research question was whether 
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a specifi c disease state could be linked to the sites in the brain where the 

drugs were biologically active. The SSRIs act very generally to raise levels of 

serotonin in the brain. Serotonergic drugs treat a wide variety of depressive 

and anxious conditions, among others; they are not specifi c to any single 

disorder. They could just as easily have been marketed as anti-anxiety as 

anti-depressant medications when they fi rst appeared in the late 1980s. By 

the 1980s, however, anti-anxiety medications were linked to dependency and 

many negative side effects.43 The media had turned sharply against their use 

and broadcast many stories featuring their potential for addiction, use in sui-

cide attempts, and other destructive consequences. Patients, with backing by 

organized groups of advocates, fi led many lawsuits against the drug compa-

nies that manufactured the tranquillizers. Government agencies attempted to 

restrict their use and adopted an openly adversarial stance toward the phar-

maceutical industry. Sales of anti-anxiety drugs plunged from their peak 

usage in 1975 and continued to plummet throughout the 1980s. Pharmaceuti-

cal companies faced a tough situation in marketing anti-anxiety drugs. “By 

the mid-1980’s,” writes psychopharmacologist David Healy, “it had become 

impossible to write good news stories about the benzodiazepines.”44

Before the late 1980s, anti-depressant medications were mainly associated 

with the treatment of severe depression, not with common psychosocial prob-

lems treated in general medical practice or outpatient psychiatry. In contrast 

to the anti-anxiety drugs, anti-depressants were not connected to problems of 

dependency.45 When the SSRIs came onto the market in the late 1980s it made 

much more marketing sense to promote them as anti-depressants, not as anti-

anxiety agents. The publication of Peter Kramer’s wildly popular Listening 

to Prozac: A Psychiatrist Explores Antidepressant Drugs and the Remaking 

of the Self in 1993 cemented the coupling of the SSRIs with the treatment of 

major depression.46 Network television shows, national newsmagazines, and 

best-selling books widely featured anti-depressant medications. Depression 

had become the disease that the new drugs would treat.

SSRI use increased spectacularly over the 1990s, growing by 1,300 per-

cent. Between 1996 and 2001 alone, overall spending on anti-depressants 

rose from $3.4 billion to $7.9 billion. By 2000, three SSRIs—Prozac, Zoloft, 

and Paxil—were among the eight most prescribed drugs of any sort; the anti-

depressants were the best-selling category of drugs in the United States.47

As had so often happened in psychiatric history, the development of 

a treatment shaped the nature of the illness for which it was supposedly a 

response. Because a drug was called an “anti-depressant,” depression must 
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be the condition that was being treated. Between 1987 and 1997, the propor-

tion of the population receiving outpatient treatment for conditions that were 

called “depression” increased by more than 300 percent. While 0.73 persons 

per 100 received outpatient treatment for depression in 1987, ten years later 

the rate had leaped to 2.33 per 100. Depression became by far the single most 

common diagnosis in outpatient treatment. At the same time, the proportion 

of individuals treated for depression receiving a psychotropic medication 

nearly doubled over this period from 44.6 percent to 79.4 percent.48 After con-

trolling for socio-demographic characteristics, treatment for depression was 

4.5 times as likely to involve medication in 1997 compared to 1987.

The FDA approval of direct-to-consumer (DTC) drug advertisements in 

the late 1990s both enhanced the popularity of the SSRIs and reinforced their 

link to depressive illness. “Such advertising,” explains sociologist Nikolas 

Rose, “seeks not just to market a drug, but to reshape the potential patient’s 

understanding and presentation of their condition to their doctor in the form 

of a particular DSM disorder for which a specifi c drug has been licensed 

and marketed.”49 These ads typically linked the most common symptoms 

of depression from the DSM diagnosis—sadness, fatigue, sleeplessness, and 

the like—with very common psychosocial situations involving problems 

with interpersonal relationships, employment, and achieving valued goals. 

For example, a widely broadcast ad for Paxil featured a woman on one side 

and her husband and son on the other side, with a list of symptoms drawn 

from the MDD diagnosis separating the two sides. The ad implied that the 

symptoms of depression are the cause, rather than the result, of the family’s 

problems.50 SSRI consumption was presented as the solution to the kinds of 

widespread family, work, and motivational problems the ads depicted, which 

were called “major depression.”

The DTC ads had the additional consequence of changing the conditions 

that the general medical sector treated from anxiety to depression. Since the 

middle of the nineteenth century, general physicians had called the amor-

phous collection of psychological, somatic, and psychosocial problems they 

treated as “nervous” or “stress” conditions. DTC ads urged potential patients 

to “consult your doctor” about receiving SSRI medications for problems of 

depression. The result of these successful advertising campaigns was to 

increase the proportion of people obtaining treatment for a psychological 

condition in the general medical sector as opposed to the specifi cally mental 

health sector. During the period from 1990–1992 to 2001–2002, the percentage 

of emotional disorders treated in the general medical sector grew from about 
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one-third to about one-half, an increase of about 150 percent.51 These condi-

tions were now considered to be problems of depression instead of anxiety.

The fi ndings of epidemiological studies also helped to boost the status 

of major depression as a central problem of the modern age. Rates of depres-

sion in the community were rarely studied before 1980. Community studies 

instead examined generalized conditions using scales where symptoms of 

anxiety predominated. The ECA Study was the fi rst study to use the DSM-

III category of MDD. Conducted in the early 1980s, it found rates of one-year 

prevalence of MDD that varied from 1.7 percent to 3.4 percent across the fi ve 

different sites in the survey. Lifetime rates of MDD varied from 2.9 to 5.8 

across these sites. Other community studies from a variety of countries indi-

cated comparable rates.52

The NCS, conducted during the early 1990s, found sharply higher rates 

of MDD than earlier surveys had, although it used similar DSM-III-R criteria. 

In the NCS, 10.3 percent of respondents reported MDD over the past year; 17.1 

percent reported this condition over their lifetime. Its rates were between three 

to six times higher than those reported in earlier studies. These differences 

were explained as the product of methodological changes regarding question 

placement and memory probes.53 Although there is no compelling reason to 

believe that the NCS rates are more accurate than those found in earlier stud-

ies, they became the standard for claims that about a tenth of the population 

suffers from depression at any particular time and that nearly a fi fth will have 

this disorder at some point in their life. Pharmaceutical ads, public health 

campaigns, Internet Web sites, and media stories all widely trumpeted the tre-

mendous amount of depressive disorder in the population. While as recently 

as the late 1970s depression was a relatively uncommon disorder, just fi fteen 

years later it had become a widespread public health problem.

The widely disseminated fi ndings of the WHO about the burdens that 

depressive illness creates also helped to raise the profi le of this condition. 

One of the major concerns of the WHO was to raise worldwide public aware-

ness of the seemingly immense costs of depression. It used ratings of sever-

ity that combined prevalence estimates based on epidemiological fi ndings 

about the number of people who suffer from depression with expert ratings 

of the severity of depression, which considered it comparable in disability to 

the conditions of paraplegia and blindness and more severe than conditions 

such as Down syndrome, deafness, and angina. Based on these fi gures, the 

WHO projected that by 2020 depression would become the second leading 

cause of worldwide disability, behind only heart disease, and that depression 
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is already the single leading cause of disability for people in midlife and 

for women of all ages.54 “The response from psychiatry to this news,” David 

Healy drolly comments, “appeared to be satisfaction that the discipline was 

now the second most important in medicine after cardiology.” Healy goes on 

to note that the “emergence of a comparable epidemic of any other serious 

illness on this scale would have led to serious questioning as to what had 

happened. There appeared to be no such questioning in the case of depres-

sion.”55 The WHO fi gures helped solidify the appearance of the dire social 

and economic impacts from depressive illness.

Since the 1980s, the NIMH has promoted depression as a central form 

of mental disorder. The perception of its widespread prevalence combined 

with its terrible consequences made it the most promotable threat to public 

health that any mental illness posed. The NIMH not only became the major 

sponsor of research about depression but also developed widespread public 

education campaigns with the aim of raising public consciousness about this 

condition and promoting professional help-seeking among untreated people 

with depression. It also became heavily invested in promoting the benefi ts of 

pharmaceutical treatments for the disorder.

The NIMH is the most credible, respectable, and prestigious source of 

information about mental disorder. Because of its enormous cultural capital, 

it has been a leading force in changing public discourse about the nature 

of mental illnesses. The symptom-based criteria of the DSM generated very 

large estimates of depressive illnesses. These estimates, in turn, allowed the 

NIMH to expand its mandate, make claims that mental illness is rampant in 

the population, and protect and expand its budget. The creation of ubiquitous 

depressive disease states also depoliticized the NIMH’s previous concern 

with the problematic social consequences of poverty, racism, and discrimina-

tion. Political support is far more likely to accrue to an agency that is devoted 

to preventing and curing a widespread disease than to one that confronts 

controversial social problems. The consequences of chronic states of social 

deprivation as well as of stressful life situations are now viewed as diseases 

that fall within the mandate of mental health professionals. A variety of intra-

professional, economic, political, and cultural reasons coalesced to make 

depression the central diagnosis to emerge from the DSM-III revolution.

The Expansion of Depression

One of the major controversies surrounding the nature of depression before 

1980 was whether depression was categorical or continuous in nature. The 
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DSM arbitrarily resolved this controversy, requiring that a diagnosis of MDD 

required at least fi ve symptoms. Persons who otherwise met requirements 

for an MDD diagnosis but who only had four or fewer symptoms would not 

receive the diagnosis. This requirement was not based on empirical research 

that showed any sharp breaking point at the fi ve-symptom cutoff but was 

adopted from the Feighner criteria as an approximation to the point where a 

reasonable break might lie between a disordered and non-disordered state.

Clinicians need to use some cutting point in order to generate a diagnosis 

and to receive reimbursement. Yet even the proponents of the DSM-III diag-

nosis recognized that the particular number of symptoms required for delin-

eating patients who meet or do not meet the MDD requirements is somewhat 

arbitrary and a matter of convention.56 Research subsequent to the DSM-III 

showed that potential symptoms of MDD were not discontinuous between 

four and fi ve symptoms or between any other adjacent points. Instead, depres-

sive symptoms fell on a linear continuum of varying severity and duration 

with no sharp breaks at any point. “Our current DSM-IV diagnostic conven-

tions,” geneticists Kenneth Kendler and Charles Gardner summarize, “may be 

arbitrary and not refl ective of a natural discontinuity in depressive symptoms 

as experienced in the general population.”57 The seeming continuous nature 

of depression gave rise to a movement that aimed to establish considerably 

lower cut points than those of the MDD diagnosis, with a resulting tremen-

dous expansion of depressive disorder.

One of the reasons for establishing the categorical system of the DSM-

III was the extremely high, and widely ridiculed, estimates of community 

studies of the 1950s and 1960s, which indicated only a small proportion 

of the population did not show some sign of a mental disorder. Indeed, the 

best-known community study of this time found that only 20 percent of the 

population of Midtown Manhattan was “well,” that is, symptom-free.58 These 

fi ndings arose because symptoms among community members lie on a con-

tinuum that ranges from a small to a large number of symptoms. Although 

the fi ve-symptom requirement of the MDD diagnosis generates very high 

amounts of mental disorder in the population, lowering the criteria produces 

even greater estimates. The number of people who report a small number of 

symptoms far exceeds those reporting many symptoms. For example, in the 

ECA study 8.7 percent of respondents had just one depressive symptom in the 

past month compared with 2.3 percent who met the full criteria for MDD.59

The continuous distribution of symptoms in the general population 

posed a challenge for the categorical distinction of MDD in the DSM. This 
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distribution does not suggest any natural cutoff point for a diagnostic deci-

sion. Likewise, the social impairments and physical disabilities that accom-

pany depressive symptoms increase as the number of symptoms rises.60 When 

symptoms are used as the basis for defi ning depressive disorder, a small num-

ber of symptoms can seem to indicate a milder form of disorder rather than a 

non-disordered condition.

The arbitrary nature of the MDD diagnosis led to a fl ood of studies about 

“minor” or “subthreshold” conditions that have fewer than fi ve symptoms of 

depression. The most common defi nition of this condition stipulates that two 

to four symptoms of depression (including sad mood or loss of pleasure in 

activities) during the same two-week period indicate minor or subthreshold 

depression.61 Such studies produce extremely high calculations of depres-

sion. For example, in a one-month period nearly a quarter (22.6 percent) of the 

respondents in the ECA study reported one or more symptoms of depression. 

When “mild depression” is defi ned as the presence of two to four symptoms, 

the lifetime prevalence of depression increases from 15.8 to 25.8 percent.62

Because the DSM defi nition of depression is symptom-based, the sub-

threshold movement has the potential to pathologize an extreme amount of 

ordinary behavior. For example, the most common depressive symptoms in 

the ECA study are “trouble falling asleep, staying asleep, or waking up early” 

(33.7 percent), being “tired out all the time” (22.8 percent), and “thought a lot 

about death” (22.6 percent).63 People who worry about an important event, 

those who must work overtime, or those taking the survey around the death 

of a famous person would all expectably, but naturally, experience such 

symptoms. The lack of context in the DSM diagnosis makes the problem of 

mistaking normal symptoms for signs of depressive disorder progressively 

worse as fewer symptoms are required for a diagnosis.

Advocates of the subthreshold movement justifi ably argue that depression 

is a continuous disorder. In addition, they rightly note (as Kraepelin did) that 

the presence of a small number of symptoms can indicate the early stages in 

the development of a more serious disorder. Moreover, research into genetic, 

biological, and personality susceptibilities shows that the same vulnerabili-

ties are likely to be present in both mild and severe forms of depression.64

The problem is that the subthreshold movement’s lowered criteria were 

not accompanied by a contextual defi nition that separated natural sadness 

from depressive disorder. The existence of a small number of symptoms is 

often the natural product of transitory, distressing situations as opposed to 

a mental disorder. Moreover, the fewer the symptoms that are required for 
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a depressive diagnosis, the more likely they are to indicate natural sadness 

rather than depressive disorder. Even more than the MDD diagnosis, the sub-

threshold criteria confounds ordinary distress with pathological depression.

The subthreshold movement repeats the major themes of the post–World 

War II community studies: depression is continuous; all points along the 

continuum are disorders; even a low point on the continuum is worrisome 

because it is associated with some impairment; and a low score at one point 

in time can predict a full-blown future case of depression. For example, one of 

the major proponents of the subthreshold depression movement, psychiatrist 

and former NIMH director Lewis Judd, argues that this condition is “a truly 

hidden, unrecognized public health problem that has an enormous 1-year 

prevalence in the society” and that it should be a major focus of research 

and preventive efforts.65 These arguments echo the attempts in the 1960s to 

pathologize and treat common sources of human unhappiness. When the con-

tinuous notion was applied in the 1960s, the result was the pathologization of 

a large proportion of the population, the extension of mental health services 

to many non-disordered people who had problems of living, and the failure 

to direct treatment resources to people with serious mental disorders.66 If suc-

cessful, the movement to pathologize minor depression threatens to lead to 

the same mistakes that the community mental health movement made during 

an earlier decade.

Conclusion

The DSM category of Major Depressive Disorder has generated a remarkable 

amount of consensus in the mental health fi eld and has become fi rmly insti-

tutionalized in mental health practice.67 Its explicitness, clarity, and ease of 

measurement have led the defi nition to become the standard for diagnoses, 

research, and treatment. Moreover, it has become the common language for 

discussions of depression not only in the United States but also worldwide.68 

It might appear as if the DSM defi nition has solved the perennial problems 

of defi ning and classifying depression. The appearance that the MDD criteria 

resolved the problems of measuring depression is deceptive. Under the sur-

face of defi nitional consensus lies a host of unanswered questions.

For millennia, diagnosticians separated depressive disorders from ordi-

nary sadness. The DSM-III blurred this distinction; its symptom-based crite-

ria considered all depressive emotions except for uncomplicated bereavement 

as signs of mental disorder. The trend toward using fewer symptoms of “sub-

threshold” depression as indicators of disorder greatly expanded the range of 
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conditions that were treated as pathological. The consequences were vast esti-

mates of the amount of depressive disorder, reaching nearly half of the popu-

lation in some community studies. Such fi gures have led to the questioning 

of the criteria that lead to such results.69 While the DSM defi nition excludes 

conditions that result from normal bereavement, it does not make exclusions 

for conditions that arise from other forms of loss. Comparable exclusions 

to the bereavement criteria for further types of losses lead to a considerable 

drop in rates of MDD.70 Ultimately, the unrealistic estimates of rates of depres-

sive disorder that result from a defi nition that does not distinguish natural 

unhappiness from mental disorder could lead to a fundamental rethinking of 

the conception of mental disorder that underlies the DSM criteria.

Another unresolved issue involves the status of melancholic depression, 

which had been at the core of conceptions of depression for thousands of 

years but which all but disappeared in the diagnostic manuals since 1980. 

Before this date it seemed apparent that melancholia was the best delimited 

type of depression that also had the most distinctive response to medication 

treatment. The perceived need for a new, separate melancholic category led a 

major psychiatric journal to devote an entire issue to this topic in 2007. Oth-

ers, however, dismiss the need for such a category, arguing that melancholia 

is simply the most severe type of major depression.71 The issue of whether 

melancholy has any special standing as a core form of depressive disorder 

remains unresolved.

The controversy over whether depression is actually a dimensional, as 

opposed to a categorical, disorder is also unsettled. Just before the publica-

tion of the DSM-III, British diagnostician R. E. Kendell concluded that the 

pros and cons of categories and dimensions were “fairly evenly balanced.” 

This topic, of great concern before 1980, was resolved by fi at with the categori-

cal diagnosis of MDD that appeared in the DSM-III. Most empirical analyses, 

however, indicate that no discrete breaks occur at fi ve, or any other number 

of particular symptoms, so that depression is by its nature more dimensional 

than categorical.72 A dimensional system, however, is not conducive to clini-

cal practice, which requires decisions about whether an illness is present 

or not. A number of prominent researchers have called for a new diagnostic 

system that would feature dimensional as well as categorical measures of 

depression.73 The calls for dimensional measurement echo the debates that 

were very active in the half-century preceding the DSM-III.

The question of how depressive disorders relate to depressive tempera-

ments, which has concerned diagnosticians since Hippocrates, also remains 
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uncertain. The dysthymic category that emerged in the DSM-III as a political 

compromise with the psychoanalysts does nothing to resolve this issue. It 

provides no guidance regarding how to distinguish long-term but low-grade 

depressive disorders from comparable symptoms that refl ect a melancholic 

but natural personality disposition. Accordingly, Aristotle’s contribution to 

the distinction between depressive disorders and personality dimensions 

seems more accurate than the portrayal of dysthymia in the current DSM.

The DSM has generated a consensus about the operational defi nition of 

depressive disorder. It has not, however, resolved any of the issues about clas-

sifi cation that have continuously surrounded this condition since the earliest 

times. Whether depression is continuous or categorical, how many categories 

it has, what its relationship to melancholic personality is, and how it can be 

distinguished from normal sadness are no closer to resolution now than they 

were when the DSM-III arose.

“Are we still confused?” asks an article written in 2008. It responds, 

“The answer to this question is surely ‘yes.’ Our current nosologies remain 

as ‘working hypotheses’ and have no greater validity than the defi nitions of 

depression that existed when Kendell wrote in 1976. Consequently, the ‘true’ 

classifi cation of depression remains as elusive as it was 30 years ago.”74 Despite 

strenuous efforts, depressive disorders—as defi ned in the DSM—have none of 

the characteristics of diseases: they remain without well-defi ned phenotypes, 

any identifi able etiologic factors, predictable courses, or distinct responses 

to treatment. No biological marker or gene has yet been found that is help-

ful for making a diagnosis of major depression or that predicts a response to 

any specifi c treatment.75 It is hardly surprising that a diagnosis that emerged 

because of the social and political pressures facing psychiatry during the 

1970s has been unable to achieve the fundamental goals of accurate classifi -

cation systems. It is unlikely that this situation will change in the absence of 

better diagnostic criteria that distinguish depressive disorder from normal 

sadness and from melancholic personality types as well as from other forms 

of mental disorder.
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Post-Traumatic Stress Disorder

The Result of Abnormal Environments 
or Abnormal Individuals?

Chapter 7

Post-traumatic stress disorder and its historical antecedents have always been 

problematic diagnoses for psychiatry. Their basic tenet—that some traumatic 

event in the external environment can lead to lasting psychopathological 

consequences in previously normal people—does not easily fi t the psychiat-

ric profession’s traditional focus on the biological and/or psychological roots 

of mental illness. While psychiatric explanations have periodically empha-

sized how a heterogeneous range of social, moral, and lifestyle factors infl u-

ence who becomes mentally ill, they generally regarded these environmental 

forces as precipitants of mental disorder in already predisposed individuals. 

The view of trauma found in the PTSD diagnosis, in contrast, considers some 

external event as a necessary and sometimes suffi cient cause of disorder. It 

thus focuses attention on how exposure to traumatic situations can itself 

cause mental disorder, threatening one of the profession’s core assumptions 

that some internal vulnerability underlies pathology. Likewise, the environ-

mental emphasis of the PTSD diagnosis challenges psychiatry’s usual thera-

peutic focus on changing disordered brains and minds. Psychiatry has faced 

great diffi culties with integrating PTSD into the paradigms that have guided 

the profession since its inception in the nineteenth century.

PTSD also reveals in their most manifest form the political and moral 

confl icts that are latent in many psychiatric diagnoses. Because of its intrin-

sic tie to traumatic events, PTSD is rooted in social and political contexts 

to an unusually great extent. These contexts often involve intense clashes 

between, on the one hand, victims who seek to hold liable and gain restitution 
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from the party they believe is responsible for their trauma and, on the other 

hand, potential wrongdoers who reject these accusations. Successful PTSD 

judgments often lead to secondary gains for people who have suffered the 

traumatic event. Indeed, PTSD is one of the few psychiatric diagnoses that are 

valued rather than stigmatized. “It is rare,” notes psychiatrist Nancy Andrea-

sen, “to fi nd a psychiatric diagnosis that anyone likes to have, but PTSD seems 

to be one of them.”1 Diagnoses can become part of moral crusades that involve 

sufferers’ demands for redress, on one side, and claims of deception, malin-

gering, and exploitation of the sick role, on the other. It is diffi cult for medical 

personnel to remain neutral in these controversies, which are often related to 

the benefi ts of disease status and its accompanying sick role.

While PTSD-like diagnoses originated during the latter decades of the 

nineteenth century, the proximate roots of the current diagnosis are found 

in the DSM-III, which was published in 1980. Since that time, the diagnosis 

has exploded in popularity. “At the beginning of the twenty-fi rst century,” 

write historians Paul Lerner and Mark Micale, “PTSD is perhaps the fastest 

growing and most infl uential diagnosis in American psychiatry.”2 Although 

Lerner and Micale probably exaggerate the role of PTSD within the psychi-

atric profession, they are certainly correct to emphasize its mounting impor-

tance within the mental health professions more generally.

A number of indicators show the rising impact of the PTSD diagnosis. 

A large trauma industry has developed that encompasses medical and men-

tal health professionals, grief counselors, lawyers, and claimants. An active 

subculture that responds to traumatic events peddles proprietary workshops, 

trade magazines, and books to public safety, military, school, and hospital 

organizations. The expanding rate of publications about PTSD between 1980 

and 2005 exceeds any other anxiety diagnosis.3 Traumas and their psycho-

logical consequences are also major stock-in-trade of daytime talk shows, 

television documentaries, and news programs. Laypersons routinely use the 

term “PTSD” to describe their reactions to traumas. While the extent of this 

“culture of trauma” is new, the controversies it involves have a long history in 

medicine and psychiatry.

Origins of PTSD

Wars, natural disasters, violence, accidents, and plagues have been regular 

aspects of the human experience. Victims of these traumas have undoubt-

edly always suffered from intense psychic disturbances. “Shell shock had 

not yet been heard of,” notes a historian of the American Civil War, “but 
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families recognized that after cannonade and bayonet charge a man might 

come home and seem queer for a while. The warp of battle might remain in 

him a long time.”4 Until the latter decades of the nineteenth century, how-

ever, conceptions of mental illnesses were limited to conditions resembling 

insanity. Before this time, no psychiatric diagnostic category existed that 

defi ned, organized, and classifi ed the psychological consequences of trau-

matic experiences. PTSD did not become a culturally recognized condition 

until expanding forces of industrialization created the potential for massive 

man-made catastrophes.

The emergence of psychological trauma as a psychiatric diagnosis was 

connected to the spread of mechanized technologies during the nineteenth 

century and to the resulting changes in conceptions of liability when their 

malfunctioning caused injury. While accidents themselves were nothing new, 

the scope and violence of train wrecks were unprecedented and they capti-

vated the public imagination. Most importantly, railroad companies could be 

held liable for injuries resulting from the shock and trauma of these crashes. 

“Railway spine” was the fi rst diagnosis that captured the psychic conse-

quences of disasters, emerging during the 1860s and 1870s when railroad 

accidents became increasingly widespread.5 It was characterized by patient 

reports of intense pain, the loss of muscular control, paralysis, neurological 

problems, and general health impairments without any discoverable physical 

pathology. Sufferers demanded monetary compensation because their condi-

tions rendered them unable to resume their normal occupational, familial, 

and social activities.

During the period when railway spine fi rst became an issue, most psy-

chiatrists accepted the centrality of hereditarian explanations. Their views 

emphasized how psychiatric disorders only emerged in individuals who 

already had inherited predispositions for them. “After 1870,” explains histo-

rian George Makari, “biologic inheritance was widely accepted as the cause 

of psychic functions and the central precondition that led to a mind breaking 

during accidental events.”6 Persons without pre-existing susceptibilities who 

developed psychogenic problems did not fi t established psychiatric theories; 

they were likely to be regarded as malingerers who stood to gain from con-

sciously simulating symptoms. No conception existed that would explain 

why previously normal persons who were not already predisposed could 

develop psychogenic conditions after a severe environmental shock.

The initial debates over railway spine centered on whether physical trau-

mas such as train wrecks could lead a malfunctioning nervous system in the 
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absence of any predisposition that was present before the traumatic event. 

In 1866 the eminent British surgeon John Erichsen wrote the fi rst text on 

railway spine and related conditions, On Railway and Other Injuries of the 

Nervous System.7 While Erichsen could not specify the mechanisms through 

which powerful shocks damaged the nervous system, his work led to a lively 

debate on the nature of nervous shocks. Like Erichsen, a number of neurolo-

gists and physicians claimed that nervous shocks were common results of 

physical traumas and were as deserving of compensation as more precisely 

demonstrable physical symptoms.

Yet almost as soon as neurologists developed theories that emphasized 

how physical shocks could produce nervous conditions, they were countered 

by other physicians who claimed that personal vulnerabilities and desires 

for monetary compensation lay behind claims of railway spine. Whenever 

individuals stood to gain from a diagnosis, their motives became suspect. 

These controversies showed the keen awareness of physicians and psychia-

trists about the advantages and disadvantages of granting victims of psychic 

trauma the benefi ts of the sick role. Many commentators stressed how injuries 

would remain chronic as long as they were reinforced by the reception of 

compensation. One skeptical reviewer of Erichsen’s text noted that “the only 

differences which . . . are to be found between railway and other injuries are 

purely incidental and relate to their legal aspects. A man, whose spine is con-

cussed on a railway, brings an action against the company, and does or does 

not get heavy damages. A man, who falls from an apple-tree and concussed 

his spine, has—worse luck for him—no railway to bring an action against.” 

Others claimed that the distinctiveness of diagnoses of railway spine was 

“due, not to the specifi c peculiarities of train accidents, but to the annoy-

ing litigation and exorbitant claims for pecuniary damage that are constantly 

the grave result of their existence.”8 The distinctive aspect of railway spine 

for skeptics was that unlike other diagnoses it led to monetary rewards. The 

secondary gains accruing from acknowledging and rewarding victims have 

remained a constant theme of the response to trauma-related diagnoses.

The notion that psychic injuries stemmed from desires for compensa-

tion rather than actual damage was linked to a corresponding argument that 

personal vulnerabilities and not traumatic events were responsible for men-

tal symptoms. By 1890 the prominent American neurologist Morton Prince 

could divide trauma medicine into two sharply contrasting schools.9 The fi rst 

emphasized the grounding of railway spine in actual traumatic events lead-

ing to damaged nervous systems; the second located injury in psychological 
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susceptibilities to conditions such as hysteria or neurasthenia. These two 

contrasting traditions and variants upon them have dominated discussions 

of traumatic injuries up to the present.

The work of French neurologist John-Martin Charcot during the 1870s 

and 1880s and his students Pierre Janet and Sigmund Freud in the 1890s also 

strongly infl uenced explanations of psychological trauma. Charcot’s work 

had made hysteria the defi ning diagnosis of the psychiatric profession at the 

time.10 This condition featured physical symptoms such as paralysis, faint-

ing, fatigue, headache, and pain in the absence of any discernable organic 

cause. Charcot noted that many people who were exposed to severe traumas 

did not become symptomatic while minor stressors could lead predisposed 

individuals to develop hysterical symptoms. Consequently, he grounded the 

psychic consequences of trauma in underlying fl aws of the nervous system 

that stemmed from hereditary weaknesses. Although traumas could cause 

hysteria and other neuroses, they simply triggered a more basic vulnerabil-

ity in their victims. By linking the psychological symptoms stemming from 

trauma to hysteria, Charcot greatly raised the profi le of such symptoms.11

While Charcot’s writings focused on men who had often experienced rail-

way accidents, Janet’s work primarily explored trauma among female victims 

of rape, incest, and sexual seduction.12 He focused on the impact of trauma 

on memory, emphasizing how the original trauma created psychic dissoci-

ation that precluded later recollections of the event. These traumas gener-

ally occurred far earlier in life than their resulting symptoms, which were 

repressed until brought to light many years later by therapeutic means. Like 

Charcot, Janet emphasized that heredity played a dominant role in determin-

ing which individuals would succumb to traumatic experiences and develop 

hysteria and other neuroses.

Unlike Charcot and Janet, Freud rejected hereditarian explanations and 

insisted that repressed mental confl icts explained the development of the psy-

choneuroses. His initial theories focused on how traumatic events in child-

hood had profound psychic consequences in later life when they were the 

preeminent cause of hysteria and other neurotic conditions. By 1897, however, 

Freud had already begun to doubt that repressed childhood traumas were 

the source of later neurotic symptoms. Freud’s later theories emphasized the 

differences between traumatic and hysterical neuroses. In contrast to hysteri-

cal neuroses that originated in childhood experiences, traumatic neuroses 

arose from unexpected contemporaneous external events and would gener-

ally abate when the conditions surrounding the trauma dissipated. Freud 
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wrote, regarding war neuroses, that “when war conditions ceased to operate, 

the greater number of the neurotic disturbances brought about by the war 

simultaneously vanished.” His confrontation with the psychic effects of war 

neuroses led him to revise his theories in major ways. In addition to sexual 

instincts, he came to emphasize aggressiveness, cruelty, and violence as inher-

ent aspects of the unconscious. In addition, in contrast to the general analytic 

principle that dreams represented the fulfi llment of wishes, he stressed that 

efforts to cope with wartime traumas through dreams involved the compul-

sion to repeat, and therefore to master, the traumatic experience.13 Freud never 

successfully resolved the tension between the psychic consequences of overt 

traumas and the symbolic and unconscious nature of the neuroses.

Because traumas were not products of unconscious memories, they were 

also not amenable to traditional methods of psychoanalysis. “Traumatic neu-

rosis,” according to psychoanalyst Charles Rycroft, “is the one form of psy-

chological illness for which interpretative psychotherapy is not indicated.”14 

Moreover, many analysts believed that repetition of the traumatic memory 

was not neurotic but manifested healing processes that helped the sufferer 

anticipate, react to, and get over the distressing experience. Traumatic neuro-

ses, therefore, largely remained outside of the mainstream of analytic thought 

because they mirrored a real event, did not refl ect symbolic distortions, and 

were not subject to typical analytic techniques. Psychoanalysts faced great 

diffi culties with integrating the psychic impacts of realistic traumas into 

their core conceptions about the sources of mental distress.

Shellshock and Malingering in the World Wars

World War I created an especially intense opposition between those who 

focused on traumatic occurrences and others who stressed personal vulnera-

bilities to traumas. This war produced a sudden, unexpected, and huge num-

ber of soldiers with psychic rather than physical wounds. British medical 

units alone treated tens of thousands of psychic cases.15 Initial conceptions 

of the etiology of psychic symptoms recapitulated arguments from railway 

spine and focused on how the shock from exploding shells damaged the ner-

vous system with resulting “shell shock.” The term stuck, despite the fact that 

the vast majority of affected soldiers had not been near exploding shells but 

suffered from debilitating fatigue, fear, and horror. The problem became so 

overwhelming, however, that some sort of medical response was necessary.

Most military offi cers and politicians felt that psychological damage 

was a product of cowardice and malingering, which could only be overcome 
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through harsh discipline. Likewise, most military psychiatrists deem-

phasized the triggering events and wartime experiences themselves and 

focused on psychic and hereditary predispositions that led some but not 

other soldiers to develop hysterical symptoms. They stressed that psychic 

weakness and desire to escape from combat, on the one hand, and the allure 

of a comfortable bed and cushy pension, on the other, created and perpetu-

ated symptoms of shell shock.16 While normal individuals would naturally 

recover from traumas without long-term effects, the minority of men who 

developed chronic disorders likely had constitutional predispositions to 

become mentally ill. After the war ended, most physicians continued to 

resist the idea that external traumas were the primary causes of chronic 

psychic traumas, instead emphasizing the subjective and material rewards 

that fl owed from diagnoses of shell shock.17 Many questioned whether neu-

rotic soldiers were using their premorbid weaknesses to exploit the avail-

ability of public pensions.

A few medical thinkers, however, concluded that the war experience 

showed the importance of environmental stressors in causing psychic distur-

bances among otherwise healthy individuals. Most notably, military psychia-

trist (and anthropologist) W.H.R. Rivers found no evidence of pre-existing 

personal weaknesses and attributed breakdowns to war experiences them-

selves. This minority maintained that the severity of wartime trauma led nor-

mal men to become shell-shocked. “The war,” stated anatomist Grafton Smith 

and psychologist Tom Pear in 1917, “has shown us one inescapable fact, that 

a psychoneurosis may be produced in almost anyone if only his environment 

be made ‘diffi cult’ enough for him.” In the early 1920s the prominent psychia-

trist Thomas Salmon joined with the American Legion to lobby successfully 

for the establishment of a network of veteran’s hospitals that provided ser-

vices for psychically disabled veterans in the United States.18 The American 

Legion promoted the view that these veterans were normal, patriotic men 

who had succumbed to the intense stress of wartime combat.

The debate over shell shock during and after World War I reproduced 

the debate among neurologists and physicians about railway spine. It pitted 

those who emphasized how “nature” produced personal susceptibilities to 

traumatic events against those who stressed “nurture,” so that “every man 

has his limit” in dealing with powerful environmental stressors. Because it 

occurred in the highly charged context of what military actions constituted 

bravery and cowardice and what sorts of wartime injuries entailed soldiers to 

receive compensation, it aroused deep moral passions.
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When the United States began to prepare for war in 1940, the initial 

involvement of psychiatrists was with the Selective Service System. Even 

before the nation entered the war, prominent psychiatrists became involved 

in a massive screening program whose goal was to identify individuals with 

neuropsychiatric problems (which at that time included homosexuality) from 

entering the army in the fi rst place. These programs combined a few stan-

dardized questions about mental health with brief psychiatric interviews. 

The results of screening led to a huge number of deferments on psychiatric 

grounds, amounting to more than 1.75 million men or about a quarter of all 

draftees. Despite these screening efforts, the war produced an enormous psy-

chic toll. By the end of 1942 psychiatric disorders accounted for more than a 

quarter of hospital admissions among soldiers. After the war nearly two-thirds 

of patients in Veterans Hospitals were psychiatric casualties and nearly half a 

million veterans received pensions for psychiatric disabilities.19

The well-established patterns of debates over the nature of railway 

spine and shell shock continued in discussions of what were now called 

“war neuroses.” Some infl uential psychiatrists accentuated factors that led 

soldiers to regress to childhood vulnerabilities. They emphasized how con-

stitutional factors such as psychopathy, mental instability, and individual 

defects determined which soldiers would succumb to the stress of combat. 

Yet, in contrast to World War I, most psychiatrists found that predisposition 

was not a signifi cant factor leading to psychological breakdowns. The bulk 

of American psychiatrists “underwent a marked change of view, switching 

from their initial belief that ‘a clear cut distinction (could) be made among 

men as between the ‘weak’ and the ‘strong,’ to the view that ‘every man has 

his breaking point.’”20

Military psychiatrists generally believed that they were not dealing with 

abnormal men but with normal men in abnormal conditions. Psychiatrist 

John Appel’s research showed that the longer that men remained in battle 

the greater were their chances of becoming victims of psychic trauma. In 

the North African campaign, for example, combat veterans were more likely 

to breakdown than inexperienced soldiers. Appel emphasized how factors 

related to the stressful situation and military organization, such as the degree 

of combat exposure, loss of comrades, weak unit cohesion, and ineffective 

leadership, accounted for rates of psychiatric casualties. A generation of psy-

chiatrists who served in the military during World War II and took positions 

of professional leadership in the postwar era assumed that environmental 

factors played a major role in the etiology of mental disorders. The most 
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infl uential psychiatrist during this period, William C. Menninger, concluded 

that the “history or the personality make-up or the internal psychodynamic 

stresses” were less important than “the force of factors in the environment 

which supported or disrupted the individual.”21

Wartime experiences also showed that most men who became psycho-

logical casualties were not permanently damaged. Indeed, brief periods of 

support and reassurance accompanied by adequate food, rest, and sleep suc-

cessfully dealt with the symptoms of the majority. Temporarily relieving sol-

diers of their duties and assuring them that distress was natural led to rapid 

recovery while long-term hospitalization was ineffective and served to pro-

long healing. Likewise, after the war, “a job and a girl” were the most effective 

routes to successful reintegration. Most former soldiers proved to be resilient 

and coped with the impact of traumatic events on their own or with the help 

of family, friends, religion, and community. While most psychiatrists agreed 

that combat exposure was the best predictor of acute psychological break-

downs, some emphasized how constitutional susceptibilities could account 

for which soldiers would not recover and would become chronic patients 

after they were removed from dangerous situations.22

Overall, World War II reinforced the association of highly stressful con-

ditions with massive numbers of mental casualties and prepared the way for 

the social emphasis that came to dominate American psychiatry during the 

1950s and 1960s. The dramatic social and cultural changes that the New Deal 

had already brought to American life and thought paved the way for a new 

environmental emphasis in psychiatry as well as in the culture at large. The 

ideological climate of the postwar period was conducive to sympathetic atti-

tudes toward psychological injuries and the idea that traumatic environments 

could produce disturbances in otherwise normal individuals. It also legiti-

mated the concept of the welfare state, enlarged the scope of federal interven-

tion in making social reforms, and strengthened the role of psychiatrists in 

formulating mental health policies. More than anything else, this war helped 

to unify the beliefs that environmental stress contributed to mental maladjust-

ment and that purposeful human interventions could alter psychological out-

comes. Issues of predisposition and malingering receded into the background 

of mainstream psychiatric thinking during and after World War II.

DSM-I and DSM-II

The epidemic of war neuroses that arose during World War II demonstrated 

the inadequacies of extant psychiatric manuals, which had been developed 
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for institutionalized patients. The existing diagnostic system embodied in the 

Statistical Manual for the Use of Hospitals for Mental Disorder could not ade-

quately classify the vast majority of symptoms that psychically impaired sol-

diers displayed. In particular, it could not classify chronic but non-psychotic 

conditions that stemmed from exposure to traumatic events. The insuffi cien-

cies of the Statistical Manual led the Veterans Administration to develop 

its own diagnostic system, which in turn spurred the American Psychiatric 

Association to create its fi rst classifi cation manual, the Diagnostic and Statis-

tical Manual of Mental Disorders (or DSM-I), in 1952.23

None of the major functional categories in the DSM-I—brain disorders, 

mental defi ciency, psychotic disorders, psychoneurotic disorders, or per-

sonality pattern disturbance—could encompass long-lasting symptoms that 

arose after an environmental trauma among people with no previous histo-

ries of psychological problems. The DSM-I created a category called Transient 

Situational Personality Disorders for people with normal personalities who 

developed acute symptoms as a way of adjusting to an overwhelming situa-

tion. These disorders were distinguished from psychoneuroses, which were 

assumed to arise from unconscious confl icts stemming from childhood expe-

riences, and from personality disorders, which were developmental defects 

that had minimal anxiety. Among these transient situational reactions was 

“Gross Stress Reaction.” This diagnosis followed the environmental tradition 

and was only to be applied for “previously more or less ‘normal’ persons who 

have experienced intolerable stress.” The DSM-I specifi ed wartime combat 

and catastrophic events in civilian life as the two traumatic conditions lead-

ing to this reaction. Because gross stress reactions arose in normal individu-

als who had undergone unusually stressful experiences, the manual stated 

that they would “clear rapidly” once the individual was removed from the 

stressful situation.24 If symptoms persisted, a different diagnosis, usually 

some psychoneuroses, was indicated. The manual, therefore, could not ade-

quately deal with chronic symptoms that resulted from some environmental 

trauma among people without some pre-existing vulnerability.

By the time that the DSM-II appeared in 1968, the infl uence of military 

psychiatrists had receded; no organized group had an interest in trauma-

related diagnoses. This manual dropped the category of Gross Stress Reaction. 

It did include a general diagnosis of “Transient Situational Disturbances” that 

stated that if “the patient has good adaptive capacity his symptoms usually 

recede as the stress diminishes. If, however, the symptoms persist after the 

stress is removed, the diagnosis of another mental disorder is indicated.” In 
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other words, persistent conditions would not be classifi ed in this category 

but must be psychoneuroses, personality disorders, or psychoses. Chronic 

symptoms, therefore, must be due to individual predispositions rather than to 

experiences of a traumatic stressor. Within the general category of Transient 

Situational Disturbances was a diagnosis of “adjustment reaction of adult 

life.” Among its brief descriptions was the example of “fear associated with 

military combat and manifested by trembling, running and hiding.”25 The 

absence of a suitable diagnostic category for chronic combat-related stress in 

the DSM-II was highly signifi cant when the psychic casualties from Vietnam 

returned from the war.

The Vietnam Experience and the DSM-III

Psychiatric casualty rates during the Vietnam War itself were remarkably low 

compared to previous confl icts. For example, psychological reasons accounted 

for fewer than 5 percent of evacuations of soldiers out of Vietnam from 1965 to 

1967, the period of most intense combat. Overall rates of breakdowns during 

the war were only about 5 per 1,000 troops. This favorably compared to previ-

ous confl icts: 37 per 1,000 soldiers experienced psychological breakdowns in 

the Korean War, and 70 per 1,000 during World War II. Although the reasons 

for this low rate are not clear, a number of factors could have been respon-

sible, including improved treatment in combat zones, expectations of quick 

recovery, the ready availability of alcohol and illegal drugs as ways of coping 

with the stresses of war, or the underreporting of psychiatric casualties.26

Veterans entered a highly turbulent environment when they returned to 

the United States. Although most felt that they received a warm welcome 

and few felt rejected by their peers, the cultural climate had signifi cantly 

changed.27 Distrust of authority, rejection of the war, and a highly politicized 

anti-war atmosphere pervaded much of the country. A strong, vocal, and 

well-organized subculture of anti-war veterans emerged, most notably the 

Vietnam Veterans Against the War (VVAW).

Within the VVAW, a subgroup developed that consisted of anti-war psy-

chiatrists (most prominently, Robert Jay Lifton and Chaim Shatan), disillu-

sioned Veteran’s Administration therapists, and psychologically disturbed 

veterans. They created a network of therapeutic “rap groups” where veterans 

could discuss their problems in the company of sympathetic peers. Based 

on their experiences in dealing with these groups, Lifton, Shatan, and oth-

ers became convinced that massive numbers of veterans were experiencing a 

“post-Vietnam syndrome” marked by survivor guilt, fl ashbacks, rage, psychic 
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numbing, alienation, and feelings of being scapegoated.28 They emphasized 

both that symptoms could have a delayed onset that began well after their 

wartime experiences had ended and that veterans who did not receive appro-

priate treatment for this syndrome would become chronically disabled.

The anti-war psychiatrists openly advocated veterans’ interests, mak-

ing no claims to be dispassionate scientists. Shrewdly using the national 

media, they successfully projected images of Vietnam veterans as “ticking 

time bombs” whose psyches had been badly wounded by their wartime expe-

riences. A powerful stereotype of a “crazy Vietnam vet” who was “angry, 

violent and emotionally unstable” dominated many media presentations of 

veterans.29 The diagnostic categories of the DSM-II, however, could not encom-

pass veterans who displayed chronic pathology where traumatic memories 

compulsively intruded into their present lives.

Coincidentally, at the same time as the veteran’s group was mobilizing 

against the psychiatric establishment, the APA created a task force in 1974 

to revise the DSM-II. It consisted of a number of subgroups that were charged 

with evaluating existing data and developing specifi c criteria for each of the 

disorders that would appear in the DSM-III. The overriding goal of the new 

manual was to replace the psychoanalytically based system of the DSM-II 

with ideologically free, scientifi c classifi cations. A cardinal principle of the 

new diagnostic system was to use manifest symptoms that carefully described 

each syndrome and delineated it from other syndromes without reference to 

the cause of symptoms. The DSM-III eschewed etiological diagnoses because 

there was not enough evidence for particular causes of psychiatric condi-

tions. The Task Force on Nomenclature and Statistics declared that it “was 

the unanimous opinion of the Committee that etiology should be a classifi ca-

tory principle only when it is clearly known.”30 Etiological discoveries would 

only follow from accurate descriptions so that the new manual, unlike the 

previous DSMs, would not be based on causal assumptions.

PTSD is a stark exception to the data-driven, causally agnostic descrip-

tions of the other diagnoses in the DSM-III. Empirical studies had not exam-

ined how traumas produced specifi c symptoms that some pre-existing 

diagnostic category did not capture. The most prominent researchers of post–

Vietnam War psychopathology—sociologist Lee Robins and psychiatrist John 

Helzer—believed that the categories of mood, anxiety, and substance abuse 

disorders adequately refl ected the psychic consequences of combat.31 They 

argued not only that existing diagnoses could suffi ciently account for vet-

erans’ symptoms but also that the creation of a new diagnosis grounded in 
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etiology would reproduce exactly the sort of unproven causal assumptions 

of previous manuals that the DSM-III was supposed to eliminate. Moreover, 

Helzer and Robins were close allies of Robert Spitzer and members of the 

group of Washington University researchers who dominated the delibera-

tions of most of the particular task forces.

Despite their presumably weak political position relative to the research-

oriented psychiatrists, the anti-war psychiatrists took advantage of the revision 

process of the manual to aggressively promote veterans’ interests and remedy 

the absence of a diagnostic category that covered the conditions of disordered 

combatants. Lifton and Shatan modeled their efforts after the activist groups 

that had recently succeeded in eliminating the diagnosis of homosexuality 

from the DSM-II. In addition, they operated within an ideological climate that 

was still hostile to the war effort and sympathetic to veterans’ claims. Lifton 

and Shatan were able to persuade Spitzer, the head of the DSM revision process, 

to appoint them and a Vietnam veteran (Jack Smith, the sole member of the 

roughly 150 persons on the various DSM task forces to have no graduate degree), 

to the six-member advisory committee working on the Reactive Disorders sec-

tion of the new manual. They realized that they would have to convince at 

least one additional member (the others were psychiatrists Nancy Andreasen, 

Lyman Wynne, and Spitzer himself) to be able to secure a diagnosis that they 

thought would displace blame from the soldier onto the war itself.32

The creation of the new diagnosis of PTSD in the DSM-III had none of the 

trappings of other diagnoses, such as fi eld trials of criteria, tests of reliabil-

ity, and statistical analyses of data. Instead, the veterans’ advocates relied on 

anecdotes from clinical experience as well as the moral argument that fail-

ing to include a PTSD diagnosis in the new manual would be tantamount to 

blaming victims for their misfortunes. In an ideological climate that was still 

highly charged from the aftermath of the war, their moral position was able 

to transcend the data-driven arguments that prevailed in the creation of other 

diagnoses. They were able to persuade Nancy Andreasen, who specialized in 

the treatment of burn victims, that the diagnosis was not limited to war vet-

erans but could be applied to “an enormous number of stressful situations,” 

including the experiences of victims of sexual violence, civilian disasters, 

accidents, or concentration camp survivors. “They were,” reports sociologist 

Wilbur Scott, “well organized and politically active, and their opposition in 

St. Louis was neither of these.”33 The result was that the DSM-III incorporated 

a diagnosis of “post-traumatic stress disorder” that almost completely mir-

rored the recommendations of the anti-war psychiatric group.
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The event criterion of the diagnosis required the “existence of a recog-

nizable stressor that would evoke signifi cant distress in almost everyone.”34 

It was based on the environmental model of trauma, which assumed trau-

matic events produced chronic symptoms in otherwise normal individuals. 

The horrifi c quality of events themselves, not pre-existing vulnerabilities, 

were responsible for resulting symptoms. The clear causality in the diagnosis 

moved from a traumatic event to the denoted symptoms and left little room 

for factors connected to individual vulnerabilities. The rationale for the diag-

nosis was grounded in the fact that traumatic events were linked to a particu-

lar set of resulting symptoms. If, for example, traumas produced depression, 

anxiety, substance abuse, and other well-recognized diagnoses, there would 

be no need for a specifi c diagnosis intrinsically connected to the results of the 

traumatic experience.

Nancy Andreasen takes credit for writing the text of the syndrome, stem-

ming from her experience with burn victims and the research literature. “I 

wrote the entire text description of the syndrome,” she stated, “which was 

based on my experience caring for burn patients and the substantial litera-

ture available at the time.” The large literature on psychological traumas of 

disaster victims that existed at the time, however, had little in common with 

the symptomatic criteria of the PTSD diagnosis. It emphasized psychologi-

cal outcomes such as depression, anxiety, and delusions as well as social 

outcomes such as family, work, and social readjustment. Each of these out-

comes could also occur in the absence of traumas and none required any new 

diagnostic category.35 This literature was quite dissimilar to the distinctive 

pathology of Vietnam veterans, whose memories compulsively intruded into 

their lives many years after their traumas had occurred.

The symptom criteria required three sorts of characteristic symptoms, 

all tied to the patient’s active memory of the event.36 The fi rst involved re-

experiencing the trauma through intrusive recollections, dreams, or feelings 

of reoccurrence. The second stemmed from numbed responsiveness to the 

external world that began some time after the trauma as indicated by dimin-

ished interest, detachment, or restricted affect. Finally, the criteria required 

two symptoms that followed the trauma from among hyperalertness, sleep 

disturbance, survivor guilt, trouble concentrating, avoidance of activities that 

arouse recollection, or intensifi cation of symptoms when exposed to similar 

traumatic events.

These criteria were not commonly found in the extant literature and were 

quite distinct from, for example, the depressive and anxious symptoms and 
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social disabilities that burn victims reported in Andreasen’s studies. They 

were also quite distinct from the paralyses, seizures, daze, and trembling that 

marked the symptoms of shell shock during the First World War and those 

of restlessness, fatigue, sleep diffi culty, and anxiety that characterized the 

war neuroses of the Second World War. It is the case that some of the symp-

toms, such as recurrent dreams of the event, had been widely noted as aspects 

of reactions to traumas. Others, however, seemed more related to the expe-

riences of small rap groups of Vietnam veterans. The prominence given to 

fl ashbacks to the traumatic event as responses to environmental cues raised 

particular questions. Some historians have not been able to fi nd any corre-

sponding experiences in victims of past wars. Others claim that the fl ash-

back criteria actually arose from cinematic portrayals of disturbed veterans 

in movies such as Taxi Driver.37 Whatever their actual genesis might have 

been, the symptom criteria were virtually unique among DSM-III diagnoses 

in lacking grounding in the research literature.

To overcome the absence of any stressor-related diagnosis for chronic 

symptoms in previous manuals, the DSM-III criteria allowed for not only con-

ditions that had acute onset and limited duration but also those that lasted 

for six months or more and those that had delayed onset of at least six months 

after the trauma. Symptoms could emerge at any time subsequent to the 

experience of the trauma and did not need to coincide with the traumatic 

event. This allowed the diagnosis to encompass both stressors that usually 

produced almost immediate symptoms and the conditions of combat veterans 

who became symptomatic well after the time of the stressor itself.

The task force had to place the PTSD diagnoses within one of the broader 

sixteen diagnostic categories of the manual. The category of Adjustment Dis-

orders was not suitable because it only included short-term conditions that 

both arose at the time of a stressor or shortly thereafter and remitted when 

the stressor ended.38 Although few of the symptoms of PTSD were compa-

rable to those of any anxiety disorder and some, such as diminished interest, 

detachment, and restricted affect, would be unusual among anxious per-

sons, the diagnosis was placed in the category of the Anxiety Disorders. In 

addition, other types of anxiety disorders relate to future threats; PTSD, in 

contrast, focuses on past traumas. Nevertheless, the veterans’ advocates had 

successfully convinced the other members of the task force to support the 

new diagnosis. From its delineated origin in the conditions of Vietnam vet-

erans, PTSD was to become one of the most infl uential psychiatric diagnoses 

in history.
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The initial studies of how much PTSD existed in the community, using 

DSM-III criteria, found relatively low lifetime rates of between 1 to 3 percent 

of the population. The fi rst large population study, the ECA, using data from 

the St. Louis site, found that only 5 men and 13 women per 1,000 met PTSD 

criteria at any time during their lives. This study found that only Vietnam 

War veterans who had suffered wounds had substantial rates of PTSD, with 

20 percent of this group meeting full criteria for the disorder and 60 per-

cent suffering from at least one PTSD symptom. Only fi fteen members of 

this population sample, however, were wounded Vietnam veterans. Another 

study based on the North Carolina site of the same broader study found a 

similarly low lifetime prevalence of 1.30 percent and a six-month prevalence 

of 0.44 percent.39

PTSD seemed to be confi ned to a small proportion of people who had 

experienced seriously traumatic events, especially wounded combat veter-

ans. This assumption did not endure for long. Indeed, almost as soon as the 

fi gures from the ECA were published, they were rejected on moral grounds. 

“We believe,” asserted two Veterans Administration psychologists, “that post-

traumatic stress disorder is not a de novo diagnosis whose entrance into the 

DSM-III was politically motivated, but rather that it is a serious psychiatric 

condition affecting many men and women who have survived life-threatening 

events, including combat, rape, political torture, and other disasters that often 

occur in the course of world events. Its effects should not be minimized.”40 A 

new era of contention had begun.

PTSD after DSM-III

Given its highly politicized genesis, it is not surprising that the PTSD criteria 

have undergone more changes in subsequent editions of the DSM than any 

other diagnosis. The fi rst revision of the DSM-III, the DSM-III-R (1987), made 

minor changes in the stressor criterion to require “an event that is outside the 

range of normal human experience and that would be markedly distressing 

to almost anyone” and added a list of examples of such events.41 The revisions 

to the symptom criteria were more substantial.

During the 1980s a prominent social movement had developed that 

emphasized the widespread prevalence of repressed and then recovered 

memories of childhood sexual abuse. The basic tenet of this group, echoing 

Pierre Janet’s theories and Freud’s early views that he quickly repudiated, 

was that early traumas in childhood were forgotten but stored as unconscious 

memories. Traumatic impacts not only stemmed from the distant past but 
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also were not accessible to normal processes of recollection. “The ordinary 

response to atrocities,” according to a leader of the recovered memory move-

ment, psychiatrist Judith Herman, “is to banish them from consciousness.” 

The repression of traumatic experiences had little connection to the intense 

memories of veterans who were all too able to recall their symptoms. A large 

cadre of therapists had developed who were committed to using techniques 

that would bring memories into consciousness after many years of repres-

sion.42 This group required symptom criteria that recognized traumatic expe-

riences could be repressed as well as intrusive.

Primarily in response to the recovered memory movement, the revised 

criteria changed the category of numbed responsiveness to the external 

world to include the “inability to recall an important aspect of the trauma.” 

Traumatic symptoms now encompassed recurrent and intrusive memories 

as well as the inability to remember some trauma. The DSM-III-R also sig-

nifi cantly lowered the duration requirement of symptoms from six months 

to one month so that long-lasting symptoms were no longer necessary for a 

diagnosis of PTSD.43

The altered symptom and duration requirements substantially increased 

the number of persons who met criteria for PTSD diagnoses. Community stud-

ies that used the DSM-III-R criteria, which only required one-month instead of 

six-month duration, yielded far higher rates than the initial studies that had 

used DSM-III criteria. The National Comorbidity Survey found that 61 percent 

of men and 51 percent of women reported experiencing at least one traumatic 

event according to the revised criteria. This study found PTSD rates of 10.4 

percent of women and 5.0 percent of men, with an overall 7.8 percent rate. 

One study of residents of the Detroit area comparably found that 11.3 percent 

of women and 6.0 percent of men reported PTSD, with an overall prevalence 

rate of 9.2 percent. Lifetime prevalence for women in the Detroit study was 

nine times higher than the ECA study that used DSM-III criteria; that for men 

was thirty-fi ve times higher!44 Subsequent changes in the diagnostic criteria 

expand the pool of people who potentially qualifi ed for PTSD diagnoses to an 

even greater extent.

PTSD in DSM-IV

The DSM-III and DSM-III-R criteria had limited traumatic events to those 

that would lead to signifi cant distress in “almost everyone,” leaving little 

room for the importance of individual biological and psychological suscep-

tibilities. These criteria were largely products of, fi rst, veterans groups and, 
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later, women’s groups, who focused on traumatic experiences and felt that 

an emphasis on internal susceptibilities amounted to blaming the victims of 

such experiences. The next revision of the DSM in 1994, the DSM-IV, greatly 

enlarged the scope of the stressor criterion of the diagnosis and thus provided 

an opportunity to enhance the causal status of vulnerability factors.45

The DSM-IV was supposed to be conservative, making only minimal 

changes to existing diagnostic criteria.46 Once again, the PTSD diagnosis was 

an exception. Among the major diagnoses in the DSM, only PTSD uses etiol-

ogy rather than descriptive phenomenology to defi ne a disorder. It is a unique 

diagnosis because someone who has the defi ning symptoms without having 

experienced the stressor cannot have the disorder. Therefore, it is the sole 

condition where broadening the criteria of exposure can also increase the 

number of people who qualify for the diagnosis.

Although the DSM-IV made minimal changes to the symptom and dura-

tion criteria of PTSD, it substantially revised the exposure criteria in two 

different ways. The new criteria dropped the requirement that events must 

“cause distress in almost everyone” and be “outside the range of normal 

human experience.” It replaced them with the requirement that “the person 

experienced, witnessed, or was confronted with events that involved actual 

or threatened death or serious injury, or a threat to the physical integrity of 

self or others” and that “the person’s response involved intense fear, helpless-

ness, or horror.” Although the intention of the revision was to overcome the 

“vague, inaccurate, and unreliable” aspect of the earlier criteria, in fact, the 

altered defi nition both expanded the class of people who were considered to 

be exposed to traumatic stressors and increased the ambiguity regarding just 

what constituted a traumatic experience.47

The revised defi nition included all cases that the earlier defi nitions 

had captured but added many other experiences that the previous diagno-

sis did not encompass. The “confronted with” criterion extended the notion 

of exposure so that persons who were not even present at a traumatic event 

could potentially meet diagnostic criteria for PTSD. The stressor criteria was 

now heterogeneous enough to encompass not just persons who were directly 

involved in traumas but also those who only witnessed or were confronted 

with them. For example, someone who learns of the sudden and unexpected 

death of a close relative or friend who has died from natural causes would 

meet the new stressor criterion. Even people who watched a disaster unfold-

ing thousands of miles away on television could be seen as being exposed to 

a traumatic stressor.
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The DSM-IV criteria changed the nature of traumatic exposure in a sec-

ond way. The requirement that the person’s response involve “fear, helpless-

ness, or horror” shifted the defi nitional criteria from the nature of the stressor 

itself to the subjective experience of the victim.48 Individual temperament, 

personality, and reactivity now entered into what defi ned an event as “trau-

matic.” This introduced a subjective element into the nature of the stressor 

itself because only people who have a certain emotional reaction to the stres-

sor are considered to have experienced a traumatic event in the fi rst place. 

The DSM-IV radically changed defi nitions of trauma both to include a great 

heterogeneity of experiences and to partially locate the nature of trauma 

within the individual rather than the environment.

These changes in the criteria of who was considered to be exposed to a 

trauma had major consequences. First, the boundaries of pathology expanded 

to encompass ever-widening groups of claimants. The PTSD criteria came to 

be applied to a broad range of events including sexual and workplace harass-

ment, exposure to hazardous materials, automobile accidents, crime victim-

ization, child abuse, the discovery that a spouse is having an affair, or hearing 

news about the death of intimates who were far removed from their original 

application to combat experiences. Advocates for victims of sexual harass-

ment, for example, argued that up to a third of such victims suffered from 

PTSD symptoms, which should be “refl ected in judicial decisions regarding 

the appropriate monetary compensations for victims of sexual harassment.”49 

A new legal specialty of trauma law developed that provides assessment and 

diagnoses for people seeking compensation for the psychological damage 

from traumatic injuries.

Second, the revised criteria in the DSM-IV meant that virtually everyone 

had experienced some traumatic event. Community surveys using the DSM-

IV criteria showed that about 90 percent of the population reported traumatic 

events that met the stressor criterion of the defi nition. This was about a 60 

percent increase in the number of people who had been exposed to traumatic 

events according to the previous criteria.50 The most common traumatic event, 

reported by 60 percent of the population, was the sudden, unexpected death 

of a close relative or friend. While hearing about deaths of loved ones is surely 

a distressing experience, in many cases it is of a different order of magnitude 

than participating in combat or being the victim of a sexual assault.

Third, under certain circumstances, the broadened criteria could mean 

that not just individuals but entire populations could be exposed to trau-

matic events. The plethora of research about PTSD in the wake of the terrorist 
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attacks of September 11, 2001, demonstrated how new understandings of the 

condition could encompass a vast and heterogeneous group of “exposed” per-

sons. Mental health researchers launched a number of studies immediately 

after the attack that measured the psychological impact of this event. These 

studies did not focus on people who were actually in the World Trade Center 

and so would be most directly traumatized. Instead, relying on the expansive 

DSM defi nition of PTSD, research encompassed the entire population of the 

country, almost all of whom had presumably “witnessed” or “were confronted 

with” the terrorist attacks and so met the exposure criteria for PTSD.51

Surveys taken during the fi rst week after 9/11 could not practically use 

full-scale diagnostic interviews. Instead, they took affi rmative responses to 

such ordinary emotions as “fears of future terrorism,” “fear of future harm to 

family as a result of terrorism,” or reporting “quite a bit” of anger at Osama 

bin Laden as indicators of PTSD. Such studies indicated that nearly half of the 

U.S. population experienced some “symptom” of PTSD. Over half of respon-

dents said that at least one child was upset by the attacks. One to two months 

following the attacks, more than 10 percent of New York metropolitan area 

residents had “clinically signifi cant” levels of distress.52

These studies raise the issue of what the meaning of being “exposed to 

9/11” is. The DSM-IV criteria encompassed both the actual experience of 

being in the World Trade Center at the time of the attacks and watching these 

events on television as potential triggers of PTSD. In a society where terrorist 

attacks, school shootings, natural disasters, and other horrors are widely and 

continuously broadcast on television, virtually everyone is “confronted with” 

traumatic events on a regular basis. Indeed, the “exposure” indicator of the 

extent of television watching of the events of 9/11 was the best predictor of 

resulting symptoms of PTSD. Despite dire predictions that 9/11 would result 

in an enormous amount of psychological disorder, especially PTSD, in fact, 

symptom levels dropped precipitously soon after the attacks. While about 7.5 

percent of New York City residents reported rates of full-blown PTSD a month 

after the attacks, three months later rates had declined to 1.7 percent. By six 

months after the attack a negligible 0.6 percent had PTSD.53 The almost imme-

diate “recovery” of most people who were not directly affected by the attacks 

calls into question whether they were ever exposed to a genuine trauma in 

the fi rst place.

At the same time as the DSM-IV criteria expanded the class of people 

exposed to a traumatic event, it also provided new opportunities for the study 

of individual vulnerabilities to traumas. When the DSM-III was published 
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in 1980, biological psychiatrists were just beginning to establish their 

dominance in the profession.54 By 1994, however, the nature of psychiatric 

explanation had vastly changed. PTSD, like its predecessor diagnoses, has 

a distinct etiology originating in an external stressor. It inherently directs 

attention to the environment as a primary cause of distress that follows the 

event. This focus was in considerable tension with the basic assumptions of 

the psychiatric profession that had become fi rmly entrenched by the early 

1990s, when biological approaches were clearly ascendant. Biological psy-

chiatry located the origins of disorders in damaged brains and genes, empha-

sizing individual vulnerabilities and predispositions. This foundational 

assumption would be called into question if stressors themselves could lead 

to pathology in otherwise normal persons. Biological approaches would 

have little to contribute to the study of PTSD if events triggered symptoms in 

previously unimpaired individuals.

The growing heterogeneity of the sorts of events that were encompassed 

in the DSM-IV criteria for what constitutes a “trauma” ensured that factors 

having to do with individual responses to events would have a more power-

ful impact than when traumas were limited to events that “would be mark-

edly distressing to almost everyone.” Traumatic exposure in itself inevitably 

recedes in importance while individual susceptibilities become of greater 

explanatory importance. In addition, the logic of the PTSD diagnosis in the 

DSM-IV leaves a wide opening for those who wish to emphasize the impor-

tance of individual vulnerability. Comparing rates of pathology in groups 

that are exposed or unexposed to traumas would show the massive role of 

traumatic exposure in causing PTSD. Yet, as epidemiologist Naomi Breslau 

pointed out, unexposed groups cannot logically develop the disorder.55 Trau-

matic exposure itself is a constant, not a variable; the sole possible compari-

sons lie within a group that has been exposed to trauma. Only factors that vary 

across exposed individuals can explain who develops PTSD and who does 

not. PTSD researchers were quick to exploit this aspect of the diagnosis.

For example, numerous studies of levels of PTSD after natural disasters 

or catastrophes caused by humans showed that about 10 to 30 percent of per-

sons who experienced traumas met criteria for PTSD. If a much high propor-

tion of people experienced traumatic events than actually developed PTSD, 

the reasoning went, individual factors must account for why some exposed 

people but not others developed the disorder. The fact that PTSD emerged 

in only a minority of persons exposed to traumatic events was then used to 

show how risk factors other than trauma must be invoked in explanations of 
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the disorder.56 This allowed PTSD researchers to ask not only the question of 

“what is the extent of pathology following a traumatic event” but also “what 

leads some people but not others to develop PTSD after a traumatic event”?

The gap between the great number of people reporting traumas and the 

smaller number reporting PTSD symptoms was a fortuitous fi nding for the 

by now dominant style of psychiatric explanation that focused on individ-

ual vulnerabilities. Many studies began to examine biological differences 

between people exposed to traumatic events that meet or do not meet PTSD 

criteria. For example, some researchers reported an association between 

stress exposure and smaller-sized hippocampi and postulated that small hip-

pocampus volume is a pre-traumatic risk factor for the emergence of PTSD. 

Others compared the responses of fraternal and identical twins to traumatic 

events in order to access the extent that heritable genetic tendencies such 

as neurocognitive abilities infl uenced psychological vulnerability to PTSD 

among people who are exposed to traumas. Research using functional mag-

netic resonance imaging and positron emission tomography indicated that 

people with PTSD had distinctive patterns of brain activation in response to 

trauma-related stimuli. Others stressed the existence of biological markers of 

susceptibility to PTSD such as the hypersuppression of cortisol in respond to 

environmental stimuli.57

Another strand of research emphasized the importance of individual 

characteristics and psychological traits to explain why only a minority of 

persons who were exposed to traumatic events develop PTSD. Female gender, 

poor coping ability, high levels of neuroticism, and personal and family his-

tories of psychiatric disorders predicted who was likely to develop PTSD.58 

These factors are identical to virtually every other anxiety and mood disor-

der, calling into question the uniqueness or even the need for a PTSD diag-

nosis. Moreover, the causal link that stimulated the initial diagnosis—that 

some stressor leads to a distinct set of stressors—is reversed. Vulnerabilities 

that predated the occurrence of the stressor led some people but not others to 

develop PTSD.

“Overall,” psychologists Marilyn Bowman and Rachel Yehuda sum-

marized, “research demonstrates that PTSD is best understood as the peri-

odic expression of long-standing dispositions that often are risk factors for 

both threatening exposures and subsequent dysfunctions.” Echoing earlier 

neurologists and psychiatrists who studied sufferers of railway spine, shell-

shock, and combat neuroses, traumatic experiences resulted from personal 

dispositions rather than from horrifi c events. Research in the wake of 9/11, 
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for example, showed that poor individual coping styles, pre-existing anxiety 

and mood disorders, and family histories of mental illness predicted who 

developed PTSD after the attacks.59 Just as in the previous eras, arguments 

emphasizing predisposing qualities replaced the prominence given to the 

traumatic qualities of events themselves. “Individual differences,” claimed 

Bowman, “are signifi cantly more powerful than event characteristics in pre-

dicting PTSD.” By the beginning of the twenty-fi rst century, psychiatry was 

able to claim both that traumatic events produced huge levels of pathology 

and that biological and psychological weaknesses accounted for which indi-

viduals exposed to traumas would actually develop PTSD.60

Despite the re-emergence of a research tradition that concentrated on 

individual vulnerabilities, the major focus of research about PTSD remained 

on the large number of people who developed and required treatment for 

this condition after disasters. PTSD remains an exception to the otherwise 

overwhelming dominance of biological and psychological approaches. By the 

1990s and early 2000s the core assumption of the trauma community that 

tragic events could provoke PTSD in large proportions of the population was 

too well entrenched to be displaced by a concentration on internal suscepti-

bilities. A largely autonomous profession that studied and treated trauma had 

emerged with its own ideology, journals, conferences, and training capacity. 

Grief and trauma counselors who placed more emphases on exposure than 

vulnerability were fi rmly institutionalized in schools, hospitals, disaster 

relief organizations, and other establishments. A focus on the vulnerability 

of a minority of exposed people contradicted a basic principle of the trauma 

community: responses to catastrophes must be immediate and encompass 

entire populations that are at risk of developing severe symptoms.

The Response to PTSD

The expansion of the criteria defi ning what situations counted as “traumatic” 

meant that virtually the entire population could be viewed as vulnerable to 

developing PTSD and other mental disorders in the wake of disasters. A deeply 

established PTSD community now attempts to implement massive mental 

health interventions for as widespread a group as possible.61 It believes that 

large proportions of people will develop PTSD unless mental health interven-

tions are implemented immediately after catastrophes occur.

In particular, techniques of psychological debriefi ng became popular and 

often mandatory after any sort of disaster in the English-speaking world.62 

Toward this end a large industry of grief counselors emerged that sends 
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therapists to scenes of natural disasters, schools, and workplaces whenever a 

highly stressful event has occurred. Because everyone who has experienced 

the disaster is presumed to be at risk, its goal is to treat as many people as 

quickly as possible.

The research literature regarding the effectiveness of such interventions 

shows that debriefi ng neither relieves distress nor prevents the emergence 

of subsequent PTSD. The sorts of single-debriefi ng sessions that trauma and 

grief counselors provide have no effi cacy and occasionally produce detrimen-

tal effects compared to no intervention. Debriefi ng by mental health profes-

sionals can interfere with the natural processing of traumatic events, suggest 

that people are not capable of handling tragedies on their own, and imply 

that they are at risk if they do not participate in interventions. Other research 

shows that prevention efforts can backfi re. In one study, schoolchildren given 

prevention training for a possible earthquake that never occurred showed 

higher levels of distress two months later. A Cochrane Review Report con-

cluded that “compulsory debriefi ng of victims of trauma should cease.”63

In spite of the evidence that widespread debriefi ng efforts do not have 

positive results, they continue to fl ourish. For example, emergency person-

nel in New York City were required to participate in mental health treatment 

after 9/11. Likewise, after the collapse of the investment bank Bear Stearns in 

2008, the company called in grief counselors to help its employees deal with 

their feelings about impending layoffs and losses of life savings. The trauma 

industry has become so embedded in schools, work organizations, hospitals, 

police and fi re departments, and the military that it is impervious to efforts 

to limit its interventions. Indeed, the industry has spread worldwide to dis-

pense Western-style therapy to victims of natural disasters.64

The military has also undergone a vast change in its assumptions about 

the extent of PTSD that will emerge as a result of combat experiences. Unlike 

military psychiatry in previous confl icts, which assumed that the vast major-

ity of soldiers were resilient, the Veterans Administration expected that PTSD 

would commonly arise as a result of the Iraq and Afghanistan wars.65 Like 

the broader mental health culture at the time, it embraced a view that PTSD 

was a widespread consequence of combat, that all soldiers could be potential 

victims, that short screening tools could indicate what soldiers would suffer 

from it, and that as many affected soldiers as possible should be treated for 

it. In contrast to the screening tools developed for World War II, which were 

used to identify vulnerable persons before they entered the armed services, 

the military now uses very short instruments that try to discover which 
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veterans are likely to contract PTSD and other mental disorders after their 

service is completed.

The most common instrument, the Primary Care PTSD screen (PC-PTSD), 

uses just four items that ask about intrusive thoughts, avoidance, being easily 

startled, and feeling detached and so is fast, effi cient, and can be adminis-

tered to large numbers of soldiers.66 Respondents are considered to be at men-

tal health risk if they give positive responses to two PTSD questions or to one 

question about the presence of depression, interpersonal confl ict, aggressive 

ideation, or suicidal ideation. One widely reported study that used these cri-

teria reported that 27.0 percent of active soldiers and 35.5 percent of National 

Guard and reserve soldiers were “mental health risks.” Other studies indi-

cated about 20 percent of soldiers had some mental disorder prior to deploy-

ment to Iraq and about 30 percent after deployment. Notably, 10 percent had 

PTSD before deployment to Iraq.67

Results of this research also showed that half of the soldiers who reported 

three or more PTSD symptoms had improved six months later. Strikingly, “an 

inverse relationship existed between receiving mental health services and 

improvement in symptoms by the time of the [reassessment].” In other words, 

recovery was related to not receiving mental health treatment. Moreover, among 

those soldiers who were referred for treatment, recovery rates were highest 

among those who did not follow up and make an appointment for therapy.68

The expectations that high proportions of veterans will suffer from PTSD 

and other psychiatric disabilities refl ect a profound cultural change. Before 

the popularization of the PTSD diagnosis after the Vietnam War, the assump-

tion was that most soldiers who faced traumas were resilient and would be 

strengthened by their battlefi eld experiences.69 While soldiers who have suf-

fered from the emotional consequences of trauma deserve the best possible 

treatment if they desire it, an over-emphasis on the emotional impact of war-

time experiences can turn attention away from other salient aspects of post-

war adjustment. Perhaps, as in the past, a “job and a girl (or boy)” are the 

surest sources of successful reintegration into the community after military 

service for most returning veterans.70 By the early twenty-fi rst century, how-

ever, PTSD was seen as omnipresent, and professional therapy as the best way 

to overcome its impact.

PTSD seems to be one of the most resistant disorders to the therapeu-

tic armamentarium of psychiatry. Some techniques, particularly those that 

attempt to recover repressed memories of childhood sexual abuse, seem to 

have been iatrogenic in many cases. Other, more traditional psychotherapeutic 
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or medication therapies are not harmful but they do not have high success 

rates. A major review conducted by the Institute of Medicine at the request of 

the Veterans Administration concluded that “the scientifi c evidence on treat-

ment modalities for PTSD does not reach the level of certainty that would be 

desired for such a common and serious condition among veterans.”71 This 

review found that the evidence base was so weak that they could not issue 

recommendations on issues such as the timing and types of interventions 

and the effi cacy and length of either psychotherapeutic or medication treat-

ments. While catastrophic events undoubtedly cause much psychic devas-

tation, therapeutic techniques that focus on the intra-psychic consequences 

of traumas might have inherent limitations. Psychotherapy and medications 

can help some people cope with traumatic symptoms, but they cannot deal 

with the root causes of the disorder, which lie outside of individuals.

Given the failure of traditional mental health therapies to respond to 

PTSD, what can be done to help people who suffer from this devastating dis-

order? Participation in supportive communities of victims of similar traumas 

provides a promising mode of response. Programs that deal with overcoming 

actual adversities in the wake of traumas might also have better outcomes 

than those that provide therapy to individuals. For example, a major study 

conducted in the wake of Hurricane Katrina estimated that about a third of 

residents of the New Orleans metropolitan area suffered from PTSD fi ve to 

seven months after the hurricane.72 Yet the persistence of disaster-related 

stressors such as property devastation, geographic relocation, and job loss, 

rather than a mental disorder, could account for the endurance of thoughts 

and memories of the event. Victims of natural disasters might benefi t more 

from economic and social assistance that helps them overcome the genuine 

devastation in their circumstances than from individual therapy. Likewise, 

widespread efforts to screen and then treat as much combat-related PTSD 

among soldiers as possible can not only misidentify many soldiers as dis-

ordered but also waste substantial amounts of mental health resources that 

could be used in more effective ways for economic and social reintegration.73 

A focus on intra-psychic processes can redirect attention from social circum-

stances to interior conditions that are among the most highly resistant to suc-

cessful therapeutic interventions.

Conclusion

The history of trauma-related diagnoses shows an uneasy co-existence 

between emphases on the traumatic event itself and emphases on individual 
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responses to the event. On the one hand, the importance of train wrecks, 

combat, or terrorist attacks in creating traumatic symptoms seems unques-

tionable. Yet, on the other hand, such claims do not easily fi t the fundamen-

tal strand of psychiatric explanation that accounts for symptoms in terms 

of individual vulnerabilities and susceptibilities. Social and cultural factors 

infl uence the degree of prominence given to exposure and vulnerability in 

various historical eras. Ideologies emphasizing personal responsibility and 

individual agency mark some historical eras. Explanations that focus on 

internal vulnerabilities are most congruent with such periods. In contrast, 

environmental considerations dominate explanatory styles at other times. 

Such concerns are more compatible with accounts that accentuate the power 

of intense stressors to bring about traumatic experiences.

When trauma-related diagnoses fi rst emerged, the psychiatric profes-

sion relied on hereditarian explanations. The initial claims that train wrecks 

could cause psychological symptoms in the absence of some individual pre-

disposition were immediately countered by the view that only people with 

weak constitutions could develop nervous conditions after traumas. The latter 

emphasis, which was more congruent with broader individualistic cultural 

trends, dominated psychiatric explanations of trauma until the onset of World 

War II. Even psychoanalysts, who rejected hereditarian views, could not suc-

cessfully integrate traumatic neuroses into their theories about the causes and 

treatments for the neuroses. By the time World War II ended, environmental 

considerations were leading aspects of theories of human behavior, and expla-

nations that emphasized the power of exposure to traumatic events prevailed 

over those that focused on individual susceptibilities. The DSM-III clearly 

embraced the view that traumatic events in themselves brought about PTSD.

By 1994, when the DSM-IV was published, the vulnerability view had 

regained a prominent role in both psychiatry and the culture at large. Yet the 

major impact of the DSM-IV has been to expand the range of events that are 

considered to be traumatic rather than to bring PTSD in line with the domi-

nant focus in psychiatry on biological susceptibilities to developing mental 

disorders. In large part, the existence of a large and well-entrenched trauma 

profession outside of psychiatry accounts for the failure of vulnerability to 

gain much traction as an explanation of PTSD. As it has been throughout 

its history, PTSD remains a diffi cult diagnosis to integrate into mainstream 

psychiatric explanations.

The connection between external causes, individual responses, and 

resulting symptoms raises fundamental issues that cannot be conclusively 



 Post-Traumatic Stress Disorder 191

resolved about the relative importance of environmental and internal forces 

in provoking mental disorder. From the earliest inception of traumatic diag-

noses through major world wars, sexual politics, and terrorist attacks, psy-

chiatry has never satisfactorily been able to defi ne and treat the psychic 

consequences of traumatic events. Yet despite the problems it entails, PTSD 

cannot be eliminated from the psychiatric canon because of the tremendous 

suffering that follows in the wake of all individual and collective traumas.
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Epilogue

Where Do We Go from Here?

The “lessons” of history are far less clear and often obscure and contradic-

tory. Indeed, history suggests that there is a price to be paid for implementing 

ideology ungrounded in empirical reality and for making exaggerated rhetor-

ical claims. In this volume we have employed both historical and contempo-

rary materials to deal with some fundamental problems within the American 

medical care system. Our goal has not been to denigrate the theory and prac-

tice of the American medical care system. Nevertheless, there are numer-

ous elements that raise important doubts about the validity of many medical 

explanations, diagnostic categories, therapeutic interventions, and claims. It 

is of vital importance that we address issues too frequently subordinated to 

exaggerated rhetorical claims that have little basis in fact.

One general problem is that the enthusiasm for new diagnostic cate-

gories and the consequent deployment of drugs often occurs in a partial 

vacuum of knowledge. There is a tendency, for example, to smile at diagnos-

tic categories of the past, such as the more than one hundred fevers listed 

in mid-nineteenth-century classifi cations that have, with some exceptions, 

disappeared from the medical lexicon. Yet there is relatively little aware-

ness of the contingent nature of contemporary categories. Hence we take 

seriously RLS, CFS, fi bromyalgia, and the current diagnosis of depression as 

exemplifi ed in the DSM. We fail to understand, however, that they differ but 

little from many earlier diagnostic categories in their underlying character-

istics. This failure is not simply a play on words, for they have consequences. 

Nor are many contemporary diagnoses that lack an empirical foundation 
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neutral, for sometimes they lead to therapies that are at best questionable 

and at worst harmful.

Another general problem is that evidence to support many etiological 

claims rests on dubious grounds. The insistence that CHD was related to 

behavioral risk factors, for example, ignored data that demonstrated that a 

rise in mortality from this disease occurred in the absence of those risk fac-

tors and that the mortality decline took place when the operation of risk fac-

tors was at their maximum. Nor have the claims that cancer etiology was 

somehow related to diet or other behavioral attributes been substantiated by 

evidence other than conclusions based on correlational studies. While con-

ceding that correlation is not causation, proponents tend to ignore this caveat 

and nevertheless proceed to make causal claims. The result has been to bom-

bard the public with behavioral advice that not only has undergone continu-

ous change, but has frequently been contradictory.

Likewise, highly differentiated, specifi c categories of mental illnesses 

have been foundational for psychiatry since the publication of the DSM-III 

in 1980. Although fl ourishing research communities have developed that 

center around the study of each specifi c diagnosis, progress in discovering 

the causes of any mental disorder remains limited. In particular, the widely 

trumpeted claims that “mental illnesses are brain diseases” and that “men-

tal illnesses result from chemical defi ciencies” remain more slogans than 

fi rmly grounded evidentiary claims. Much the same has been true of many 

widely deployed therapies. That medicine has the capacity to develop effec-

tive therapies is clear. It is equally clear, however, that many therapies have 

come into use and persist in spite of lack of evidence demonstrating effi cacy. 

Drugs that were introduced with considerable fanfare were subsequently 

withdrawn because of adverse reactions or labeled with a “black box” indi-

cating special hazards.

The increase in the number of practitioners trained as specialists and 

the consequent decline in the number of general practitioners and internists 

is also a matter of concern. Most specialties tended to be oriented toward 

surgery and the use of technology, and often their dramatic interventions are 

based more on logic than on evidence. Spinal fusion surgery for lower back 

pain is an example of an intervention of dubious effi cacy. The studies of Rich-

ard Deyo and his colleagues found that such surgery “had few scientifi cally 

validated indications and was associated with higher costs and complica-

tions rates than other types of back surgery.” He and others participated in a 

panel sponsored by the federal Agency for Health Care Policy and Research 
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to develop evidence-based guidelines for managing acute back problems 

of recent onset. The panel recommended nonsurgical approaches in most 

instances. The North American Spine Society then launched a lobbying cam-

paign against the recommendations, partly because the guidelines (as well 

as subsequent research) suggested that the use of pedicle screws had severe 

shortcomings. The results of lobbying by spine surgeons and Medtronic (the 

manufacturer of the screws) resulted in a 25 percent cut in the agency’s bud-

get and the abandonment of its congressional mandate to develop clinical 

guidelines. Despite the lack of evidence of effi cacy, spinal fusion operations 

increased 77 percent between 1996 and 2001.1

The effi cacy of therapies for most mental illnesses also remains uncer-

tain. Since 1990, rates of drug treatment have soared while those of psycho-

therapy have declined.2 Yet there is no evidence that this class of medication 

is any more effective than various forms of interpersonal and cognitive psy-

chotherapies. Changes in the organization and fi nancing of mental health 

care rather than the success of drug treatments have dictated these changes. 

Indeed, apart from the most serious types of mental illnesses, the value of 

medication does not greatly exceed that of placebos.3

Nevertheless, new classes of psychotropic drugs are typically introduced 

with assertions that they are superior to older classes. For example, second-

generation anti-psychotic drugs were heralded as having greater effectiveness 

and fewer adverse side effects than fi rst-generation drugs. Careful studies, 

however, show that as a group the newer class of drugs is neither more effi -

cacious nor more benign than the category it replaced, although it is far less 

cost effective.4 Similar questions are being raised about whether the SSRIs 

have any advantages over the tranquillizers and older anti-depressants that 

they superseded.5 The ability of a medication to generate profi ts seems more 

related to how frequently it is used than to its therapeutic benefi ts.

The lack of safe and effective treatments has not deterred the mental health 

fi eld from implementing new screening programs that strive to identify and 

then treat vast numbers of people who have not spontaneously sought treat-

ment on their own. In 2003, for example, the President’s New Freedom Com-

mission recommended that every teenager in America should be screened for 

signs of mental illness and suicidal tendencies; such screening programs have 

been widely implemented in schools across the country.6 Its rationale was that 

early detection of mental illnesses such as depression and anxiety can prevent 

not just impairments such as poor school performance, teenage pregnancy, and 

substance abuse that arise during adolescence, but also the development of 
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mental illnesses later in life. Yet no evidence exists that screening and subse-

quent treatment actually fulfi ll these preventive objectives. In fact, screening 

programs generate far more false positives than actual cases of mental disorder 

and have the potential to lead to a vast amount of pathologizing of natural 

distress.7 The enthusiasm for widespread screening programs considerably 

exceeds the ability of current detection and treatment technologies to provide 

more benefi ts than risks for people identifi ed as having a mental illness. Like-

wise, the wisdom of screening for some other conditions such as prostate can-

cer is beginning to be questioned because such a high proportion of detected 

tumors would have benign outcomes even when they are not discovered.8

The etiological claims of medicine and the proliferation of therapies of 

dubious effi cacy conceal an even more signifi cant problem, namely, the medi-

calization of everyday life. Aging, for example, was in the past considered 

a normal stage of the life course. In the last half century, however, there is 

a growing tendency to defi ne aging not as a normal phase, but rather as a 

disease. The example of osteoporosis is instructive. Human bones grow dur-

ing early years. When bones cease growing after puberty, they continue to 

strengthen through a process of mineralization. During the fi fth decade of 

life a gradual process of demineralization begins and lasts until death. The 

process is a normal accompaniment of life, and relatively few people demin-

eralize to the extent that fractures are unavoidable. Nevertheless, osteoporo-

sis and osteopenia (or scant bone) have acquired the status of a disease. The 

result has been a proliferation of therapies, including dietary supplements, 

hormone replacement therapy, and such drugs as Fosamax (Merck) and Act-

onel (Procter & Gamble). The claims of effi cacy of these interventions, how-

ever, are largely exaggerated. In a placebo controlled trial (funded by Merck) 

women free from fracture but with bone mineral density measurements 1.6 

standard deviations below the mean for normal young adult white women 

took alendronate (Fosamax) for four years. In the placebo group the inci-

dence of radiographic vertebral fractures was 3.8 percent as compared with 

2.1 percent in the treated group. To be sure, there was a 44 percent reduc-

tion in risk. The absolute reduction, a much more meaningful statistic, was 

only 1.7 percent. Nor did this modest reduction take into account the adverse 

side effects of the drug. Some years after its introduction it was associated 

with osteonecrosis (death of the bone) of the jaw. “Osteopenia,” concludes 

Nortin M. Hadler (an authority on musculoskeletal disorders), “is an example 

of a New Age social construction, propelled to its status in a decade by aggres-

sive marketing and vested interests.”9
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The emergence of genetic technologies has also created new opportuni-

ties for a vast growth in the medicalization of emotional life. For example, 

an extensive body of research on the 5-HTT gene, which controls the way 

that serotonin passes messages through brain cells, has emerged in the study 

of depression. The results of a large study in New Zealand that indicated 

that the short allele of the 5-HTT gene interacts with highly stressful envi-

ronments to produce depression has been especially infl uential. This study 

found that among people who have experienced four or more stressful life 

events, 43 percent with two short alleles and 33 percent with one short allele 

developed major depression compared to only 17 percent of those with two 

long alleles who did.10

The identifi cation of the 5-HTT gene as a risk factor for depression cre-

ated the possibility that genetic tests could identify a new type of condition—

being “at risk” for developing depression even when a person showed no 

actual depressive symptoms—that long-term regimens of drug therapy might 

prevent from ever actually arising. The market for such therapies is poten-

tially huge. In the New Zealand study, for example, 17 percent of the sample 

had genotypes with two copies of the short allele of the 5-HTT gene and an 

additional 51 percent had one copy of the short allele. In theory, then, two-

thirds of the population has a genotype that is associated with a susceptibility 

to becoming depressed. Biotechnology companies are making large invest-

ments in techniques for uncovering possible genes for depression and other 

mental illnesses. Correspondingly, pharmaceutical companies are striving to 

develop new classes of more refi ned, genetically tailored medications that 

might be prescribed to presumably at-risk populations.11

The proliferation of diagnoses, the use of numerical scales that tend to 

expand and thus to include ever larger numbers of persons, and the medi-

calization of hitherto normal phenomena have created vast entrepreneurial 

opportunities. The pharmaceutical industry sponsors diseases and promotes 

drugs for diagnoses that are at best questionable and at worst nonexistent. Its 

efforts to promote medical education are often synonymous with its market-

ing strategy. Its close ties to the medical profession lead physicians to pre-

scribe drugs to a willing public eager to believe claims of effi cacy that rest 

on a shaky empirical foundation or whose benefi ts are far outweighed by the 

risks. The problem, however, is even more serious. Academic medical cen-

ters hold equity interests in companies that also sponsor research within the 

same institution. Many articles in medical journals are prepared by drug com-

pany employees or medical publishing companies hired by them. Prominent 
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researchers are then paid substantial sums and are listed as authors even 

though they had little to do with the study. Faculty investigators have ties to 

companies that support their research. They receive compensation for con-

sulting and speaking and often have equity interests in the company. This 

problem is especially acute in psychiatry, where several prominent research-

ers did not disclose millions of dollars in payments from the pharmaceutical 

industry.12 It is “absurd,” according to Marcia Angell (a former editor of the 

New England Journal of Medicine), “to look to investor-owned companies for 

unbiased evaluations of their own products. Yet many academic investigators 

and their institutions pretend otherwise, and it is convenient and profi table 

for them to do so.”13

Much attention has been focused on Americans who are either unin-

sured or underinsured. That this is a serious problem is indisputable; access 

to medical care can assuage or alleviate many disorders that detract from 

or are dangerous to the quality, if not the length, of life. Yet relatively little 

attention has been paid to the extraordinarily high costs of drugs and medical 

procedures, many of which have not been shown to be effi cacious. Equally 

signifi cant, their risks sometimes outweigh any possible benefi ts. All too 

often Americans have been urged to undergo testing and imaging for reasons 

that are unclear, to take drugs for conditions that hardly merit a medical diag-

nosis or have little evidence that the benefi ts outweigh the risks, to submit to 

surgical procedures for which effi cacy has not been established, to say noth-

ing about the large costs of what goes under the name of alternative or holistic 

therapies. All of these, in addition to the very large administrative costs of 

a decentralized system that relies on private-for-profi t insurance fi rms, have 

combined to make the health care system the most expensive in the world 

even though the health indicators in the United States compare unfavorably 

with those of other industrialized nations.14

That the United States faces serious problems in its health care system 

is clear. As we have tried to demonstrate, many of these problems are related 

not only to the high costs of a decentralized medical care system and the fact 

that millions cannot afford health insurance, but to the inner dynamics of the 

system and exaggerated claims of physicians and biotechnology and pharma-

ceutical fi rms. Until some of these problems are addressed, the claims of the 

American health care system will continue to exceed its actual achievements.
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