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Preface

A large international conference in Electrical Engineering and Applied Computing
was held in London, U.K., 30 June-2 July, 2010, under the World Congress on
Engineering (WCE 2010). The WCE 2010 was organized by the International
Association of Engineers (IAENG); the Congress details are available at:
http://www.iaeng.org/WCE2010. TAENG is a non-profit international association
for engineers and computer scientists, which was founded originally in 1968. The
World Congress on Engineering serves as good platforms for the engineering
community to meet with each other and exchange ideas. The conferences have also
struck a balance between theoretical and application development. The conference
committees have been formed with over two hundred members who are mainly
research center heads, faculty deans, department heads, professors, and research
scientists from over 30 countries. The conferences are truly international meetings
with a high level of participation from many countries. The response to the
Congress has been excellent. There have been more than one thousand manuscript
submissions for the WCE 2010. All submitted papers have gone through the peer
review process, and the overall acceptance rate is 57%.

This volume contains fifty-five revised and extended research articles written by
prominent researchers participating in the conference. Topics covered include
Control Engineering, Network Management, Wireless Networks, Biotechnology,
Signal Processing, Computational Intelligence, Computational Statistics, Internet
Computing, High Performance Computing, and industrial applications. The book
offers the state of the art of tremendous advances in electrical engineering and
applied computing and also serves as an excellent reference work for researchers
and graduate students working on electrical engineering and applied computing.

Sio Tong Ao
Len Gelman
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Chapter 1

Mathematical Modelling for Coal Fired
Supercritical Power Plants and Model
Parameter Identification Using Genetic
Algorithms

Omar Mohamed, Jihong Wang, Shen Guo, Jianlin Wei, Bushra Al-Duri,
Junfu Lv and Qirui Gao

Abstract The paper presents the progress of our study of the whole process
mathematical model for a supercritical coal-fired power plant. The modelling
procedure is rooted from thermodynamic and engineering principles with
reference to the previously published literatures. Model unknown parameters are
identified using Genetic Algorithms (GAs) with 600MW supercritical power plant
on-site measurement data. The identified parameters are verified with different sets
of measured plant data. Although some assumptions are made in the modelling
process to simplify the model structure at a certain level, the supercritical
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coal-fired power plant model reported in the paper can represent the main features
of the real plant once-through unit operation and the simulation results show that
the main variation trends of the process have good agreement with the measured
dynamic responses from the power plants.

Nomenclature

HE DUNDTEH I IQTYTTNIQOTIITIRTRS

Fitness function for genetic algorithms
Pulverized fuel flow rate (kg/s)
Enthalpy per unit mass (MJ/kg)
Constant parameter

Mass flow rate gain

Mass (kg)

Mass flow rate (kg/s)

Pressure of a heat exchanger (MPa)
Heat transfer rate (MJ/s)
Response

Temperature (°C)

Time (s)

Time constant (s)

Internal energy (MJ)

Volume of fluid (m3)

Work rate or power (MW)
Generator reactance (p.u)
Output vector

Density (kg/m?)

Valve opening

Rotor angle (rad)

Mechanical angle (rad)

Speed (p.u)

Torque (p.u)

Subscripts

a Accelerating

air  Air

e Electrical

d Direct axis

ec  Economizer

hp  High pressure turbine
hx  Heat exchanger

i Inlet

ip  Intermediate pressure turbine
me  Mechanical

ms  Main steam

m Measured
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0 Outlet
out  Output of the turbine
q Quadrature axis

rh Reheater

sh  Superheater
Si Simulated
ww  Waterwall

Abbreviations
BMCR Boiler maximum continuous rate
ECON Economizer

GA Genetic algorithm
HP High pressure

HX Heat exchanger

1P Intermediate pressure
MS Main steam

RH Reheater

SC Supercritical

SH Superheater

WW Waterwall

1.1 Introduction

The world is now facing the challenge of the issues from global warming and
environment protection. On the other hand, the demand of electricity is growing
rapidly due to economic growth and increases in population, especially in the
developing countries, for example, China and India. With the consideration of
environment and sustainable development in energy, renewable energy such as
wind, solar, and tidal wave should be only resources to be explored in theory.
But the growth in demand is also a heavy factor in energy equations so the
renewable energy alone is unlikely able to generate sufficient electricity to fill the
gap in the near future. Power generation using fossil fuels is inevitable, especially,
coal fired power generation is found to be an unavoidable choice due to its huge
capacity and flexibility in load following. As a well know fact, the conventional
coal fired power plants have a huge environmental impact and lower energy
conversion efficiencies. Any new coal fired power plants must be cleaner with
more advanced and improved technologies.

Apart from Carbon Capture and Storage, supercritical power plants might be
the most suitable choice with consideration of the factors in environmental
enhancement, higher energy efficiency and economic growth. However, there has
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been an issue to be addressed in its dynamic responses and performance in relation
with conventional subcritical plants due to the difference in the process structure
and energy storage drum [1]. The characteristics of supercritical plants require the
considerable attention and investigation. Supercritical boilers have to be once-
through type boilers because there is not distinction between water and steam
phases in supercritical process so there is no drum to separate water steam mixture.
Due to the absence of the drum, the once-through boilers have less stored energy
and faster responses than the drum-type boilers. There are several advantages of
supercritical power plants [2, 3] over traditional subcritical plants include:

e Higher cycle efficiency (Up to 46%) and lower fuel consumption.

e Reduced CO, emissions per unit power generation.

e Be fully integratable with CO, capture technology.

e Fast load demand following (in relatively small load demand changes).

However, some concerns are also raised in terms of its dynamic responses with
regards to the demand for dynamic response speed. This is mainly caused by its
once-through structure, that is, there is no drum to store energy as a buffer to
response rapid changes in load demand.

The paper is to develop a mathematical model for the whole plant process to
study dynamic responses aiming at answering the questions in dynamic response
speed. From the literature survey, several models have been reported with
emphasis on different aspects of the boiler characteristics. Studying the dynamic
response and control system of once-through supercritical (SC) units can be traced
back to 1958 when work was done on a time-based simulation for Eddystone I unit
of Philadelphia Electric Company and the work was extended for simulation of
Bull run SC generation unit later in 1966 [4].

Yutaka Suzuki et al. modelled a once through SC boiler in order to improve the
control system of an existing supercritical oil-fired plant. The model was based on
nonlinear partial differential equations, and the model was validated through
simulation studies [5]. Wataro Shinohara et al. presented a simplified state space
model for SC once through boiler-turbine system and designed a nonlinear con-
troller [6]. Pressure node model description was introduced by Toshio Inoue et al.
for power system frequency simulation studies [7]. Intelligent techniques contri-
butions have yielded an excellent performance for modeling. Neural network has
been introduced to model the SC power plant with sufficiently accurate results if
they are trained with suitable data provided by operating unit [8]. However, neural
network performances are unsatisfactory to simulate some emergency conditions
of the plant because NN method depends entirely on the data used for the learning
process, not on physical laws. Simulation of SC boilers may be achieved either
theoretically based on physical laws or empirically based on experimental work. In
this paper, the proposed mathematical model is based on thermodynamic princi-
ples and the model parameters are identified by using the data obtained from a
600MW SC power plant [9]. The simulation results show that the model is
trustable to simulate the whole once-through mode of operation at a certain level
of accuracy.
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1.2 Mathematical Model of the Plant
1.2.1 Plant Description

The unit of a once-through supercritical 600MW power plant is selected for the
modelling study. The schematic view of the boiler is shown in Fig. 1.1. Water
from the feedwater heater is heated in the economizer before entering the super-
heating stages through the waterwall. The superheater consists of three sections
which are low temperature superheater, platen superheater, and final stage
superheater. The main outlet steam temperature is about 571°C at the steady state
and a pressure is 25.5 MPa. There are 2 reheating sections in the boiler for
reheating the steam exhausted from the high pressure turbine. The inlet temper-
ature of the reheater is 309°C and the outlet temperature is nearly 571°C and
average pressure is 4.16 MPa. The reheated steam is used to energize the inter-
mediate pressure turbine. The mechanical power is generated through multi-stage
turbines to provide an adequate expansion of the steam through the turbine and
subsequently high thermal efficiency of the plant.

1.2.2 Assumptions Made for Modelling

Assumptions are made to simplify the process which should be acceptable by plant
engineers and sufficient to transfer the model from its complex physical model to lead
to simple mathematical model for the research purpose. Some of these assumptions
are usually adopted for modelling supercritical or subcritical boilers [10]. Modelling
in the work reported in the paper, the following general assumptions are made:

Fig. 1.1 Schematic view of FSH HRH
the plant g LRH
’ W LSH  PSH
10 ;’;W?
WATER (] / /)
STORAGE [ [
™K ) /
# / [ ! ELECTRICITY
1 1, A
W 1
[ / ;
/ 4 WP
"y
AR —»
FUEL FLOW-»

FROM FW



6 O. Mohamed et al.

Fluid properties are uniform at any cross section, and the fluid flow in the boiler
tubes is one-phase flow.

In the heat exchanger, the pipes for each heat exchanger are lumped together to
form one pipe.

Only one control volume is considered in the waterwall.

The dynamic behaviour of the air and gas pressure is neglected.

1.2.3 The Boiler Model

1.2.3.1 Heat Exchanger Model

The various heat exchangers in the boiler are modelled by the principles of mass
and energy balances. The sub-cooled water in the economizer is transferred
directly to a supercritical steam through the waterwall without passing the evap-
oration status. The equations are converted in terms of the derivatives (or variation
rates) pressure and temperature of the heat exchanger. The mass balance equation
of the heat exchanger (control volume) is:

dm

E:l’i’li—l’i’lo (11)

For the constant effective volume, Eq. 1.1 will be:
d
v
dt
The density is a differentiable function of two variables which can be the
temperature and pressure inside the control volume, thus we have:

:mi_rho

v op dP ap dT L .
op|, ar "or|, ar) "M
The energy balance equation:
dy, .
= Quet ik — ih,
Also,
dUp op dP ap dT oh| dP 0h| dT
dt oP|, or|, dt OP|, dt 0T|, dt
_Vd_PV,,a_p P O U O
dt 0P|, dt OT|p dt p oP|, or|, dt

dp .
= Ve Que+ sitih = ttgh, (1.2)
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Combining (1.1) and (1.2) to get the pressure and temperature state derivatives,

. QuetivH; — 1 H,

P ; (1.3)
T = C(sin; — 11,) — DP (1.4)
Where:
i
T
H = (h,-—h— 5 P) (1.5)
arlp
i
H, = (h(, —h-— a/‘f P) (1.6)
rlT
[ oh
‘[:V(pa_h _m_1> (1.7)
_ .
opPl; ¥,
1
= (1.8)
oTl,
ol
D=1 (1.9)
o,

The temperature of the superheater is controlled by the attemperator. Therefore,
the input mass flow rate to the superheater is the addition of the SC steam and the
water spray from the attemperator. The amount of attemperator water spray is
regulated by opening the spray valve which responds to a signal from the PI
controller. This prevents the high temperature fluctuation and ensures maximum
efficiency over a wide range of operation.

1.2.3.2 Fluid Flow

The fluid flow in boiler tubes for one-phase flow is :
m=k-vVAP (1.10)

Equation 1.10 is the simplest mathematical expression for fluid flow in boiler
tubes. The flow out from the reheater and main steam respectively are:

. Prh
My = Ki—th (111)
Trh
Py
Ty = KQTSXms (1.12)

The detailed derivation of (1.11) and (1.12) can be found in [11].
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1.2.4 Turbine/Generator Model

1.2.4.1 Turbine Model

The turbine is modeled through energy balance equations and then is combined
with the boiler model.
The work done by high pressure and intermediate pressure turbines are:

Whp = My + (hmv - hour) (113)

Wip =t - (hen — how) (1.14)
The mechanical power of the plant:
Pme:Whp_’_VVip (115)

Up to Eq. 1.14, the boiler-turbine unit is model in a set of combined equations
and can be used for simulation if we assume that the generator is responding
instantaneously. However, the dynamics of the turbines’ speeds and torques must
be affected by the generator dynamics and injecting the mechanical power only
into the generator model will not provide this interaction between the variables. To
have a strong coupling between the variables in the models of the turbine-gen-
erator, torque equilibrium equations for the turbine model are added to the turbine
model:

Op = Ml]w[rh,, — Dy — Kpt(Onp — 0)] (1.16)

Oy = p(wpy — 1) = (wpy — 1) (1.17)

Wip = %[rip — Dipwip+Kpi Oy — 0ip) — Ki(0p — 0,)] (1.18)
0ip = wp(wip — 1) = (@, — 1) (1.19)

Note that, for two-pole machine: 0, = 6

1.2.4.2 Generator Model

The generator models are reported in a number of literatures; a third order non-
linear model is adopted in our work [12]:

6= Aw (1.20)

JAG =T, =T, — T, — DAw (1.21)
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. 1 .
E; = ﬁ(EFD — E; — (Xd — X:i)ld) (122)
Vv V2/1 1
I.(pu) ~P,(pu)~—¢ sind +—| ——— ) sin26 1.23
(p-w (p-w) xéjeq sin é + 7 <xq x&) sin ( )

1.3 Model Parameter Identification
1.3.1 Identification Procedures

The parameters of the model which are defined by the formulae from (1.3) to (1.7)
and the other parameters of mass flow rates’ gains, heat transfer constants, turbine,
and generator parameters are all identified by Genetic Algorithms in a sequential
manner. Even though some of these parameters are inherently not constant, these
parameters are fitted directly to the actual plant response to save time and effort.
Various data sets of boiler responses have been chosen for identification and
verification. First, the parameters of pressure derivatives equations are indentified.
Then, the identification is extended to include the temperature equations, the
turbine model parameters and finally generator model parameters.

The measured responses which are chosen for identification and verification
are:

Reheater pressure.

Main SC steam pressure.

Main SC steam temperature.

Mass flow rate of SC steam from boiler main outlet to HP turbine.
Mass flow rate of reheated steam from reheater outlet to the IP turbine.
Turbine speed.

Infinite bus frequency.

Generated power of the plant.

In recent years, Genetic Algorithms optimization tool has been widely used for
nonlinear system identification and optimization due to its many advantages over
conventional mathematical optimization techniques. It has been proved that the
GAs tool is a robust optimization method for parameters identification of sub-
critical boiler models [13]. Initially, the GAs produces random values for all the
parameters to be identified and called the initial population. Then, it calculates the
corresponding fitness function to recopy the best coded parameter in the next
generation. The GAs termination criteria depend on the value of the fitness
function. If the termination criterion is not met, the GA continues to perform the
three main operations which are reproduction, crossover, and mutation. The fitness
function for the proposed task is:
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N

= (Ru—Ry)’ (1.24)

n=1

The fitness function is the sum of the square of the difference between measured
and simulated responses for each of the variables mentioned in this section. N is
the number of points of the recorded measured data, The load-up and load-down
data have been used for identification. The changes are from 30% to 100% of load
and down to 55% to verify the model derived. The model is verified from a ramp
load up data and steady state data to cover a large range of once-through operation.
The model has been also verified by a third set of data. The GAs parameters setting
for identification are listed below:

Generation: 100

Population type: double vector
Creation function: uniform
Population size: 50-100
Mutation rate: 0.1

Mutation function: Gaussian
Migration direction: forward
Selection: stochastic uniform

Figure 1.2 shows some of the load-up identification results. It has been
observed that the measured and simulated responses are very well matched for the
power generated and they are also reasonably matched for the temperature. Some
parameters of the boiler model are listed in Table 1.1 and for heat transfer rates are
listed in Table 1.2.

1.3.2 Model Parameter Verification

The validation of the proposed model has been performed using a number of data
sets which are the load down and steady state data. Figure 1.3 shows some of the
simulated verification results (load-down and steady state simulation). From the
results presented, it is obvious that the model response and the actual plant
response are well agreed to each other.

1.4 Concluding Remarks

A mathematical model for coal fired power generation with the supercritical boiler
has been presented in the paper. The model is based on thermodynamic laws and
engineering principles. The model parameters are identified using on-site operating
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Table 1.1 Heat exchanger HX H. H C D
parameter - -
ECON 10.2 13.6 2.1e-6 —-3.93
WW 12.2 13.3 —1.2e-6 —0.1299
SH 20.5 459 le-6 —-3.73
RH 19.8 22.0 —1le-6 —17.9
Table 1.2 Heat transfer rate 7(s) K.. Ko Ka Ko,
9.3 5.7785 7.78 23.776 2143

data recorded. The model is then verified by using different data sets and the
simulation results show a good agreement between the measured and simulated
data. For future work, the model will be combined with a nonlinear mathematical
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Fig. 1.3 Verification results

model of coal mill to obtain a complete process mathematical model from coal
preparation to electricity generation. It is expected that the mill local control system
should have great contributions in enhancing the overall control of the plant.
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Chapter 2
Sequential State Computation Using
Discrete Modeling

Dumitru Topan and Lucian Mandache

Abstract In this paper we present a sequential computation method of the state
vector, for pre-established time intervals or punctually. Based on discrete circuit
models with direct or iterative companion diagrams, the proposed method is
intended to a wide range of analog dynamic circuits: linear or nonlinear circuits
with or without excess elements or magnetically coupled inductors. Feasibility,
accessibility and advantages of applying this method are demonstrated by the
enclosed example.

2.1 Introduction

The discretization of the circuit elements, followed by corresponding companion
diagrams, leads to discrete circuit models associated to the analyzed analog cir-
cuits [1-3]. Using the Euler, trapezoidal or Gear approximations [4, 5], simple
discretized models are generated, whose implementation leads to an auxiliary
active resistive network. In this manner, the numerical computation of desired
dynamic quantities becomes easier and faster. Considering the time constants of
the circuit, the discretization time step can be adjusted for reaching the solution
optimally, in terms of precision and computation time.
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The discrete modeling of nonlinear circuits assumes an iterative process too, that
requires updating the parameters of the companion diagram at each iteration and each
integration time step [5, 6]. If nonzero initial conditions exist, they are computed
usually through a steady state analysis performed prior to the transient analysis.

The discrete modeling can be associated to the state variables approach [6, 7],
as well as the modified nodal approach [5, 8], the analysis strategy being chosen in
accordance with the circuit topology, the number of the energy storage circuit
elements (capacitors and inductors) and the global size of the circuit.

The known computation algorithms based on the discrete modeling allow the
sequential computation, step by step, along the whole analysis time, of the state
vector or output vector directly [5, 9, 10]. In this paper, one proposes a method that
allows computing the state vector punctually, at the moments considered signifi-
cant for the dynamic evolution of the circuit. Thus, the sequential computation for
pre-established time subdomains is allowed.

2.2 Modeling Through Companion Diagrams

The time domain analysis is performed for the time interval [#y, #/], bounded by the
initial moment #; and the final moment #. It can be discretized with the constant
time step A, chosen sufficiently small in order to allow using the Euler, trapezoidal
or Gear numerical integration algorithms [1-5]. One can choose 7y = 0 and
tr = wh, where w is a positive integer.

The analog circuit analysis using discrete models requires replacing each circuit
element through a proper model according to its constitutive equations. In this
way, if the Euler approximation is used, the discretization equations and the
corresponding discrete circuit models associated to the energy storage circuit
elements are shown in Table 2.1, for the time interval [nh, (n+ 1)h], h<w.

The tree capacitor voltages uc and the cotree inductor currents iy [7, 8] are
chosen as state quantities, assembled in the state vector X. The currents I¢ of the
tree capacitors and the voltages across the cotree inductors Uy, are complementary
variables, assembled in the vector X.

At the moment ¢t = nh, the above named vectors are partitioned as:

u} I}
X' = .C] X" = [ C} (2.1)
[ ij |’ u;
with obvious significances of the vectors uf, ij, If., Uj.
For the magnetically coupled inductors, the discretized equations and the

companion diagram are shown in Table 2.1, where the following notations were
used:

prert Lo Lo L, +L12in
11 - ’ 12 — ’ 1 - 1 29
h h h h (
2.2)
RO - SV SIS ) P S SR o2 P O p
22 h’ 21 h’ 2 - h 2 h 1
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Table 2.2 Iterative discrete modeling

D. Topan and L. Mandache

emen erative dynamic ompanion diagram otations in the companior
El t Iterat d C d Notat th
parameter diagram
i nt+l,m _ (Qu n+l,m n+1,m __ pn+l,m
’—’—:l—‘ R (a[)i:irxvl m l~zz+],m+] Rn+l.m e R =R
\_/u’ — &, en+l.m — un+l,m _ Rn+17m'
=0 N
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=i (=1L
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. n+l,m __ u v
._,_EI_. q=¢"" EEs h
u ]n+|,m — ln+],m _ _Cn+1<m.
q= q(u) un+l,m
] 1) I“IH»L,m _ (a8 Gn+1‘m — hFrH»l,m
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u un+l,m
i=i(p)

For nonlinear circuits, the state variable computation at the moment
t = (n+ 1)h requires an iterative process that converges towards the exact
solution [4, 5]. A second upper index corresponds to the iteration order (see
Table 2.2). Similar results to those of Tables 2.1 and 2.2 can be obtained using the
trapezoidal [5, 11] or Gear integration rule [4, 5].

2.3 Sequential and Punctual State Computation

The treatment with discretized models assumes substituting the circuit elements
with companion diagrams, which consist in a resistive model diagram. It allows
the sequential computation of the circuit solution.
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2.3.1 Circuits Without Excess Elements

If the given circuit does not contain capacitor loops nor inductor cutsets [7, 8], the
discretization expressions associated to the energy storage elements (Table 2.1,
lines 1 and 3), using the notations (2.1), one obtains

S 0

n+1 __ on
X" =x +h[0 r

:| X’1+1, (23)
where S is the diagonal matrix of capacitor elastances and I' is the matrix of
inductor reciprocal inductances.

Starting from the companion resistive diagram, the complementary variables
are obtained as output quantities [5, 10, 11] of the circuit

X" = Ex" + Fu""!, (2.4)

where E and F are transmittance matrices, and w**!

tities [7, 8] at the moment t = (n + 1)A.

From (2.3) and (2.4) one obtains an equation that allows computing the state
vector sequentially, starting from its initial value x° = x(0) until the final value
x" = x(wh):

is the vector of input quan-

X" = Mx" 4+ Nu""!, (2.5)
where
S 0
M—l—&-h{o F]F” (2.6)
1 being the identity matrix, and
S 0
N—h{0 F} F. (2.7)

Starting from Eq. 2.5, through mathematical induction, the useful formula is
obtained as

x'=M'x"+ ) M'Nu, (2.8)

i=1

where the upper indexes of the matrix M are integer power exponents. The for-
mula (2.8) allows the punctual computation of the state vector at any moment
t = nh, if the initial conditions of the circuit and the excitation quantities are
known.

If a particular solution x,(f) of the state equation exists, it significantly sim-
plifies the computation of the general solution x(z). Using the Euler numerical
integration method, one obtains [5]:
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X" = M(x” - x;') +xt (2.9)

The sequentially computation of the state vector implies the priory construction
of the matrix E, according to Eqs. 2.6 and 2.9. This action requires analyzing an
auxiliary circuit obtained by setting all independent sources to zero in the given
circuit.

Starting from Eq. 2.9, the expression

X =M (x - %)) + ) (2.10)

allows the punctual computation of the state vector.

2.3.2 Circuits with Excess Elements

The excess capacitor voltages [8, 11], assembled in the vector U¢, as well as the
excess inductor currents [5, 7, 8], assembled in the vector I;, can be expressed in
terms of the state variables and excitation quantities, at the moment ¢ = nh:

U.|  |Ky 0|, K, 0 n
][5 Qe[S g e

where the matrices Kj, K/l and Kj, K/2 contain voltage and current ratios
respectively.

Using the Table 2.1, the companion diagram associated to the analyzed circuit
can be obtained, whence the complementary quantities are given by:

n

wﬂEﬂ+E{%q+Fm, (2.12)
L

the matrices E, E; and F containing transmittance coefficients.
Considering Eqgs. 2.11 and 2.12, the recurrence expression is obtained from
(2.5), allowing the sequential computation of the state vector:

X" =Mx"+Nu""' + N u", (2.13)

where

S 0 /
F, N=h E K, (2.14)
0T



2 Sequential State Computation Using Discrete Modeling 21

If x, is a particular solution of the state equation, the following identity is
obtained:

n+1 n __ n+l n
Nu"™™ +Nju" =x7"" — Mx, (2.15)

that allows converting (2.13) in the form (2.9), as common expression for any
circuit (with or without excess elements).

2.4 Example

In order to exemplify the above described algorithm, let us consider the transient
response of the circuit shown in Fig. 2.1, caused by turning on the switch. The
circuit parameters are: Ry =R, =R;=10Q; L =10mH; C = 100 pF;
E=10V; J =1A.

The time-response of capacitor voltage and inductor current will be computed
for the time interval 7 € [0, 5ms]. These quantities are the state variables too. The
corresponding discretized Euler companion diagram is shown in Fig. 2.2.

According to the notations used in Sect. 2.2, we have:

=[] x= (] =]

The computation way of the matrices E and F arises from the particular form of
the expression (2.4):

-6 2 A
Ut ey exn i H1 f2 J

from where:
In+l In-H
e = ¢ 3 €12 = C ;
n n
Uc lin=0; E=0; =0 'L luz=0; E=0;7=0
Un+1 U”+1
L L .
ey =— ;o e =—r ;
Uc lin—0; E=0;7=0 'L lip=0: E=0; =0

Using the diagram of Fig. 2.2, the elements of the matrices E and F were
computed, assuming a constant time step 7 = 0.1 ms:

E— -0.1729 —-0.7519 F— 0.0827 0.8270
T 07519 —9.7740 |’ ~10.0752 0.7519

The matrices M and N given by Egs. 2.6, 2.7 are:
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Fig. 2.1 Circuit example =0 N

s

Fig. 2.2 Discretized diagram
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N=0.1.1073. | 100107 -F:{ .
[ 0 o 0.0008  0.0075 |

Starting from the obvious initial condition
0 M% 5V
X = .0 = y
iy 05 A

the solutions were computed using (2.8) and represented in Fig. 2.3 with solid line.
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The calculus was repeated in the same manner for a longer time step,

I = 5h = 0.5ms, the solution being shown in the same figure. Both computed
solutions are referred to the exact solution represented with thin dashed line.

2.5 Conclusion

The proposed analysis strategy and computation formulae allow not only the
punctual computation of the state vector, but also allow crossing the integration
subdomains with variable time step. The proposed method harmonizes naturally
with any procedure based on discrete models of analog circuits, including the
methods for iterative computation of nonlinear dynamic networks.

The versatility of the method has already allowed an extension, in connection to
the modified nodal approach.
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Chapter 3

Detection and Location of Acoustic
and Electric Signals from Partial
Discharges with an Adaptative
Wavelet-Filter Denoising

Jesus Rubio-Serrano, Julio E. Posada and Jose A. Garcia-Souto

Abstract The objective of this research work is the design and implementation of
a post-processing algorithm or “search and localization engine” that will be used
for the characterization of partial discharges (PD) and the location of the source in
order to assess the condition of paper-oil insulation systems. The PD is measured
with two acoustic sensors (ultrasonic PZT) and one electric sensor (HF ferrite).
The acquired signals are conditioned with an adaptative wavelet-filter which is
configured with only one parameter.

3.1 Introduction

The degraded insulation is a main problem of the power equipment. The reliability
of power plants can be improved by a preventive maintenance based on the
condition assessment of the electrical insulation within the equipments. The
insulation is degraded during the period in service due to the accumulation of
mechanical, thermal and electric stresses.

Partial discharges (PD) are stochastic electric phenomena that cause a large
amount of small shortcoming (<500 pC) inside the insulation [1-3].
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PD are present in the transformers due to the gas dissolved in the oil, the
humidity and other faults. They become a problem when PD activity is persistent
in time or in a localized area. These are signs of an imminent failure of the power
equipment. Thus, the detection, the identification [4] and the localization of PD
sources are important tools of diagnosis.

This paper deals with the design of the algorithm that processes the time-series
and performs the statistical analysis of the signals acquired in the framework of the
MEDEPA test bench in order to assess the insulation faults. This set-up is an
experimental PD generation and measurement system designed in the University
Carlos IIT of Madrid in order to study and develop electrical and ultrasonic sensors
[5] and analysis techniques, which allow the characterization and the localization
of PD.

A PD is an electrical fast transient which produces a localized acoustic emission
(AE) due to thermal expansion of the dielectric material [3]. It also generates
chemical changes, light emission, etc. [6, 7]. In this work acoustic and electrical
signals are processed together. AE is characterized and both methods of detection
are put together to assess the activity of PD. The electro-acoustic conversion ratio
of PD can be explored by these means [8].

3.2 Experimental Set-Up

The measurements are taken from the MEDEPA experimental set-up. It has the
following blocks to generate different types of PD and acquire the signals (up to
100 MSps) from different sensors:

1. PD generation the experimental set-up generates controlled PD from a high-
voltage AC excitation that is reliable for the ultrasonic sensor characterization
and the acoustic measurements.

2. Instrumentation for electrical measurement the calibrated electrical measure-
ment allows the correlation of generated PD and provides their basic charac-
teristics (charge, instant of time, etc.).

3. Instrumentation for acoustic measurements ultrasonic PZT detectors are used
for measuring the AE outside the tank. Fiber-optic sensors are being developed
for measurements inside [9].

The experimental set-up is an oil-filled tank with immersed electrodes that
generate PD. The ultrasonic sensors (R15i, 150 kHz, ~1 V/Pa) are externally
mounted on the tank walls. A wide-band ferrite (10 MHz) is used for electrical
measurements and additional instrumentation (Techimp) provides electrical PD
analysis. AE travels through the oil (1.5 mm/us) and the PMMA wall (2.8 mm/pLs)
to several ultrasonic PZT sensors.

The mechanical and acoustic set-up is represented in Fig. 3.1a. The internal PD
generator consists of two cylindrical electrodes of 6 cm of diameter that are
separated by several isolating paper layers. High-voltage AC at 50 Hz is applied
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Fig. 3.1 Experimental set-up for acoustic detection and location (a). PD single event
observation: electric signal and acoustic signals from sensors 1 and 2 (b)

between 4.3 and 8.7 kV, so PD are about 100 pC. The expected signals from a PD
are as shown in Fig. 3.1b: a single electric signal and an acoustic signal for each
channel. The delay is calculated between the electric and acoustic signals to locate
spatially the PD source.

Each PD single event produces an electric charge displacement of short-dura-
tion (1 ps) that is far shorter than the detected acoustic burst. The electric pulses
are detected in the generation circuit. The AE signals are detected in front of the
electrodes at the same height on two different walls of the tank. Several sensors are
used to obtain the localization of the PD source and the electro-acoustic identifi-
cation of the PD.



28 J. Rubio-Serrano et al.

Electric pattern sensor 3

0.1
S o005
3 / \ SN\ ~ —_ .
E
005 -
7505 7.5051 75952 75953 7.5954 75955 75956 75057 75958 75959
Time (ms)
%107 Acoustic pattern sensor 1
A S o G Lo W |
N VNN
S oM. |
h | \ '
£, ¥ \J
¥
3 77 771 772 773 774 775
Time (ms)
x10° Acoustic pattern sensor 2

A
AR A LW WA
MO I MWAVIRW A AV
'R ¢

Amplitude (V)
o
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3.3 Signals Characteristics

The detection of PD by electro-acoustic means has the following difficulties: the
stochastic process of PD generation and the detection limits of electric and
acoustic transients (signal level, identification and matching).

The signals are acquired without any external synchronization due to their
stochastic generation. A threshold with the AE signals is setting for assuring at
least one AE detection. Afterwards, the time series are analyzed without any
reference to the number of PD signals or their time-stamps. AE signals are nec-
essary for the PD spatial location, but they are often less in number than the
electric signals due to their strong attenuation caused by the propagation through
the oil and the obstacles in the acoustic path.

The AE detection in the experiment has the following characteristics specifi-
cally: amplitude usually below 10 mV and signal distortion due to the acoustic
propagation path from the PD source to the PZT sensor. In addition, the acoustic
angle of incidence to the sensor on the wall produces internal reflection and
reverberation. These effects modify the shape, the energy and the power spectrum
of the received signal, thus an AE from a single PD is detected differently
depending on the position of the sensor. Figure 3.2 shows the characteristic
transient waves at each sensor (electric and acoustic) that are associated to a single
PD event. This is the electro-acoustic pattern. Though the AE signals are from the
same PD their characteristics are different.
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Electric signals are easily detected in this experiment. They are used as a zero
time reference to calculate the acoustic time of flight from the PD source to the AE
sensor. Thus, electro-acoustic processing is performed on the base of pairing the
signals from different sensors and sensor types.

Electric and AE signals show diverse duration: 1 ps (electric), 100 pus (AE).
Multiple PD from the same or different sources can be generated in the time
duration of an AE signal, so the detected AE signal can be the result of the acoustic
interference of several PD events. In addition, each AE signal can be associated
with more than one electric signal by using time criteria. First approach deals with
a processing of the different signals independently and the statistical analysis to
link them together and identify PD events [10]. In addition, an all-acoustic system
of four or more channels is ongoing to locate PD events upon the basis of a multi-
channel processing.

3.4 Signal Processing

The main objective of the algorithm is to analyze the time series in order to detect
and evaluate statistically the PD activity and its characteristics: PMCC and energy
of PD events, energy ratio between channels and delays.

The selected processing techniques meet the following requirements [10]:
(a) same processing regardless the characteristics of the signal, (b) accurate time-
stamp of the detected signals, (c) detection based on the shape and the energy,
(d) identification tools and (e) statistical analysis for signals pairing.

The signal processing is done with the following structure: pattern selection,
wavelet filtering, acoustic detection, electro-acoustic pairing, PD event identifi-
cation and PD localization.

3.4.1 Pattern Selection

A model of PD is selected form the measurement of a single event (Fig. 3.1b). It is
selected by one of these means: (a) technician’s observation of a set of signals
repetitively with an expected delay, (b) the set of transients selected by amplitude
criteria in each channel and (c) a previously stored PD that is useful to study the aging
of the insulation. The PD pattern is the set of selected transient waves (Fig. 3.2).

3.4.2 Wavelet Filtering

Signal denoising is performed by wavelet filtering that preserves the time and
shape characteristics of the original PD signals [11, 12]. In addition, wavelet filters
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are self-configurable for different kind of signals by using an automatic selection
rule that extract the main characteristics [13, 14].

The basic steps of the wavelet-filtering are the following: (a) transformation of
the signal into the wavelet space, (b) thresholding of the wavelet components
(all coefficients smaller than a certain threshold are set to zero) and (c) reverse
transformation of the non-zero components. As a result the signal is obtained
without undesired noise.

The wavelet-transform is considered two-dimensional: in time and in scale or
level of the wavelet. Each level is associated to particular frequency bands. After
the n-level transformation the signal in the wavelet-space is a sum of wavelet
decompositions (D) and approximations (A):

signal = A, + ZDi (3.1)
=1

This tool is used in combination with the Pearson product-moment correlation
coefficient (PMCC or ratio) and the energy from the cross-correlation to identify
which indices of Di have the main information of the pattern. The same indices are
used to configure the filter that is applied to the acquired signals. PMCC is a statistical
index that measures the linear dependence between two vectors X and Y. It is inde-
pendent of the signal’s energy so it is used to compare the wave shape of two signals
with the same length, although they were out of phase. It is defined by (3.2).

2imt (i —=X) - (i = ¥)
i (=0 0= 3)°

The flowchart of the wavelet filtering is shown in Fig. 3.3. It is remarkable that
the pattern for each channel is processed only one time. Afterwards the recon-
structed signal (PATTERNw) and the configuration of the filter are obtained. Each
and every acquisition is configured with these parameters. The filtered patterns
(PATTERNw) and the filtered signals (SIGNALw) are the sum of their respective
selected decompositions. First the pattern of each channel is filtered and condi-
tioned and then each and every acquisition is individually processed.

This wavelet filter has the following advantages:

PMCC =r =

(3.2)

e [t does not distort the waveform of the signals, so the temporal information is
conserved. This is important for cross-correlation and PMCC.

e It does not delay the signal. It is important for time of flight calculation.

e It is self-configurable. Once the threshold is setting, the algorithm selects the
decompositions that have the main frequencies of the signals.

3.4.3 Acoustic Detection

Each acoustic acquisition is compared with the acoustic pattern through the cross-
correlation. Cross-correlation is used as a measure of the similarity between two
signals. Moreover, the time location of each local peak matches with the starting
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Fig. 3.3 Wavelet filtering flowchart

instant of a transient similar to the pattern. The value of the peak is also a good
estimator of the similarity of the signals.

Cross-correlation is used as a search engine to detect the transients that are the
best candidates of coming from a PD. It is also used to associate the time-stamp to
each one.
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The algorithm analyzes the peaks of the cross-correlation in order to decide if
the detected transient satisfies the minimum requirements of the selected param-
eters (energy, amplitude, PMCC, etc.). A maximum of four transients per acoustic
acquisition are stored for statistical analysis.

3.4.4 Electro-Acoustic Signal Association

Next step is the cross-correlation of the electric signals with the pattern. Though it
is based on the same tool, some differences are introduced. In this case, the
maximum absolute value of the cross-correlation is searched. Positive and nega-
tive peaks of the cross-correlation are detected and they are associated to the
instantaneous phase of the power line voltage, which is an additional parameter for
identification.

The electric signals are searched in a temporal window that is compatible with the
detected acoustic signal (3.3). Thus, the search within the electric acquisition is
delimited between the time-stamp of the acoustic signal and a time period before.
This temporal window corresponds with the time that the AE takes to cross the tank.
In the experiment of Fig. 3.1 the length of the temporal window is 350 ps by con-
sidering ~ 1.5 mm/ps of sound-speed in oil and 500 mm of the length of the tank.

dist.tank

Vsound

tyart(elec_sig) € (tm,,.t(acous_sig) — , tx,u,,(acous_sig)) (3.3)

Each acoustic signal is matched with up to four electrical signals that satisfy
Eq. 3.3 and the database of PD parameters is obtained. Afterwards, the presen-
tation tool provides the histogram of the delay between paired signals in order to
analyze the persistency of some delay values. These values with higher incidence
correspond to a fault in the insulation. This process of acoustic detection and
electro-acoustic signal association is implemented separately for each acoustic
channel. The data obtained for each acoustic channel is independent from the
others in this approach.

3.4.5 PD Event Association

The association of the transients detected in the acoustic and electric channels
provides sets of related signals that come from single PD events with certain
probability. Hence, each PD event is defined with three signals: the electric signals
that are associated to both acoustic channels and the corresponding acoustic sig-
nals. As a result, each PD event contains an electric time-stamp that is the zero
time reference and the time of flight of each acoustic signal. These parameters and
the references of association are stored in a database as structured information that
is used for the statistical analysis.
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3.4.6 Localization of the PD Events

Once the database is generated all the PD events are analyzed in order to assess the
condition of the insulation. The fault inside the insulation is identified by the
persistency of PD events and located acoustically.

The localization is made in the plane which contains the acoustic sensors and
the paper between electrodes. PD are generated in this region. Reduced to this 2-D
case, Eq. 3.4 is used as a simple localization tool.

2 2 2
X, — X + - = (Vsound * T.
( PD s1) (yPD ySl) ( d s1) (3.4)

(xpp — Xs2)2 + (yep — yS2)2 = (Vsound - T52)2

Where (xs1, ys1) ¥ (Xs2, s2) are the coordinates of sensors 1 and 2, respectively,
and T, and Ty, are the time of flight of the acoustic signals from sensors 1 and 2,
respectively. Equation 3.4 represents the intersection of two circumferences whose
centers are located in the position of sensors 1 and 2.

When all the PD events are localized and represented, the cluster of PD from
the same region is statistically studied in order to find the parameters dependence
between acoustic and electric measurements. These PD were probably generated
in the same insulation fault so their acoustic path, attenuation and other variables
involved in the acoustic detection should be identical.

The PD events of the same cluster are analyzed against the lonely PD events.
This study delimitates the range of values for a valid PD event.

The persistency and the concentration of PD activity are the symptoms of the
degradation of the insulation system. Hence, thought lonely PD events can be
valid, they are no relevant for the detection of faults inside the insulation.

3.5 Experimental Results

The proposed algorithm was applied to process the acquisitions that were taken on
MEPEPA test-bench (Fig. 3.1a). In this experiment 76 series of acoustic and
electric signals were acquired simultaneously. Each time series is approximately
8 ms and it is sampled at 100 MSps.

First, the electric and acoustic patterns were selected from an isolated PD event
(Fig. 3.1b) and they are filtered with the wavelet processing (Fig. 3.3).

The electric pattern is a fast transient of about 7 MHz and its duration is 1 ps
approximately. The length of the acoustic pattern is 35 ps and its central frequency
is 150 kHz. A detail of the signals involved in the wavelet filtering to obtain the
acoustic pattern of one sensor is shown in Fig. 3.4.

A limitation of the selected pattern is the reverberation of the acoustic waves
that is detected through the wall. For normal incidence of the acoustic signal on the
PMMA wall (sound velocity of 2.8 mm/ps) the reflection takes 7 s to reach the
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Fig. 3.4 Acoustic pattern of sensor 1 after reconstruction and its decomposition

detector again (20 mm). Thus the distortion of the acoustic signal is observed from
7 us onwards.

Once the patterns are selected and filtered each and every acquired signal series
is filtered, it is processed with the cross correlation and analyzed with the PMCC.
As a result the local peaks of the cross-correlation give the time-stamps that can be
associated to PD events. These events are also characterized by their indexes and
the transient waveforms that were found in the time series (Fig. 3.5).

SIGNALS FOUND IN ONE ACQUISITION

INAL (sensor 1)
toi it H

ACOUSTIC SIGNAL (sensor 2)

Amplitude (mV)

f....J..i ELECTRIC SIGNAL (sensor 3)

M PD event 2
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Fig. 3.5 Electric and acoustic time-series. Sets of transient signals found as probable PD events
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Fig. 3.6 Example of detected PD event (details of AE signal in sensor 1 and electric signal)

Acoustic and electric signals are matched together and the parameters of each
signal are calculated. In Fig. 3.6 there is an example of one of the paired-signals
(acoustic sensor 1 and electric sensor 3) found by the algorithm. The parameters of
each transient signal and of the pair are also shown.

Now, signals can be classified by their delays. In the experiment, there are some
valid values with an incidence of four or more. The delay of maximum incidence is
102 ps (Fig. 3.7) for sensor 1 and 62 ps for sensor 2.

In future work, it will be examined the relation between energy and the PMCC
as a function of their location. The goal is to find and discriminate PD not only for
its location but also for its expected values of energy and PMCC.

Finally, Eq. 3.4 is employed to locate the origin of the acoustic signals in the
plane (Fig. 3.8). It is important to emphasize that lonely PD events are observed
and they can be valid events. However, they are no relevant for the detection of
faults inside the insulation because their low persistency and their location are not
characteristic for the insulation condition assessment.

Figure 3.8 shows the existence of a region inside the electrodes where PD were
frequently generated. This region represents a damaged area in the insulation. The
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Fig. 3.8 Location of the detected PD events in the plane

concentration of PD in this region is a symptom of an imminent failure of the
electrical system.

3.6 Conclusions and Future Work

The design and implementation of a post-processing algorithm is presented for the
detection and location of partial discharges and the condition assessment of the
insulation. The algorithm is able to parameterize the signals, to define the ranges
and to delimitate the time windows in order to locate and classify PD in trans-
formers. It was applied to signals from internal PD that were acquired by external
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acoustic sensors, but it is being extended to superficial PD and internal acoustic
fiber-optic sensors. The purpose of this signal processing within the framework of
the MEDEPA test-bed is to locate, identify and parameterize PD activity to predict
imminent failures in insulation systems.

The main features of the proposed algorithm are the following: its feasibility to
detect and identify PD signals from different sensors, the adaptability of the
wavelet filtering based on an external pattern, and the multi-sensor statistical
analysis instead of a single event approach. In addition, the wavelet denoising does
not alter the temporal characteristics.

Although the algorithm is not still designed for real-time use, after the temporal
series are processed, their parameters are stored in a database, which is used as a
reference of PD activity for further studies and extended to the maintenance of
transformers in service.

In order to improve the signal detection and identification, the next step is the
calibration of the tool with different kind of PD activities (types, intensities and
sources) and the statistical analysis of the parameters in the database. In addition to
the time windowing and the pattern-matching, other parameters will be considered
to assess the probability of PD: persistency, 3-D location, energy and PMCC.

The location of PD sources is of main concern in the application of AE. The
objective is to implement a 3-D algorithm compatible with the designed tools,
either with external sensors, or using also internal sensors [9]. An all-acoustic
system of four or more channels is ongoing to locate PD events upon the basis of a
multi-channel processing.

Finally, the electro-acoustic conversion ratio of PD activity is an open research
line with the implemented statistical analysis.
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Chapter 4
Study on a Wind Turbine in Hybrid
Connection with a Energy Storage System

Hao Sun, Jihong Wang, Shen Guo and Xing Luo

Abstract Wind energy has been focused as an inexhaustible and abundant energy
source for electrical power generation and its penetration level has increased
dramatically worldwide in recent years. However, its intermittence nature is still a
universally faced challenge. As a possible solution, energy storage technology
hybrid with renewable power generation process is considered as one of options in
recent years. The paper aims to study and compare two feasible energy storage
means—compressed air (CAES) and electrochemical energy storage (ECES) for
wind power generation applications. A novel CAES structure in hybrid connection
with a small power scale wind turbine is proposed. The mathematical model for
the hybrid wind turbine system is developed and the simulation study of system
dynamics is given. Also, a pneumatic power compensation control strategy is
reported to achieve acceptable power output quality and smooth mechanical
connection transition.
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4.1 Introduction

Nowadays, the world is facing the challenge to meet the continuously increasing
energy demand and to reduce the harmful impact to our environment. In particular,
wind energy appears as a preferable solution to take a considerable portion of the
generation market, especially in the UK. However, the key challenge faced by wind
power generations is intermittency. The variability of wind power can lead to
changes in power output from hour to hour, which arises from changes in wind
speed. Figure 4.1 shows that the power output from a diversified wind power
system is usually changing hourly from 5 to 20%, either higher or lower [1].
Besides, energy regulatory policies all around the world have been characterized by
introducing competition in the power industry and market, both at the wholesale
and at the retail levels. The variable market brought uncertain variations onto power
transmission and distribution networks, which have been studied at length [2, 3].
It is highly desired to alleviate such impacts through alternative technologies.

One proposed solution is to introduce an element of storage or an alternative
supply for use when the ambient flux is insufficient for a guaranteed supply to the
demand. The primary cause is that energy storage can make wind power available
when it is most demanded. Apart from the pumped water, battery, hydrogen and
super-capacitors, compressed air energy storage (CAES) is also a well known
controllable and affordable technology of energy storage [4—6]. In a CAES system,
the excess power is used to compress air which can be stored in a vessel or a
cavern. The energy stored in compressed air can be used to generate electricity
when required. Compared with other types of energy storage schemes, CAES is
sustainable and will not produce any chemical waste. In this paper, a comparative
analysis between CAES and electrochemical energy storage (ECES) has been
conducted. A hybrid energy storage wind turbine system is proposed in the paper,
which connects a typical wind turbine and vane-type air motor for compressed air
energy conversion. The mathematical model for the whole system is derived and
simulation study is conducted. The study of such a CAES system has shown a
promising merit provided by the proposed hybrid connection of wind turbines and
CAES.

Fig. 4.1 The hourly change Rate of change of wind power output
of wind power output
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4.2 Electrochemical and Compressed Air Energy Storage

In this paper, the feasibility of energy storage for 2 kW household small scale wind
turbine is analyzed. Electrochemical energy storage is the most popular type of
energy storage in the world from small to large scales. For instance, the lead-acid
battery is the oldest rechargeable battery with widest range of applications, which is
a mature and cost-effective choice among all the electrochemical batteries. The
main advantages of ECES are no emission, simple operation and higher energy
efficiency. The efficiency of lead-acid batteries is generally around 80%. While, the
compressed air energy storage is also cleaner as no chemical disposal pollution is
produced to environment [7]. However, CAES has rather lower energy efficiency;
much energy is lost during the process of thermal energy conversion [8—10].

A drawback ECES faced is relatively short lifetime that mainly expressed on the
limited charge/discharge cycle life. For example, lead-acid batteries’ cycle life is
roughly in the range of 500—1500. This issue can be more serious when it is applied to
wind power generation due to the high variation in wind speed and low predictability
to the wind power variation patterns, that is, the battery will be frequently charged
and discharged. For CAES, the pneumatic actuators, including compressor, air motor,
tank, pipes and valves, are relatively robust; the major components have up to 50-year
lifetime. Therefore, the whole system lift time would be only determined by the
majority of the mechanical components in the system.

The capacity of an electrochemical battery is directly related to the active
material in the battery. That means the more energy the battery can offer, the more
active material will be contained in the battery, and therefore the size, weight as
well as the price is almost linear versus the battery capacity. For the compressed
air system, the capacity correlates to the volume of the air storage tank. Even
though the pneumatic system also requires large space to sustain a long term
operation, but it has been proven more cost-effective in consideration of the
practically free raw material (see Table 4.1 [11]).

The electromotive force of a lead-acid cell provides only about two Volts
voltage due to its electrochemical characteristics, and enormous amount of cells
therefore should be connected in series to obtain a higher terminal voltage. With
this series connection, if one cell within the battery system goes wrong, the whole
battery may fail to store or offer energy in the manner desired. Discouragingly, it is
very hard currently to diagnose which cell in the system fails and it is expensive
and not cost-effective to replace the whole pack of batteries. Besides, most lead-
acid batteries designed for the deep discharge are not sealed, and the regular
maintenance is therefore required due to the gas emission caused by the water

Table 4.1 Typical marginal

Types Overall cost
energy storage costs -

Electro-chemical storage >$400/KWh

Pumped storage $80/KWh

Compressed air $1/KWh
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Table 4.2 Comparison between CAES and ECES

CAES ECES
Service life Long Short
Efficiency Not high Very high
Size Large depend on tank size Large depend on cell number
Overall cost Very cheap Very expensive
Maintenance Need regular maintenance Hard to overhaul, need regular maintenance

electrolysis while overcharged. Comparing with these characteristics of batteries,
CAES only needs regular leakage test and oil maintenance. In brief, a comparison
between CAES and ECES can be summarized in Table 4.2.

4.3 The Hybrid Wind Turbine System with CAES

There are two possible system structures for a hybrid wind turbine system with
compressed air energy storage; one has been demonstrated as an economically
solution for utility-scale energy storage on the hours’ timescale. The energy
storage system diagram is illustrated in Fig. 4.2.

Such systems are successfully implemented in Hantorf in Germany, McIntosh
in Alabama, Norton in Ohio, a municipality in Iowa, in Japan and under con-
struction in Israel [12]. The CAES produces power by storing energy in the form
of compressed air in an underground cavern. Air is compressed during off-peak
periods, and is used on compensating the variation of the demand during the peak
periods to generate power with a turbo-generator/gas turbine system. However,
this system seems to be disadvantageous as it needs a large space to store com-
pressed air, such as large underground carven for large scale power facilities. So
this may limit its applications in terms of site installation. Besides all the above
mentioned issues, large-capacity converter and inverter systems are neither cost
effective nor power effective.

For smaller capacity of wind turbines, this paper presents a novel hybrid
technology to engage energy storage to wind power generation. As shown in
Fig. 4.3, the electrical and pneumatic parts are connected through a mechanical
transmission mechanism. This electromechanical integration offers simplicity of
design, therefore, to ensure a higher efficiency and price quality. Also, the direct
compensation of torque variation of the wind turbine will alleviate the stress
imposed onto the wind turbine mechanical parts.

4.4 Modelling Study of the Hybrid Wind Turbine System

For the proposed system illustrated in Fig. 4.3, the detailed mathematical model
has been derived, which is used to have an initial test for the practicability of the
whole hybrid system concept. At this stage, the system is designed to include a
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Fig. 4.2 Utility-scale CAES
application’s diagram
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a vane type air motor and the associated mechanical power transmission system.
The pneumatic system can be triggered to drive the turbine for power compen-
sation during the low wind power period. The whole system mathematical model

is developed and described below.

4.4.1 Mathematical Model of the Wind Turbine

For a horizontal axis wind turbine, the mechanical power output P that can be
produced by the turbine at the steady state is given by:

P_1
)

prryv: C, (4.1)

where p is the air density, v,, is the wind speed, rr is the blade radius; C, reveals
the capability of turbine for converting energy from wind. This coefficient depends
on the tip speed ratio A = wrrr/v,, and the blade angle, w7 denotes the turbine
speed. As this requires knowledge of aerodynamics and the computations are
rather complicated, numerical approximations have been developed [13, 14]. Here

the following function will be used,

Cy(%,0) = 0.22( -

116

—125
4i

—0.40 — 5) e (4.2)
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with

1 1 0035
i A+0.080 ¢ +1

(4.3)

To describe the impact of the dynamic behaviors of the wind turbine, a sim-
plified drive train model is considered.
d ! (T T; — Bwr) (4.4)
—or = — —T; — Bw .
P 7 T L T
Where Jr is the inertia of turbine blades, 77 and 7;, mean the torque of turbine
and low speed shaft respectively, B is the damping coefficient of the driven train
system.

4.4.2 Modeling the Permanent Magnetic Synchronous
Generator (PMSG)

The model of a PMSG with pure resistance load (for simplicity of analysis) is
formed of the following equations.
For the mechanical part:

d 1
Z“wg=—(Tg—T,— F 4.
dle JG( G e wG) ( 5)
dlg
A 4.6
a7 (4.6)

For the electrical part:

d 1 R, L, .
d, 1, Ry L 4.7
@ T T e et (47)
d. 1 R, Li . euog
a1, Ry _La .o 4.8
a1 LT LT (4.8)
T, = 1.5p[eiq + (La — Lg)iaiy) (4.9)
7.
Vi=3 [sm(pec) (2Vap + Vo) + V3V cos(p@c)} (4.10)
1 .
Va=3 [Cos(peg) (=2Viap — Vie) — V/3Vie sm(pec)] (4.11)

where, 0 and w¢ are generator rotating angle and speed, F means the combined
viscous friction of rotor and load, i is current, v means voltage, L is inductance,
Ry is resistance of stator windings, p is the number of pole pairs of the generator,
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Fig. 4.4 Structure of a vane
type air motor with four
vanes

Input port 1 Input port 2

XChamber

B

¢ is the amplitude of the flux induced by the permanent magnets of the rotor in
the stator phases. While the subscripts a,b,c,d,q represent the axes of
a,b,c,d,q for different electrical phases, respectively. The three-phase
coordinates and d—g rotating frame coordinates can be transformed each other
through Park’s transformation [15].

4.4.3 Model of the Vane-Type Air Motor

Figure 4.4 shows the sketch of a vane-type air motor with four vanes. In this paper,
input port 1 is supposed to be the inlet port, and then input port 1 will be outlet
port. Compressed air is admitted through the input port 1 from servo valves and
fills the cavity between the vanes, housing and rotor. The chamber A which is open
to the input port 1 fills up under high pressure. Once the port is closed by the
moving vane, the air expands to a lower pressure in a higher volume between the
vane and the preceding vane, at which point the air is released via the input port 2.
The difference in air pressure acting on the vane results in a torque acting on the
rotor shaft [16, 17].

A simplified vane motor structure is shown in Fig. 4.5. The vane working
radius measured from the rotor centre x, can be derived by:

X, = ecos P + /R2 — e2sin® ¢ (4.12)

The volumes of chamber A and chamber B are derived as follows, and presented
by the subscription a and b in this part equations.

1 1

V, = EL(REH — r2) (n+ ¢) + ZL’”EZ sin2¢ + Ly,eR,, sin ¢ (4.13)
1 1

Vy = ELm (Rizn - r2) (m—¢) — A—the2 sin2¢ — L,,eR,, sin ¢ (4.14)
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Fig. 4.5 Schematic diagram
of the structure of a vane-type
air motor

where, R, is radius of motor body; e is eccentricity; L,, is vane active length in the
axial direction, ¢ is motor rotating angle, r means rotor radius.
The pressure of chamber A and B can be derived [10]:

. kV k

P, = —TaPa + VRTSCdCQAaXaf(Pa, Py, Pe) (4.15)

) kV, k

Py = —7”Pb + 7 RT.CaCoApXif (Py, Py, Pe) (4.16)
b b

where, T, is supply temperature, R, C,, C, are air constant, A is effective port width
of control valve, X is valve spool displacement, fis a function of the ratio between
the downstream and upstream pressures at the orifice.
The drive torque is determined by the difference of the torque acting on the
vane between the drive and exhaust chambers, and is given by [13]:
M = (P, — Pp)(e* cos2¢ + 2eR,, cos ¢ + R, — r*)L/2 (4.17)

m

4.4.4 Model of Mechanical Power Transmission

The power transmission system, which is similar to a vehicle air conditioning
system, includes the clutch and the belt speed transmission to ensure coaxial
running, as shown in Fig. 4.6 [18].

The clutch will be engaged only when the turbine and air motor operate at the
same speed to avoid mechanical damage to the system components. Even so,
the system design still faces another challenge during the engagement, that is, the
speed of air motor could not reach the speed as high as the turbine generator does,
in most instances. Therefore, the two plates of belt transmission are designed in
different diameters to play the function as a gearbox does. The main issue of
modeling the power transmission is that two different configurations are presented:

Case I Clutch disengaged: After the air motor started during the period before
the two sides of electromagnetic clutch get the same speed, the clutch can be
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Fig. 4.6 The structure of the Wind turbine
power transmission system in
hybrid wind turbine

Generator

considered completely separated. While the scroll air motor is at the idle status
with the inertia load of clutch friction plate. Considering friction and different
payloads and applying Newton’s second law of angular motion, we have

M—Mpp = (Ja+Jp)d (4.18)
where J, is the air motor inertia, J; is friction plate inertia, M is the drive torque,
M; is the friction coefficient, q’) is the angular velocity, db represents the angular
acceleration.

Both the active plate and passive plate of the belt transmission can be con-
sidered as the generator inertia load, so the total equivalent inertia is

Jiotal = Jpass + szact (419)

where J,,q5 and J,, is the inertia of passive and active plate respectively, and k is
the speed ratio of the belt.

Case II Clutch engaged: Once the angular velocity of the air motor ¢ meets the
speed of the active plate wg/i, the clutch will be engaged with the two sides. After
the engagement, the active plate and friction plate can be assumed together to be
one mass. The dynamic equations are as follows:

M _Mfd) —Tuer = (Ja +Jf +]act)¢
Tc

Tpass = o
de y

= Ty +Tyus — T, — Foo
At JG A dpass T o)
b — L6
= K

where, Ty is the input torque of wind turbine high speed shaft, # is the transfer
efficiency of the belt.

Choose system state variables to be x;: pressure in the chamber A, x;: pressure
in the chamber B, x3: rotated angle, x4: angular speed, xs: current in d axis,
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Xg: current in ¢ axis. And input variables u;: wind speed, u,: input valve dis-
placement. Combining the wind turbine, driven train and generator models toge-
ther, the state functions of the whole hybrid wind turbine system can then be
described by:

_ kV, k
X =- axl + —RTJCdC()AaMZf(PmPsaPe)
Va Va
_ kV, k
iy = __hx2 + —RT,C4CoApXyf (Pp, Ps, P,)
vV, Vi
X
X3 =—
K
. 1 { prriu3 CI/, B'xy
X4 = / 1 - ?
J6 + Jpass + 1+ Ua H Iy Hla B 25 )
M; 3
=t - MS(T) 2 plexs + Laxaxs — Loxexs) — Fra
i ) 2 !
_va R L,
= L, L 5+ Ldpx4X6
X6 = Y _ &)% - l;dpmxs -
Lq Lq Lq Lq

where, 1/, K’ is the efficiency and speed ratio of wind turbine gearbox. With such a
complicated structure of the system model, sometimes, it is difficult to obtain
accurate values of system parameters. Intelligent optimization and identification
methods have been proved to be an effective method to tackle this challenging
problem [19, 20]. The test system for the proposed hybrid system structure is under
development in the authors’ laboratory and the data obtained from the rig can be
used to improve the model accuracy.

4.5 Simulation Study

The model derived above for the proposed hybrid wind turbine system is imple-
mented in MATLAB/SIMULINK environment to observe the dynamic behavior of
the whole system as shown in Fig. 4.7. The simulation results are described below.

The simulation considers the scenario when the input wind speed steps down
within a 40 s’ time series observation window, that is, drops from 9 to 8 m/s at the
time of 20 s and the whole simulation time period is 40 s (see Fig. 4.8).

For comparison, the results from hybrid system using 6 bar supply pressure and
those from stand-alone system without pneumatic actuators are shown in Fig. 4.9.
It can be seen that the hybrid system can still obtain a high turbine speed due to the
contribution of air motor output. It can also maintain a steady value even the
natural wind speed decreases. Regrettably however, the power coefficient of
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Fig. 4.7 The block diagram of the simulation system
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turbine falls because of the increased tip speed ratio A = wyry/v,,. That should be
considered as adverse effect of the hybrid system.

Figure 4.10 provides a significant contrast between hybrid and independent
status through generator operation. It can be seen that the power compensation can
almost overcome the energy shortfall at the lower wind speed.

Figure 4.11 reveals the simulation results of vane type air motor. The air motor
started at the time of 20 s, and joined the wind turbine system rapidly owing to its
fast response characteristic. It is worth noting that this type of air motor should



50 H. Sun et al.

Fig. 4.10 Simulation results i
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generally running with well-marked periodic fluctuation, which is originated from
the cyclically changed difference between P, and P, (the pressures in chamber A and
chamber B). However, in hybrid system, the air motor operates rather smoothly
which may be resulted from the large inertia of the whole system.

4.6 Concluding Remarks

This paper presents a concise review on two types of energy storage technologies.
A new concept of CAES applied to a small power scale wind turbine system is
introduced. The complete process mathematical model is derived and implemented
under MATLAB/SIMULINK environment. The simulation results are very
encouraging as the extra power from the air motor output compensates the power
shortfall from wind energy. This strategy enables the wind turbine to operate at a
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relatively uniformly distributed speed profile, which in turn will improve the
operation condition of the overall system. The simple structure of the system and
the advantage of CAES would provide the opportunities for such a system to be
placed in the future renewable energy electricity market. The research in hybrid
wind turbines is still on-going and further improvement is expected. Advanced
tracking control strategy is a promising methodology and currently in consider-
ation by the research team [7, 21].
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Chapter 5
SAR Values in a Homogenous Human
Head Model

Levent Seyfi and Ercan Yaldiz

Abstract The purpose of this chapter is to present how to determine and reduce
specific absorption rate (SAR) on mobile phone user. Both experimental mea-
surement technique and a numerical computing method are expressed here.
Furthermore, an application on reduction of SAR value induced in human head is
carried out with numerical computing. Mobile phone working at 900 MHz fre-
quency shielded with copper is considered in order to furnish reduction of SAR in
simulations which are conducted to calculate the maximum SAR values in Matlab
programming language using two dimensional (2D) Finite Difference Time
Domain (FDTD) method. Calculations are separately made for both 1 g and 10 g.
Head model structure is assumed uniform.

5.1 Introduction

Today mobile phone is one of the most widely used electronic equipments. What is
more, it has a large number of users regardless of age. For this reason, designing of
mobile phones which do not adversely affect human health is of great importance.
The mobile phones are used mostly very close to ear as shown in Fig. 5.1. In this
case, electromagnetic (EM) wave of mobile phone mainly radiates towards user’s
head (that is, brain).
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Fig. 5.1 Distribution of EM
waves from a mobile phone
on human head

Mobile phones communicate by transmitting radio frequency (RF) waves
through base stations. RF waves are non-ionizing radiation which cannot break
chemical bonds nor cause ionization in the human body. The operating frequencies
of mobile phones can change depending on the country and the service provider
between 450 and 2700 MHz. The RF radiation to a user mitigates rapidly while
increasing distance from mobile phone. Using the phone in areas of good reception
decreases exposure as it allows the phone to communicate at low power. A large
number of studies have been performed over the last two decades to assess whether
mobile phones create a potential health risk [1, 2]. To date, no adverse health
effects have been established for mobile phone use [3].

Investigations of effects of mobile phones, other devices emitting EM waves on
human health and measures against them have been still continued. As the results
were evaluated, 1°C temperature increase of tissue cannot be removed in the
circulatory system and this damages tissue. Limits for each frequency band were
specified by the relevant institutions according to this criterion. Limits for the
general public in the whole body average SAR value and in localized SAR value
are 0.08 and 2 W/kg at 10 MHz-10 GHz frequency band, respectively [4]. SAR
(W/kg) is the amount of the power absorbed by unit weight tissue. Measuring of
SAR values in living cells is not experimentally possible. Specifically created
model (phantom) and specialized laboratory test equipment are used for this. SAR
values can be measured experimentally by placing probe into the phantom. The
equipment consists of a phantom (human or box), precision robot, RF field sensors,
and mobile phone holder, as shown in Fig. 5.2. The phantom is filled with a liquid
that approximately represents the electrical properties of human tissue.

Determination of SAR values can also be carried out with numerical calcula-
tions as an alternative to using the phantom [5-8]. In this case, the calculations are
executed with simulations using electrical properties and physical dimensions of
the typical human head.

Mobile phones are manufactured within the limited SAR values. However,
negative consequences may be seen in time due to placing them close to head
during calling and due to long phone calls. In this case, it may be required to use
with some precautions. For instance, a headset-microphone set can be used while
calling.

Alternatively, the attenuation of EM waves emitted from mobile phone towards
user’s head by using the conductive material can be provided. Conductive material
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Fig. 5.2 Experimentally
measuring SAR value with a
phantom

mostly reflects the EM waves back. Hence, the amount of absorption of EM waves
will be reduced to minimum level by placing the suitable sized conductive plate
between the mobile phone’s antenna and the user head. To reduce SAR, some
studies having different techniques has been introduced, too [9, 10].

In this chapter, 2D-FDTD technique, absorbing boundary conditions, and SAR
calculation method are expressed. Additionally, a numerical application is pre-
sented. In the application, 2D simulations have been conducted to investigate
reducing of SAR values in user head using copper plate. Simulations have been
carried out in Matlab programming language using the 2D-FDTD method. First
order Mur’s boundary condition have been used to remove artificial reflections
naturally occurred in FDTD method.

5.2 2D-FDTD Method

When Maxwell’s differential equations are considered, it can be seen that the
change in the E-field in time is dependent on the change in the H-field across
space. This results in the basic FDTD time-stepping relation that, at any point in
space, the updated value of the E-field in time is dependent on the stored value of
the E-field and the numerical curl of the local distribution of the H-field in space.

Similar situation with above is present for the H-field. Iterating the E-field and
H-field updates results in a marching-in-time process wherein sampled-data ana-
logs of the continuous EM waves under consideration propagate in a numerical
grid stored in the computer memory. Yee proposed that the vector components of
the E-field and H-field spatially stagger about rectangular unit cells of a cartesian
computational grid so that each E-field vector component is located midway
between a pair of H-field vector components, and conversely [11, 12]. This
scheme, now known as a Yee lattice, constructs the core of many FDTD software.

The choices of grid cell size and time step size are very important in applying FDTD.
Cell size must be small enough to permit accurate results at the highest operating
frequency, and also be large enough to keep computer requirements manageable.
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Cell size is directly affected by the materials present. The greater the permittivity or
conductivity, the shorter the wavelength at a given frequency and the smaller the
cell size required. The cell size must be much less than the smallest wavelength for
which accurate results are desired. An often used cell size is 4/10 or less at the highest
frequency. For some situations, such as a very accurate determination of radar
scattering cross-sections, 4/20 or smaller cells may be necessary. On the other hand,
good results are obtained with as few as four cells per wavelength. If the cell size is
made much smaller than the Nyquist sampling limit, 2 = 2Az, is approached too
closely for reasonable results to be obtained and significant aliasing is possible for
signal components above the Nyquist limit.

Once the cell size is selected, the maximum time step is determined by the
Courant stability condition. Smaller time steps are permissible, but do not gen-
erally result in computational accuracy improvements except in special cases.
A larger time step results in instability. To understand the basis for the Courant
condition, consider a plane wave propagating through an FDTD grid. In one time
step, any point on this wave must not pass through more than one cell, because
during one time step, FDTD can propagate the wave only from one cell to its
nearest neighbors. To determine this time step constraint, a plane wave direction is
considered so that the plane wave propagates most rapidly between field point
locations. This direction will be perpendicular to the lattice planes of the FDTD
grid. For a grid of dimension d (where d = 1, 2, or 3), with all cell sides equal to
Au, it is found that with v the maximum velocity of propagation in any medium in
the problem, usually the speed of light in free space [13],

vAtgﬁ (5.1a)

Vd

for stability. If the cell sizes are not equal, it is as following for a 2-D and 3-D
rectangular grid, respectively [14, 15].

A1/ [ a7 (5.1b)
1 1 1
vAt < 1/\/(Ax)2 + () + () (5.1¢)

where At is temporal increment and Az, Ay, Az, denoting sides of the cubic cell
are spatial increments in the x, y, and z-direction, respectively.

Firstly, although the real world is obviously 3D, many useful problems can be
solved in two dimensions when one of the dimensions is much longer than the
other two. In this case, it is generally assumed that the field solution does not vary
in this dimension, which allows us to simplify the analysis greatly. In electro-
magnetics, this assumption permits us to decouple the Maxwell equations into two
sets of fields or modes, and they are often called as: transverse magnetic and
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transverse electric. Any field subject to the assumption of no variation in z can be

written as the sum of these modes:

Transverse magnetic modes (TM,), contain the following field components:

Ex,y, 1), H(x, y, t) and H(x, y, 1).
Transverse electric modes (TE,), contain
H/(x, y, 1), Ex, y, t) and E\(x, y, ?).
2D TM mode is [16]

the following field components:

aa_f? _ i(a;;z _y Hy> (5.2b)
o l(aaH _ aaiy _ E> (5.2)
2D TE mode is
o8 l@g . E) (5.32)
% é(aaz - o*Ey> (5.3b)

where u, p’, ¢, and ¢ are permeability, equivalen
and conductivity, respectively.

t magnetic resistivity, permittivity,

TM and TE modes are decoupled, namely, they contain no common field vector
components. In fact, these modes are completely independent for structures
comprised of isotropic materials. That is, the modes can exist simultaneously with
no mutual interactions. Problems having both TM and TE excitation can be solved
by a superposition of these two separate problems [14].

When 2D TM mode is discretized, FDTD formulas are

n+1/2 n—1/2
Hx,i,j+l/2 =D, Hx,i,_y’+l/2 + Dy (E?” - E;L,i,j+l) (5.4a)
n+1/2 n—1/2 n n
Hy,i+1/2,j =D, - Hy,i+1/2,j + Dy (Ez,m,j - Ez,zgj) (5-4b)
n+l _ n n+1/2 n+1/2 n+1/2 n+1/2
Eii=Ca Bt G (Hyﬁm/z.,j —H iyt T — Ha:,f.,j+l/2) (5.4¢)
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_(2-e—0-At)
Ca = m (553)
B (2-AY)
Cb_Ax-(2-8+a-At) (5:5b)
(2-u—0 - AY) .
Da7(2-u+o*-At) (5:5¢)
Dy = (2-4%) (5.5d)

Az(2 - u+o* - At)

where n denotes discrete time.
In a programming language, there is no location like n 4+ 1/2. So these sub-
scripts can be rounded to upper integer value [17], as followings.

H;ljglﬂ =D, -Hy; i+ Dy (E?zg - E?.,z‘,jﬂ) (5.6a)
n n—1/2 n n
Hy;r+11g =D, - Hy.,iﬂ/g + Dy (Ez,i+1,j - Ezlz;) (5.6b)
n+1 n n+1 n+1 n+1 n+1
Ezj] =Cy- Ez,i,j + Gy (HyLl,j - Hy.;r‘j + HTer] - Hnj,ﬂl) (5~6C)

5.2.1 Perfectly Matched Layer ABC

Perfect matched layer (PML) ABC is an absorbing material boundary condition
which is firstly proposed by J.P. Berenger. PML is proven very effective, reflec-
tionless to all impinging waves (polarization, angles), and is also reflectionless
over a broad-band.

According to Berenger PML technique, the computational area is surrounded
by PML. The EM energy is absorbed rapidly in these layers so that perfect con-
ductor can be set at the outmost. This can be also understood as that the interior
area is matched to desired properties by the PML (Fig. 5.3).

For TM, wave, E. is split into E,, and E,,. And Faraday’s Law and Ampere’s
Law break into four equations:

OE 0H
G B, =—2 5.7
ot TR T (5.72)
OF, 0H,
€ aty +0,E., = " (5.7b)
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Fig. 5.3 The PML technique _ PML(0,0,G2, G,2) . )
PML(Gy/, G 1 Gy2s O'y2) PML(G2. O 12, 0;2. O y2)

PML(G:2, 5 2:0.0)
PML(q;, 0',1,0,0) Wave Source

~_ o

Vacuum

/

PML(OZhO'*v/- G'I-O-*yz) / \PML(GL C)'*xz,th()jyz)
PML(0.0,a;, 0y1)
Perfect conductor

0H, 0(E.; + Ey)
- H, = ———= 27 7
Ha +0,H. % (5.7¢)
0H oE..+E,
p—2+ ot H, = ( 61_ ) (5.74)

where ¢* is equivalent magnetic conductivity.
In PML area, the finite different equation is [18]:
H'™ (i 4 1/2,5) = e otFV200 gy 4 1 /2 4)
(1— e~y (i41/2,5)dt/ 1)
o;(i +1/2,5)0
BV i+ 1/2,5+1/2) + BP0 +1/2,5+1/2)
—ErV2(i+1/2,5—1/2) = BRIV (i +1/2,5 - 1/2
(5.8a)

n+lg, - _ —oi(ig+1/2)0t/ppn s -
Hy (Za]+1/2)_6 J ‘tu(Z?']—Fl/Z)
(1 _ efo:.(i.jJrl/Z)ét/u)
ox(i,j+1/2)6
ErfV2(i—1/2,j4+1/2) + B2V (i — 1/2,j 4+ 1/2)
—Em(i+1/2,5+1/2) — ERF2(i4+1/2,5+1/2) |
(5.8b)

EZ:‘/Z(Z‘ +1/2,j+1/2) = e—(&.(i+l/2,j+l/2)(5t/sE;zx—1/2(i 12,74 1/2)
(1— e—a,<i+l/2,j+l/2)5t/g)
o, (i+1/2,j+1/2)0
X [H;L<iaj+ 1/2) — HIi+ 1,5+ 1/2)] (5.8¢)
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m+1/2 ¢, . _ =0, (i+1/2,j4+1/2)dt /e gm—1/2(; .
BT+ 1/2,5 4 1/2) = e W2 Erol2 (64 12,54 1/2)
(1 _ efo,,(i+l/2,j+l/2)5t/8
o, (i+1/2,j+1/2)8
x [HMi+1/2,5+ 1) — H'(i + 1/2, )] (5.8d)

In PML, the magnetic and electric conductivity is matched so that there is not
any reflection between layers. The wave impedance matching condition is [19]

o o
£

5.2.2 Mur’s Absorbing Boundary Conditions

Spurious wave reflections occur at the boundaries of computational domain due to
nature of FDTD code. Virtual absorbing boundaries must be used to prevent the
reflections there. Many Absorbing boundary conditions (ABCs) have been
developed over the past several decades. Mur’s ABC is one of the most common
ABCs. There are two types of Mur’s ABC to estimate the fields on the boundary,
which are first-order and second-order accurate. Mur’s ABCs provide better
absorption with fewer cells required between the object and the outer boundary,
but at the expense of added complexity. The Mur’s absorbing boundaries are
adequate and relatively simple to apply [13].

FDTD simulations have been carried out in two dimensions with first order
Mur’s absorbing boundary conditions, therefore, they did not require a super
computer system to perform. Considering the E, component located at x = iAx,
y = jAy for 2D case, the first order Mur’s estimation of E, field component on the
boundary is [17, 20]

cAt — A:L'(

Efn,}l — Em
I + cAt + Ax

i=1,j

Bl EJ> (5.10)

i—1,j

5.3 Developed Program

A program was developed in the Matlab programming language to examine the
propagation of mobile phone radiation [21, 22]. Representation of the area ana-
lyzed in the program is shown in Fig. 5.4. Flow chart of the program is shown in
Fig. 5.5. As shown in Fig. 5.5 firstly required input parameters of the program is
entered by the user, and the area of analysis is divided into cells, and matrices are
created for the electric and magnetic field components (E, H) calculated at each
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Fig. 5.4 Representation of
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Fig. 5.5 Flow diagram for developed program

time step and each cell. Then, mathematical function of electric field emitted by
mobile phone antenna is entered. Mur’s absorbing boundary conditions are applied
to eliminate artificial reflections and loops are carried out to calculate the electric
and magnetic field values by stepping in the position and the time in the part that
can be called FDTD Cycle.
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Fig. 5.6 Graphical interface of the developed program

The maximum electric field value is recorded at test point (T) for 1 or 10 g
SAR. SAR values are calculated using the formula in Eq. 5.11 for each cell [23],
and then 1 or 10 g averaged SAR is obtained by taking the average of them.

E 2
SAR:M

(W/ke) (5.11)
Here, o is average conductivity of the head, p is average mass density. Er is the
maximum electric field calculated for the test point.
A graphical interface has been designed for the developed program. This
interface is shown in Fig. 5.6. All required data are entered here, and then the
program is executed with the START button.

5.3.1 Input Parameters

Simulations were performed for unshielded case by entering the electrical prop-
erties of free space in Shield Features part in the developed program’s graphical
user interface and for shielded case by entering the electrical properties of copper
(6 = 5.8 x 107 S/m, 30 x 2 mm sized), separately. SAR was calculated at 8 cells
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Table 5.1 Ot?taineq SAR SAR (W/kg) SAR (W/kg) SE (dB)

values from s%mu!atlon without shield with copper shield

results and shielding

effectiveness values lg 0.7079 0.0061 —413
10g 0.5958 0.0060 —39.9

for 1 gin the vicinity of test point, 80 cells for 10 g SAR. Output power of radiation
source was assumed as constant during simulations. Average electrical conductivity
of head in which SAR values were calculated was assumed as 0.97 S/m, the average
mass density 1000 kg/m?, relative permittivity 41.5, and the diameter 180 mm at
900 MHz [24, 25]. Time increment and space increment parameters of FDTD
simulations were selected as 2 ps and 1 mm, respectively.

5.3.2 Simulation Results

1 g and 10 g averaged SAR values were calculated for both of cases as given in
Table 5.1. Shielding effectiveness (SE) was calculated using the obtained values
from simulation results with Eq. 5.12.

SE =120 logz—l (dB) (5.12)
2

Here, S, is the SAR value in shielded case, S, is one in unshielded case.

As shown in Table 5.1, SAR value decreased from 0.7079 W/kg to 0.0061 W/kg
for 1 gaveraged case and from 0.5958 to 0.0060 W/kg for 10 g averaged case under
the effect of copper shield.

5.4 Conclusion

In this chapter, some information about mobile phones, their possible health risks,
the parameter of SAR, its calculation and experimental measurement method, and
numerical computing technique (2D-FDTD method) are expressed. In the appli-
cation given in this chapter, reduction of radiation towards user from mobile phone
with copper shield at 900 MHz frequency was investigated by calculating the SAR
values in some simulations. The reason for choosing 2D and Mur’s boundary
condition in the simulation is to keep computer memory and processor require-
ments at minimum level. 1 and 10 g averaged SAR values were separately com-
puted. In the simulations, shielding effectiveness was calculated using estimated
SAR values for shielded and unshielded conditions.

As a result of simulations, it was found that the SAR values affecting mobile
phone user were reduced about 40 dB by using copper shield.
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Chapter 6
Mitigation of Magnetic Field Under
Overhead Transmission Line

Adel Zein El Dein Mohammed Moussa

Abstract The chapter presents an efficient way to mitigate the magnetic field
resulting from the three-phase 500 kV single circuit overhead transmission line
existing in Egypt, by using a passive loop conductor. The aim of this chapter is to
reduce the amount of land required as right-of-way. The chapter used an accurate
method for the evaluation of 50 Hz magnetic field produced by overhead trans-
mission lines. This method is based on the matrix formalism of multiconductor
transmission lines (MTL). This method obtained a correct evaluation of all the
currents flowing in the MTL structure, including the currents in the subconductors
of each phase bundle, the currents in the ground wires, the currents in the miti-
gation loop, and also the earth return currents. Furthermore, the analysis also
incorporates the effect of the conductors sag between towers, and the effect of sag
variation with the temperature on the calculated magnetic field. Good results have
been obtained and passive loop conductor design parameters have been recom-
mended for this system at ambient temperature (35°C).

6.1 Introduction

The rabid increase in HV transmission lines and irregular population areas near the
manmade sources of electrical and magnetic fields, in Egypt, needs a suggestion of
methods to minimize or eliminate the effect of magnetic and electrical fields
on human begins in Egyptian environmental areas especially in irregular areas.
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Public concern about magnetic field effects on human safety has triggered a wealth
of research efforts focused on the evaluation of magnetic fields produced by power
lines [1-4]. Studies include the design of new compact transmission line config-
urations; the inclusion of auxiliary single or double lops for magnetic field miti-
gation in already existing power lines; the consideration of series-capacitor
compensation schemes for enhancing magnetic field mitigation; the reconfigu-
ration of lines to high phase operation, etc. [5-7]. However, many of the studies
presented that deal with power lines make use of certain simplifying assumptions
that, inevitably, give rise to inaccurate results in the computed magnetic fields.
Ordinary simplifications include neglecting the earth currents, neglecting the
ground wires, replacing bundle phase conductors with equivalent single con-
ductors, and replacing actual sagged conductors with average height horizontal
conductors. These assumptions result in a model where magnetic fields are
distorted from those produced in reality [8, 9]. In this chapter, a matrix-based
MTL model [10], where the effects of earth currents, ground wire currents and
mitigation loop current are taken into account, is used; moreover, actual bundle
conductors and conductors’ sag at various temperatures are taken into consid-
eration. The results from this method without mitigation loop are compared with
those produced from the common practice method [8, 9] for magnetic field
calculation where the power transmission lines are straight horizontal wires of
infinite length, parallel to a flat ground and parallel with each other. Then the
optimal design parameters of the mitigation loop for system under study are
obtained.

6.2 Computation of System Currents

The MTL technique is used in this chapter for the simple purpose of deriving the
relationship among the line currents of an overhead power line. This method is
explained in [10], this chapter reviews and extends this method for Egyptian
500 kV overhead transmission line, with an other formula for the conductors’ sag,
taken into account the effect of temperature on the sag configuration [11]. The first
step required to conduct a correct analysis consists in determination of all system
currents based on prescribed phase-conductor currents I,:

I, =[I; b L] (6.1)

Consider the frequency-domain transmission line matrix equations for non-
uniform MTLs (allowing the inclusion of the sag effect)

av o
e Z'(w,2)I (6.2a)
Y (6.2b)
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Where Z' and Y, denote the per-unit-length series-impedance and shunt-
admittance matrices, respectively, V and I are complex column matrices collecting
the phasors associated with all of the voltages and currents of the line conductors,
respectively.

—_
X
}:

[ ] Ifl}lxnp
[Vb]lxn,, [Ib]lxn,,
V= [Vf]lxn,, and [ = [Ic]lxnl, (63)
[VG]lan [IG]lan
[VL]lan [IL]lan

In (6.3), subscripts a, b, and c refer to the partition of phase bundles into three
sub-conductor sets. Subscript G refers to ground wires and L subscript refers to
the mitigation loop. In (6.3) n,, ng, and n;, denote, the number of phase bundles,
the number of ground wires, and the number of conductors in the mitigation
loop, respectively, for the Egyptian 500 kV overhead transmission line it is
seen that: n, = 3, ng = 2, and n; = 2 as it is proposed in this chapter. Since the
separation of the electric and magnetic effects is an adequate approach for
quasistationary regimes (50 Hz), where wave-propagation phenomena are neg-
ligible, all system currents are assumed to be Z independent. This means the
transversal 