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Preface

X-ray crystallography is at present the most powerful tool for detailed structural

analysis of both single crystalline and micro-crystalline materials. The recent

advances in the radiation sources (e.g. micro-focus X-ray tubes), detector technol-

ogy (CCD, at present also CMOS technology) and most notably in computer

programs and CPU power have greatly eased up the routine and non-routine

structural analysis, allowing a nearly “black-box” structure solution and refinement.

While only a few decades ago a single crystal X-ray diffraction study of a crystal-

line solid was considered a very tedious and time-consuming task that could be

performed only by well-educated and experienced crystallographers, now that is not

true anymore. Certainly, in those days X-ray crystallography was not generally

accepted as a routine analytical tool for structural analysis, except for well-

diffracting small molecule crystals. Meanwhile, the above mentioned advances

have had a major impact on the speed and ease of X-ray diffraction analysis.

Modern CCD and CMOS area detectors mounted on high-speed diffractometers

allow very fast and accurate data collection and processing, so that several, even

very large, data sets can be collected and processed in a day. Fast computers also

speed up the structure solution and refinement, so that even very complicated solid

state structural problems can be tackled within a reasonable time.

This volume does not try to cover the developments of the “classical” crystal-

lography; instead, it intends to put forward those areas which have advanced most

during the last two decades, have brought more visibility to these techniques and

thus they have broadened the classical views of the crystallography. The volume

opens with a comprehensive account on the development of computational crystal-

lography by Professor Angelo Gavezzotti (Milan, Italy) in the contribution

“Computational Studies of Crystal Structure and Bonding”. The second chapter

“Cryo-Crystallography: Diffraction at Low Temperature and More”, by Dr. Piero

Macchi (Bern, Switzerland), introduces the readers to crystallography at low

temperatures. Chapter three titled “High Pressure Crystallography“ which offers a

similar treatise on crystallography under high pressures, where interesting crystal-

lographic events occur, was written by Professor Malcolm McMahon (Edinburgh,
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Scotland, UK). Maybe the youngest branch of crystallography, combining photo-

chemistry and X-ray diffraction, viz. photocrystallography, is introduced by

Professor Panče Naumov (Osaka, Japan) with the chapter “Chemical X-Ray Photo-

diffraction: Principles, Examples, and Perspectives”. This concise five chapter

volume is closed by an in-depth treatise of the recent advances in the field of

X-ray powder diffraction by Professor Kenneth Harris (Cardiff, Wales, UK) titled

“Powder Diffraction Crystallography of Molecular Solids”.

On the whole, the contributors to this volume have provided personal accounts

on the “new frontier” areas in contemporary crystallography. As editor, I have been

truly privileged to have the opportunity to work with my very distinguished

colleagues, who have been in the forefront of their research areas for many years.

Thanks to their meticulous dedication I am very much convinced that this volume

will be a valuable and widening reading experience for researchers and students

willing to learn more about the “new frontiers” in crystallography.

Jyväskylä, November 2011 Kari Rissanen
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Computational Studies of Crystal Structure

and Bonding

Angelo Gavezzotti

Abstract The analysis, prediction, and control of crystal structures are frontier

topics in present-day research in view of their importance for materials science,

pharmaceutical sciences, and many other chemical processes. Computational

crystallography is nowadays a branch of the chemical and physicals sciences

dealing with the study of inner structure, intermolecular bonding, and cohesive

energies in crystals. This chapter, mainly focused on organic compounds, first

reviews the current methods for X-ray diffraction data treatment, and the new

tools available both for quantitative statistical analysis of geometries of intermo-

lecular contacts using crystallographic databases and for the comparison of

crystal structures to detect similarities or differences. Quantum chemical methods

for the evaluation of intermolecular energies are then reviewed in detail: atoms-

in-molecules and other density-based methods, ab initio MO theory, perturbation

theory methods, dispersion-supplemented DFT, semiempirical methods and,

finally, entirely empirical atom–atom force fields. The superiority of analyses

based on energy over analyses based on geometry is highlighted, with caveats on

improvised definitions of some intermolecular chemical bonds that are in fact no

more than fluxional approach preferences. A perspective is also given on the

present status of computational methods for the prediction of crystal structures: in

spite of great steps forward, some fundamental obstacles related to the kine-

tic–thermodynamic dilemma persist. Molecular dynamics and Monte Carlo meth-

ods for the simulation of crystal structures and of phase transitions are reviewed.

These methods are still at a very speculative stage, but hold promise for substan-

tial future developments.

Keywords Crystallographic computing � Intermolecular energies � Organic

crystals

A. Gavezzotti
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1 Data Processing for X-Ray Diffraction

About a century ago, a consortium of genial physicists joined their intellectual

power in realizing that periodically symmetric arrays of electron-containing

objects, like atoms in crystals, would have interobject spacings of the same order

of magnitude as the wavelength of the newly discovered Roentgen radiation, whose

nature was at first so mysterious that it was provisionally given the spooky name of

“X-rays”. As we all know, the name stuck. The same intellectual power was then

redirected to the application of the well known concepts of diffraction to an

experiment in which X-rays were shined onto crystalline material [1]. The path

from a collection of diffraction fringes (actually black spots on a gray background)

to the shape and size of the diffracting objects is paved in Fourier algebra, and it

soon became evident that computing – dull, heavy, recursive computing – was

indispensable. People below the age of 30 will now find it difficult to understand

that computing in those days did not involve electronic computers.

The next step in the newborn discipline called X-ray crystallography was the

solution of a problem which, in perspective, looks now like minor detail: finding a

way of unraveling the diffraction-phase information among what looked like just a

set of diffraction intensities. Intensities alone provide at most a set of interobject

vectors, not the absolute positions of the diffracting objects. One clearly needs

phases (the relative timings of the diffracted waves) to reconstruct properly a

diffracting object. After some struggle using astute but scarcely effective methods,

2 A. Gavezzotti



the phase problem was eventually solved by a strain of human ingenuity called

“direct methods” [2, 3]. These require little more information than just the chemical

composition of the molecule forming the crystal – even a reasonable approximation

will do – and the space-group symmetry.

When properly diffracting single crystals are available, technical problems of

crystal structure solution and refinement by computer are today completely solved

and the software is stored in standard packages that are used thousands of times all

year round [4, 5]; they sometimes come along with data-collection instruments with

nicely composed commercial advertisements. In considering these tools, it may be

worth mentioning that one single paper published in Acta Crystallographica with

the recommended quotation for one such package [6] has – just by itself – increased

the impact factor of that journal (normally in the 2.0–2.5 range) to an impressive

49.9 (indeed impressive, for better or for worse). There are of course still some

tough nuts to crack, like solving structures on data from very small or recalcitrant

crystals, or for complicated blends of chiral entities [7].

Quite often, no single crystals can be obtained for a given substance, and only

powder samples are available. Ten years ago the chances of obtaining a definite

structural determination from such samples were still very low, but things are

quickly changing [8].

The International Union of Crystallography supports an electronic newsletter1

with news and updates on crystallographic computing. Treatises and primers in

X-ray diffraction data handling are available [9–11] (in order of decreasing length

and detail). For small- or medium-size molecules, in ordinary routine application

the overall solar time from the moment a crystal is handed over to the crystallogra-

pher to the moment a structural picture becomes available is presently of the order

of a few hours. Computer demands in protein crystallography are of course one

order of magnitude larger, parallel to the orders of magnitude of the larger number

of diffracted intensities.2

There is no good science without good double-checking. Computational and

practical X-ray crystallography has benefited – indeed its very existence has been

made possible – by the availability of an enormously effective tool for checking and

improving crystal data treatment: Anthony Spek’s structure validation package,

PLATON [12]. Thanks to this implement, X-ray crystallography appears as the first

(and so far only) discipline that has been able to spot, unequivocally and quantita-

tively, a scientific fraud [13].

Nowadays computers are so absurdly fast that the phase problem can be solved

by recursive computation: the newly proposed charge-flipping algorithm [14] per-

forms in absence of any information on the target crystal structure; not even the

molecular composition or the crystal symmetry is needed. The procedure starts with

1http://www.iucr.org/resources/commissions/crystallographic-computing/newsletters.
2See for the latest example, http//nobelprize.org/nobel_prizes/chemistry/laureates/2009/, for a

25-year long struggle for the determination of the structure of the ribosome, involving heavy

computational effort.
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random phases; structure factors are calculated, an electron density is calculated

point by point, and the sign of low-density points is reversed. Atomic pseudo-

positions are read off the peaks of the electron density, new structure factors are

calculated, and the cycle is repeated until the correct solution is found, as judged by

a lowering of the total integral electron density, by the conventional crystallo-

graphic R-factor, or by other statistical indicators. Apparently the charge-reversal

(flipping) perturbation allows a wider and quicker sampling of the phase space

domain. With raw structure factors, a typical number of cycles is 106–105; with

normalized structure factors, the number may decrease to 103. In the latter case,

however, the ab initio character of the method is partially lost because the stoichi-

ometry must be known. But actually no one questions whether the method requires

hundreds or hundreds of thousands of structure factor calculations, one of which

might have taken a couple of months for a flesh-and-blood scientist 70 years ago,

the best part of a night on a mainframe in the 1980s, or even a few minutes on a

personal computer 15 years ago.

There are nonzero chances that the charge flipping algorithm may make direct

methods obsolete. Performing as it is, the algorithm is obscure in its fundamentals.

No equations, formulas, or proofs are proposed or derived. In the authors’ own

words [14]: “we admit our own lack of understanding of it beyond the level of
intuition.” This is a patent case in which the human brain is almost made superflu-

ous by fast computing. Indeed, this facet of scientific activity has few precedents.

X-ray diffractometers are highly or even completely automated, to the point that

all a human operator has to do is glue a crystal over a loop of wire and push the

sample through the slot of a machine about the size of an IR spectrometer; one can

even let a robot do the recursive job when many samples are available [15].

Diffraction data processing is as standardized as can be. As a result, X-ray crystal-

lography has been pronounced a dead discipline and even large and well supported

Universities are closing their crystallography departments, preserving at most an

X-ray diffraction service unit attended by technicians, sometimes but not always

supervised by a full-time scientist. Along this direction, teaching of crystallography

and preservation of its higher-level aspects are declining, and there is an ever

increasing dearth of trained X-ray crystallographers. It is no coincidence that the

crystal structure of ribose could appear in the literature [7] only through the

expertise of two of the best crystallographers around, both close to or well above

70. A case in point is the controversy over the discovery of a new polymorph

of aspirin – no less. Further clarification [16] required an exercise in highly refined

X-ray crystallography of which very few scientists, if any, will probably be capable

in 20 years’ time.

Fortunately, these adverse rumors are far from spelling the end of crystallogra-

phy as a whole; on the contrary, if correctly interpreted, they just record a growth

with a change of identity. With changing times, the business of crystallography

shifts from crystal structure solution to the study of crystal structure in general, in

aspects related to a wide variety of chemical issues like materials, magnetism,

conductivity, pigments, or pharmaceutical formulation, and even mesophases down

to semi-crystalline or amorphous states. Modern crystallography is the study of the

4 A. Gavezzotti



inner structure and properties of solid matter by experimental and computational

techniques, and this remains one of the most vital aspects of modern research.

2 Crystallographic Databases

The large amount of presently available diffraction data is stored in electronic

databases. For organic and organometallic compounds the data, with cell para-

meters, space-group symmetry, and atomic nuclear positions, are stored in the

Cambridge Structural Database (CSD) [17], of a size of about 500,000 structures

and quickly expanding. The data are accessible to academic users for a rather modest

fee, of the order of 104 euro, or for more substantial fees, one order of magnitude

larger, for profit companies. The Cambridge Crystallographic Data Center (CCDC) is

now a large organization based in a multi-storey, fancy building. The CCDC also

provides a very efficient and flexible amount of software for data analysis.3 A parallel

task is carried out for proteins by the Protein Databank [18] (already running into

the tens of thousands of structures) and for inorganic compounds by the Inorganic

Database [19] (132,000 entries of crystal structures of the elements, and of binary to

quintenary compounds). The structural knowledge stored in such facilities has

enormously helped and is still helping the advancement of crystallography and of

chemical sciences in general.

Chemists invariably associate the identification and position of an atom with the

position of its nucleus. But X-rays are diffracted by electrons, and the direct result

of the diffraction experiment is an electron-density map, so that the positions of

nuclei must be inferred as the centroids of local electron clouds. The error thus

introduced is negligible for all atoms except hydrogen, because in any X–H bond

the electron cloud is shifted towards the X nucleus and X–H separations are

unreliable (i.e., too short). Neutron diffraction directly yields nuclear positions,

but is more expensive as can be understood by noting that an X-ray source is about

the size of a microwave oven while neutron sources, particle accelerators, are the

size of a large building. X-ray positions for hydrogen nuclei can be renormalized to

geometries determined by neutron diffraction. This renormalization is straightfor-

ward [20] and is imperative in all theoretical studies, which obviously require

realistic, accurate nuclear positions.

The first use of the CSD was the determination of average intramolecular bond

lengths. These are now coded for all types of chemical bond [21], and such

reference values are so well established that any bond length determination at vari-

ance with them is presumably wrong. Intramolecular geometry is hardly a frontier

topic any more.

3http://www.ccdc.cam.ac.uk/products.
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3 Crystal Structure Analysis with Geometrical Descriptors

In the following sections of this chapter we discuss a particular brand of computa-

tional crystallography, a frontier scientific topic defined as the use of X-ray crystal-
lographic data to study chemical bonding in crystals and in general. In order to

restrain the contribution to a reasonable size, the discussion is restricted to organic

compounds. We begin with methods that are built on geometrical data alone and

do not involve a calculation of intermolecular energies.

3.1 “The Shorter, the Stronger”

When one knows the position of all nuclei in the asymmetric part of the unit cell,

and the symmetry operations of the space group, even a small laptop computer can

produce a vivid picture of the entire crystal. Sections or slabs of those structures

are often displayed as “packing diagrams” in structural papers. Such diagrams

must however be considered cum grano salis, for at least two reasons: (1) they

convey a picture of a perfect infinite crystal, while a real crystal invariably

includes defects (misplaced molecules) and dislocations; moreover, even the

best crystalline specimen is made of a collection of domains in different orienta-

tions; and (2) they cannot portray collective thermal librations (lattice vibrations

or phonons as they are called) and give an illusory impression of absolute

molecular freezing. Lattice vibrations are of paramount importance in materials

science, but are unfortunately much less easy to visualize on paper than average

nuclear positions. Even discussions of crystal bonding cannot dispense with

thermal motion.

In a cluster of molecules representing a short-range-ordered morsel of a crystal

structure one identifies atom–atom “contacts” as significantly short separations

between atomic nuclear positions. Intuitively, these short separations are appro-

priated by the ordinary chemist as the signature of some sort of chemical bonding.

A brief consideration of the current literature shows that most if not all of the

structural papers concerning crystals of organic and organometallic compounds are

interspersed with declarations of putative “structure defining” intermolecular

“bonds”, sorted out on subjective or flexible criteria when not on plain prejudice;

one sees what one wants to see. This temptation is hard to resist, in view of decades

if not almost a century of a “the shorter, the stronger” view of a chemical bond,

drawn from intramolecular bonding theories. In intermolecular systems, however,

this assumption is often fallacious; apparently it does not hold even for strong

hydrogen bonds [22]. We examine in the next section a robust criterion to assess the

statistical significance of a distribution of atom–atom contacts, answering the

question as to whether the distribution is random or biased somehow to a certain

value. The discussion of chemical (as opposed to statistical) significance is deferred

to a later section in this chapter.
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3.2 Atom–Atom Contact Distribution Functions [23]

Consider a three-atom system A–B. . .C where A–B denotes an intramolecular

chemical bond in one molecule, and C is an atom in a surrounding molecule in

a crystal. Consider a collection of N intermolecular interatomic distances B. . .C for

a given pair of atomic species, comprised between the limiting values Rmin and

Rmax, limits that for contacts in crystals of organic molecules are typically 1 and

10 Å. Let V be the total volume of the spherical shell of radius Rmax � Rmin. Single

intermolecular interatomic distances rk belong to distance bins having the volume

DVi of the spherical shell between Ri and Ri + DR. When Ni is the number of

contacts in the i-th distance bin, the bin volumes and the normalized one-dimen-

sional contact distribution function F(Ri) are given by

DV Rið Þ ¼ 4 3p= Ri þ DRð Þ3�R3
i

h i
F Rið Þ ¼ Ni DVi=ð Þ Pnorm= :

Simple counting of contacts in each bin is ambiguous; normalization over space

volume is crucial for the significance of the function. The normalization factor is

the total number of data points in the sample divided by the total volume, Pnorm ¼
N/V, or the density function for a random distribution of the data over the sample

space. Thus, F(Ri) ¼ 1 corresponds to a bin with random distribution, and F
(Ri) > 1 indicates a statistical excess frequency of contacts in the corresponding

bin. The distance distribution function has the same algebraic form as a radial

distribution function (RDF), but not the exact physical meaning of an RDF because

the statistical sample is a heterogeneous collection of different chemical systems,

rather than a homogeneous set of particles within a single chemical system (e.g.,

a liquid). Care must be paid not to attach improper statistical thermodynamic

meanings to findings derived from CSD surveys. The original reference [23] also

presents a consistent method for the evaluation of two-dimensional (B. . .C distance

vs A–B. . .C angles) contact density functions along the same conceptual lines.

Distributions of intermolecular contacts can be displayed in pictorial ways using the

CSD software IsoStar.4

Some typical CDFs are now discussed. The data stem from a sample of 48,312

organic crystal structures extracted from the CSD, each diagram being built on

sets of 50,000–200,000 distance data. These very high numbers are indispensable:

small-population statistics is the most underhand enemy of the physical and social

sciences.

The CDFs for hydrogen bonding (Fig. 1) show very high and sharp peaks, clearly

corresponding to a real bonding effect. The relative peak heights already indicate

a hierarchy of bond strengths, in descending order: carboxylic acids, amides,

N–H. . .N, and alcohols. The graph also clearly shows that O–H. . .O bonds are

4http://www.ccdc.cam.ac.uk/products/csd_system/isostar/.
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shorter than N–H. . .O bonds, but bond length and bond strength do not always

correlate.

Figure 2 shows the same plot for the C–H. . .O approach. Peak heights are much

smaller, and, as will be seen shortly, approach a limit below which the classification

as a true bond becomes problematic. In fact, many other CDFs show peaks; indeed,

nearly all the CDFs for atoms protruding from molecular cores (except hydrogens)

show broad peaks of height 1.5–2.5. In a typical example, all halogen–halogen
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CDFs show distinct peaks (Fig. 3); carbonyl C¼O. . .O¼C or nitro N¼O. . .O¼N

oxygen–oxygen CDFs show prominent peaks (Fig. 4, while ether O. . .O CDFs do

not. Contact densities seem more dictated by an unknown admixture of steric and

electronic effects, and the identification of bonds on the basis of distance is unsafe

(see the example of oxygen; is there an oxygen–oxygen intermolecular bond?)

In general, geometry is but a poor substitute for physics; forthcoming sections in

this chapter will show that many short atom–atom contacts in crystals correspond

to neutral or even to slightly repulsive interactions.
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3.3 Molecular Chains, Concatenation

The very idea of an intermolecular chemical bond, in conjunction with crystal

periodicity, leads to the concept of chain formation. One is never too careful,

however, because crystal structures are by definition periodic in space and, vice

versa, the concept of chain can surreptitiously sneak in without the need of a real

chemical bond. Once again, there is a dichotomy between geometrical appearance –

a ribbon of molecules close to each other – and objective physics, or the presence of

an effective electronic interaction between the partners in the supposed periodic

structure. The basic question is, how and when is one allowed to trace a chemical

bond, and thus legitimately to draw a chain structure? The answer – or at least what

in this author’s opinion is the only objective and physically sound answer – must

come from quantitative evaluation of the involved contact energies, as discussed in

the next paragraphs.

Concatenation and interpenetration are fascinating phenomena that involve the

mutual intertwining of molecular chains in crystal structures. Such phenomena are

less frequent in purely organic crystals, but can be commonplace and complex to a

bewildering degree in organometallic crystal structures, where also the classifica-

tion of chemical bonds is made easier by the presence of unequivocal liaison to the

metal centers. The topological properties of these interpenetrating chains can be

analyzed using the algorithms encoded in the TOPOS computer program package:

one can thus see [24] astonishing many-fold interpenetration of several chain and

even layer structures.

3.4 Comparing Crystal Structures

The comparison of different crystal structures and/or the quantification of similarity

or of diversity are far from trivial tasks. Information on the degree of similarity of

crystal packings may be important in discovering really new materials, in avoiding

duplication of work, in distinguishing between real and false polymorphic struc-

tures, in helping the selection procedure in crystal structure prediction, etc. The task

can be performed using only geometrical information on collections of inter-

atomic distances and angles, as in the XPac procedure [25], or using a quantitative

comparison of powder diffraction patterns (for a review see [26]). An even safer

method involves a comparison of selected intermolecular energies (see Sect. 4).

4 Crystal Structure Analysis by Quantum Chemistry

We now proceed to discuss intermolecular bonding on the basis of intermolecular

energies. Several approaches are reviewed in turn.
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4.1 Electron Density Integrals and Atoms-in-Molecules Methods

Present-day diffraction facilities provide easy access to very low-temperature data

collection and hence to an accurate determination of electron densities in crystals.

Application of standard theorems of classical physics then provides an evaluation

of the Coulombic interaction energies in crystal lattices [27]. These calculations are

parameter-less and hence are as accurate as the electron density is. Moreover, for

highly polar compounds, typically aminoacid zwitterions and the like, a fortunate

coincidence cancels out all other attractive and repulsive contributions, and the

Coulombic term almost coincides with the total interaction energy.

In a different approach, Bader’s AIM theory is applied to the topological

analysis of these electron densities, examples being the crystals of N2O4 [28], of

hexachlorobenzene [29], or of aminoacids [30]. In AIM theory, the presence of a

bond critical point – a multidimensional saddle point located between two nuclei in

the electron density hypersurface – is the signature of a chemical bond. The value of

the electron density at the bond critical point broadly correlates with the strength

of the bond. Strong signatures are obtained for intramolecular covalent bonds and

also for intra- or intermolecular hydrogen bonds, where the theory is beautifully

unequivocal. For the rest of intermolecular contacts, for those lesser interactions

that go under the (improper, as we shall see) name of van der Waals interactions, the

signal-to-noise ratio seems less reassuring [31] and AIM weak bonds seem to be

proliferating somewhat beyond control. Bond energies, or anyway interaction

energies between intermolecular fragments, are not easily derived, and the infor-

mation provided by AIM analyses of weak nonbonded interactions must still be

regarded with some caution. At the moment there is no sign that AIM concepts may

actually take over in the way of thinking of the average chemist; ideally, that

information should be coupled and correlated to reliable interaction energy calcula-

tions by ab initio quantum chemical methods. Such a reunification of bonding

languages has not yet been carried out, however, and AIM and quantum chemistry

partisans still speak their own separate languages, often in sharp contrast [31]. To

the family of traditional chemists, a disturbing facet of AIM is that it also predicts

bond paths between ions of the same sign or between hydrogen atoms bound 1,4 in

cis-HC¼C–C¼CH moieties, like biphenyl [32]. This obviously does not help the

above-mentioned reunification with more traditional views. A possible way for-

ward is the statistical coupling between ab initio calculated interaction energies and

the topological descriptors generated by AIM, as exemplified in a study of Watson-

Crick C:G base pairs [33].

4.2 Ab Initio Quantum Chemical Methods

Quantum chemistry was once confined to very small molecules, mainly because

computing times and disk space allocation rise very sharply with the number of
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electrons. Besides, the use of molecular orbital calculations in intermolecular

problems was severely limited by the Hartree–Fock approach, with its inadequate

treatment of electron correlation. Both problems are nowadays less critical, if

not completely solved: benchmark ab initio calculations of top quality including

dispersion effects can be carried out for intermolecular dimers of chemical sig-

nificance, like aromatic ring-stacking or hydrogen-bonding [34–36], or DNA base

pairs [37] or other biomolecular binding motifs [38, 39]. Nowadays, systems with

about 30–50 second-row atoms are tractable [34]. The dimerization energies thus

obtained are reliable beyond doubt, and much more reliable than the scarce and

uncertain experimental values. This is a case in which theoretical chemistry is

ahead of experimental chemistry. These calculations still require highly sophisti-

cated computer resources, but computing times are quickly decreasing. Moreover,

this benchmarking provides a safe way to the parameterization of much more cost-

efficient semiempirical methods.

In typical organic crystals, molecular pairs are easily sorted out and ab initio

methods that work for gas-phase dimers can be applied to the analysis of molecular

dimers in the crystal coordination sphere. The entire lattice energy can then be

approximated as a sum of pairwise molecule-molecule interactions; examples are

crystals of benzene [40], alloxan [41], and of more complex aziridine molecules

[42]. This obviously neglects cooperative and, in general, many-body effects,

which seem less important in hard closed-shell systems. The positive side of this

approach is that molecular coordination spheres in crystals can be dissected

and bonding factors can be better analyzed, as examples in the next few sections

will show.

The proper way of dealing with periodic systems, like crystals, is to periodicize the

orbital representation of the system. Thanks to a periodic exponential prefactor, an

atomic orbital becomes a periodic multicenter entity and the Roothaan equations for

the molecular orbital procedure are solved over this periodic basis. Apart from an

exponential rise in mathematical complexity and in computing times, the con-

ceptual basis of the method is not difficult to grasp [43]. Software for performing

such calculations is quite easily available to academic scientists (see, e.g., CASTEP at

www.castep.org; CRYSTAL at www.crystal.unito.it; WIEN2k at www.wien2k.at).

There is, of course, a range of accuracy, inversely proportional to human and

computational cost. To summarize, quantum chemical methods for intermolecular

energy calculations are, in descending order of complexity and cost (each of these

methods can be applied in a nonperiodic or a periodic-orbital approach):

– Full ab initio electron-correlation methods, fromMP2 to CCSD(T) (the acronyms

refer to increasing complexity in the treatment of correlation, with increasing

computational cost); include polarization and dispersion contributions and apply

to any molecular system. Accuracy depends on the size of the basis set, but

so-called complete set limit calculations can nowadays be carried out.

– High-quality, large basis set Hartree–Fock calculations; may be reliable for

highly polar molecular systems (typically, amino acids) where Coulombic

energies play the major role [44].
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– Density functional theory (DFT) methods; they share the same shortcoming of

Hartree–Fock in that the mono-electronic character and the inadequacy of

density functional formulations prevent the description of polarization/disper-

sion effects. Adoption of such methods requires a careful choice of the proper

density functional [45].

– Corrected DFT methods: the standard DFT calculation is supplemented by an

empirical atom–atom term that reproduces correlation effects. They perform

well because the missing effect in pure DFT is exactly pinpointed and circum-

scribed. Examples are a comparison of calculated lattice energies with experi-

mental thermochemical data [46], including periodic orbital treatment, or the

accurate reproduction of organic crystal structures without distortion [47].

If well advanced for compounds made of the ordinary atoms of organic chemistry,

ab initio techniques are less prone to application in the organometallic field, obviously

due to themore complicated electronic structure ofmetals (the same difficulty appears

with bromine and even more with iodine). In such cases it is customary to consider

only valence orbitals and to replace the inner electrons of the heavy atoms by an

effective pseudopotential, usually also represented by a Gaussian expansion. The

number of integrals to be computed is enormously reduced, one super-Gaussian

replacing tens or hundreds of core atomic-orbital Gaussians. Interaction energies for

anion–pyridine–silver complexes have been calculated in such a way [48].

In nearly all cases the interaction energy is calculated as the difference between

the total energy of the aggregate and the sum of the energies of the separate

fragments. A major problem in this procedure is basis-set superposition error

(BSSE), a spurious stabilization that arises because each separate fragment in

the supramolecular aggregate also unduly avails itself, so to speak, of the basis-

set orbitals belonging to other fragments. BSSE is routinely taken care of by the

counterpoise method, which consists in evaluating the spurious excess stabiliza-

tion by using as reference a separate calculation of the energy of each fragment

including the “ghost” orbitals of the partner, but without the corresponding nuclei.

After some initial doubts, there is now general consensus that this is the proper

thing to do, although the price is a more than doubling of the computational load.

4.3 Perturbation Theory Methods

A fruitful approach to the problem of intermolecular interaction is perturbation

theory. The wavefunctions of the two separate interacting molecules are perturbed

when the overlap is nonzero, and standard treatment [49] yields separate contribu-

tions to the interaction energy, namely the Coulombic, polarization, dispersion, and

repulsion terms. Basis-set superposition is no longer a problem because these

energies are calculated directly from the perturbed wavefunction and not by differ-

ence between dimers and monomers. The separation into intuitive contributions is

a special bonus, because these terms can be correlated with intuitive molecular
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structure features: for example, Coulombic terms are large when the approach

involves highly polar moieties, dispersion terms are larger when the approach

involves polarizable p-clouds, and so on.

At present, however, such methods are limited in scope for crystalline systems

because, for the most advanced version of the theory, a single benzene dimer is

already at the upper limit of resources [50].

4.4 Semiempirical Methods: The PIXEL Density Sums Approach

PIXEL is a hybrid scheme for the calculation of intermolecular interaction energies,

based on a quantum chemical determination of the molecular electron density, in

the form of a raster of discrete elements, “pixels.” The Coulombic interaction

energy between two densities is evaluated by numerical integration on pixel–pixel

pairs, and is parameter-less. Polarization energy results from the field of all

surrounding pixels on any pixel of the polarized density; its semiempirical nature

results from dependence on a scheme for distribution of polarizabilities over single

pixels, and from damping of short-distance terms. Dispersion energy is a sum of

pairwise pixel–pixel London-type interactions, and depends on a few screening

parameters as well as local polarizability and ionization potentials. Repulsion

energy is a semiempirical function of the overlap integral between approaching

densities (Pauli repulsion), corrected by a contribution from electronegativity

differences. The main parameters are one damping factor for polarization and one

for dispersion, and two empirical constants for the dependence of repulsion from

overlap and electronegativities. We like to call the framework of this conception the

Coulomb–London–Pauli (CLP) force model, as opposed to the hardly justifiable

name of “van der Waals” interaction.

The basic equations, as recently slightly updated from further experience [51],

are now briefly reviewed. Consider a molecule (A) and let rk be the electron density
in an elementary volume Vk centered at point (k), with charge qk ¼ rk Vk. For a

medium-size organic molecule, with typical steps of 0.08 Å
´
, one has some 106

pixels, too many for practical use; the distribution is then contracted into n � n � n
super-pixels. Each pixel is then formally assigned to the nearest atom. The same is

done for a second molecule (B), and the Coulombic interaction energy ECoul,AB is

calculated by a summation over pixel–pixel, pixel–nuclei, and nuclei–nuclei terms.

Let ei be the total electric field exerted by surrounding molecules at pixel i, ai the
polarizability at pixel i, and mi the dipole induced at pixel i by that field. The linear

polarization energy is EPol,i ¼ �1/2 mi ei ¼ �1/2 ai ei
2. The local pixel polarizabil-

ity is approximated as ai ¼ (qi/Zatom) aatom, where Zatom and aatom are the atomic

charge and polarizability of the atom to whose basin the pixel belongs (from

standard repertories). The polarization energy at pixel i is then damped as

EPol;i ¼ �1 2= ai½eidi�2

di ¼ exp� ei emax � eið Þ=ð Þ

14 A. Gavezzotti



The expression holds for e < emax while EPol,i ¼ 0 for e > emax. emax, the

limiting field, is an adjustable empirical parameter in the formulation. The total

polarization energy at a molecule is the sum of polarization energies at each of its

electron density pixels, EPol ¼ S EPol,i.

Dispersion energies are calculated as a sum of pixel–pixel terms in a damped

London-type expression:

EDisp;AB ¼ �3=4ð Þ S
i;A
S

j;B
EOS aiaj ð4pe�Þ2 Rij

� �6h i.n o
f ðRÞ;

f ðRÞ ¼ exp � D Rij

� � 1
� �2h i

forRij < D; damping function
� �

;

where D is an adjustable empirical parameter. EOS (the London “oscillator

strength”) is estimated from the ionization potential of the atom to whose basin

the pixel belongs.

For the repulsion energy, the total charge density overlap integral between

molecules A and B, SAB, is calculated and is subdivided into contributions from

pairs of atomic species m and n, Smn. Then

ERep;mn ¼ K1 � K2 Dwmnð ÞSmn;

where Dwmn is the corresponding difference in Pauling electronegativity. K1 and K2

are positive disposable parameters. The total repulsion energy is the sum over all

m–n pairs.

The total intermolecular Pixel interaction energy is

ETot ¼ ECoul þ EPol þ EDisp þ ERep:

The empirical parameters in the Pixel formulation were optimized by reprodu-

cing experimental heats of sublimation for organic crystals and interaction energies

between molecular dimers in comparison with ab initio calculations, and by semi-

quantitative agreement between Pixel partitioned energies and intermolecular per-

turbation theory (IMPT) partitioned energies. Universal values for the parameters

are available, but very minor adjustments can be made to fit any desired thermo-

chemical or structural property of the particular system under investigation. Since

each term of the PIXEL energy reproduces an actual physical effect, these adjust-

ments may be guided by an analysis of the electronic properties of the system under

consideration.

The PIXEL code and documentation (OPiX package) can be downloaded at the

author’s site: http://users.unimi.it/gavezzot. Computing times on an ordinary PC are

of the order of a few seconds for a molecular dimer, to a few minutes for a complete

crystal structure. PIXEL has been repeatedly shown to give results of accuracy

comparable to ab initio MO methods [51]. For an example, Fig. 5 [52] shows a

comparison between MP2, PIXEL, uncorrected and corrected periodic-orbital
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DFT for the pair energies in the coordination shell of the nitroguanidine crystal. The

picture is instructive because the molecular pairs where uncorrected DFT gives the

worst errors (pairs E and L) are dispersion-dominated stacked pairs. Not only are

total energies nearly identical in DFT/D and PIXEL, but also the dispersion con-

tributions are nearly identical, lending mutual support to the evaluation of the sum

of Coulombic-polarization and repulsion terms in the two methods, as well as

further validation to the PIXEL parameterization.

4.5 Empirical Methods: Atom–Atom Force Fields

Atom–atom force field methods are at the low-accuracy extreme of the range of

computational tools. As the name implies, interaction centers in such procedures

are the atomic nuclear positions, used as reckoning points to calculate intermolecu-

lar distances and hence intermolecular energies that on these distances depend.

Functional forms are quite simple, being of a C R�n form with R an atom–atom

distance among different molecules, n being an integer in the 4–6 range for

dispersion, and usually 12 for modeling a quickly decaying interatomic repulsion.

The Cs are totally empirical parameters calibrated using some kind of experimental
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Fig. 5 Bar diagram showing the molecule–molecule energies in each pair of the coordination

shell of the crystal of nitroguanidine (CSD refcode NTRGUA03). A to N label dimers in order of

decreasing stabilization energy. The four methods give essentially identical results except for the

two dispersion-dominated, flat parallel dimers E and L where uncorrected DFT fails
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data, like sublimation enthalpies for crystals, or high-quality quantum chemical

calculations [53]. The good side of such formulations is that the energy terms are

very inexpensive computationally, and that first derivatives can be taken very easily

when forces are required. In fact the atom–atom scheme is well suited, or is almost

the only choice, in large-scale evolutionary simulation (see Sect. 6).

A term in q q0 R�1 with q, q0 being atomic net point charges located at atomic

nuclei is supposed to take care of Coulombic interaction. Actually – aside from the

unrealistic placing of negative charges at atomic nuclei – it is intrinsically impossi-

ble to describe correctly a short-range Coulombic interaction using such a localized

model, especially for moderately or strongly polar groups. This is demonstrated by

comparison with presently available methods for the more accurate estimation of

these separate terms: for example (see Fig. 6) modeling hydrogen bonds with point

charges results in a gross underestimation of the Coulombic energy. If charges are

turned up to reproduce the correct Coulombic energy, the result is a large overesti-

mation of the long-range lattice terms. This imbalance between short-range and

long-range terms is due to the neglect of penetration energy, the contribution from

the diffuse parts of the electron density that reside in between the interacting

moieties, obviously absent in a point-charge representation. Figure 7 shows that

real and approximate atom–atom Coulombic energies differ even in sign in the

crucial interaction region between p-systems.

Atom–atom point-charge schemes are expert systems that work on careful

parameterization, witness the good performance in reproducing heats of sublima-

tion (Fig. 8), where the calculation of one lattice energy takes a small fraction of a

second. The atom–atom method cannot, however, be reconciled with the actual

physics of the interaction.
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4.6 Chemical Bonds Versus “Approach Preferences” in Crystals

The last sections have shown that the strength of chemical interactions can nowa-

days be evaluated rather easily and reliably, but is it possible, convenient, neces-

sary, or indispensable to define a chemical bond in a general conceptual way,
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encompassing all cases of atomic linkage, from a gas-phase water molecule to a

complex organometallic crystal? We assume here that chemical bonding is but one

effect of the electron distribution in the system and that there is no fundamental

distinction between intramolecular and intermolecular bonds.

Often, a chemical bond is unanimously recognized, but strange as it may seem,

there is no definition of a chemical bond that may go unique and unchallenged

throughout the chemical world. Are we chemists dwelling on an evanescent defini-

tion of the backbone concept of our science? In the current structural literature some

atomic pairs in crystals are a priori treated as chemical bonds, apparently without

the need of a definition, or of restrictions and conditions. Of particular concern is

the tendency to designate as a chemical bond any proximity of atom pairs on

subjective choice, under the assumption that the strength of a chemical bond can

be a continuum down to almost zero. Along with an oxymoron, one sees a logical

flaw and the danger of fostering more confusion than understanding.

The following is a tentative description of a chemical bond in terms of a few

basic principles:

1. A chemical bond is a localized phenomenon that brings about a stable linkage

between two atomic nuclei. A chemical bond must result from the interaction

between the electron distributions in the basins close to the two involved atomic

nuclei. The identification of the bond must not be sensitive to changes of the

chemical environment (e.g., by induction effects).

2. A chemical bond produces proximity of the two involved atomic nuclei, whose

separation must be less than the sum of commonly accepted random-contact

radii (if there is arguing about the exact value of the contact radii then the

connection is not a chemical bond). This is a necessary but not sufficient

condition. Especially in the intermolecular case, proximity between two nuclei

does not always imply a chemical bond.

3. A chemical bond is represented by a dissociation curve, as a function of separa-

tion between the two involved nuclei, with a well defined energy minimum at R�

with depth E*, the bond dissociation energy. Such a curve can be prepared by a

quantum chemical calculation on model molecular systems designed so that the

conditions set in points (1) and (2) are fulfilled. E* must be much larger than

3RT and the effect of a small change in internuclear separation must be signifi-

cantly higher than RT. The bond stretching vibration must be harmonic to a very

good approximation at a significant distance from the minimum.

In organic condensed media, and especially in crystals, one sees quite often some

recurring, close proximity of certain atom types. These phenomena are often called

chemical bonds, but it is easily checked that they do not conform to some or all of

the above requirements, mostly because the corresponding interaction energy curves

are too shallow. These preferences should not be called chemical bonds because

they are prone to shifting, alteration, or even sweeping out, uponminor changes in the

environment. Consider a Boltzmann distribution of molecular configurations in the

equilibrium liquid-state precursor, either a melt or a solution. Some configurations

(e.g., those in which a positively charged CH fragment is close to a negatively
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charged oxygen region) are moderately more stabilizing, and hence slightly more

frequent in a Boltzmann sense. This excess of residence of the implied molecules in
such configurations in turn brings about a higher frequency of short atom–atom

distances, a phenomenon that can hardly be assigned to the electron density basins

of these atoms, but stems from the overall Coulomb–London–Pauli manifold of

the entire electron distribution. Such differences in residence time often lead to

the observed close proximities between atoms in the solid state. These contacts,

however, result from a fluxional precrystallization stage, as opposed to the stability of

a true chemical bond. Figure 9 shows, for example, that the Ph–Br. . .N(aromatic)

confrontation between bromine and nitrogen occurs on a shallow energy profile,

a few kJ mol�1 deep, where a stretch of 0.65 Å occurs at the energy cost of 2RT. We

propose the term “approach preference” to designate phenomena of this kind. The

COOH. . .O¼C connection is a chemical bond, while such connections as C–H. . .O,
halogen. . .halogen, or halogen. . .nitrogen, C–H. . .p, and even p-stacking, etc., are
approach preferences from diffuse electron clouds, and not chemical bonds. Forcing

a diffuse and fluxional electronic event into the straightjacket of a stable and localized

chemical bond may be misleading. A chemical electronic fact is surmised in place of

a thermodynamic fluctuation. A matter of words? Perhaps, but careful definition is at

the basis of the scientific enterprise and too broad a definition is no definition at all.

4.7 Perspective

Structural chemists have nowadays at their disposal a wide range of reliable

methods for the quantitative estimation of intermolecular interaction energies.
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The more theoretically versed may walk the intricate paths of ab initio theory with

its many facets of choice of basis sets and of electron correlation treatments, with

corresponding high demands in computing times. Semiempirical methods like

PIXEL may offer a valid alternative, giving reliable results for a fraction of the

computational effort. Anybody can afford intermolecular energy calculations with

empirical potentials that run on standard personal computers in a matter of seconds,

not to mention the fact that many of these force fields are embedded in user-friendly

computer packages that any undergraduate can handle (the problem, if any, is that

such packages may be too user-friendly, actually escaping user’s control). As a

result of massive progress in theoretical methods and computer resources, there is

no longer an excuse for qualitative, subjective, geometry-based analyses of inter-

molecular interaction. Also, at least for crystals made of hard closed-shell molecules,

the concept of atom–atom interactions (intermolecular bonds) can advantageously be

abandoned, in favor of the consideration of the interaction between full molecular

electron densities. Models in which atoms in molecules vanish into a continuum of

electron density seem the most promising at the moment. No sensible journal should

accept structural papers with the appendage of “structure-defining atom–atom inter-

actions” or “weak bonds,” or with a designation of structural motifs like chains or

layers, without an indication of the relative interaction energies. Quantitative evalua-

tion [54] has shown that molecular pair interaction energies may sometimes be

overall destabilizing, especially in crystals of strongly polar compounds, and that

many molecular pairs are held together by dispersion potentials that were once

considered weak, but are in fact stronger than many conventional hydrogen bonds.

Old ipse dixits like “all that is near is attractive,” or “hydrogen bonds are always

leaders in a crystal structure,” have lost much of their generality. More than ever,

qualitative is only poor quantitative and energy numbers now give a Copernican view

of crystal packing.

5 Crystal Structure Prediction and Control

Theoretical chemistry, as we have seen, provides quantitative estimates of cohesive

energies, given the structure of the involved systems. A further more demanding task

is the prediction of structures based on energies. The most fundamental question is:

what is the most likely solid-state (crystal) structure for a given compound when only

the molecular structure, or even only the molecular connectivity, is known. A

predictive answer is understandably extremely useful in designing new materials

with desirable properties, or in polymorph screening of pharmaceutical compounds.

Current methods for this task involve three main steps: (1) generation of candidate,

reasonably stable crystal structures from the molecular formula, (2) accurate evalua-

tion of cohesive energies for such structures, and (3) ranking these structures in order

of likelihood of appearance, usually assuming that this order parallels the order of

relative stabilizing energies. The procedure seems logical and hence straightforward,
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but alas it is not, due to a number of intervening obstacles, some of which are

discussed below.

The survey of possible structures may easily run into tens of thousands, espe-

cially when the generating molecule has flexible torsional degrees of freedom that

add complexity to the landscape of crystal degrees of freedom, cell parameters, and

space group. Then, it is by now firmly established that energy differences between

polymorphic crystal structures are extremely small, sometimes almost vanishing,

posing a severe accuracy problem to any computational scheme, especially so

considering that for such large number of candidates, only approximate methods

are affordable. The balance between intra- and intermolecular energy calculations

may be problematic when, for example, atom–atom formulations must be used. A

common approximation is to run the intermolecular search only for a small number

of most likely conformations, as determined by a separate search of the gas-phase

energy landscape: this obviously neglects the direct interplay between intra- and

intermolecular terms in the global optimization of the energy of the system.

The most serious obstacle to consistent crystal structure prediction seems how-

ever the fact that kinetics of crystallization has an unknown, but certainly relevant,

influence, even more relevant because the energy differences between polymorphs

are relatively small. Yields of different polymorphs have been shown to depend as

expected on solvent and temperature, but even on hardly traceable contingencies

such as impurities, heterogeneous nucleation centers, heat and mass flow, stirring,

and seeding. In presence of kinetically favored, metastable structures, when predic-

tion is checked against experiment a “correct” prediction may actually be wrong in

a thermodynamic sense, or a “wrong” prediction may actually be correct in pointing

out the presence of an unknown more stable crystal phase. This point is particularly

crucial, also because no crystal structure prediction method to date is able to take

into account the effect of temperature, all calculations being carried out on potential

energies alone, and of course, in the real world, stability is also a function of

temperature (kinetic energy). In parallel, the neglect of the temperature dependence

implies the assumption that enthalpy is equal to free energy, or that TDS ¼ 0, either

because T ¼ 0 or because entropy differences among polymorphs vanish. Thus the

ultimate validation of a crystal structure prediction should involve an infinite

sampling of the crystal energy landscape and an infinitely extensive screening of

experimental forms in all conditions of solvent and temperature. The product of

these two infinities makes robust structure prediction and control impossible.

Success or failure must depend on computational effort but also (to the simulator’s

frustration) on a certain amount of unpredictable side effects – in one word, chance.

This much said, one may come to terms with reality by considering that in many

cases a given compound reproducibly gives rise to only one crystal structure, and

that in many cases an accurate energy evaluation recipe will predict that structure as

the most stable one, thus verifying all the temperature-dependent assumptions.

Although no sensible author would risk presenting a numerical estimate of per-

centage of such cases, over the last few years the theoretical chemistry community

has had a glimpse of a statistical assessment through a series of blindfold tests

organized by the Cambridge Crystallographic Data Center. Participants in the test
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are given the connectivity formulae of a few compounds and are given a few

months to produce a list of predicted crystal structures ranked in order of likelihood

of appearance. The crystal structures are separately determined by X-ray diffraction

and are secreted until all predictions are submitted. Predictions are considered

successful if the experimental structure falls within the first three of the predicted

ones. The results are instructive and, when carefully analyzed, confirm the above

premises.

In the first test [55] candidate molecules were small and rigid (Fig. 10) and

crystals were confined to belong in one of the most common space groups for

organic compounds. Computational methods were mostly restricted to simple

atom–atom formulations, i.e., quite unsuitable for an accurate task, or to more

accurate distributed multipole methods. A relatively high number of hits were

obtained, but were not distributed according to the accuracy of the procedure: the

software written by the present author scored one of the most accurate hits

even though prescriptions were not followed by the users who actually employed

a hybridized, uncalibrated force field; the energy ranking depended on fractions of

a kJ mol�1. It was later disclosed that the corresponding compound possesses a

second, more stable polymorph that had not been detected in any of the predictions.

The relative enthusiasm spurred by the results of the first test were quenched by

those of the second test, when very few hits were recorded in spite of massive

updating and presumed amelioration of the procedures on the basis of the previous

experience. Things proceeded in ups and downs in the third test, but in the fourth

one a participant group scored an impressive four hits out of four targets [56]. The

apparently decisive factor was the adoption of an algorithm for exhaustive structure

search, together with an ab initio DFT dispersion-corrected procedure for both

intra- and intermolecular energies, at the price of an equivalent of several hundred

thousand CPU hours on massive parallel hardware. In the latest test (Price et al.

2010, personal communication), the same group scored four hits out of six targets,

missing what was thought the most difficult one, a giant molecule with at least six

torsional degrees of freedom (Fig. 11). Unexpectedly, however, two other groups

working with much less ambitious computational means were successful with this

most elusive prey, but missed the much easier targets. One participant (B.P. van

Eijck) has a constant record of one or two hits in each trial using mostly highly

O

OH

SC
N

Fig. 10 Two molecules

proposed as targets for crystal

structure prediction in the first

blindfold test
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refined atom–atom force fields, and working as a retired person on a PC at home,

still scored two hits and one very near miss in the latest test.

There is no doubt that a giant step forward has been made in crystal structure

prediction by coupling sound theoretical means with massive computer power, but

the inherent uncertainties related to randomness and to handling of temperature

remain – see above; improvement in force fields and in computational procedures,

as results demonstrate, are very welcome but are neither indispensable nor suffi-

cient. And there is no hope that this barrier may fall in the future, as it stems from

first principles. The next step forward is the inclusion of kinetic energies and

temperature in the model. This is already possible, although with great limitations,

as described in Sect. 6.

6 Dynamic Simulation

6.1 Principles and Applicability

By “dynamic simulation” is meant here a computer procedure that may provide

a view of the evolution of a chemical system at a molecular level; i.e., an algorithm

that describes what happens when an ensemble of molecules is prepared in a given

thermodynamic state, specified by position of – and forces on – all atoms or

molecules at a given temperature and pressure. The system may stay at equilibrium

in the provided state or may evolve by breaking some bonds or by changing its

state of aggregation at a microscopic or macroscopic level. The discussion will be

limited here to processes that are relevant to crystal chemistry, reaction-less

processes where molecules may change position or conformation but not chemical

connectivity: solid–liquid equilibria, crystal phase changes and polymorphism,

glass transitions, or nucleation from solution and crystal growth. After a quick

review of the basic principles, some examples and perspective will be given.

O S

S

N

H
N O

O

O

Fig. 11 The “giant” flexible molecule proposed as one of the six targets in the last crystal

structure prediction blindfold test
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The computer simulation of dynamic evolution in a molecular system rests on

a few, rather simple principles and basic procedures that can be summarized as

follows [57]:

1. A simulation box is prepared with N polyatomic molecules of m atoms each,

and N � m starting positional coordinates are assigned.

2. A potential energy field is postulated, and the starting total energy of the

simulation box is computed, together with the corresponding forces at each

atom (from the derivatives of the potential).

3a. Assuming an equipartition regime and thus neglecting quantization, classical

equations of motion are solved for each atom, providing displacement vectors

and velocities; new total energy and forces at a time t0 ¼ t� + Dt are computed

after displacements; this is Molecular Dynamics (MD).

3b. Random changes in atomic positions are performed and the new configuration

is accepted if the total energy decreases or increases by no more than the

corresponding Boltzmann limit at a preset temperature; this is Monte Carlo

(MC).

4. Temperature and pressure are calculated from standard formulas from statisti-

cal mechanics (equipartition kinetic energy and virial, respectively), and are

regulated at preset values by computational thermostats and barostats.

5. Steps (3) and (4) are iterated and the trajectory in space of each atom is

obtained, along with the energy trajectory, as a function of real time in MD

or of some alias of real time (e.g., the number of steps) in MC.

Although MC does not have a proper time variable, the time equivalent of MC

moves can be estimated, for example, by computing rotational correlation functions

or molecular diffusion coefficients in well characterized liquids; these are time-

dependent quantities also experimentally accessible, and the comparison between

the number of MC moves and the corresponding experimental data provides

the required time equivalents. An order of magnitude estimate with typical MC

translational or rotational steps of 0.2 Å and 4� gives 1 or 2 ps per 106 translational
or rotational MC moves, respectively.

Ideally, MD or MC gives a complete description of the equilibrium states of

liquids and crystals, and a molecular-level picture of any chemical process occur-

ring within the system, including phase transitions. The limitations are obvious.

The calculation is heavy, with some 5,000 molecules at most, and times or time-

equivalents of the order of at most milliseconds. Force fields are by necessity

restricted to atom–atom empirical ones. One gets at best a blurred and very

short glimpse of the simulated process. And yet, appropriately designed molecular

simulation is, for example, the only access to molecular aspects of chemical

evolution involved in crystal nucleation and growth.

The simulation of pure crystals at room temperature shows little, except a

validation of the force field if the structure is not distorted in the run, and perhaps

a picture of molecular average displacements that can be related to librational

tensors. Phase changes are obviously more interesting. Generally speaking, the sim-

ulation of melting is easy because, as temperature increases and density decreases,
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there are innumerable trajectories that lead from the anisotropic long-range periodic

crystal structure to the isotropic liquid state, and even a short simulation can find

one. The study of crystallization is, in contrast, very difficult because one has to

wait for the simulation to find the unique (or at least, one among the very few)

trajectory that leads from the isotropic state to a long-range ordered state. The

intricacies of attempted simulation of crystallization, with its aspects of phase space

sampling, of energy and entropy bottlenecks, as well as of mathematical obstacles

to the derivation of appropriate order parameters, are well represented by the case

of water [58], which is, at the same time, the structurally simplest and the physically

most complicated molecule of all chemistry. The subject tends to be dealt with

in physics journals rather than in the chemistry arena, and is well outside the scope

of the present chapter. Suffice it to say, in a rough summarizing sentence, that

for sizable organic molecules, the time- and size barriers prevent a complete

reproduction of the actual proceedings: simulations cannot be long enough, nor

can be applied to large enough systems. Probing studies (for simulation see [59]; for

experiment see [60]), however, convincingly suggest that the first step in nucleation

from solution is phase separation with the formation of liquid-like solute micelles.

Crystal phase transitions are a possible target with present day computational

means, when the transition is a smooth one and does not involve melting of

the mother phase and subsequent recrystallization into the daughter phase. For

crystalline DL-norleucine, an MD simulation has provided a detailed picture of the

mechanism of a solid–solid second-order transition between two polymorphic

crystal forms, showing concerted molecular displacements involving entire

bilayers [61].

6.2 Biased Methods, Ideas, Advantages and Shortcomings

There is little hope that improvement in computational resources, either in software

or in hardware, may overcome the time and size barriers that seem today quite

insurmountable in the short term. Something must be done to make progress. One

possibility is biased methods, in which the computer is instructed to force the

system along the desired process path, as described by some mathematical trace.

The idea of biasing the Monte Carlo or molecular dynamics procedures to avoid

phase space “traps” or in general to expedite the sampling of more interesting

regions of phase space has been applied in variants of the so-called free energy,

umbrella-sampling methods, in which a reaction (or process) coordinate drives the

system through phase space from a starting reference phase to the final state of

interest. At each driving step, the leading coordinate is fixed while the surroundings

of phase space are extensively sampled to obtain an estimate of the entropy con-

tribution (hence the name of free energy methods). The procedure is in principle

thermodynamically justifiable, although starting states must be chosen artificially,

as, for example, ideal gases or idealized one-particle crystals. The calculations

involve an increase of orders of magnitude in computational demand, as is always
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the case when entropy is at stake: while enthalpy can be safely determined by

averaging over rather restricted zones of phase space, the estimation of entropy

requires an exhaustive sampling of the phase space available to the system (entropy

is a measure of accessible phase space). It is not uncommon to have simulation

runs that last several months on parallel processor arrays.

An example with a much simpler method will give an idea of how a dynamic

simulation can be biased, with some epistemological annexes of simulation

methods concerning crystals. Consider an isotropic liquid, in which all molecules

are randomly oriented, and the corresponding crystal, in which molecules are

somewhat equi-oriented. In order to keep the example as simple as possible,

consider just translational symmetry or space group P1. When molecules are

related by pure translation, once the appropriate reference system is chosen, any

atom i in molecule k overlaps with the corresponding atom in another molecule

m, and atomic coordinates are related as xki ¼ xmi. (The idea is easily extensible,

for example for a perfect inversion center one would have xki ¼ –xmi.) Calling

Dkm,i the distance between a pair of corresponding atoms when the symmetry

relationship is not perfect, a practicable asymmetry index between the two

molecules is

tkm ¼ 1 Natoms=
X
i

Dkm;i:

The overall asymmetry index for molecule k may be taken as the average of all

the pairwise contacts to it, and the overall asymmetry index in a computational box

as the average of all molecule–molecule indices:

Sk ¼ 1 Nmol �1ð Þ=
X

m
tkm;

Sall ¼ 1 Nmol=
X

k
Sk:

If the computer is instructed to accept a Monte Carlo step only if it involves a

favorable change in Sall (a decrease or a minor fluctuation within a preset tolerance),

symmetrization is forced to occur, enhancing the presence of translation-related

molecular pairs in the computational box. Although we all know that this is what

does happen when n-hexane crystallizes from its liquid, there is no physical

counterpart of the asymmetry index and the bias is purely artificial. The system

drifts away from applicability of statistical mechanics, and a number of prescrip-

tions related to Boltzmann statistics, to microscopic reversibility, etc., are violated.

On the one hand, the above described procedure is no longer rigorous according to

some formal laws, but may run overnight on an ordinary desktop PC; on the other

hand, umbrella sampling methods are formally more rigorous but require enor-

mously longer computing times and nonetheless accept unrealistic reference states

and incorporate so many of the same approximations in what concerns the repre-

sentation of molecular entities, the force fields, etc. A choice has to be made.
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This forced symmetrization procedure has been applied [62] to simulate the

transition of an n-hexane computational box from isotropic liquid to a semicrystal-

line phase. The result is that molecules become aligned as they are aligned in the

real crystal structure, although the final, complete crystalline periodic symmetry

cannot be reached; the time barrier is clearly still operating. The interesting result

is not, however, the achieved linearization (this is just a confirmation that the

algorithm has been properly programmed into the computer). The novel insight is

contained in the evolution trajectory, depicted in Fig. 12, which shows that, as the

asymmetry index decreases and molecules are brought into a parallel configuration,

internal pressure goes up, and the system must overcome a barrier in which the

internal energy rises and the density decreases. The result does not change on

change of force fields, although detail of the tolerance imposed on the observance

of the bias influences the height of the barriers. The simulation suggests that incre-

asing symmetrization induces localized micro-expansions as molecules rearrange

and find their way to the new configuration; for n-hexane, this process may involve

a request of extra space as molecules uncoil from the partially gauche conforma-

tions in the liquid to the all-trans conformation in the solid.

6.3 What Is the Real Value of a Simulation?

The scope of evolutionary simulation is presently largely limited by the size and time

problems. Its force fields are mostly expert systems and are far from a faithful

reproduction of real physical effects – think of the wrong description of short-

range Coulombic forces resulting from locating formal charges at atomic nuclei,

Fig. 12 Symmetrization run for n-hexane. Left: the evolution of the overall asymmetry index

(upper curve) and of the overall density (lower curve). Right: the evolution of pressure (atm) and

of intramolecular, intermolecular Lennard–Jones and total energy (kJ mol�1). The abscissa shows

the number of million MC moves, corresponding to a time of a few picoseconds
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as discussed in former sections of this chapter. Onemaywonder, what is then the real

value of such computational exercises?

To be sure, fundamental physical principles should be kept as a guideline of all

simulations as much as possible; all detail of a simulation must be thoroughly

described and carefully specified, in particular with respect to possible violations of

such principles and their consequences. Old theories should not, however, be

considered as gospel just because they have been around for a long time – especially

classical nucleation theory, a construction based on macroscopic equilibrium quan-

tities mostly without any atomic detail, or many aspects of formal statistical mech-

anics, hardly applicable to multiform real chemical systems in condensed phases.

The force fields must at least be validated by comparison with some experimen-

tal data. Results must not be too dependent on small details in the overall formu-

lation. Of particular concern is reproducibility: ideally, the simulation code should

be deposited and made available to the community for independent verification

(a request that is rarely met in publications, in part due to protection of intellectual

property, but also because many codes are in-house packages undergoing con-

tinuing revision and updating, well known only to its authors and lacking a proper

documentation). However, once these basic requirements are met, it should always

be kept in mind that a simulation is not necessarily reality: the result is what might
happen under the specified computational conditions, and not necessary what does
happen. A properly validated simulation should not be used just to reproduce other

experimental data: that would be at best a welcome, further validation, but not real

research. The true value of a simulation is the production of new data or new

insights, in the form of molecular trajectories, suggesting possible scenarios for

chemical processes at the molecular level.

A related issue concerns the representation of the system. Undoubtedly, more

accurate simulations can be (and are) conducted on the so-called Lennard–Jones

fluid, an ensemble of hard- or soft-sphere pseudo-molecules, for which the connec-

tions to orthodox statistical mechanics are more strict. Although in this way one

may correctly reproduce the phase diagram of, say, argon, this would hardly be

considered as significant progress in chemistry. Computing resources are perhaps

better used in attempting an approximate sketch of the evolution of real molecules

than in super-accurate simulations on unrealistic systems, even at the price of

entering a realm where statistical mechanics loses much of its formal strength.

In this perspective, “realistic” is not a proper adjective for a simulation: “infor-

mative” is probably more appropriate. For example, the simulation of the early

stages of crystallization from the melt for n-hexane described above is properly

validated (the force field correctly describes the density of the liquid as a function

of temperature, the distribution of gauche-trans isomerism in the liquid, and

the sublimation enthalpy of the crystal). It deals with a real molecule, including

the torsional rearrangement of the chain. And yet, if a “realistic” simulation of the

crystallization process of n-hexane is required, the computing time needed would

be of the order of years, if at all possible. The simulation can, however, be

considered informative, and hence useful, in that it provides a working hypothesis,

a new insight that might stimulate further thought and perhaps even the planning of
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an experimental scheme for its verification. And even if experiment were to

disprove the hypothesis, some information would be gained anyway – that hexane

molecules can uncoil and straighten at no expense of overall excess volume.

7 Summary and Conclusion

Computational crystallography has today a much broader scope and meaning than it

had 20 years ago, when it was still mostly restricted to algorithms and software for

X-ray data processing. The following is a brief summary of highlights.

The phase problem in crystallography is on its way to being solved by com-

pletely ex novo procedures like the charge flipping method. Fast computers sweep

away the problem by carrying out hundreds of thousands of structure factor calcu-

lations in a few hours.

Structure analysis has shifted completely from intramolecular to intermolecular

structure. Distributions of intermolecular distances can be statistically analyzed

over hundreds of thousands of reliable data; these distributions should be properly

normalized to be statistically significant. The chemical interpretation must, how-

ever, take into account the unavoidable fact that intermolecular separations are

a combination of steric and electronic effects, and that “near to” does not always

mean “bound to”.

Chemical bonds should be kept distinct from the approach preferences that

one often sees in organic crystals; the former involve permanent stabilization by

electronic effects, the latter involve fluxional preferences that can be shifted and

modulated by minor boundary conditions. Calculations of energy profiles provide

an objective way of discriminating between the two concepts: in fact, theoretical

chemistry has advanced to the point where the interaction energy over molecular

dimers and even the complete lattice energies of organic crystals can be evaluated

with great accuracy. These energies are available at modest cost both in human

and material resources [63], so that there is no longer an excuse for qualitative

reasoning on intermolecular cohesion, based only on geometrical parameters. The

relative importance of cohesion factors in crystal can and should be given in energy

numbers.

Crystal structure prediction by computer has made great steps forward in the last

10 years, with progress toward consistent success in blindfold tests. Fundamental

uncertainties still remain, due to the unknown role of nucleation kinetics and

to the neglect of temperature effects in the calculations. Success or failure still

depends to some extent on hardly predictable factors and on the extent to which the

experimental polymorph screening has been carried out. Presently, some of the best

computational tools are not yet available to the general community of solid state

scientists, being implemented in commercial, strictly copyrighted software.

The dynamic simulation of crystals at equilibrium is quite feasible [64] and gives

information on molecular detail like the anisotropy of librations, or the frequency

of molecular reorientations. Second-order phase transitions are also within scope,
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being in fact extreme cases of continuous displacement or libration. Dynamic

simulation of crystal formation, and in general of first-order transitions with

discontinuous reconstructions, is still largely hampered by the timescale problem,

with microsecond simulations against minutes or hours that nucleation and growth

of a real crystal may take. In future perspective, there is little hope that things

may change because of improvements in computer resources; progress must come

by use of computational shortcuts to help overcome the timescale barrier.

Resources are better spent in carrying out informative simulations on real systems

and in nonequilibrium environments, rather than on systems rigorously adaptable to

formal statistical mechanics, which deal mostly if not exclusively with idealized

systems.

As a final remark it may be stated that the predictive simulation of crystal

nucleation from a solvent, and of the consequent polymorph selectivity, is the

grand challenge of computational crystallography in the next few decades.
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Cryo-Crystallography: Diffraction at Low

Temperature and More

Piero Macchi

Abstract This chapter comments on the motivations and the methods of crystallo-

graphic studies at low temperature. Cry-crystallography is a brunch ofCrystallography,

a science that is too often confused with a technique. On the other hand, the scientific

background to study crystal phases at low temperature is here provided, together with a

survey of many possible techniques that provide complementary or supplementary

information. Several applications are discussed, in particular in relation with highly

accurate studies like electron density determination or phase transition mechanisms.

Keywords Electron density � Low temperature � Phase transitions � X-ray

diffraction
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1 What Is “Cryo-Crystallography”?

Low temperature crystallography is a discipline deeply entangled with the

techniques of X-ray diffraction on cooled samples and very often cryo-crystallog-
raphy and low temperature diffraction are used as synonymous. This reflects a more

general problem of crystallography, a science often considered just at the level of a
technique, a confusion that hopefully this book will contribute to remove.

Cryo-crystallography is much more than a technique, although it relies on

sophisticated instrumentation and practices. Studying crystals at variable tempera-

ture opens new frontiers to the chemistry and physics of a substance in its solid

state, crystal form. This extended knowledge can be used to obtain a more com-

prehensive picture of the phase diagram of a compound or more precise information

on some properties of a material and an even more detailed image of a crystal

structure down to subatomic level. Molecular chemists mainly appreciate the

possibility to obtain more precise structures (which often just means easier to

publish), whereas solid state chemists or physicists should be attracted by the

additional opportunities offered by crystallographic investigations in a wider tem-

perature range, as outlined above.

Cryo-crystallography clearly involves the study of materials at low temperature;

however in general there is no obvious discontinuity between lowering and raising

the temperature from ambient conditions, because much information becomes

available after applying temperature gradients, no matter which sign. In some

other cases, low temperature means making the image of a crystal structure more

clear by reducing the thermal motion of atoms and molecules and therefore

improving the Bragg diffraction from the crystal. However, low is ambiguous and

it is definitely “material dependent,” as we will see below. Another important point

to clarify is that diffraction is not the only technique that could shed light on the

behavior of a crystalline material as a function of the temperature. Other

investigations could give complementary information, perhaps on a different size

or time scale than diffraction.

In this chapter the author will focus on the theoretical aspects of crystals at low

temperature, on the techniques to cool crystals, and on some illustrative examples

of cryo-crystallographic studies.

2 Why Cryo-Crystallography? What Happens to Crystals

at Low Temperature?

In a seminal review article, Larsen [1] described the state-of-the-art of the cryo-

genic techniques most commonly adopted for X-ray diffraction and lucidly showed

the applications to all kind of crystallographic studies, stimulated by a variety of

research interests. Already at that time, the availability of liquid nitrogen cryostats

in many laboratories was highlighted, emphasizing the possibility to carry out many
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experiments on single crystals or polycrystalline powders at low temperature, at

variance from the past. This is of course even truer nowadays: a simple inspection

of the database containing all the characterized organic/organometallic crystal

structures [2, 3] shows how the percentage of experiments carried out below

ambient temperature has increased over the years (Fig. 1) and it is now well

above 50%, compared to 2% in 1960 and 15% in 1990. On the other hand, it is

surprising that data collections below 80 K (that require more sophisticate and

expensive techniques) are just 0.2% of the total number of experiments, with a

decreasing trend. This tells us that many studies on crystals at low temperature are

carried out just because easy and economic equipment is available in a laboratory,

but without a genuine scientific interest in cryo-crystallographic studies. Were the

scientific interests more pronounced, we would have witnessed a growth of

experiments at very low temperature as well.

The change of the usual conditions for X-ray diffraction experiments may affect

the interpretation of some results, especially by scientists outside crystallography. In

fact, while one should appreciate the increased precision and accuracy of structures

determined at low temperature, a drawback is that earlier benchmarks could be altered

by sudden or progressive changes of experimental procedures. For example, theoreti-

cal chemists often use crystallographic tables reporting bonding distances or angles to

test the quality of theoretical methods adopted for ab initio calculations. Most of those

entries are given without any correction for thermal libration (see below), which

means that they are significantly affected by atomic thermal motion (producing

Fig. 1 The total number of crystal structures published since 1960 (green bars) and the number of

those collected at temperature below 273 K (red bars). Data taken from the Cambridge Structural

Database [2, 3] (the last bar is year 2009, but it is not complete)
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inaccurate distances). As a consequence, the benchmark for theoreticians has changed

somewhat, hopefully in the direction of higher accuracy, but earlier conclusions

should be reconsidered, being based on different and less accurate observations. A

side problem of low temperature “routine” crystal structure determination is that there

is not a standard low temperature and experiments are carried out over a large range

(90–173 K or even higher temperature) although using the same kind of liquid

nitrogen devices. Structural correlation analysis [4] may also be significantly affected

by the different temperatures of data collections because fragments retrieved from

structures under largely different librational conditions certainly introduce systematic

differences in the statistical analyses.

In his review, Larsen [1] focused on X-ray diffraction data at low temperature,

mainly from a single crystal, and he outlined the following major advantages: (1)

reducing the radiation damage; (2) improving the resolution; (3) decreasing sys-

tematic effects of the thermal motion. The fields of application were wide and

basically covered all spectrums of crystallographic studies with X-ray diffraction:

(1) structure determination of proteins; (2) structure determination of unstable small

molecules; (3) phase transitions; (4) accurate electron density mapping.

Fifteen years later these fields are still central in crystallography and sample

cooling is of equal importance for data quality. More applications can be envisaged

and the great advantages offered by rapid data acquisitions may stimulate new and

more sophisticated studies. However, data are often collected at low temperature

without a clear scientific purpose, which is due to the insane attitude of contempo-

rary scientists to use all possible guns in their hands to shoot the little mouse of a

research target in order to impress reviewers and editors of a journal or panels of

funding agencies. In this sense, the automatic checkup of crystal structure qualities

provided by some software and recommended or even requested by many journals

is one of the main causes, because high standards are suggested even when not

requested. Data collections at room temperature are often adequate enough and

efficiently provide the (little) information which is requested, like the structure of a

molecule and its packing in the solid state.1 A cryo-crystallographic study is

necessary when the objective of a research study is more challenging and really

requires exhaustive analyses of the physical-chemical behavior of a given crystal

species.

In the following we will mainly analyze the thermodynamics of a perfect crystal

at low temperature and the physics of diffraction at low temperature, in order to

understand better the expectations from a cryo-crystallographic study, eventually

discussed in Sect. 4.

1 Sometimes an X-ray diffraction experiment is carried out only with the purpose of ascertaining

the chemical composition of a given solid.
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2.1 Crystals at Low Temperature

The definition of crystal is itself a developing concept, as demonstrated by the

ongoing discussions [5, 6]. Most of the theoretical background proposed in this

chapter is valid for a perfect crystal, i.e., an infinite mathematical object with an

idealized crystal structure (ideal crystal) in thermodynamic equilibrium at a given

pressure P and temperature T. In textbooks, only the gas phase thermodynamics is

usually discussed in detail, whereas little attention is paid to the solid state. A full

thermodynamic treatment of solids is beyond the scope of this chapter and the

reader is referred to specific books on the subject, for example [7].

In chapter by Gavezzotti, the theoretical approaches to crystallography have

been discussed and the reader has learnt methods to compute the potential energy of

ideal crystals at various levels of approximation, with the purpose of estimating

lattice energies [113]. It is important to stress that the crystal potential contains

information on the nature of bonding in the molecular species and the type of

intermolecular interactions, but calculations are typically carried out assuming no

thermal energy, therefore in the hypothetical conditions of T ¼ 0 K and neglecting

the zero point motion. This means that lattice dynamics (hence entropic terms) are

not explicitly considered. While this could be sufficient when searching the optimal

structure of a molecular crystal or grossly estimating the relative stability of

different polymorphs, from the experimental point of view one should not forget

what are the consequences of dynamics and the effect of temperature. Einstein [8]

first and Debye [9] later proposed approximated models to compute the free energy

F of perfect crystals formed by N atoms, assumed to be harmonic oscillators:

F ¼ F0 þ EvibðTÞ þ TSðTÞ; (1)

where F0 is the crystal potential (for example, computed as described in [113], Evib

is the energy of the harmonic oscillators, and S(T) is their entropic contribution. In
Einstein approximation the oscillators are independent and no energy dispersion

calculation is necessary. Debye’s model, instead, assumes the crystal to be an

isotropic elastic medium.

We will not discuss the theories of lattice dynamics [10] in detail, but we will

just recall that atomic motion in crystals leads to characteristic equations that relate

the frequencies os of waves traveling in the solid with vectors of correlated mass-

weighted atomic displacements. Solutions to these Newton type equations give

the three N dispersion relations for phonons, typically divided into 3 acoustic
branches and 3N�3 optic branches (where N is the total number of atoms).

Each dispersion relation describes an individual phonon along a given direction

in wave vectors space. The three acoustic branches are associated with translations

of the entire structure for a traveling wave of infinite wavelength; otherwise, they

propagate in the crystal like acoustic waves. The opticmodes are responsible for the

atomic displacements about equilibrium positions, which are typically represented

by a tensor U (with components Uij ¼ hDxiDxji) in relation to the unit cell
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translational vectors. The U tensor affects the so-called Debye Waller factor T(S),
which is a kind of “damping factor” for the radiation scattered by an atom, as will be

discussed in Sect. 2.2:

TðSÞ ¼ exp
�8p2hu2Tisin2#

l2

� �
: (2)

S is the scattering vector, uT is the atomic displacement parameter in this simplified

notation assumed to be isotropic, y is the scattering angle, and l the wavelength of the
incident radiation. The atomic displacement depends on the temperature, and hence so

does the Debye–Waller factor. If an atom is modeled by a classical oscillator, then the

atomic displacement would change linearly with temperature:

uTh i ¼ kBT

�o2m
: (3)

m is the atomic reduced mass and kB is the Boltzmann constant. However, in a

quantum mechanical system, at low temperature the oscillator is temperature

independent:

uTh i ¼ �h

2�om
: (4)

The typical behavior of an atomic displacement parameter is represented by the

curve plotted in Fig. 2. This trend tells us that below the turn point (YE/2) atomic

vibrations are not only smaller but also quite constant.

The important message from Einstein or Debyemodels is that vibrations of atoms

in a crystal contribute to Entropy S and to Heat Capacity C; therefore they affect the
thermodynamic equilibrium of a crystal by modifying both the Free energy F, which

Fig. 2 The mean square displacement of a single harmonic oscillator as a function of temperature.

Units are arbitrary because huTi and T values depend on the frequency of the oscillator and the

mass of the particle. The plot shows that at low temperature the displacement is almost constant,

whereas at high temperature it varies linearly with T. The change of regime occurs approximately

at YE/2
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determines the actual stability of a solid state phase at a given pressure, and

temperature.

The opticmodes can be further “decomposed” into internal and external when a
molecular crystal is considered. Internal modes are associated with much higher

energy (> 300 cm�1), due to the intra-molecular chemical bonding beside some

functional groups in a molecule which could be associated with large and indepen-

dent librations (for example CX3 groups, where X ¼ H, Halogen, CH3, etc.).

External modes are instead associated with inter-molecular interactions and they

are of much lower energy (< 300 cm�1) and are therefore active even at low

temperature. The atomic displacement of a molecular crystal, especially at low

temperature, is mainly due to the external modes. This is well illustrated by

comparing experimentally observed Cp and Cv of the crystal form of benzene

against the calculated Cv from experimentally measured us, after separating inter-
nal and external modes [11]. This calculation is possible assuming Debye and

Einstein models for independent oscillators and gives the interesting result

displayed in Fig. 3: up to T ¼ 100 K the deviation is sufficiently small to conclude

Fig. 3 Experimental heat capacities of benzene [11], Cv is obtained from observed Cp after

subtracting the expansion work, computed using the experimentally determined bulk modulus.

The Cv estimated from molecular translational and librational lattice modes (obtained from

neutron diffraction ADP’s) is also plotted. Note that these external modes well reproduce the

observed Cv up to ca. 100 K. Above this temperature the internalmodes are active and Cv exceeds

the classical limit of 3 kBT
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that only external modes affect the heat capacity, but above that temperature this

approximation does not hold any longer.

Because of the important distinction between internal and external modes, B€urgi
proposed [12] for molecular crystals the so-called molecular mean field model,
where each molecule is considered as a collection of independent oscillators in the

average potential produced by other molecules in the crystal. The hypothesis that

internal modes are less active than external ones leads to the rigid body model, where
the atomic displacement parameters are assumed to be caused just by pure libration,

pure translation, and coupled translation–libration of an isolated, rigid molecule

[13]. In this respect, Hirshfeld [14] proposed a criterion to assess that atomic

displacement tensors are meaningful when refined fromX-ray or neutron diffraction

data: two atoms covalently bonded to each other should have equal displacement

along the bond direction within a given tolerance (that includes the effects of

bending modes). This criterion is still applied when testing the quality of a structure

determination and refinement for a molecular crystal, although weaker chemical

bonds and unbalanced atomic masses in a bond produce breakdown of the Hirshfeld

criterion, without implying incorrect structural refinement. This is, for example, the

case in most of metal–ligand bonds of an organometallic molecule [15, 16].

So far, the models presented have assumed harmonic oscillators; however atoms

in real crystals move in a substantially anharmonic potential. This has a number of

implications for the properties of a material and a number of complications for the

modeling, as the description of atomic displacement parameters becomes much

more difficult [17, 18]. One of the first consequences of anharmonicity is the

thermal expansion/contraction of the crystal lattice. In fact, a crystal composed of

atoms moving in a purely harmonic potential would not expand or contract due to

increased or decreased vibrations. In a harmonic potential, the force necessary to

compress the crystal are equal in modulus to that necessary to expand it. However,

the crystal potential is quite poorly harmonic, given that compression of atoms at

distances smaller than their equilibrium position is energetically more expensive

than expansion. The potential of a chemical bond has harmonic behavior only at the

bottom of the energy potential well. Thus, anharmonic behavior is expected for all

perfect crystals, but the nature of the species may play an important role. For

example, covalent solids display harmonic behavior up to temperatures much

higher than organic molecular crystals. In fact, weaker intermolecular interactions

are associated with very flat and poorly harmonic potentials. Deviations from

harmonicity are summarized by the Gr€uneisen parameter g [19] through which

one can explain the zero pressure equation of state of a material:

g ¼ Vb
kTCV

¼ Vb
kSCP

¼ �d lnYE;D

d lnV

� �
: (5)

Here V is the crystal volume, kT and kS are the isothermal and adiabatic

compressibility (i.e., the contraction under pressure), b is the expansivity (expan-

sion/contraction with temperature), Cp and Cv are heat capacities, and YE,D are the

Einstein or Debye Temperatures. Because b is only weakly temperature dependent,
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from (5) one learns that the Gr€unesein parameter depends on the temperature,

similar to heat capacity. Softer materials have larger g and lower Debye

Temperatures (YD). For T < < YD, heat capacity of dielectric materials increases

with (T/YD)
3, whereas for T >> YD the heat capacity becomes constant and larger

(proportional to the number of oscillators; see also Fig. 3). As a consequence, in the

“T3 regime,” the expansion of a crystal is much smaller. In addition, many lattice

modes are not yet activated; thus atomic displacements are smaller and closer to

their zero point limits. The reader will immediately appreciate that these two

features play important roles for the study of crystals as they affect properties of

the material (first of all the diffraction itself). Note that for metals, instead, the T3

regime is only approximated because the electronic contribution to heat capacity

(� T) is not considered in the Debye (or Einstein) model.

The free energy of a phase is extremely important to explain phenomena like

phase transitions, i.e., transformations of one solid state phase into another. Phase

transitions are quite connected with polymorphism, i.e., the observation of two or

more solid state phases of the same substance. On some occasions, in fact, kinetic

effects allow observation of more than one polymorph at the same temperature and

pressure conditions. Of course only one is thermodynamically stable, but transfor-

mation might be indefinitely slow, the most obvious example being transformation

of diamond to graphite at ambient conditions. Along a given temperature range, it is

possible that one solid state structure transforms into another at a given critical
temperature (Tc). The same is true for pressure scans, of course (as will be discussed

in [114]). Occurrence of a phase transition indicates that the free energy associated

with a given structure has become lower than the other. In crystallography, there are

a number of classifications of phase transitions that are sometimes dedicated to

specific materials and are difficult to generalize. A unified description is not

available, although a recent review article by Herbstein [20] has tried to rationalize

different point of views and descriptors.

While cooling or warming crystals, phase transitions are not uncommon, but

they are often overlooked. Many experiments can be useful to characterize a phase

transition, as we will see in Sects 3 and 4. Diffraction, microscopy, spectroscopy,

and calorimetry can all provide information on the structure, the energy, or the

properties of a crystal. Their sudden change is the most obvious effect of a phase

transformation and a matter of interesting study for scientists.

2.2 Low Temperature and X-Ray Diffraction from Ideal Crystals

The X-ray intensity diffracted from a single crystal and measured at the detector can

be approximated as [21]

ImeasðSiÞ � I0vQðSiÞyAð1þ aÞ þ
X
m6¼i

pmI0vQðSmÞ þ B; (6)
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where A is the transmission coefficient, y is the extinction coefficient [22], a is the

correction for thermal diffuse scattering (TDS) [23], v is the sample volume, B is

the background, and pmQ(Sm) is the contribution to the wave scattered along the

direction Si from all other vectors Sm through the so-called multiple scattering. The

integrated reflectivity Q(S) per volume of the crystal is

QðSiÞ ¼ a2l3

V2

P

sin 2y
FBraggðSiÞ
�� ��2: (7)

a ¼ e2/mc2, l is the wavelength, V is the cell volume, P is the polarization

factor, and F is the structure factor. After applying several corrections, it is then

possible to obtain the Bragg intensity.

The structure factor is the Fourier transform of the thermally averaged electron

density:

FðSiÞ ¼
ð

V

hrðrÞie2piSirdr: (8)

Within an atomistic approximation, the structure factor can be expressed in

terms of the atomic form factors, mean positions and mean-square displacements:

FðSiÞ ¼
X
a

faðSÞ expð2piSi � raÞTaðSiÞ: (9)

T(S) is the Debye–Waller factor introduced in (2). The atomic form factors are

typically calculated from the spherically averaged electron density of an atom in isolation

[24], and therefore they do not contain any information on the polarization induced by

the chemical bonding or by the interaction with electric field generated by other atoms or

molecules in the crystal. This approximation is usually employed for routine crystal

structure solutions and refinements, where the only variables of a least square refinement

are the positions of the atoms and the parameters describing the atomic displacements.

For more accurate studies, intended to determine with precision the electron density

distribution, this procedure is not sufficient and the atomic form factors must bemodeled

more accurately, including angular and radial flexibility (Sect. 4.2).

As outlined above (6), there are many factors that affect the measured intensities,

and therefore in a typical X-ray diffraction experiment there are many sources of

systematic errors. The accuracy of the parameters obtained by X-ray crystal structure

analysis depends on the measuring procedure, the strategy of the data-collection,

the treatment of measured intensities to extract Bragg structure factors, the quality of

the crystal sample, and its handling. It is important to recognize that cooling the

sample cannot solve all inherent defects of a diffraction experiment, although it is true

that it could enormously improve the quality of the data. First and most important,

lower temperature reduces the atomic displacements, and consequently produces

more Bragg scattering. Moreover, radiation damage of the crystals and dynamical

disorder (if present) may be significantly reduced. Therefore, it is typical to read that

low temperature improves the quality of the data, but the meaning of low depends on

thematerial under study. One could use theDebye temperature as a kind of benchmark.
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Crystals held together by strong forces between atoms and molecules will certainly

have higher phonon frequencies (especially of external modes), and therefore higher

YD. In Table 1, we can see some known Debye temperatures obtained from experi-

mental heat capacities measurement for some elements or simple compounds. We

clearly see that Debye temperature can be quite low (such as for crystals of noble gases

and alkali metals) or relatively higher (such as for transition metals and ionic solids).

Very few data are available for most molecular crystals. The practical meaning of

recommending T < YD is that only translational and librational modes of an ideally

rigid molecule in the crystal are actually activated. If the temperature is significantly

lower than YD (T ~ 0.1 YD) then the Debye T3 regime is valid. For most molecular

crystals, in neutral electrostatic conditions and in the absence of strong intermolecular

interactions like hydrogen bonding, the temperature should be well below 100 K. In

reality it is enough to de-activate substantially the opticmodes in order tomaximize the

benefits of low temperature as we will see in the following.

2.2.1 Resolution

As we saw in (9), the structure factors are affected by the temperature through the

so-called Debye Waller factor T(S). As temperature decreases, the diffracted

intensity increases because T(S) grows, especially for large diffraction angles. For

a molecular crystal of an organic compound, the isotropic atomic displacement

parameter can be reduced by a factor of 2–3 from room temperature down to 100 K

(for example from 0.05 to 0.02 Å2), corresponding to ca. 100 times larger intensity

for a reflection at 0.5 Å resolution. The ratio could be even higher if the temperature

is further reduced to 10 K, taking advantage of even smaller displacement

parameters. A reflection at high diffraction angle is typically very weak because

only core electrons contribute to the structure factor and, as discussed, Debye

Table 1 Debye temperatures

for some elemental solids and

simple compounds. Data are

obtained from thermal

measurements at low

temperature [25]

Solid YD (K)

Na 158

Si 640

Al 428

P 105

Ar 93

K 91

Fe 457

Cu 343

Cs 38

C (diamond) 2,230

KCl 235

NaCl 321

H2O 218a

LiF 732
aFrom [26]
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Waller factor implies a larger penalty to high scattering angles. Therefore, reducing

the damping produced by T(S) could bring the intensity of a high resolution

reflection from hardly observable (at ambient temperature) to significant (at low

temperature). For reflections at lower resolution the gain is smaller, but also less

important because these reflections are inherently more intense (given the atomic

form factors; see Fig. 4). It should be noted that for ionic crystals and minerals, the

atomic displacements are already quite small at room temperature, and therefore the

low temperature gain is not so large.

An additional advantage of the very low temperature is the smaller dependence

of hu2i on the temperature. Thus, fluctuations of the temperature during an experi-

ment are less troublesome. It should be taken into account that experiments without

temperature control might easily experience �5 �C fluctuations (night/day varia-

tion, heating caused by other machines, etc.). This produces a fluctuation of 1–2%

of the intensity for a reflection at 1.0 Å resolution and up to 10% for a reflection at

0.5 Å resolution (assuming it is measurable).

2.2.2 Thermal Diffuse Scattering

As seen in (6), the integrated intensities contain a contribution from Bragg diffrac-

tion as well as from diffuse scattering and background. TDS is caused by energy

Fig. 4 The atomic form factor of a C atom (in 1s22s22p2 electronic configuration). Core electron

scattering is in blue, Valence electron scattering is in red and total scattering in black
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exchange between the scattered radiation and the low-frequency lattice vibrational

modes. The inelastic TDS has an opposite trend with respect to elastic scattering,

which decreases as a function of y. A proper estimation and correction of TDS is

difficult and approximated algorithms are used in data correction procedures to extract

pure Bragg intensities. The TDS depending on optic modes is typically included in the

background, being substantially constant across the diffraction peak. The contribution

from acoustic modes, instead, should be corrected separately with first- and second-

order contributions [23] depending on the diffraction angle y, the wavelength l, the
temperature, and the elastic constant of the crystal. Modes with frequency larger than

100 cm�1 are practically in the ground state at T � 100 K [27]; however, in molecular

crystals librational modes may have smaller frequencies, suggesting that lower

temperatures are necessary. TDS may significantly affect the correct estimation of

atomic displacement parameters. At T � 10 K, instead, TDS is practically negligible

up to the resolution normally obtained in an X-ray diffraction experiment.

2.2.3 Anharmonicity

The harmonic approximation assumes that forces between pairs of atoms are linearly

proportional to their displacements. However, the potential is typically not harmonic

and the u tensor should be replaced by a cumulant expression [17, 18], which

significantly increases the number of parameters and may introduce additional

correlation in a least squares refinement. At low temperature, anharmonic effects

are typically negligible. Anyway, a good test to detect anharmonic motion is to check

the thermal expansivity of the crystal by measuring accurate unit cell parameters at

various temperatures. As outlined in Sect. 2.1, the equation of state is predicted from

the Gr€uneisen parameter g which basically accounts for the deviations of the atomic

oscillators from the equilibrium positions expected from pure harmonic motion.

Macchi and Sironi [28] for example showed the close relationship between

anharmonic motion of some atoms and total strain of an organometallic molecular

crystal. It is interesting that those atoms significantly modify their equilibrium

position as a function of temperature (another indication of large anharmonicity).

A separate discussion of hydrogen atoms is merited, especially when involved in

hydrogen bridges. The potential experienced by an H atom is highly anharmonic,

especially when the hydrogen bonding is stronger. For this reason the atomic thermal

parameters are usually very difficult to refine even fromneutron diffraction experiments

(the hydrogen scattering of X-rays being quite scarce). In general one can consider the

thermal parameters of hydrogen as highly approximated anyway. Some procedures are

known to calculate hydrogen displacement parameters from refined thermal motion of

other atoms in the molecule, under rigid body assumption and including known high

frequency stretching of X–H bonds (from infra-red spectroscopy or theoretical

calculations [29]) or otherwise estimated from neutron diffraction works [30].
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2.2.4 Radiation Damage and Crystal Instability

It may be that an important source of systematic errors can be corrected by

monitoring standard intensities at regular intervals during data collection. Chemical

damage of organic materials by X-rays and other forms of ionizing radiation is

classified as primary or secondary. Primary damage is caused by interaction between

the radiation beam and electrons of the compounds and it mainly depends on the

radiation dose [31]. On the other hand, secondary damage, caused by the reactions of

the resulting radiolytic products is typically reduced at low temperature [32, 33],

though not completely removed. Another source of instability is the loss of solvated

molecules that might occur even at temperatures well below the boiling point of this

solvent (thus at temperatures at which the vapor tension of the solvent as pure liquid

would be very small). De-solvation often damages the crystal, creating extended

defect or fractures that severely affect the sample quality. Of course, by lowering

the temperature all these phenomena can be reduced or even completely avoided for

the entire duration of an experiment. Cooling the sample may not be the only way to

solve the problem; in fact coating the sample properly, such as with a poly-fluorinated

oil, or enclosing it in a closed capillary, may also be adopted. These alternatives allow

temperature dependent investigation of the sample (even above room temperature).

Protective oil is a good alternative to glue for crystal mounting because of the

large residual stress that epoxies can cause. Sensitive species must be handled with

special care, because exposure to oxidative atmosphere or anyway to ambient

temperature may produce irreversible damage. For this reason, mounting the

sample in an inert atmosphere within glove boxes is sometimes necessary. If the

sample must be kept at low temperature while under the microscope, special

equipment is necessary as proposed by Stalke [34] or by Hope [35].

3 Cryo-Crystallographic Techniques

There are several techniques to cool crystal sample in order to carry out crystallo-

graphic studies and they depend on: (1) which investigation is carried out; (2) what

is the target temperature; (3) how rapid shall be the experiment; (4) the available

budget. In the following we will analyze these methods.

3.1 Single Crystal Diffraction

The diffraction from single crystals is certainly one of the most accurate techniques

to obtain detailed information on the disposition of atoms in a solid. The crystals

typically are very small (~ 10�3 mm3), and they are selected and mounted in air on

very small supports like glass fibers (or other amorphous and low absorbing
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materials), centered on the goniometer of a diffractometer, and then exposed to the

X-rays. Therefore, cooling a single crystal means removing a very small amount of

heat from a very small sample (rotated in many positions during the experiment).

The air medium around the crystal is often a problem. The humidity of the air, in

fact, is enough to cause icing, whatever the method adopted to cool the sample.

The rapidity of currently available diffractometers equipped with area detectors

allows employing the so-called open flow systems, where a cryogenic fluid (He or

N2) is flushed onto the sample without recycling. It is clear that these methods could

be very expensive; however, liquid N2 is typically available at low cost in many

laboratories. The most commonly adopted systems use liquid nitrogen both to

obtain an N2 gas flow and to cool it to a temperature around the boiling point of

nitrogen (77 K) [36]. The temperature is then adjusted by electric warming of the

gas flow (in principle even above room temperature, guaranteeing uninterrupted

data collection over a very wide temperature range). Earlier systems regulated the

gas stream temperature by adjusting the evaporation of liquid nitrogen, a procedure

that however required large amount of N2 (especially to reach lower temperatures).

In the last decade, open flow systems working with helium have been introduced,

despite the much higher costs of liquid or gaseous He. In experiments carried out at

Synchrotron work stations, the measurements are very rapid. This makes less prohibi-

tive the costs of experiments carried out with open flow He cryostats. Modern

equipment for X-ray diffraction in laboratories (using rotating anode generators,

multilayer optics, and area detectors) also allows rapid data collection. Therefore,

open flow He systems are not so uncommon in university laboratories. Helium gas

flow systems work using evaporation of the cryogenic medium [37, 38], consumption

of which is proportional to the required temperature. These systems offer all the

advantages of open flow systems, namely optical access to the sample, rapid or even

flash cooling, low background of the gas stream. However, they also have some

inherent defects: large consumption of the cryogen (that makes them inadequate for

very long measurements), the necessity to have a warm outer stream to avoid

turbulence and ice formation. Some problems could be created by a thermocouple

in the gas stream, used to measure the flow temperature, because it could induce

turbulence and break the laminar flow, which is particularly fragile for a He stream.

A different solution is a He gas stream refrigerated through conduction by a two-

stage closed-cycle cooler, which works with compression/expansion cycles of He

gas. The advantage of the two-stage cooler is the higher temperature stability, but

the disadvantage is the base temperature (>10 K) and the temperature loss to reach

the sample (ca. 15 K). The smaller amount of cryogen used with this system makes

consumption very low, but the escaping attitude of low density He requires an open

cup at the end of the nozzle to bring the flow onto the sample. The cup could be

produced by a very light material (like beryllium) which is quite transparent to the

X-rays. Proper windows for incoming and outgoing primary beams will decrease

the scattering and therefore the background. An outer warm and dry stream is

necessary to prevent icing formation.

The two-stage (or even three-stage) closed cycle systems were actually invented

to cool the crystals directly through conduction, keeping the samples in closed
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devices (like Be cups), evacuated to prevent icing. These systems are still quite

common in laboratories and especially in large scale facilities. They offer excellent

accuracy, the possibility to reach very low temperature without trouble, virtually no

consumption of cryogenic medium, and long term stability, but they have some

disadvantages when compared to open flow systems: (1) direct optic access is not

possible (unless using the system proposed by Samson et al. [39]); (2) scattering

from the rather thick cups must be considered and eliminated [40]; (3) rapid

quenching of the sample is not possible. The two-stage devices are however

extremely recommended for long measurements.

Most of the devices presented in this discussion could be used in both X-ray or

neutron diffraction experiments, though taking into account that neutron diffraction

measurements are typically longer and carried out on larger samples.

As has become clear, all devices may introduce some kind of error during data

collection. Therefore proper corrections should be applied when analyzing the data.

In particular, absorption of cups surrounding the crystal should be taken into

account. Extra scattering is also present, but this is usually eliminated with proper

masks (physical or digital) to avoid detection of spurious intensities. The scattering

by the gas stream is usually a minor problem that increases the background in the

same way as a glass fiber support. This is typically well accounted for from

background determination of the image integrating software. Formation of ice,

instead, would create more serious problems due to the increased and structure

background produced and the absorption of incoming and diffracted beams.

Although this chapter is dealing with cryo-crystallography, as anticipated above,

many studies of crystals over a large temperature range would be useful, and then

one could also consider techniques to heat crystals, which are quite developed in

large scale facilities and also available on the laboratory scale. Liquid nitrogen gas

flow instruments are also typically able to reach temperatures above ambient (up to

500 K) and therefore are quite adequate for the study of organic crystals, taking into

account that only a few species would remain solid (and crystalline) above those

limits. For refractory materials, instead, more sophisticated heating is necessary,

able to reach T ¼ 1,500 K or more, using flame-heated inert gas [41, 42], electri-

cally heated gas streams [43], or radiative heat transfer [44].

3.2 Powder Diffraction

Many kinds of high and low temperature chambers are available for diffraction of

polycrystalline materials. In general, the equipment is based on similar technology

as for single crystal diffraction techniques, although a great advantage is given by

the reduced (or even null) movements of the sample holder. Therefore, low

temperatures can be obtained by conduction in a much simpler way, using radiation

transparent windows in the chamber to reduce absorption and background [45, 46].

High frequency induction and high vacuum are necessary to reach safely very high

temperatures (for example above 2,000 K [47]).
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3.3 Other Techniques

As mentioned above, cryo-crystallography is not just diffraction at low temperature

and many other investigations could be carried out to obtain precious information

on the chemical physics of a crystal. For example, differential scanning calorimetry

(DSC) indicates the occurrence and the nature of a transformation, like a solid–solid

phase transition. DSC instruments are quite common in many chemistry

laboratories and low temperature attachments are easily installed. They work with

cold nitrogen streams or otherwise removing the heat from the sample through

conduction. DSC detects the heat of a transition, i.e., generated by the discontinuity

in the enthalpy at the critical temperature; see Fig. 5. Some phase transformations

are not associated with detectable heat of transition, but they show instead a

discontinuity in the specific heat Cp. Modulated temperature DSC is a more recent

technique [48, 49] that allows separation of reversible and irreversible heat

exchange during the process. This could be useful to recognize processes controlled

by thermodynamic equilibrium or by kinetic effects and the occurrence of hystere-

sis during phase transformations.

Another very useful technique for cryo-crystallographic studies is optical

microscopy, in particular under polarized light. Cooling stages can be easily

Fig. 5 The typical DSC diagram for solid state phase transition with latent heat (red plot) or
without latent heat (blue plot). The scale is not the same; in general the curve for a second-order

transition (blue plot) is associated with smaller changes of heat capacity (and therefore more

difficult to detect)
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attached on an optical microscope, allowing temperature ranges from 100 K up to

very high temperatures. The hot/cold stage could be coupled with a calorimeter,

allowing simultaneous heat capacity measurements. One very useful observation is

the birefringence of the crystal that depends on the lattice symmetry and therefore

can be sensitive to changes like structural phase transitions. The birefringence is

easily observed using (partial) polarized light, cross polarizers, or otherwise a

rotating polarizer (which gives the greatest amount of information) [50–53].

Computational chemistry is of course another technique to obtain theoretical

information on perfect crystals at variable temperature. The background for this

approach has been introduced in [113] and will not be further discussed here. It is

important to stress that cryo-crystallography is not necessarily an experimental

science, because predictions or explanations obtained from theoretical modeling are

equally important in modern studies.

4 Cryo-Crystallographic Studies

Sometimes crystallographers consider that measuring a crystal at very low temper-

ature is a kind of panacea, able to solve all defects of the sample, all kinds of

experimental errors, and enhance the response indefinitely. Young students might

be disappointed to learn that these miracles do not take place. A bad crystal sample

remains as such even at 10 K, and sometimes it becomes even worse because the

cooling process and the residual stress induced by a temperature gradient may

produce further damage to the sample. Many other kinds of experimental problems

and sources of error (for example absorption, extinctions, disorder, etc.) are not

attenuated by the low temperature.

So, what can a scientist expect from a crystallographic study at low temperature?

We give in the following a bunch of examples that cannot be fully comprehensive

but should illustrate the potential of cryo-crystallography.

4.1 Crystal Structure Solution and Refinement

As anticipated, lower temperature increases the number of observations from an

X-ray diffraction data collection (at constant radiation dose). This is however just

one of the advantages that could improve a structure solution or a refinement. In

fact, a reduced thermal motion usually implies a more reliable “standard” model,

given that for smaller atomic displacements the harmonic approximation is more

appropriate and less correlation is found between variables within a least squares

refinement. This returns higher precision of the parameters calculated from those

variables (for example bond distances, bond angles, etc.).

In X-ray diffraction experiments on small organic/organometallic molecules, it

is less likely that low temperature will be really necessary to solve a crystal
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structure, unless the species is unstable in air or under the X-rays. In this case, the

low temperature could be one of the ways to reduce the damage (the easiest but not

necessarily the best). Refinements of low temperature datasets are certainly easier

because the increased resolution limit enables a larger observations/parameters

ratio. However, if a crystal structure is severely affected by poor long range order

(static disorder), a large part of the scattering which concentrates outside the Bragg

position is often understood just as uninformative background noise. If diffuse

scattering due to static disorder is large, any attempt to decrease the temperature

with the purpose of obtaining more observable intensities would just be a desperate

move and unlikely to succeed. On the contrary, one should provide thermal energy

to increase long range order, for example through high temperature annealing.

The situation is different when the disorder is dynamical in nature, as it might

occur when molecules have peripheral functional groups with enough flexibility to

show large libration (in the gas phase and likely in the solid state as well). For

example, substituted methyls are often associated with a relatively flat potential for

rotation about the pseudo threefold axis. This implies very large displacements of

the three carbon atoms. Sometime, the flat potential might display two or more

minima and the dynamic disorder can somehow be “localized” with two or more

competing conformations (see Fig. 6). By lowering the temperature the dynamic

disorder can be significantly reduced or suppressed. In fact, one molecular confor-

mation becomes favored over the other(s) either because the shape of the potential

is itself modified or because the thermal energy is much reduced and less stable

conformations become unavailable.

Other typical disorder conformations in the solid state are those of E-stilbenes or

azobenzenes, where the two atoms of the central double bond are often involved in a

complicated dynamic process (called pedal motion; see Fig. 6). Many crystallo-

graphic studies have been dedicated to analyze this kind of structural feature,

including theoretical modeling of the dynamics; see, for example, Harada and

Ogawa [54] and references therein. It is important to stress that this kind of dynamics

severely affect the equilibrium positions of atoms refined from X-ray (or neutron)

diffraction data, especially if the disorder cannot be satisfactorily modeled. As a

consequence, geometrical parameters calculated from refined coordinates are typi-

cally quite incorrect (with severe underestimation of bond lengths). This is in general

true when the thermal motion of a given molecule in a crystal is large. Therefore, a

correction for libration, translation, and coupled translation/libration is necessary

[13] to extract reliable bond distances from a set of refined coordinates. Unfortu-

nately this correction is seldom applied and theoretical chemists often use uncor-

rected geometries as benchmark experimental results to test ab initio calculations.

For minerals and inorganic samples, low temperature is almost useless to

improve structure solution and only marginally relevant to improve the refinement,

unless dealing with host–guest materials like zeolites. In facts, for harder materials

ambient temperature is already quite comparable and sometimes lower than the

Debye temperature. Therefore, resolution is seldom a limitation for structure refine-

ment of minerals at ambient temperature. On the contrary, for macromolecules and

especially for proteins, the low temperature significantly increases the number of
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observations, especially because of the larger amplitudes of motions in these

samples. In addition, proteins are often damaged by the incident radiation and

cryo-protection is vital. As a consequence, the low temperature is a must for protein

crystallographers [32], because it is relevant for the structure solution, not only for

the refinement. However, cryo-crystallographic studies are not without

disadvantages. For example, the crystal quality might be damaged by the cooling,

in particular flash cooling. Moreover, some debate is open on the actual biological

relevance of structures determined at 100 K, but intended to answer questions about

phenomena occurring at 300 K [55].2 In macromolecular crystallography, another

debate is ongoing concerning the improvements when using helium as cryogenic

agent [56] and therefore measuring the data at temperatures well below 80 K.

Fig. 6 The typical disorder of CX3 peripheral groups about the pseudo threefold axis (left) and the
typical pedal motion disorder about the central double bond in E-stilbene kind of molecules (right)

2More generally, one may ask whether a (macro)molecule frozen in the solid state can really be

representative of the structure in solution, where the molecule is in fact active.
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Interesting applications of low temperature single crystal diffraction have been

presented in the field of metal organic frameworks (MOF) [57], porous materials

based on metal connectors and organic linkers. Some large pore MOFs are able to

host and exchange molecules like N2, CO2, noble gases, etc. The main problem is

locating sites where the gas might be trapped, given the very weak interaction

between the guest and the host framework. Therefore, diffraction on cooled species

could reveal sites available to N2 and Ar in channels of MOF-5, a structure with

cubic array of Zn4O(CO2)6 units connected by phenylene linkers [58].

Sometimes low temperature is claimed to be important to locate H atoms. This

could be true in the case of organic species, where a reduced thermal motion of Hs

may enhance electron density peaks in Fourier maps. These peaks compete against

lone pair peaks of some atoms (especially O or N) and against peaks inside

chemical bonds. At low temperature and using only low resolution data, the

residuals due to lone pairs are smaller than residuals due to H atoms, yet missing

in the structural model. In the case of organometallic molecules, expectations

should instead be much lower, because the main source of residual peaks in a

Fourier map are uncorrected absorption effects, which might overlap with potential

sites for H atoms, especially those in the vicinity of a metal (like an agostic

hydrogen, a hydride, etc.) [59].3 Therefore, reducing the thermal motion of H

may not be sufficient if careful absorption correction is not applied.

A problem affecting X-ray diffraction pattern of real crystals very close to

ideality is extinction that is the manifest breakdown of the kinematic approxima-

tion. Within the mosaic crystals theory [60] we recognize a primary extinction
(attenuation of the incident beam within a given crystal domain) and a secondary
extinction (power loss due to the diffraction in the blocks traversed by the incident

beam before it reaches the particular block under consideration). Primary extinction
depends on the size of the domain and on the amplitude of the structure factors. The

“critical thickness,” beyond which extinction is negligible, inversely depends on l.
Secondary extinction depends on the degree of perfection of the crystal, hence on

the misalignment of the domains (or mosaicity). The critical mosaic spread, above
which the effect is negligible, depends on l. Extinction may be severely aniso-

tropic, especially if the crystal is under stress, which increases the mosaicity. As a

matter of fact, an empirical way to decrease extinction is to stress the crystal by

cooling and warming it, though the crystal may break during this procedure. For

example, the mosaic spread of a crystal of KHC2O4 [61] studied at low temperature

with three consecutive experiments was initially 3.300 (first experiment with MoKa

3 In [59] the authors reported the structure of a tri-osmium complex containing a hydride and

clearly stated that a low temperature X-ray diffraction experiment would not be useful to locate the

hydride if an accurate absorption correction is not carried out. Curiously, a few years before they

had contacted Prof. A. Sironi and myself at the University of Milan proposing a low temperature

data collection on that compound, with the purpose of locating the not so clearly visible hydride.

As evident from [59], we were able to convince them on the real problems connected with the

location of hydrogens close to heavy metals.
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radiation at 125 K), 7.600 (second experiment with AgKa radiation at 11 K), and

11.300 (third experiment, AgKa at 11 K). The larger mosaicity implies that fewer

reflections are significantly affected by extinction. As a matter of facts, an old

technique used by macromolecular crystallographers was in fact shocking the

crystal with rapid cooling in liquid nitrogen. The variation of extinction should be

taken into account when repeating low temperature experiments on the same

sample, sometimes producing scarce reproducibility of the data.

4.2 Accurate Electron Density

The possibility of probing the electronic structure of atoms by means of X-ray was

recognized quite soon after the first diffraction experiments. In 1915, P. Debey

wrote: “It seems to me that experimental study of the scattered radiation, in
particular from light atoms, should get more attention, since along this way it
should be possible to determine the arrangement of the electrons in the atoms” [62].
However, it was only in the mid-1960s that experimentally determined electron

density maps could be obtained by combining X-ray and neutron diffraction

techniques [63]. This breakthrough was certainly due to the improvements of the

data measuring (using computer-controlled diffractometers and scintillator

counters instead of photographic films), to the advent of neutron diffraction and

the possibility to cool crystals, and to the significant improvement in data reduction

and correction. Since then, methods of accurate determination of electron density

have much improved together with models for mapping electron density from

X-ray intensities [64]. We will now outline the advantages offered by low temper-

ature measurements in this area, taking into account of course that for some

materials cooling is absolutely mandatory, whereas for others it is not, although it

could anyway be important to improve the quality of the data.

The mean thermal electron density in the unit cell can be computed by Fourier

summation, over the reciprocal lattice vectors S, of the X-ray crystal structure

factors:

rðrÞ ¼ 1=V
X
S

FðSÞ expð�2piS � rpÞ: (10)

Due to termination of the series, however, r(r) is severely affected by ripples. In
addition, especially in the case of non-centrosymmetric crystals, the phase of vector

F(S) is not known with precision and this affects a correct reconstruction of the

density. Therefore, Fourier summation cannot be used for precise and accurate

mapping of electron density. On the other hand, a model is necessary to overcome

these limitations and to produce a function that is sufficiently close to the real,

quantum mechanical r(r) in all regions of the crystal.

In the 1970s, among many other approaches, the method of multipolar expansion

of atomic electron density was recognized as the most applicable and accurate.
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Several formulations were proposed [65, 66], but the intuitive notation introduced

by Hansen and Coppens [67] afterwards became the most popular. Within this

method, the electron density of a crystal is expanded in atomic contributions. The

expansion is better understood in terms of rigid pseudoatoms, i.e., atoms that

behave structurally according to their electron charge distribution and rigidly

follow the nuclear motion. A pseudoatom density is expanded according to its

electronic structure, for simplicity reduced to the core and the valence electron

densities (but in principle each atomic shell could be independently refined). Thus,

rðrÞ ¼
X
atoms

riðr� riÞ;

riðrÞ ¼ Pi;coreri;coreðrÞ þ Pi;valencek3i ri;valenceðkrÞ

þ
X

l¼0;lmax

k0i
3Rlðk0rÞ

X
m¼0;l

Plm�ylm�ðr=rÞ
" #

(11)

The parameters Plm�, Pcore, and k can be refined within a least square procedure,

together with positional and thermal parameters of a normal refinement to obtain a

crystal structure. In the Hansen and Coppens model, the valence shell is allowed to

contract or expand and to assume an aspherical form [last term in (11)], as it is

conceivable when the atomic density is deformed by the chemical bonding. This is

possible by refining the k and k0 radial scaling parameters and population

coefficients Plm� of the multipolar expansion. Spherical harmonics functions ylm�
are used to describe the deformation part. Several software packages [68–71] are

available for multipolar refinement of the electron density and some of them

[68, 70, 72] also compute properties from the refined multipolar coefficients.

As anticipated, the multipolar model is not the only technique available to refine

electron density from a set of measured X-ray diffracted intensities. Alternative

methods are possible, for example the direct refinement of reduced density matrix

elements [73, 74] or even a wave function constrained to X-ray structure factor

(XRCW) [75, 76]. Of course, in all these models an increasing amount of physical

information is used from theoretical chemistry methods and of course one should

carefully consider how “experimental” is the information obtained.

An X-ray atomic orbital (XAO) [77] method has also been adopted to refine

electronic states directly. The method is applicable mainly to analyse the electron-

density distribution in ionic solids of transition or rare earth metals, given that it is

based on an atomic orbital assumption, neglectingmolecular orbitals. The expansion

coefficients of each atomic orbital are calculated with a perturbation theory and the

coefficients of each orbital are refined to fit the observed structure factors keeping

the orthonormal relationships among them. This model is somewhat similar to the

valence orbital model (VOM), earlier introduced by Figgis et al. [78] to study

transition metal complexes, within the Ligand field theory approach. The VOM

could be applied in such complexes, within the assumption that the metal and the
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ligands are linked by “low overlap” bonds between the atomic orbitals; therefore the

electron density around metals or in the ligand shell can be treated as a perturbation

of the atomic density. This assumption is also at heart for the determination of orbital

coefficients from multipolar model as introduced by Coppens et al. [79].

All the above methods are somehow based on an orbital hypothesis. In fact, in

the multipolar model, the core is typically frozen to the isolated atom orbital

expansion, taken from Roothan Hartree Fock calculations (or similar [80]).

Although the higher multipoles are not constrained to an orbital model, the radial

functions are typically taken from best single z exponents used to describe the

valence orbitals of a given atom [81]. Even tighter is the link to the orbital approach

in XRCW, XAO, or VOM as described above. Obviously, an orbital assumption is

not at all mandatory and other methods have been developed, for example those

based on the Maximum Entropy Method (MEM) [82–86] where the constraints/

restraints come from statistical considerations.

The role of low temperature in an experimental determination of electron density

is multiple. The most important is certainly the reduction of thermal agitation of

atoms, which makes the pseudoatom approach a more reliable approximation. As

for normal structure refinements, smaller thermal motion means less correlation

among parameters, hence higher reliability of the final model. Lower thermal

motion also means that the harmonic approximation is more valid, as anticipated

in Sect. 2.2. Although it is possible to go beyond the harmonic approximation, it

should be considered that a model including, for example, a Grahm Charlier

expansion [87] would be extremely costly because of the very large number of

parameters. Mallinson et al. [88] could show that residuals due to anharmonic

motion are somewhat similar to residuals of deformation density, especially when

dealing with transition metals. This would of course create confusion between true

electron density features and residuals due to atomic displacements exceeding the

model, with obvious consequences for the interpretation of the results. It is impor-

tant to warn that the physical significance of the refined Grahm Charlier parameters

should be verified. In fact, it might easily occur that these coefficients are refined to

nonsense values, implying, for example, negative nuclear probability at the equi-

librium position (see the manual of the XD2006 package [68]).

Additional advantages of low temperature in electron density refinements are

connected with the higher accuracy of the measured intensities, in particular at high

resolution. It is important to stress that features of the bonding electron density are

very likely not recorded at such resolution, which is typically dominated by core

electron scattering (Fig. 4). However, the larger intensity at high angle can be very

important to increase the precision of a refinement, including more reflections to

refine atomic positions and thermal factors (apart for H atoms). As a matter of facts,

a data/parameter ratio above 10 is often recommended; however in many cases the

effective ratio is much smaller because variables introduced in (11) are mainly

refined from low angle data [89]. Thus, if some parameters of a model (positions

and thermal motion) could insist more on high angle observations, the correlation

among variables would be significantly reduced.
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Another reason why high angle reflections are better measured at low tempera-

ture is the decreased thermal diffuse scattering (see Sect. 2.2) which allows a more

accurate integration of those intensities.

After listing all the benefits of low temperature on accurate electron density

refinement, the reader might ask what temperature is really necessary. Of course,

the lower the better; however some electron density studies at room temperature or

even above have been reported. For example, Tanaka et al. have investigated

electron density of lanthanide borides [90–92] at variable temperatures using

XAO methods to determine the electronic configuration of the metal. Those studies

addressed significant changes of the order and occupation of some electronic states

(associated with 5d or 4f orbitals of Ce or Sm) as a function of temperature.

Experiments of this kind are not so frequent and they would be quite impossible

on molecular crystals. On the other hand, results of Tanaka et al. show that it would

be interesting investigating temperature induced changes of electron density, even

spanning the regime of high temperature.

We do not discuss here the very many applications of electron density studies

which are summarized in many recent books on the subject [93–96].

4.3 Phase Transitions and Polymorphism

As introduced above, different forms of the same molecule can be observed in the

solid state. The phenomenon is known as polymorphism, i.e., the concurrent

presence of more crystal forms, only one of which is thermodynamically stable at

a given pressure and temperature. However, more polymorphs can be observed

simultaneously when kinetic conditions allow formation of metastable phases

together with (or even in the absence of) the thermodynamically stable one. It

might even occur that metastable phases are not recognized as such, simply because

the most stable polymorph is (as yet) unknown. This might produce the extraordi-

nary phenomenon of disappearing polymorphs [97].
At particular critical points (TC, PC) on the phase diagram of a substance, two

phases can be found in thermodynamic equilibrium. Therefore, upon application of a

pressure or a temperature gradient, a transformation occurs from one phase into the

other. This is a phase transition, in many aspects similar to a transformation implying

the change of aggregation state. However, the extent of the changes in a solid to solid

transformation is much smaller. For example, latent heat or latent volumes associated

with the transformations are quite small, sometimes even difficult to detect.

The number of cryo-crystallographic studies on phase transitions is quite large

nowadays. It became common with the availability of single crystal diffractometers

equipped with digital area detectors that allow very rapid data collections. They are

optimal for repeated measurements at variable temperatures of the same crystal in a

reasonable amount of time. Thus, the accurate and detailed structural information

typically available from a single crystal X-ray diffraction experiment could be
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associated with other useful information like, for example, heat capacity and heat

exchange measurements (available from DSC experiments) or spectroscopic signals.

The nature and the mechanisms of phase transitions in solids are still matters of

discussion among crystallographers, as nicely summarized in a recent review [20].

The reader is referred to textbooks for a comprehensive overview of this long term

debate [98–100]. Here, we summarize the qualitative nature of the main changes

that are possible in a solid to solid phase transition.

4.3.1 Symmetry

The symmetry of the crystal system could change during a phase transition, because

of a transformation of the lattice into a super-lattice or sub-lattice, a change in the

space group type, or both.4 A change of symmetry (in R3 space) is a sufficient

condition to assess occurrence of phase transformation, but it is not a necessary

condition. It is not rare, however, to observe iso-symmetric phase transitions, i.e.,

transformations where the space group type and the lattice type remain unchanged,

but two different structures are in equilibrium at the critical point. As a consequence

the sole determination of the space group may not be sufficient to detect a phase

transition, unless the thermal expansivity is calculated (which usually requires

measures over a wide temperature range). A discontinuity of the cell volume

[hence of the molar volume, V(T)] or a discontinuity of the expansivity [first

derivative of V(T)] would reveal a phase transition. For the second-order type of

transition (see below) it is necessary that a group–subgroup relationship is

maintained between the space groups of the two phases [94, 95].

4.3.2 Molecular Structure

Changes of molecular structure as a function of temperature could reveal a phase

transition. However, caution should be applied because molecular geometries can

change together with crystal shrinking or expansion without implying formation of

a new phase [101]. So what kind of structural changes are compatible with a phase

transformation? If a crystallographic symmetry element appears/disappears through

the phase transition, then the space group type would change and the phase

transition is evident. Iso-symmetric phase transitions are instead caused by a

4 It is important here to talk about space group type, not just space group. In fact, the space group
is determined by the combination of lattice and symmetry operators. When crystallographers

report a given space group, in reality they refer to a space group type (i.e., the coincidence of

symmetry operations with those cataloged in the International Tables of crystallography, regard-

less the actual lattice dimensions). This distinction is particularly important when discussing phase

diagrams and in particular it is fundamental to appreciate the exact meaning of iso-symmetric
phase transition.
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discontinuity of molecular or supramolecular geometries, for example a tautomer-

ism, an intra-crystal oxidation/reduction, etc. It is important to note that sometimes

it is not so easy to establish the discontinuous nature of the changes. For example, a

proton shift within a strongly hydrogen bonded system might occur continuously

[102] due to softer changes of the crystal potential, which come from the resonance

between two (or more) electronic configurations. However, a discontinuity could

also occur [103, 104] when the two electronic configurations of an HB system

produce two separate minima on the potential energy surface. In this case, two

distinct phases are recognized and a transition is established at (Tc, Pc).

4.3.3 Order of Transition

When the free energies F of the two crystal structures are identical, the system is at a

critical point. The identity of F does not imply identical functions (otherwise the two

phaseswould be indistinguishable). Therefore, at the critical point first derivatives of F

might differ and therefore enthalpy, volume, and entropy of the two phases would be

different. These transformations are first-order phase transitions, according to

Ehrenfest [105]. A discontinuous enthalpy implies heat exchange at the transition

temperature, which can easily be measured with DSC experiments. A discontinuous

volume is evident under the microscope or, more precisely, with diffraction

experiments on single crystals or powders. Some phase transitions are however

characterized by continuous first derivatives of the free energy, whereas the second

derivatives (specific heat, compressibility, or thermal expansivity, etc.) are discontin-

uous. These transformations are second-order transitions and are clearly softer.

To exemplify first- or second-order phase transitions, the behavior of

Co2(CO)6(As(C6H5)3)2 [106] (1) (see Fig. 7) and Ni(C2H8N2)3(NO3)2 (2) [107]

(see Fig. 8) are illustrated. In 1, a transition occurs on cooling the crystals from

ambient condition at ca. 210 K. The space group type (R-3) does not change, but the c

Fig. 7 The molecular transformations occurring in Co2(CO)6(XPh3)2 (X ¼ P, As) from ambient

conditions (left) to low temperature or high pressure (right). The conformational change occurs

gradually and at (Tc, Pc) the two structures coincide
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axis of the hexagonal lattice doubles below a critical temperature. At molecular level,

the molecular symmetry is reduced from�3 to 3 and therefore the perfectly staggered
conformation. Free rotation is now possible for the two Co(CO)3As(C6H5)3 moieties

about the Co–Co axis. As temperature is lowered, the molecular conformation further

changes, maintaining the threefold symmetry and without reaching the �6 m2 of a

perfectly eclipsed conformation. It is interesting that the group–subgroup relation-

ship at the critical temperature is such that no low temperature phase is actually

possible above Tc, because the two phases are simply identical. Therefore this is an

example of second-order type phase transition, described in detail by Landau [99].

No discontinuity of molar volume, enthalpy, and entropy are expected, as in fact

demonstrated by X-ray diffraction and DSC measurements. Sometime these

transitions are called continuous to emphasize this soft nature, but one should

remember that expansivity and specific heat are discontinuous. The high tempera-

ture phase could exist below Tc, but no hysteresis is observed. Notably the same kind

of phase transition is observed for the isomorphic species Co2(CO)6(P(C6H5)3)2 (3)

[108] and both 1 and 3 undergo similar transitions at high pressure.

Ni(C2H8N2)3(NO3)2 is quite different – the space group type and the lattice

change at Tc (ca. 106 K). The transition show discontinuity of the cell volume and,

as expected, there is a latent heat of transition. Notably at the critical temperature

the two phases are structurally different and therefore they are in equilibrium at that

temperature. A minor hysteresis is observed.

As mentioned above, sometimes two phases are recognized even though no

space group type change is actually observed. Often these transformations are

associated with competition between two different electronic configurations, or

otherwise between two molecular conformations. The latter are, for example,

order/disorder transitions caused by a group in a molecule subjected to weakly

bounding potential surface, and therefore showing multiple minima. Below a

critical temperature the higher energy conformer may be inaccessible. More inter-

esting is instead the competition between different electronic configurations. This

implies different bonding in a molecule (or supramolecular synthon). Notable

examples are spin crossover materials, i.e., molecular compounds with the ability

Fig. 8 The changes occurring to [Ni(CH2NH2NH2CH2)3][NO3]2 from ambient conditions (left) to
low temperature (right). The molecular geometry remains almost unchanged, but the molecule

moves away from a crystallographic threefold axis producing a 31 helix. The phase change occurs

abruptly and at (Tc, Pc) the two structures are different and in equilibrium
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to switch between a paramagnetic high spin state (HS) and a diamagnetic low-spin

ground state (LS) [109]. This does not necessarily imply a change of crystal

symmetry, but it clearly modifies the molecular geometry, hence the packing.

Phase transitions are not only characterized by atomic or molecular structural

changes – they can also be characterized by significant modifications in the

microstructure and domains and at a much larger size scale. One notable example

has been recently reported by Glazer et al. [110] using linear birefringence

measurements in LiTaO3 and LiTaxNb1�xO3 crystals at high temperature.

In this chapter combinations of low/high temperature and pressure have not been

discussed. However it might be clear that this would offer even further possibilities

to expand the knowledge on the phase diagram of a given species. At the same time,

further accuracy could be obtained from high pressure experiments if atomic

displacements are significantly reduced. Most of these applications can be exploited

in the future with the continuous improvements of high pressure techniques and

scientific research in this area (see [114] for more details).

4.4 Thermodynamics from Multi-Temperature Diffraction

As has become clear in previous sections, atomic thermal parameters refined from

X-ray or neutron diffraction data contain information on the thermodynamics of a

crystal, because they depend on the atom dynamics. However, as diffracted

intensities (in kinematic approximation) provide magnitudes of structure factors,

but not their phases, so atomic displacement parameters provide the mean

amplitudes of atomic motion but not the “phase” of atomic displacement (i.e., the

relative motion of atoms).5 This means that vibrational frequencies are not directly

available from a model where Uij parameters are refined. However, B€urgi
demonstrated [111] that such information is in fact available from sets of Uijs

refined on the same molecular crystals at different temperatures.

Using a rigid body approximation, i.e., assuming that molecules move in crystals

without correlation between external (low frequency) and internal (high frequency)

modes, Cruickshank demonstrated in 1956 how the atomic displacements (at just

one temperature) could be used together with infra-red spectroscopy to obtain

information on the entropy of crystalline naphthalene [112]. A partial rigid body

approximation could also be applied to some functional groups in a molecule,

having much lower rotational barriers (for example methyl, tert-butyl groups

attached to some rigid aromatic skeleton).

B€urgi generalized the model, assuming a temperature independent high frequency

term accounting for displacements due to the internal modes. By means of multi-

5 This problem is sometimes referred to as the second phase problem in crystallography.
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temperature experiments and refinement, the internal displacements can be separated

from the external ones. In fact the atomic displacement parameters are expressed as

SXðTÞ ¼ AgVdðTÞVTgTAT þ eX: (12)

The matrices g and A transform the normal modes with frequencies ni and
eigenvectors V into atomic displacements SX (T), ADPs are the 3 � 3 diagonal

blocks of SX, and eX is a temperature-independent term accounting for the high-

frequency vibrations (internal modes).

The potentiality of multi-temperature studies has not been exploited much so far

and only a few complete works have been reported in the literature; however it is

likely that more applications could be proposed in the future.

5 Comments and Personal Perspectives

A typical paper on cryo-crystallographic applications is usually concluded by the

author’s encouragement to study more and more samples at lower and lower

temperature. The message from this chapter is instead somewhat different and

can be summarized as follows: (1) use temperature critically and think carefully
when it is necessary to measure structures or properties of crystals at lower
temperature; (2) use all the additional information available when studying the
sample at low temperature; (3) do not limit the temperature scans in the range
below ambient conditions (even when studying organic crystals).

Temperature offers an additional point of view on the structure of a material, and

that’s why it should be used with careful thinking and not randomly. In this respect,

it is important to stress that what is the ambient temperature for the experimentalist

may have no special meaning for the material under study. On the other hand, a

given species may be of little interest at low temperature apart from the data quality

improvement (this is especially true for compounds biological interest).

In this chapter we have emphasized that experiments on crystals at low temper-

ature may provide information on the chemical bonding and on the thermodynam-

ics of a system. A tight connection is evident between theoretical chemistry and

cryo-crystallography.
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High-Pressure Crystallography

Malcolm I. McMahon

Abstract The ability of pressure to change inter-atomic distances strongly leads to

a wide range of pressure-induced phenomena at high pressures: for example

metallisation, amorphisation, superconductivity and polymerisation. Key to under-

standing these phenomena is the determination of the crystal structure using x-ray

or neutron diffraction. The tools necessary to compress matter above 1 million

atmospheres (1 Megabar or 100 GPa) were established by the mid 1970s, but it is

only since the early 1990s that we have been able to determine the detailed crystal

structures of materials at such pressures. In this chapter I briefly review the history

of high-pressure crystallography, and describe the techniques used to obtain and

study materials at high pressure. Recent crystallographic studies of elements are

then used to illustrate what is now possible using modern detectors and synchrotron

sources. Finally, I speculate as to what crystallographic studies might become

possible over the next decade.

Keywords Crystallography �High-Pressure �X-rayDiffraction �NeutronDiffraction
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1 Introduction

Pressure is a sadly underused thermodynamic variable in the study of chemical

systems, despite the effects of pressure being very much more dramatic than those

of temperature. The ability of pressure to change inter-atomic distances strongly

leads to even the simplest chemical systems undergoing a variety of pressure-

induced structural and electronic phase transitions that can change insulating solids

into superconducting metals [1–3], gases into exotic coloured crystals with unusual

inter-molecular bonding [4] and alkali metals into transparent insulators [5].

Key to understanding the effects of compression on materials is the determina-

tion of the crystal structure. Crystallography at high pressure stretches back to the

late 1950s and early 1960s, but has undergone a revolution in the last 20 years as the

result of both breakthroughs in high-pressure techniques and the development of

new X-ray and neutron sources. In this chapter, I will briefly review the history of

high-pressure crystallography, describe the experimental methods used to study

materials at high pressures, and then illustrate the effects of high pressure on

a number of different elemental systems.

2 A Brief History of High-Pressure Crystallography

Before reviewing the history of high-pressure crystallography, it is perhaps first

necessary to define what is meant by “crystallography”. The Oxford English

Dictionary describes it as “That branch of physical science which treats of the
structure of crystals, and their systematic classification”. By “structure” I will mean

the determination of the fractional coordinates of atoms, and their displacement

parameters, in a crystalline material. At high pressures, this typically involves the

measurement of the intensities of Bragg reflections using X-ray or neutron diffrac-

tion, followed by structural solution and/or least-squares refinement.

The history of high-pressure science is described extremely well in two books by

R.M. Hazen, and the reader is directed to these for an excellent introduction to the

field [6, 7]. While much high-pressure science was conducted prior to the 1950s,

most notably by P.W. Bridgeman [8], who received the 1946 Nobel Prize in physics

for “the invention of an apparatus to produce extremely high pressures, and for the
discoveries he made therewith in the field of high pressure physics” [9], it was the
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advent in the late 1950s of pressure cells utilising single-crystal diamonds to

compress samples that heralded the dawn of high-pressure crystallography. Initial

designs of the pressure cell used the diamonds in a piston-cylinder arrangement,

with a small cylindrical sample chamber being drilled through the diamond

[10, 11]. But the invention of the diamond anvil cell (DAC) in 1958 by Jamieson

et al. and Weir et al. [12, 13] was the key turning point in high-pressure crystallo-

graphy. The first diffraction studies were performed almost immediately afterwards

by Jamieson, Weir and colleagues, who determined the structure-types of the high-

pressure phases of elements by matching observed X-ray diffraction patterns with

those obtained from other materials at ambient pressure [14–17]. The small Merrill-

Bassett DAC, developed in 1974, allowed DACs to be used on commercial dif-

fractometers [18], and was used extremely successfully by researchers at the

Geophysical Laboratory at the Carnegie Institution of Washington to explore

the structures of complex minerals at high pressure, and to pioneer high-pressure

single-crystal diffraction techniques. Much of the work conducted at this time

is described in the seminal book by R.M. Hazen and L.W. Finger [19]. The DAC

celebrated its 50th anniversary in 2009 and, to mark this, W.B. Bassett, an early

pioneer of high-pressure mineralogy, has recently reviewed its history [20].

The greatly increased X-ray flux available from synchrotron light sources in the

1970s enabled high-pressure diffraction studies to be pushed to ever higher pres-

sures: 1 Mbar (100 GPa) in 1976 [21], 200 GPa in 1984 [22], 300 GPa in 1989 [23]

and 400 GPa in 1990 [24] or 2010 [25]. However, such studies typically used

energy-dispersive X-ray powder-diffraction methods in order to utilise the extreme

intensity of the polychromatic synchrotron X-ray beam, and it was not possible

to determine accurate Bragg peak intensities and therefore structure factors. As

a result, while equations of state of known materials could be followed to very high

pressures [26], diffraction information on many high-pressure phases remained at

the level of structure type (cubic, tetragonal, “b-tin”) or “distortions” thereof. (See,
for example, many of the phase diagrams reproduced in [27].)

A major transformation in the power of high-pressure powder diffraction came

about through, first, the pioneering application of image-plate detectors for angle-

dispersive X-ray diffraction (ADXRD) in Japan in the late 1980s [28], and then, in

the early 1990s, the development of advanced ADXRD techniques using DACs and

an image-plate detector at the SRS synchrotron in the UK [29, 30]. In a short period

of two or three years, it became possible to perform crystallography to extreme

pressures comparable in resolution and quality to ambient-pressure studies. The use

of a sensitive two-dimensional (2D) image-plate detector, and short-wavelength

monochromatic X-rays, allowed Rietveld refinement of high-pressure powder-

diffraction data for the first time [30, 31]. The replacement of the restricted-aperture

pressure cells used for energy-dispersive studies by cells with wide conical aper-

tures, as developed for single-crystal applications, allowed full 2D Debye-Scherrer

(DS) diffraction patterns to be collected, giving data with the high resolution of

ADXRD techniques coupled with high signal-to-background and unmatched sensi-

tivity to weak diffraction features [30, 32]. Two things became immediately appa-

rent from the use of these new techniques: (1) many of the structural descriptions
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reported previously in many materials were incorrect [27], and (2) the true struc-

tural behaviour of even simple elemental and binary systems at high pressures was

often extremely complex, and far more interesting than believed previously [33].

The development of ADXRD techniques was perfectly timed with regards to

the construction and commissioning of third generation synchrotron sources in the

mid-1990s. Such sources – the ESRF in Europe, the APS in the US and SPring-

8 in Japan – were ideally suited to the new high-pressure ADXRD studies, by

providing extremely high-intensity, high-energy, microfocused, monochromatic

X-ray beams [34]. As a result, the new synchrotrons allowed high-pressure dif-

fraction to be pushed both to ever higher pressures and to more weakly-scattering

systems [35, 36]. ADXRD techniques are now utilised routinely on high-pressure

beamlines around the world [37], and have been used by many different researchers

to study a wide range of materials such as the alkali metals [38–42], silicon [43],

scandium [44], phosphorus [45, 46], titanium [47], gold [48], vanadium [49],

calcium [50], iodine [51], oxygen [35, 52, 53] and nitrogen [54, 55]. In addition,

a large number of more complex materials of geological or technological interest

have also been studied, and ADXRD methods have been combined with laser

heating to enable structural studies to be carried out at extremes of pressure and

temperature [56–59].

Simultaneously with the developments in powder-diffraction techniques at

synchrotrons, high-quality single-crystal studies continued to be made on X-ray

laboratory sources during this period (see for example [60–63] and references

therein). And the availability of chemical crystallography beamlines on a number

of different synchrotrons around the world [64–66] was being exploited by

researchers in order to perform high-pressure single-crystal studies using these

machines, enabling ever more complex systems to be studied, including proteins

and other systems of biological and biochemical interest [67–69].

While the availability and intensity of X-ray sources, and the ease of compressing

suitably-small samples in DACs, has meant that X-ray diffraction techniques have

dominated high-pressure crystallography since the 1970s, powder and single-crystal

studies have continued to be conducted at neutron sources around theworld, exploiting

the power of neutrons to probe H/D-containing materials [70, 71], magnetism [72, 73]

and phonons [74], or tomake high real-space resolution studies of thermalmotion [75].

Unfortunately, although such studies generally gave very high quality diffraction

data, and structural information that was, in many cases, superior to that obtainable

by X-ray methods, they were limited to much lower pressures, constrained by both

the relative weakness of neutron sources, and the large samples (tens of cubic

millimetres) therefore needed to obtain useable diffraction data. However, the

1990s saw a revolution in experimental methods that has greatly increased the

scope of high-pressure neutron diffraction. The advent of the compact Paris–Edinburgh

(P-E) press, first developed at the ISIS pulsed neutron (spallation) source in 1992 [76],

enabled neutron powder-diffraction structural studies to be pushed routinely to

above 25 GPa [77] while, more recently, full single-crystal data collection with

sufficient, and sufficiently-accurately measured, intensities for full structure refine-

ment has been extended to above 10 GPa [78].
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The principal breakthrough of the P-E press was the ability to compress

a sufficient volume of powder (or size of single crystal) in a pressure cell and

press small enough to mount in situ on a neutron beamline. P-E presses have opened

high-pressure neutron diffraction to a much wider range of users, and have become

a standard experimental facility at several neutron sources. As a result, they have

been used to study a wide range of materials, both crystalline and amorphous

[79–83]. The presses have also been widely used at synchrotron sources for studies

of non-crystalline materials and liquids, for example [84–86].

As said, the advent of ADXRD techniques revealed that many of the previously-

reported structures observed at high pressure were incorrect, with the true structures

being very much more complex than previously believed; see for example [33].

Indeed, the complexity being observed was such that the inherent limitations of

the powder-diffraction method – particularly the 1-dimensional nature of the data –

were now the limiting factor in determining crystal structures at high pressure.

High-pressure single-crystal techniques therefore began to be developed at syn-

chrotrons, with the specific aim of studying phases that existed beyond strongly

first-order phase transitions. The use of these techniques led to the almost immedi-

ate discovery of a host of incommensurate crystal structures in a wide variety of

elements, as reviewed in [87]. The solution to these very complex structures could

almost certainly not have been determined from powder data alone.

Full single-crystal structure refinement has been extended to pressures above

50 GPa [88] at the second-generation HASYLAB synchrotron, and then to above

100 GPa at third-generation synchrotrons such as Diamond and the ESRF. These

latter developments were helped greatly by the uniquely-low melting temperature

of Na metal at 100 GPa [89], which allowed the growth of high-quality single

crystals directly from the melt at these extreme pressures [90]. Since the initial

work at Diamond, structure refinements of Na from full single-crystal data have

been extended to almost 150 GPa at the ESRF [91, 92]. The use of single-crystal

techniques is becoming increasingly popular at synchrotron sources, with a growing

number of crystallographic studies in recent years, for example [93–99].

So, where does high-pressure crystallography stand as we enter the second

decade of the twenty-first century? Using the DAC, it is possible to compress

materials to 400 GPa [25], and to solve and refine their crystal structures using

ADXRD methods to almost 300 GPa [44]. Using the more recently developed

single-crystal techniques, the pressure at which it is possible to solve and refine

complex crystal structures has already reached 150 GPa [92], and is likely to go

much higher in due course. Both powder and single-crystal studies can be per-

formed at both high [97, 100] and low temperatures [101]. Using neutrons, it is

possible to perform highly-detailed crystallographic studies using powder techni-

ques to well above 20 GPa [102], and single-crystal studies to 10 GPa [78]. And

data can be collected routinely at both high and low temperatures. Researchers are

thus able to cover an extremely wide range of pressures and temperatures, opening

the way to studies of a wide range of pressure-induced phenomena. Further

advances in the future will widen this range still further, and these are discussed

in Sect. 5. Before describing these, and giving examples of the kind of studies
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that are possible at present in Sect. 4, the next section reviews high-pressure

crystallographic methods.

3 Experimental Methods

3.1 Pressure Cells

3.1.1 Diamond-Anvil Cell

While a great deal of high-pressure science was conducted prior to the invention of

the DAC in 1958, very few diffraction studies were performed prior to this date

[6, 7]. Those that were conducted mostly involved the use of either Be cylinders

[103], or a diamond in a piston-cylinder arrangement where the diamond, with a

small hole drilled through it, acted as the cylinder [11]. The invention of the DAC,

in which the sample is compressed between two opposing single-crystal diamond

anvils, opened the door to X-ray diffraction science. In initial studies, a powdered

sample was compressed directly between the two anvils. However, the subsequent

introduction of the gasketed DAC in 1962 [104] in which a thin sheet of metal is placed

between the diamonds, with a small hole to contain the sample, greatly increased

the scope of the DAC. It enabled higher pressures to be reached by providing

support to the tip (culet) of the diamonds, and also enabled liquids and gases to be

loaded and compressed, and therefore the use of a hydrostatic fluid to achieve more

hydrostatic pressures and hence better quality diffraction patterns. It also allowed

single-crystals to be loaded and studied. The use and history of the DAC has been

extensively reviewed by others, and the reader is referred to these excellent reviews

for detailed further information [19, 20, 61, 63, 105–111].

The basics of the DAC are shown in Fig. 1. A detailed description of how to align

a DAC, and the details of its loading, have been described by Miletich et al. [63],

and the reader is directed to this excellent description if they wish more details. The

diamond anvils are flawless gem-quality stones of typically 0.25 carats, with a culet

size of 50–800 mm: the smaller the culet, the higher the achievable pressure (but the

smaller the sample). For pressures above 100 GPa, where the tip of the diamond

undergoes significant distortion, so-called bevelled diamonds are used [112]. The

anvils are mounted on anvil seats, made of a hard material such as Be or BN, both of

which are X-ray transparent, or tungsten carbide. The metallic gasket between the

anvils is initially 200–250 mm thick, but is preindented to a thickness of 5–50 mm
before the sample chamber is drilled by electrical spark erosion or laser drilling.

The diameter of the sample chamber hole is typically one-third of the diameter of

the culets.

The sample is loaded into the gasket hole, and surrounded by a pressure

transmitting fluid – which might be an alcohol:water mixture (which provides

a quasi-hydrostatic medium to ~10–16 GPa) or a crystalline gas such as Ar,

Ne or He (loaded either at high pressures or cryogenically as a liquid) which is
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quasi-hydrostatic to 50 GPa or so [113–116]. Along with the sample, it is also

necessary to include a pressure calibrant with the sample. This might be a small

(5 mm diameter) piece of ruby or other fluorescing material, the fluorescence

wavelength of which is known to change with pressure, or a calibrant (Au, Cu,

Ta) whose equation of state has been calibrated previously (see Sect. 3.2).

For crystallographic studies, the typical diffraction geometry is that in which the

incident X-ray beam enters the sample through one anvil, and the diffracted X-rays

exit through the other. This is the so-called transmission geometry. In order to

ensure that the maximum amount of powder-diffraction data are accessible, the

opening angle in the anvil seat on the exit side of the pressure cell should be as large

as possible. Anvil seats with conical apertures with a full opening angle of 70� are
now used routinely (see Sect. 3.3).

For single-crystal studies, it is important that the opening angle in the anvil

seat on the incident-beam side of the DAC is also as large as possible. Even so,

during a single-crystal study, only a limited fraction of all single-crystal reflec-

tions are typically accessible, because the particular orientation of the sample

crystal requires the incident or diffracted beam, or both, to be outside the DAC

apertures. In particular, all reflections with scattering vectors along or close to

the axis of the pressure cell are not accessible [63, 111]. This restriction on

accessible reflections can have serious consequences for the refinement of

certain crystallographic parameters, and can be overcome by using a DAC

with a transverse diffraction geometry [117], in which diffraction takes place

Anvil Seat

Diamond Anvil

Gasket
Gasket

Pressure Calibrant

Sample
Hydrostatic Fluid

Fig. 1 Schematic diagram of a diamond anvil cell (DAC). The sample, pressure calibrant and

hydrostatic fluid are loaded into the gasket hole, which is then compressed between the culets of

the two diamond anvils
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in approximately the plane of the (typically X-ray transparent) gasket. Using

such cells, the volume of reciprocal space accessible in single-crystal studies is

increased considerably. A DAC that allows data to be collected in both trans-

verse and transmission geometries has also been designed [118]. However, while

they offer increased access to reciprocal space, the complex X-ray attenuation

corrections that need to be used on data collected in DACs with the transverse

geometry means that they are not as well suited to crystallography as those using

the transmission geometry.

DAC technology continues to develop. Recently, the development of Boehler–

Almax anvil seats [119] means that DACs no longer need to use X-ray transparent

beryllium or BN seats in order to have the widest possible angular apertures. Single-

crystal data can thus be collected to high angles without any contaminating diffrac-

tion lines from the anvil seats themselves [68]. The Boehler–Almax seats also

enable cells with full conical apertures to be used at pressures to 150 GPa [120].

A still more recent development has been to use transparent anvils made from

sintered nanocrystalline diamond [121–123]. Such anvils do away with the effects

of the intense Bragg reflections from the anvils (although these are replaced by

powder-diffraction lines). These sintered anvils are also tougher than single-crystal

diamond anvils, and their lower thermal conductivity is advantageous for laser-

heating studies [124].

3.1.2 Cells for Neutron Diffraction

The large sample sizes required for neutron-diffraction studies means that the

diamond anvil cells so widely used for X-ray studies cannot be used routinely for

neutron diffraction studies – although attempts have been made to use DACs with

extremely large anvils [125]. However, the low neutron-absorption of many mate-

rials means that pressure cells constructed from Al alloys and other strong materials

can be used. Pressure cells for neutron diffraction typically fall into three different

categories: (1) cells utilising high-pressure gas to compress the sample, (2) those

using a piston-cylinder arrangement and (3) cells with opposed anvils. The gas

cell design of Paureau and Vettier [126] is capable of compressing several cubic

centimetres of sample in a perfectly hydrostatic environment to 1 GPa by using He

gas as a pressure transmitting medium. Such cells have been used extensively at the

Institut Laue-Langevin (ILL) reactor source in Grenoble and at the IPNS neutron

source at Argonne National Laboratory, and have produced extremely high quality

crystallographic data on a wide range of different materials. In piston–cylinder

designs [127, 128], the cells use a liquid pressure medium, and pressures of 2 GPa

are achievable with both powder and single-crystal samples. The cells are typically

pressurised off-line using a press, and then clamped to maintain the sample pres-

sure. These cells have also been designed to be inserted into cryostats, extending

studies to temperatures of 4 K and below.

The widest range of pressures has been achieved with opposed-anvil designs.

Cells for single-crystal diffraction studies have been based on the DAC and have
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used either sapphires or large diamonds for the anvils. For example, by using very

large diamonds, Glaskov et al. [125] were able to collect diffraction data from a

single-crystal of D2 to 40 GPa, although the diffraction information was limited to

the d-spacings of one or two strong peaks, because of the very small sample size for

neutron diffraction. A similar diamond anvil cell was also used by Goncharenko

and Loubeyre to study single-crystals of D2 to 38 GPa at temperatures down to

1.2 K [129]. An opposed-anvil cell with moissonite anvils has been developed by

Zhao et al. for use up to 20 GPa at the LANSCE neutron source [130, 131]. In order

to increase sample size, opposed-anvil cells for neutron diffraction have used anvils

in which the sample volume is increased by hollowing out the centre of the anvil, or

using toroidal anvils in which toroidal grooves are cut into the anvils around

the sample volume [132, 133], or a combination of the two. This latter design has

been applied particularly successfully in both the Paris–Edinburgh [76] and other

[131] presses.

A diagrammatic plan of the Paris–Edinburgh press is shown in Fig. 2. The press

can use a variety of anvil designs, with the toroidal anvils of Khvostantsev [132]

5

6

100 mm

4

3

2

1

Fig. 2 A schematic diagram of the VX3 model of the Paris-Edinburgh (P-E) press. Key: (1)

Hardened steel main frame; (2) Breech; (3) Piston; (4) Hydraulic fluid inlet; (5) Tungsten carbide

toroidal-profile anvils with 2� bevel angle; (6) Sample chamber. Note the scale
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being particularly popular. The sample volume is very much larger than that

compressible in a diamond anvil cell: the PE cell can compress 100 mm3 to

10 GPa and 35 mm3 to 30 GPa [76, 77]. And the open, opposed-anvil geometry

facilitates working with samples loaded as liquids or condensed gases, like ammo-

nia and methane [269–271]. Samples can also be contained in encapsulated gaskets

[134, 135], which allow fluids to be compressed to higher pressures and thus makes

it possible to use pressure-transmitting liquids or high-pressure gases [136]. A two-

column, VX version of the cell, has been specifically designed for single-crystal

diffraction studies [137]. This cell has recently been used to collect and refine full

single-crystal data sets to 10 GPa for the first time, at both reactor and spallation

neutron sources [78]. Despite the 70 kg mass of the cell, it could also be cooled to

temperatures as low as 35 K using a closed-cycle refrigerator and a structural study

has been carried out at 7 GPa and 35 K [78]. A smaller, 10 kg, version of the cell

was successfully cooled to 10 K at 13 GPa (see section 3.3.4 below).

3.2 Pressure Calibration

Knowledge of the sample pressure is essential in all high-pressure experiments.

It is vital for determinations of equations of state, for comparisons with other

experimental studies and for comparisons with theoretical calculations. Unfortu-

nately, one cannot determine the sample pressure directly from the applied force on

the anvils and their cross-sectional area, as losses due to friction and elastic

deformation cannot be accurately accounted for. While an absolute pressure scale

can be obtained from the volume and compressibility, by integration of the bulk

modulus [109], the most commonly-employed methods to determine pressures in

crystallographic experiments are to use a luminescent pressure sensor, or the known

equation of state of a calibrant placed into the sample chamber with the sample.

W.B. Holzapfel has recently reviewed both fluorescence and calibrant data with the

aim of realising a practical pressure scale to 300 GPa [138].

3.2.1 Laser-Induced Fluorescence

The optical access to the sample chamber in a DAC means that it is possible both to

excite fluorescence in a material and to measure its wavelength. If the wavelength

of the fluorescence is pressure dependent, and this pressure dependence is known,

a measurement of the fluorescence wavelength can give a quick and simple

determination of the pressure. The most commonly used fluorescence sensor is

ruby (Cr-doped Al2O3), which fluoresces strongly when illuminated with a laser to

give two strong R-line peaks at 692.86 and 694.25 nm [139–142]. The wavelength

shift of these two R-lines was initially calibrated to 19.5 GPa against the calculated

equation of state (EoS) of NaCl [141], and then to 180 GPa against the known EoS

of a number of metals [22, 143, 144]. An example of a ruby R-line fluorescence

spectrum obtained from a DAC containing Pr metal at 21.9 GPa [145] is shown in
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Fig. 3. When subjected to non-hydrostatic pressure, the width of the R-lines

increases [113, 139], and this has been used to determine the hydrostatic limits of

a number of pressure transmitting fluids. An extensive review of ruby at high

pressures has recently been written by K. Syassen [142].

One drawback of using the ruby-fluorescence method is that the wavelengths of

the R-lines are strongly temperature dependent, and the fluorescence peaks both

broaden and weaken in intensity at elevated temperatures [140]. There has thus

been a search for alternative fluorescent sensors that do not have these problems.

Amongst the most popular of these has been the use of rare earth doped fluorescent

sensors, in particular Sm2+:SrB4O7 [146–148]. This sensor has a single, sharp

fluorescence peak at 685.4 nm, the wavelength of which is almost temperature

independent. This material has been calibrated to 124 GPa [148], and is becoming

increasingly popular for high-temperatures studies. Very recently, both diamond

[149] and cubic-BN [150] have been proposed as further calibrants.

3.2.2 Equations of State

While fluorescent techniques enable the sample pressure to be determined quickly

and easily, the precision of the technique is limited. Higher precision might be

obtained from a determination of the lattice parameters of a calibrant included with

the sample, and the pressure determined from that material’s known equation of
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Fig. 3 Ruby R-line spectrum at 21.9 GPa and 300 K, as measured from a pressure cell containing

Pr metal [145]. The total wavelength shift at this pressure is some 8 nm
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state (EoS). This technique has the added advantage of enabling the pressure to be

determined from the diffraction measurement itself, rather than making a separate

optical measurement. However, the technique does have the drawback that the

sample pressure can only be determined after the diffraction measurement, rather

than the sample pressure being adjusted to a required value before the data collection.
The calibrant included with the sample should have a number of desired qualities.

It should have high symmetry and a small unit cell (to reduce the number of

diffraction peaks that might overlap those from the sample); its volume should be

strongly pressure dependent in order to maximise pressure sensitivity; it should not

react with the sample or the pressure transmitting fluid; and it should be strongly

scattering so that little of the calibrant is needed. Popular materials include NaCl

[151], quartz [152] and a number of cubic elemental metals such as Pt, Au, Cu and Ta

[153, 154]. The latter materials are most widely used for ultrahigh-pressure studies.

3.3 Diffraction Techniques

There are four principal methods of determining crystal structures at high pressures

employing powders or single-crystals, using X-rays or neutrons. Here I will give a

brief review of the relevant diffraction techniques and analysis methods used with

each technique, focusing on recent developments.

3.3.1 X-Ray Powder Diffraction

While this has long been the most popular method to study crystal structures, it was

not until the introduction of ADXRD on synchrotron sources in the 1990s that it

became routine to determine atomic position parameters using this technique at

high pressure. While such studies have been performed principally at synchrotron

sources, laboratory-based studies have also been performed; see for example

[155–158].

The use of powder samples greatly simplifies sample loading. In addition,

since many pressure-induced phase transitions are strongly first order (the Si-I

to Si-II phase transition at 11.4 GPa has a volume change DV/Vtrans of 20.4%

[159]), samples which are initially loaded as single crystals do not typically

remain single crystals as the pressure is increased. As described in Sect. 2, prior

to 1990 high-pressure powder-diffraction studies were typically conducted using

energy-dispersive diffraction (EDX) techniques at synchrotron sources in which

a polychromatic incident beam was diffracted at a fixed angle (defined by tightly-

collimating slits) into an energy-resolving detector (see for example, [160]).

Although the extremely high intensity of the “white” synchrotron beam meant

that this technique could be used to pressures in excess of 300 GPa [23], the

relatively poor energy resolution of the detector, and the very tight collimation of

both the incident and diffracted beams, meant that the diffraction patterns have
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broad peaks, and the powder averaging of the sample (the number of diffracting

crystallites) was poor. Combined with the many wavelength-dependent correc-

tions that need to be applied to the data (for example, sample and pressure

cell absorption, scattering power, detector efficiency), these limitations meant

that accurate intensities were not measurable. “Structure” determination thus

remained at the level of lattice type or structure type, e.g. tetragonal, “b-tin” or

“distortions” thereof. The term “distorted” typically meant that additional reflec-

tions were observed, but were not interpretable.

The advent of angle-dispersive techniques with full conical-aperture

DACs revolutionised powder diffraction [30]. The technique uses monochromatic

radiation, and a highly-sensitive image-plate detector to collect the 2D Debye-

Scherrer (D-S) pattern [28, 29]; see Fig. 4a. This is then integrated azimuthally to

provide a standard 1D diffraction profile (Fig. 4b) which has high resolution, and,

because of the averaging around the D-S rings, both accurate peak intensities and

an extremely high signal-to-noise [30, 161, 162]. The image-plate techniques

were first utilised with DACs designed for energy-dispersive studies – which

required only narrow slot-apertures in the pressure cell body in order to provide

access and egress for the X-ray beam [28]. But such cells enabled only a small

portion of the D-S pattern to be collected, and integrated azimuthally. Develop-

ments at the SRS synchrotron in the UK made three significant improvements on

the original methods [29, 30]. Firstly, the introduction of DACs with full conical

apertures allowed the full two-dimensional D-S pattern to be collected, leading to

greatly improved signal-to-noise. These DACs, which were originally designed

for single-crystal diffraction studies, used Be seats for the diamond anvils.

Although such seats are inherently weaker than the tungsten carbide used for

slot-aperture seats, the use of specially hardened Be allowed these cells, which

had full conical apertures of 4y ¼ 80�, to be used to pressures above 25 GPa

[163], eventually reaching 75 GPa or more.

Second, shielding, collimation and alignment methods were developed to the

extent that all non-sample scattering was removed from the data. This enabled

extremely weak sample reflections to be uncovered, which revealed the unexpected

structural complexity that had previously been masked by the lower-quality energy-

dispersive data. Thirdly, the first GUI interactive software for integrating full two-

dimensional images was developed [30, 162].

The resulting increase in data quality is illustrated in Fig. 5, which shows

a comparison of ADX and EDX data from the same sample of InSb. The quality

achieved was such that more sophisticated techniques could be applied, such as

the use of anomalous scattering to distinguish similarly-scattering elements, like

In (Z ¼ 49) and Sb (Z ¼ 51) [164, 165]. And the combination of the high-resolu-

tion 2D data and the GUI software made it possible to distinguish mixed phases

simply from the difference in appearance of the diffraction rings [164, 245].

The 1D diffraction profiles are also ideally suited to profile refinement, as

illustrated in Figs. 9 and 13 in Sect. 4, from which atomic coordinates can be

obtained using standard Rietveld methods.
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The ability to collect the full 2D diffraction profiles had an additional, but

unexpected, benefit. In studies of the III–V semiconductor InSb, it became imme-

diately clear that samples which were very good powders when loaded, giving

smooth D-S rings, could sometimes recrystallise at high pressure, giving very

“spotty” diffraction patterns [164]. However, the later discovery that this phenom-

enon was relatively widespread led to more systematic use of it to identify phases

that might be grown as single-crystals at high pressure simply by compression at

room temperature, rather than by growing crystals from the melt. The prospect thus

opened up of single-crystal studies beyond the first-order phase transitions that had

been thought to prohibit such studies. The exact “recipe” for growing a useful single
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Fig. 4 (a) 2D diffraction pattern collected from a polycrystalline sample of orthorhombic Pr-VII

at a pressure of 19 GPa [145]. The data were collected in a 2 s exposure on beamline ID09 at the

ESRF synchrotron, during which the diamond anvil pressure cell was oscillated �9� to improve

the powder averaging. This large oscillation angle resulted in the appearance of a number of Bragg

reflections (marked with a D) from the anvils of the pressure cell. (b) The resulting 1D diffraction

profile, after azimuthal integration of the 2D pattern using Fit2D [161]. The diamond reflections

were omitted from the integration
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crystal by recrystallisation is different from sample to sample. For example, in

Ba a single crystal of the high-pressure phase Ba-IV can be grown by increasing

the pressure very slowly through the Ba-II to Ba-IV phase transition at 12 GPa

[166]. And in Bi, a single crystal of Bi-III can be grown by first increasing the

pressure on a quasi-single-crystal of Bi-I into the higher-pressure Bi-V at ~10 GPa,

before slowly reducing the pressure through the Bi-V to Bi-III phase transition

at ~8 GPa [167].

3.3.2 X-Ray Single-Crystal Diffraction

As described previously, the invention of the small, gasketed Merrill-Bassett DAC

in 1974 meant that single-crystal studies could be performed on standard single-

crystal diffractometers [18]. Such studies require as wide an access as possible to

reciprocal space, and in the Merrill-Bassett DAC the diamond anvils thus sit on

beryllium anvil seats, which are highly transparent to X-rays [18]. Optical access to

the sample is via a small (~1 mm) axial hole in the Be seat. While such an

arrangement provides greatly increased angular access on both incident and dif-

fracted sides of the cell, the tensile strength of Be is quite low, limiting the pres-

sures available with such cells to ~10 GPa. It was such Be-equipped cells that were

In and Sb
Fluorescence Peaks

Energy Dispersive

Angle Dispersive

Fig. 5 Diffraction profiles collected from the same powdered sample of InSb at ~2 GPa, using

(top) energy- and (bottom) angle-dispersive diffraction. The angle-dispersive data clearly have

higher angular resolution, and are not contaminated by X-ray fluorescence peaks. The tick marks
below the angle-dispersive data mark the positions of some of the weak superlattice reflections that

were essential to determining the structure of the InSb-IV phase [165]
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used for the initial development of angle-dispersive powder-diffraction methods

[30, 31]. Improved designs of single-crystal DACs, incorporating a piston-cylinder

arrangement and using harder Be seats, enabled pressures of 75 GPa to be reached.

While the Be-equipped cells provide wide angular access, the seats introduce

complications. First, Be is toxic and care must be taken when working with the

discs. Second, the seats introduce additional angle-dependent absorption that must

be corrected for [168]. Third, the illumination of the Be seat nearest the detector by

the straight-though X-ray beam results in an intense Be powder-diffraction pattern

that is superimposed on the single-crystal diffraction pattern. While much of this

scatter can be removed by a collimator fitted to a point detector, this is not possible

when using a 2D area detector. Finally, the strength of the Be discs reduces

markedly at high temperatures, limiting the scope of Be-equipped cells for com-

bined high-pressure high-temperature studies.

The limited angular-access provided by even Merrill-Bassett DACs means that

single-crystal data collection strategies need to be optimised in order to ensure that

all possible reflections are measured. For point detectors, the best method is the so-

called “fixed-phi” data collection strategy in which the azimuthal angle at which

each reflection is measured is chosen so that the DAC’s cylindrical axis is always in

the diffraction plane [168]. This is therefore not the commonly-used bisecting

geometry, and results in a greatly increased volume of reciprocal space being

available, while simultaneously reducing the absorption of the pressure cell.

Since 1990, four significant advances in technology and techniques have

resulted in single-crystal studies being extended to above 150 GPa. The first of

these was the availability of affordable CCD detectors. While these have revolu-

tionised crystallography in general, by greatly speeding up data collection times

and giving better quality data, their use at high pressures has been particularly

beneficial [169, 170]. Since high-pressure samples are necessarily small, and the

backgrounds from the pressure cells are high, then the increase in signal-to-noise

afforded by the use of such detectors is universal in high-pressure studies.

In the mid 1990s, chemical crystallography beamlines equipped with commer-

cially-available CCD-equipped diffractometers started to appear as user facilities on

synchrotron sources. These facilities offered a ~1,000-fold intensity increase over

laboratory-based X-ray sources, and were thus perfectly suited to high-pressure

studies [65, 66]. The ability of CCD-based methods to collect full single-crystal

data sets prior to the determination of the UB orientation matrix meant that data

collection times were decreased still further, as valuable synchrotron beamtime did

not have to be expended on alignment and UB matrix determination. The ability to

collect all of the accessible reciprocal space on the CCD detector also means (as it

does with ambient pressure studies) that satellite peaks and other features are

collected automatically. Given the large number of high-pressure studies that were

later to show incommensurate phases, this ability has proved invaluable.

As discussed previously, the anvil seats on which the diamond anvils are

mounted have traditionally been made of X-ray transparent beryllium (Fig. 6a),

although other hard, low-Z materials have also been used, such as B4C and BN. The

disadvantage of all of these is the large background scatter that arises once the

84 M.I. McMahon



straight-though X-ray beam hits them. One can reduce the scatter by having as wide

an optical aperture as possible, but the seats are then mechanically weak, limiting

the upper pressure range of single-crystal studies (Fig. 6b). These problems have

been solved completely by the use of so-called Boehler–Almax anvil seats [119], in

which the anvil has a double-conical shape, and fits into a conical aperture in the

seat (Fig. 6c). The result is a much stronger design in which wide-angle apertures

can be obtained from a seat made only of tungsten carbide [68]. Using such seats, it

is possible to utilise wide-angular openings to pressures above 150 GPa, giving high

quality single-crystal data at such pressures [92]. While still higher pressures may

require the angular aperture to be reduced, the limitations imposed by this might be

overcome by the use of short-wavelength X-rays to “compress” reciprocal space.

These developments have all been used in the development of single-crystal

crystallographic studies at third generation synchrotron sources such as the ESRF,

APS and SPring-8. The high-energy radiation from such machines can be focussed

to beams of only a few microns in diameter, meaning that single-crystal studies

might be performed where the beam was smaller than the actual sample crystal.

(This is in contrast to the “normal” way of collecting single-crystal data in which

the entire crystal is bathed in an X-ray beam that is larger than the sample.) This

has enabled single-crystal studies to be performed from samples within gasket

holes only 15 mm in diameter, in which there is little, if any, diffraction pattern

from the gasket itself [91, 92]. The beamlines at such synchrotrons also lend

themselves to the use of large experimental apparatus, such as heating stages and

cryostats. Single-crystal studies are now thus possible over a very wide range of

pressures and temperatures. As a result, such studies are now limited only by the

availability of suitable samples, not by the technical limits of collecting and

analysing the data.

Beryllium Seat Carbide Seat Boehler-Almax Seat

a b c

Fig. 6 Schematic diagrams of the different types of anvil seats used in diamond anvil cells. In seat

(a), the anvil sits on X-ray transparent beryllium. The small hole in the seat is for optical access

only, as X-rays can pass through the seat with little absorption. In seat (b), the anvil sits on X-ray

opaque tungsten carbide. The aperture in the seat needs to be significantly larger than in (a) in

order to allow the X-rays to enter or exit the pressure cell over a sufficient angular range. The size

of the aperture results in greatly reduced support to the base of the anvil. In seat (c), the anvil has a

double-conical shape and is recessed into the tungsten-carbide seat. This design allows a wide-

angle aperture, while still strongly supporting the anvil. (Adapted from [171])
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3.3.3 Neutron Powder Diffraction

As with X-ray diffraction studies, the simplicity of powder methods means that

such studies have proved more popular than single-crystal neutron studies. Diffrac-

tion data have been collected using both angle- and energy-dispersive methods,

typically at reactor and pulsed (spallation) neutron sources, respectively. However,

the early high-pressure study of Bi by Brugger et al. [172] used a reactor source but

with a mechanical chopper in order to utilise time-of-flight diffraction methods.

While detailed crystallographic studies were conducted using neutron powder-

diffraction methods prior to 1990, using both high-pressure gas [173, 174] and

clamped piston-cylinder [175, 176] cells, the upper pressures were limited to some

1 GPa for gas cells, and 2–3 GPa for clamped cells.

The scattering of the neutrons from the pressure cell body and/or anvils can be

greatly reduced, or removed completely, in energy-dispersive experiments per-

formed on spallation neutron sources by collecting the diffraction data at 90� to

the incident beam. With careful collimation of both incident and diffracted beams,

only the sample is both illuminated by the incident beam and viewed by the

detector. The P-E cell, when used on such a source, is mounted so that the incident

beam is incident through one anvil, while the diffracted beam exits at 90� through
the gasket (see Fig. 2). This enables very high quality diffraction data to be

collected, free from contamination from the pressure cell components. The data

can also be corrected accurately for pressure cell absorption and other systematic

errors [177], with the result that accurate relative peak intensities can be collected

to very high scattering vectors. At the ISIS facility, this ability has been used to

make detailed studies of crystalline samples, for example ammonia and gas hydrates

[102, 178–180], as well as both liquid water [181], and the various forms of

amorphous ice that exist at high pressures and low temperatures [182, 183].

In angle-dispersive studies, using the high-pressure gas or piston-cylinder

clamped cells, an intense background can arise from the cell body. However, the

contaminant diffraction peaks are typically few in number, arising fromAl or Al2O3,

and those regions of the diffraction pattern are typically omitted from a Rietveld fit.

The intensity of these peaks can be greatly reduced by increased collimation of the

detectors. When P-E cells are employed on reactor sources, the use of highly-

absorbing boron nitride anvils results in almost all of the scattering from the anvils

being absorbed, giving high quality diffraction profiles, ideally suited to Rietveld

refinement [184].

3.3.4 Neutron Single-Crystal Diffraction

As with neutron powder methods, both monochromatic and time-of-flight (Laue)

techniques have been used for single-crystal neutron studies. Such studies are much

less numerous, however, as a result of the difficulty of compressing suitably sized

(>1 mm3) single-crystal sample to the required pressure while maintaining the

crystal quality. The piston cylinder cell design of McWhan and others [128] has

been used at the ILL reactor source for a number of neutron structural studies to
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~2 GPa [185, 186]. As the design of this cell has limited access for the incident and

diffracted beams, data collection is limited to perhaps only one layer of reciprocal

space (although a few reflections from other layers might be visible if the crystal is

slightly tilted relative to the window in the cell body). The crystal must thus be

mounted in the cell so as to have the reflections of interest accessible, and also

aligned so that the reflections remain visible as the pressure is increased. Other

(perhaps perpendicular) layers of reflections can be obtained using crystals with

different orientations. Data collection using this cell does not require a four-circle

diffractometer, and a lifting-counter diffractometer has been used successfully at

the ILL [185, 186]. Although the pre-compressed Al2O3 cylinder within these cells

produces an intense background, the effected regions of the diffraction pattern are

omitted from the fit.

Prompted by the success of the DAC, opposed-anvil cells equipped with large,

normally sapphire, anvils have been used in a number of high-resolution diffraction

studies that have used classical four-circle diffractometers [187–189] to perform

high quality studies to above 2 GPa. The quality of the data is excellent, particularly

if collected using small area detectors which became available in the late 1980s

[190], and the use of which is now widespread.

Using the VX variant of the P-E cell, specifically designed for single-crystal

diffraction [137], Bull et al. have recently pushed high-resolution single-crystal

structural studies above 10 GPa using time-of-flight techniques at the ISIS neutron

source and crystals with volumes of several mm3 [78]. Careful design of the anvil

geometry was necessary in order to be able to correct for their considerable

absorption [191]. One disadvantage of the standard P-E anvils is that they are either

sintered WC or sintered diamond, both of which are optically opaque. It is therefore

not possible to inspect visually the single crystal on compression, nor to be able to

monitor the sample chamber in order to grow single crystals in situ from, say, the

melt. Again, using the VX variant of the P-E press, Bull et al. have overcome this

by using anvils which are large synthetic diamonds with a culet size of 3 mm [192].

This enabled them to monitor the growth of a single-crystal of ice-VI as it was

grown from the melt at 1.3 GPa. The structure was subsequently studied at 1.3 GPa

and 10 K. Very recently, the same authors have performed single-crystal studies on

the D9 diffractometer at the ILL in full 4-circle geometry to 3 GPa, with the small

pressure cell mounted on the chi-circle, and to 10 GPa with a larger pressure cell

mounted on the omega circle and a lifting arm detector in normal-beam geometry.

They have also made preliminary studies at ISIS to 17 GPa using Ar as a pressure

transmitting medium.

Although the VX variant of the P-E press was designed specifically for single-

crystal studies, and has wider angular apertures than the original design, large segments

of reciprocal space are still obscured by the frame press. This has been overcome by

the development of a rotation mechanism that allows the anvils to be rotated within

the frame of the cell, while maintaining the load on the sample, to allow much greater

access to reciprocal space for single-crystal studies [193].

The advantages of using polychromatic radiation from a reactor source, coupled

with Laue diffraction methods, have been investigated by McIntyre et al. for high-

pressure studies [194]. Using a 0.5-mm3 crystal in a moissanite anvil pressure cell
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(but at atmospheric pressure), a full data collection was taken in only 3 h, resulting

in the collection of over 600 unique reflections.

3.3.5 Non-Ambient Temperature Studies

The close link between high-pressure crystallography and mineralogy has meant

that high-pressure high-temperature (HP–HT) studies have long dominated over

high-pressure low-temperature studies [195]. The overwhelming majority of these

HP–HT studies have employed powder methods, as these avoid many of the

problems that arise when having to rotate a pressure cell equipped with electrical

leads and piping for water-cooling. However, almost all the methods employed for

powder studies are applicable to HP–HT single-crystal methods.

For diamond anvil cells, heating comes in two distinctive forms, resistive and

laser, with the former being more convenient although the upper temperature is

considerably less than that obtainable with lasers. Both techniques were pioneered

by W.A. Bassett and his coworkers [196, 197]. Two recent reviews [198, 199]

provide an excellent introduction to HP–HT methods.

In resistive heating, the thermal conductivity of the cell body, diamonds and

gasket are used to transfer heat from a resistive heater to the sample chamber. The

heater can either be external to the pressure cell, and thus heat the whole cell body,

or it can be internal, with its heating localised to the gasket and diamonds [196,

199–201]. External heaters of the appropriate size can be purchased commercially,

and may need to be quite powerful in order to the heat the entire cell to 1,000 K.

However, heating the entire cell body will undoubtedly lead to heating of the thrust

mechanism of the cell, which may result in significant pressure loss on heating. This

can be overcome by using a DAC that utilises a gas membrane to generate the thrust

mechanism, allowing the gas pressure in the membrane to be adjusted on heating in

order to maintain a constant pressure [202].

Internal resistive heating, where a miniature heater is placed inside the pressure

cell, requires considerably less power than external heaters. A number of internal

heater designs in which the heating element is either attached to the gasket [203], is

part of the gasket [204], or is inside the sample chamber itself [205–207] have been

described. Care must be taken to ensure that the heater is electrically insulated from

the gasket and other metallic components. Resistively heated cells can attain

temperatures as high as ~2,700 K [207], particularly if both internal and external

heaters are employed.

As stated, HP–HT studies using single-crystal samples have proved much rarer

than those utilising powder methods, because of the additional constraints that arise

when collecting single-crystal data. The main difficulty was the softening of the

beryllium seats at high temperatures, and the need to replace them with either more

strongly-absorbing boron carbide [208] or tungsten carbide seats with reduced

apertures. The recent advent of Boehler–Almax anvil seats has removed these

constraints, allowing high quality single-crystal data to be collected at high tem-

peratures and pressures [97, 100].
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If one wants to attain temperatures higher than those attainable with resistive

heating, then this can be achieved with laser heating, in which either ~1-mm or

~10-mm infrared radiation from Nd:YAG or CO2 lasers, respectively, is focused

onto the sample. The focus spots can be as small as ~10 mm across, with tempera-

ture gradients of many 100 s of K per micron. To ensure as uniformly heated spot

as possible, the sample should be heated from both sides simultaneously, and

the lasers defocused slightly, or passed through beam-shaping optics, to increase

the size of the heated region, and to give more uniform heating. It is essential that

the X-ray beam be centred precisely within the heated spot, thereby ensuring that the

diffraction data are collected only from the heated region. Recent advances in laser

technology have resulted in a move to fibre lasers, the small size of which adds

a flexibility that is well suited to installation on synchrotron beamlines. Using

two such lasers, Tateno et al. have recently obtained high quality diffraction data

from iron at 377 GPa and 5,700 K, which corresponds to Earth inner-core condi-

tions [209]. There is an extremely large number of papers describing laser-heating

systems, and the reader is pointed to the review of Eremets [109] and the recent

papers by Prakapenka et al. [210], Dubrovinsky et al. [211] and Goncharov et al.

[212] for more details of the technique.

Resistive heating techniques have also been widely used in pressure cells suitable

for neutron diffraction studies. However, additional problems are raised by the neces-

sity of having to keep the larger-volume samples necessary for neutron-diffraction

studies heated for the typically longer data collection times. Using an internal

cylindrical furnace held within the gasket, the P-E press has been used for neutron

diffraction studies to 10 GPa and 1,500 K [135, 213–216]. Neutron radiography was

used to determine the temperature in the furnace with a precision of �20 K. A P-E

press, combined with a T-cup multi-anvil stage, has been developed for angle-

dispersive X-ray power diffraction studies to 25 GPa and 2,000 K [217].

Low-temperature studies have typically been more popular in high-pressure

neutron diffraction studies than in X-ray studies, perhaps because of the combined

use of neutron scattering techniques and low temperatures to study magnetism.

All of the various pressure cells used for neutron diffraction studies can be cooled

with liquid-He cryostats or closed-cycle refrigerators. The P-E press has also been

cooled more simply by direct liquid-N2 cooling, with good temperature control then

possible between 77 and 200 K. High-pressure low-temperature crystallographic

studies using X-rays have proved somewhat rarer, although more studies are

appearing as cryostats have begun to appear on some high-pressure synchrotron

beamlines as standard sample environment equipment [218, 219].

4 Experimental Examples

The following four examples have been chosen to illustrate the variety of different

crystal structures now being found in simple materials at high pressure, and

the quality of diffraction information that was necessary to solve the crystal
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structures. All are taken from our own studies, using X-ray powder and single-

crystal diffraction.

4.1 Incommensurate Te

The high-pressure behaviour of tellurium exhibits many of the phenomena induced

in materials by compression. It undergoes a pressure-induced semiconductor to

metal transition [220]; it has numerous high-pressure phases with low-symmetry

structures [221]; it becomes a superconductor with a Tc that is highly pressure

dependent [222]; and it has an unusual melting curve [223]. These features have

prompted a wide range of resistivity [220], diffraction [16, 221, 224–226], density

[227], optical [228], superconductivity [222, 229] and theoretical [230] studies.

But despite these, the actual atomic structures of the high-pressure phases have

long remained unclear. In particular, the structures of Te-III, reported to be stable

between ~7 and 10.6 GPa, and Te-IV, stable between 10.6 and 27 GPa, were

unclear, with Te-III being reported as orthorhombic and Te-IV as rhombohedral

[221]. However, more recent studies reported that Te-III and Te-IV were one and

the same phase, and that this was monoclinic [231], although numerous weak

diffraction peaks still remained unaccounted for.

An X-ray powder-diffraction pattern from Te-III at 8.5 GPa collected at the SRS

synchrotron is shown in Fig. 7. The quality of the pattern is excellent, with sharp
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Fig. 7 Diffraction profile collected from Te-III at 8.5 GPa. The data were collected on beamline

9.1 at the SRS synchrotron, with an exposure time of 23 min. The tick marks beneath the profile

identify those reflections that are explained by the body-centred monoclinic unit cell
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diffraction peaks on a low, flat background. However, powder indexing methods

were completely unable to index all the peaks in the pattern, despite numerous and

lengthy attempts. However, when compressed further, it was noticed that some

peaks reduced in intensity, while others coalesced into single peaks. Indexing of

only the latter revealed that their positions were all accounted for by a very simple

body-centred monoclinic unit cell with lattice parameters a ¼ 3.9189(3) Å,

b ¼ 4.7334(4) Å, c ¼ 3.0617(2) Å, and b ¼ 113.525(6) at 8.5 GPa [232]. But

this solution still left some 16 peaks unaccounted for, as illustrated in Fig. 7.

Attempts to fit these reflections as either a different phase, or as superlattice of

the monoclinic cell, were unsuccessful.

By 9 GPa, tellurium has passed through two phase transitions, and the atomic

volume has been reduced to less than 80% of the ambient value [233]. Despite this,

we attempted to load and pressurise a single-crystal of Te-I with the aim of

obtaining a single-crystal of Te-III that we could use to obtain more structural

information on the phase. After 29 attempts, we finally succeeded in obtaining

a twinned single-crystal of Te-III, part of the diffraction pattern from which is

shown in Fig. 8. From the d-spacings of the reflections it was immediately clear that

the strongest Bragg peaks were those accounted for by the body-centred monoclinic

cell, while the weaker satellite reflections were the same as those we were unable to

account for in the powder data. Analysis of the positions of these satellite peaks

revealed they were all located in the same relative position to the main Bragg peaks

at (h, k � q, l) with q ~ 0.3: Te-III is incommensurate [232]. It should be noted

that a full single-crystal data set was not collected from the Te-III crystal, nor was it

necessary. The single image in Fig. 8 was sufficient to determine the incommensu-

rate nature of the phase.

0111

0311

D1012

1212

G

∗
∗ ∗

∗ ∗ ∗

Fig. 8 Part of the 2D diffraction pattern obtained from a twinned single-crystal of Te-III at

7.4 GPa. The main body-centred monoclinic reflections from the two twin components are shown,

indexed (hkl)1 and (hkl)2. The satellite reflections are marked with asterisks, and a powder line

from the tungsten gasket is marked “G”. “D” marks a reflection from one of the diamond anvils
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Once Te-III was identified as incommensurate, subsequent analysis was con-

ducted on the previously-collected powder-diffraction data using the formalism of

4D superspace [234], and the JANA2000 software for structure refinement [235].

The Rietveld refinement of the incommensurate Te-III diffraction profile is shown

in Fig. 9, and the modulated structure is shown in Fig. 10. Tellurium was only the

second element found to have a modulated crystal structure at high-pressure, the
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Fig. 9 Rietveld refinement of incommensurate Te-III at 8.5 GPa. The upper and lower tick marks
below the profile mark the peak positions of the main and first order satellite reflections, res-

pectively. The reflections shown in Fig. 8 are identified by their (hklm) indices, where the main
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Fig. 10 Four unit cells of Te-III at 8.5 GPa, as viewed down the a axis. The six nearest-neighbour
contact distances for each atom are shown, and those atoms at the body centres are labelled with

“1/2”. The modulation wave is indicated by the dotted lines
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first, in iodine, having been discovered only 5 months before [51]. The incommen-

surate Te-III structure has since been found in selenium between 29 and ~80 GPa

[236, 237], and in sulphur between 80 and 150 GPa [237, 238]. Sulphur was the

first element shown to have an incommensurate form above 100 GPa.

4.2 Incommensurate Sc

Scandium, the first of the 3d transition metals, undergoes a phase transition from the

ambient-pressure hexagonal-close-packed phase to a high-pressure superconducting

form, Sc-II, at 21 GPa. The structure of this high-pressure phase has long been

uncertain, despite the diffraction pattern from Sc-II being extremely simple

(Fig. 11). Using energy-dispersive diffraction methods, the structure was initially

reported as tetragonal [239–241], while a later study reported a large 24-atom body-

centred cubic unit cell and a structure comprising icosahedral clusters [242].

However, our own data collected at the SRS synchrotron showed none of these

structures to be correct (Fig. 11), although we were unable to determine the true

structure. In 2005, Fujihisa et al. [243] solved Sc-II as having an incommensurate

host–guest composite structure very similar to that we had reported previously

in high-pressure Ba-IV, Sr-V, Bi-III and Sb-II [167, 244, 245]. This structure

is shown in Fig. 12 and comprises an eight-atom tetragonal “host” structure that

contains channels running along the c-axis. Contained within these channels are 1D
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Fig. 11 Diffraction profile from Sc-II at 23 GPa obtained on beamline 9.5 at the SRS synchrotron

using an exposure time of 25 min. The tick marks show the calculated peak positions for the best-

fitting body-centred cubic cell [242]. The inset shows an enlarged view of the low-angle part of the

profile, highlighting the doublet peak at 2y ~ 11.1� which is not accounted for by the cubic unit cell
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chains of “guest” atoms that comprise the guest structure, the spacing of which is

incommensurate with the host along c. In Sc-II the guest structure was reported to

be body-centred tetragonal, as in Bi-III and Sb-II (Fig. 12a).

However, close analysis of the structural parameters of the host–guest structure

reported by Fujihisa et al. [243] showed that at 23 GPa the distance between the

guest atoms in the ID chains was only 2.285 Å, some 18% shorter than the average

distance between the nearest-neighbour atoms in the host structure, and that this

difference increased to 21% at 101 GPa, where the guest–guest spacing was only

1.957 Å. This behaviour was quite unlike all the other composite structures found

to that time, where the guest–guest spacing differed from the host–host spacing by

no more than 2%. This problem was noted by Fujihisa et al., who suggested that the

short guest–guest spacing might arise from a difference in the electronic structure of

the host and guest atoms. Analysis of our own Sc-II powder data revealed that an

almost identical fit could be obtained by a host–guest structure comprising the same

eight-atom host structure as Fujihisa et al., with a ¼ 7.5672(1) Å, c ¼ 3.4398(2) Å

at 23 GPa, but with a C-face-centred tetragonal guest with a ¼ 7.5672(1) Å, and

c ¼ 2.686(1) Å, and thus a guest–guest spacing of 2.686(1) Å [246]. A fit to the

same data using the body-centred guest structure of Fujihsa et al. gave a guest–guest

spacing of only 2.288(1) Å. Surprisingly, despite the two guest structures having

very different unit cell parameters, and indeed very different symmetries, peak

overlap between the host and guest reflections meant that both structures gave

almost identical powder-diffraction patterns, although the C-face-centred solution

gave a very slightly better overall fit to the data, and also explained a subtle

asymmetry in a high-angle peak [246]; see inset to Fig. 13.

Because of the very different cell dimensions and symmetries of the two guest

structures, they could be distinguished trivially using single-crystal data, as their

a

b

a

c
b

a

b

Fig. 12 The composite incommensurate structure of Sc-II, as viewed down the c axis. The eight-
atom host framework is shown in grey, and the ID guest chains are shown in black. The insets show
perspective views of (a) the body-centred guest structure of Fujihisa et al. and (b) the C-centred

guest structure of McMahon et al. The crystallographic axes are labelled
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diffraction patterns would be completely different, even though the diffraction

peaks from the two phases have very similar d-spacings (Fig. 14). However, Sc is

a hard metal, and preparing a small single crystal of Sc-I, and then compressing it

to >20 GPa through the Sc-I to Sc-II transition such that the sample remained

a single-crystal, seemed unfeasible. However, we noted that while the diffraction

pattern from a small piece of Sc-I gave a perfect powder pattern, the diffraction

rings from the same sample in the Sc-II phase were slightly “spotty”, suggesting

a degree of recrystallisation of the sample at the transition. We had seen this

previously in InSb [164], and particularly in Ba [244], where the degree of recrys-

tallisation was such that we were able to grow a single-crystal of the Ba-IV phase.

Compressing a small piece of Sc in a helium pressure transmitting medium, rather

than the mineral oil medium used in our initial study, revealed significant recrys-

tallisation at the Sc-I to Sc-II transition, such that layer lines of reflections were

clearly visible in the Sc-II diffraction patterns (Fig. 15). These had the very

distinctive pattern of diffraction peaks from a host–guest structure, and analysis

of those reflections from the guest component of the structure revealed them to be

completely consistent with a C-face-centred, rather than a body-centred guest.

155 10 20 25

0

2

4

(6001)
(4201)

(4001)(2001)

Sc-II 23 GPa
In

te
ns

ity
 (

ar
b.

un
its

)

2θ (deg.)

(4
40

0)

(0
00

2)

Fig. 13 Rietveld refinement of Sc-II at 23 GPa using the C-centred guest structure. Reflections are

indexed using their hklm indices. The upper tick marks show the calculated peak positions for

(hkl0) host reflections and (hk00) host/guest reflections, and lower ones mark (hk0m) guest-only
reflections. The difference between the observed and calculated profiles is shown below the tick
marks. The inset shows an enlarged view of the asymmetric peak at 17.5�, showing that it is

accounted for by the (4400) and (0002) peaks. The vertical dashed line is a guide to the eye
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γ=1.280 γ=1.503

Fig. 14 The (h0l) reciprocal lattice planes of the composite structure of Sc-II, with (left) the
C-centred guest structure of McMahon et al. and (right) the I-centred guest structure of Fujihisa

et al. The host reflections are shown in black, and the guest reflections in white. The host and guest
reflections are superimposed along (h00) in both structures
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Fig. 15 2D diffraction pattern from a quasi-single-crystal of Sc-II at 48 GPa. The relative spacing

of the layers of reflections from the host (hkl)H and guest (hkl)G structures (compare to Fig. 14),

and the presence of the (001) guest reflection confirms the guest structure to be C-centred
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This study revealed, once again, that despite the extremely high quality of powder

data now obtainable at high pressures using angle-dispersive techniques at synchro-

tron sources, the unavoidable problems of peak overlap remains, and can be such

that structural identification can remain ambiguous. The study also revealed, how-

ever, that recrystallisation can occur at phase transitions, even in hard metals, some

1,500K below their melting temperatures, suggesting that single-crystal studies may

be possible in other systems hitherto thought to be inaccessible to such techniques.

4.3 Single-Crystal Studies of Na Above 100 GPa

The group I metal sodium crystallises in the bcc structure at ambient conditions, and

has a simple electronic structure that is well explained by the nearly-free electron

model. Early predictions that sodium would undergo a metal–insulator transition

at pressure close to 100 GPa [247] were followed by powder diffraction studies to

above 100 GPa, which revealed a series of transitions to low-symmetry structures

[39, 89, 248] similar to those seen previously in Li [38]. In addition, studies of the

melting temperature found that, after reaching a maximum of ~1,000 K at 31 GPa,

it reduced strongly, reaching ~300 K at 118 GPa. Such a low melting temperature

above 100 GPa is unique to sodium, and enabled us to grow high quality single-

crystals of the numerous complex crystal structures that exist in the vicinity of the

melting minimum [90].

Within a �2 GPa range about the minimum at 118 GPa, our diffraction studies

revealed six different crystalline phases, four of which are unique to sodium [91].

The simplest of these is an orthorhombic structure with space group Pnma and eight
atoms per unit cell (oP8-Na), which has since also been found in potassium above

54 GPa [100]. But the other four structures are extremely complex, with tetragonal,

orthorhombic, monoclinic and triclinic symmetries, and with approximately 52,

120, 512 and 90 atoms, respectively, per unit cell [91]. Determining the lattice types

and lattice parameters of these complex structures would not have been possible

using powder methods. However, the availability of high quality single-crystals of

each phase meant that we were able to obtain this information with confidence,

although full solution of these four structures will require further experiments.

On further pressure increase at 300 K, the oP8 phase of Na transforms at

125 GPa to another form [120], accompanied by a marked decrease in optical

reflectivity. A diffraction pattern from this phase is shown in Fig. 16, and contains

characteristic lines of diffuse scattering. This, and the highly-distinctive spacing of

the planes of Bragg reflections, reveal this phase to have an incommensurate

host–guest composite structure, of the type found previously in Sc, and in a number

of other elemental metals [87]. The host–guest structure of Na, as seen down the

crystallographic c-axis, is shown in Fig. 17, and comprises a 16-atom body-centred

tetragonal host framework, isostructural with that found previously in Rb and K

[249, 250], but different to the 8-atom host structure found in Sc, Ba, Sr, Bi, Sb and

As (compare Fig. 17 to Fig. 12). As in Sc, the host framework has channels along
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the c-axis, contained within which are linear chains of atoms that make up the guest

structure, which is primitive monoclinic, space group P2/m (Fig. 17) [120]. Closer

examination of the Bragg reflections from the guest component of the structure

reveals them to be clearly elongated in the hk plane, showing that the correlation

length in this plane is less than that along the c-axis. From the increase in width at

147 GPa, the correlation length between the guest chains can be estimated as only

28(3) Å, or approximately six times the inter-chain spacing at this pressure [120].

This value is very similar to the correlation length of ~30 Å, or four times the

interchain spacing, found previously in the host–guest composite phase Rb-IV at

16.2 GPa. However, while the interchain correlation length in Rb-IV was found to

increase exponentially on pressure increase, reaching more that 500 Å at 16.8 GPa

[251], the correlation length varies little with pressure in Na.

The host–guest phase of Na is stable at room temperature to 190 GPa, where it

transforms to a transparent insulating form, with a hexagonal hP4 structure which

calculations suggest contains distinct pockets of interstitial electron density [5]. The

same hP4 structure is observed in K at lower pressures [252]. The experimental
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Fig. 16 A diffraction image from the tI19 phase of Na at 130 GPa, obtained using a � 10�

oscillation. Eighteen reflections from the host component of the structure are marked and indexed.

The smooth powder-diffraction rings in the lower part of the image are from the rhenium gasket

and the spotty ring is from the tantalum pressure marker. Those reflections marked with a “D” are

from the diamond anvils. A section of the pattern, (b), has been replaced with a long-exposure non-

oscillated diffraction image collected in the same orientation and with its contrast enhanced to

reveal the first layer of very weak, elongated reflections from the guest component of the structure
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confirmation of the e-density pockets in hP4-Na will require very high accuracy

diffraction data to be collected to high diffraction angles. This represents a substan-

tial experimental challenge for crystallographic studies, and remains slightly

beyond current capabilities.

5 Twenty-First Century High-Pressure Crystallography

After the revolutions of the 1990s in both X-ray and neutron diffraction techniques,

and the consolidation and exploitation of the last 10 years, what does the future hold

for high-pressure crystallography? DACs are currently capable of obtaining pres-

sures in excess of 400 GPa (4 Mbar) and there is a current international effort to

extend this limit to 500 GPa (0.5 TPa) and beyond. Diamond anvil cells are now

being equipped with large man-made single-crystal [253, 254] or nanocrystalline

[121, 124] anvils, and recent advances in pulsed laser heating provide access to ever

higher temperatures [255–257]. X-ray beams are becoming ever smaller, with

nanoscale X-ray probes being employed to reduce stress gradients at multimegabar

pressures, and to perform single-crystal diffraction studies of individual single

grains of powder samples at ultrahigh pressures [258]. In further exploitation of

the P-E press, we are developing anvils with transparent insets that will allow many

of the benefits of diamond anvil cells (such optical access for spectroscopy, laser

heating and monitoring in situ crystal growth) to be used with much larger samples.

ahost

bhost

chost
bguest

aguest

cguest

aguest
bguest

cguest

Fig. 17 The host–guest composite structure of the tI19 phase of Na shown in projection down the

c-axis. The host atoms are shown in light grey and guest atoms in dark grey. The monoclinic guest

component unit cell is outlined with dashed lines, and a separate perspective view of the guest

structure is shown
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As with previous eras in high-pressure science, new breakthroughs will arise

through the development of new X-ray and neutron sources. The high-pressure

SNAP beamline at the new spallation neutron source at Oak Ridge National Labora-

tory will offer intensities much greater than those currently available at the ISIS

source, while new focusing technology will enable such beams to be focused from

a diameter of 1 cm down to <100 mm. This will enable single-crystal studies to be

carried out on 1 mm3 samples to 50–100 GPa on a routine basis [259, 260]. At third

generation synchrotrons, facility upgrades will enable X-ray beams to be focused

routinely to spot sizes below 1 mm, allowing ever smaller samples to be studied to

ever higher pressures.

However, perhaps the biggest changes will come from the new fourth generation

light sources under development in the US [261], Europe [262] and Japan [263].

These laser-like X-ray sources will provide coherent radiation with peak brightnesses

some 109 times higher than existing storage ring sources. The X-rays are also

contained within ultra-short (100 fs) pulses, opening the way to a host of imaging,

spectroscopy and dynamic pump-probe experiments; see for example [264]. The full

possibilities of what such sources will provide for static high-pressure diffraction

experiments is not yet clear. Indeed, it is not yet knownwhether the diamond anvils of

a typical pressure cell will even survive being illuminated by such X-ray pulses.

One area where such sources will offer great advantages is in using dynamic

compression techniques, where extremely intense laser beams with intensities of

1012 Wcm�2 are used to compress samples to extremely high densities over nano-

second timescales (for a recent description, see [265]). While little crystallography,

in the sense of the determining of crystal structures, has been done to date using

such techniques, this is changing, and recent experiments have recorded X-ray

diffraction data to above 450 GPa [266]. In addition, advances in laser compression

science at the National Ignition Facility (NIF) in the US now provide the possibility

of compressing matter to multi-TPa pressures, such as those that exist at the centre

of Jupiter, in the near future. This is ten times the pressures currently accessible to

static compression techniques, and promises to reveal wholly new phases of matter.

As always, determining the crystal structure at these conditions will be crucial, and

predicting the structures of simple materials at these pressures has already produced

some interesting results, including a six-coordinated cubic phase of lithium [267]

and an incommensurate host-guest phase of aluminium [268]. Studying the crystal-

lography of matter at such conditions is no longer beyond the realms of imagina-

tion, and promises many new discoveries over the coming decade.
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Chemical X-Ray Photodiffraction: Principles,

Examples, and Perspectives

Panče Naumov

Abstract X-ray photodiffraction (in the chemical literature also referred to as

photocrystallography), which is based on the combination of X-ray diffraction

methods with samples excited by UV or visible light to solve fundamental photo-

chemical or photophysical issues, has developed in the last couple of decades into a

very promising technique for direct observation of photoinduced chemical species

in the solid state. The capability of providing direct information on very small

perturbations in atomic positions and thus on the minute changes in molecular

geometry during (or as a consequence of) photoexcitation appears to be the most

important asset of this emerging analytical technique. When combined with other

physicochemical methods, X-ray photodiffraction can be a powerful tool for analy-

sis of steady-state photoinduced structures as well as slow or very fast time-

dependent phenomena. Despite being a very useful approach, however, due to a

number of practical requirements that it places with regard to the system to be

studied, at the present stage of developments the technique is not widely and

indiscriminately applicable to any photoinduced process. In some particular chem-

ical systems the inherent pitfalls could be practically overcome by practical or

theoretical means. In this short chapter, the basic principles of X-ray photodiffrac-

tion are briefly summarized, and the prospects of its application to “physical” and

“chemical” problems is illustrated with selected examples from recent literature.

Some possible future developments and alternative approaches with this and related

methods are also presented.
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1 Introduction

1.1 X-Ray Based Methods for Structure Analysis

X-ray-based methods have remained the main tool for structure determination

throughout the twentieth century. The increased use of X-ray diffraction (XRD)

for crystal structure analysis or routine characterization of new materials was

largely fostered by technical developments of the X-ray sources and detectors –

the two essential components of any system for XRD analysis. The developments in

this field from the times when photographic film had been utilized to record the

diffraction pattern, to the advent of point detectors where the detector had to pick

the orientation of each individual reflection, to the currently commonly available

two-dimensional detectors which are able to record larger slices of the reciprocal

space at a single exposure of the sample to the X-ray beam, have greatly decreased

the time necessary for structure determination. Simultaneously, the brilliance of

X-ray sources from the early X-ray tubes to third-generation synchrotron sources

has increased by over 15 orders of magnitude, and strong, brilliant and monochro-

matic X-rays are now available for structure determination in continuous or in

pulsed mode [1]. In addition to basic structural science, chemistry, physics, molec-

ular biology, and, more recently, the interdisciplinary field of materials science

have all greatly benefitted from development of the instrumentation and software

for XRD structure analysis. From an incomprehensibly laborious and lengthy

process, XRD structure determination of macromolecules, for instance, has become

a feasible task, and in the case of structures of “small” molecular compound, it is

nowadays a normal part of routine chemical characterization.

The convenience of using X-rays for structure determination stems from the

nature of their interactions with matter: the wavelengths of radiation in the X-ray

region of the electromagnetic spectrum are comparable to the sizes of atoms and

interatomic distances that are to be analyzed. Although, in principle, interatomic

distances can be determined by electron microscopy, unlike electron microscopic
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methods, low-intensity X-rays are normally non-destructive to the sample and they

also provide comparably better resolution. Moreover, while by using electron

spectroscopy in the UV–visible region – nowadays routinely employed to study

photoinduced and dynamic processes – one inevitably has to excite electrons,

X-rays do not interfere with electron transitions; thus they can be employed to

study electron excitations without interference with the observed phenomenon,

which is one of the most important assets of the technique discussed in this chapter.

From a practical viewpoint, X-rays are commonly available in either continuous

mode (e.g., from an X-ray tube) or pulsed mode (e.g., when produced by laser-

induced excitation of metals, or as synchrotron X-ray radiation obtained by slowing

very fast electrons), and they can be conveniently manipulated and easily detected.

In that respect, the Laue XRD method, which utilizes non-monochromatic X-rays

and for which some of the most important obstacles that were relevant in the past

have now been solved, holds great promise for further application to systems

spanning from small molecules to macromolecules [2, 3]. More importantly,

X-rays interact with matter at very short (attosecond) timescales, and are thus a

convenient tool to probe a very wide range of processes which are slower than that

time-limit. Due to these properties, X-rays are the principle component of a wider

group of analytical methods for structural analysis of bulk materials and surfaces,

that, in addition to XRD methods (methods of single crystal and powder diffrac-

tion), include techniques that are based on scattering (small-angle X-ray scattering,

grazing-incidence X-ray scattering, and similar) and spectroscopy (X-ray absorp-

tion and emission spectroscopy), some of which are extensively elaborated on in the

other chapters of this volume. Moreover, by using X-rays, both surface and bulk

phenomena can be accessed, while the operating mode and conditions can be

adapted so as to provide spatially and time-averaged (or time-resolved) information

on structures of varying complexity. For instance, complex enzyme-catalyzed

processes can be conveniently “frozen” by physicochemical means at a certain

desired stage and directly studied [4]. While diffraction-based steady-state XRD

techniques are usually employed to investigate spatially averaged bulk structure,

imaging [5] or microscopic X-ray-based methods provide additional insights into

the spatial non-homogeneities of the material that are related to multiple phases,

defects, impurities, and similar imperfections of the structure. On the other hand,

the more recently developed time-resolved X-ray-based methods (some of which

are mentioned in the concluding section of this chapter), which are still rather

demanding in respect of instrumentation, can be used to study the structural

consequences of ultrafast photoinduced perturbations, while also analyzing the

temporal profile of the related processes.

1.2 The Basic Principles

At the forefront of recent developments in the field of X-ray-based

analytical methods is X-ray photodiffraction, usually referred to as X-ray
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photocrystallography.1 This evolving analytical technique is related to application

of XRD diffraction methods to resolve photophysical or photochemical problems.

In its most general definition, X-ray photodiffraction utilizes XRD on samples that

are excited by light, aimed at studying the minor changes in their structure related to

photoexcitation – either during the process, immediately after excitation, or after

the system has relaxed to a ground state. In practice, a sample in single crystal or

powder state is excited by UV or visible light, and diffraction data are collected

before, during, and/or after excitation (Fig. 1). Depending on the process (reversible

or irreversible) and the stability of the photoinduced species (unstable, metastable,

or stable), the duration and the timing of the “excitation” beam (UV or visible light)

and the “analytical” beam (X-rays) is adjusted so as to collect a sufficient amount of

data which would provide meaningful information on the structure before and

during/after photoexcitation. With ordinary experimental setups, typical times of

data collection are on the order of hours, while with special experimental setups and

in time-resolved mode they can be in the millisecond, microsecond, or picosecond

range (currently, down to a resolution of several tens to several hundreds of

picoseconds). When the timescale of the experiment is ultrafast, the excitation and

analytical beams are pulsed and they are usually termed the “pump” and “probe.”

In principle, X-ray photodiffraction can be used in steady-state mode (Figs. 2

and 3) or in time-resolved mode (Fig. 4) by application on either single crystals

(Fig. 2) or microcrystals (Fig. 3). In the course of steady-state photodiffraction, the

sample is excited ex situ (the species is created before actual structure analysis) or

in situ (the species is being created simultaneously with data collection for structure

determination) by using either a continuous-wave source or pulsed light source (or a

combination of several sources, some of which can be used for creation and other

for intentional decay of the desired species). The structural changes are probed by

using X-rays from a laboratory or synchrotron source. For instance, in the simplest

Fig. 1 Schematic of a setup

for in situ steady-state X-ray

photodiffraction using

continuous wave and pulsed

excitation sources

1Because the term “diffraction” describes the actual physical phenomenon, it is more general in

meaning, and it is also frequently used by physicists and biologists, “X-ray photodiffraction”

appears to be a more appropriate term than “photocrystallography” and thus it will be used

throughout this article.
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case of the most common steady-state single crystal X-ray photodiffraction, in

order to accumulate sufficient photoinduced unstable, metastable, or stable product,

the crystal is exposed to the appropriate excitation light. The unstable species is

usually produced ex situ, and the sample is transferred to the diffractometer for data

collection, or it can be produced in situ by irradiation directly on the goniometer

(Figs. 1 and 2). The product is trapped at low temperature to extend its lifetime and

Fig. 3 Setup for in situ powder X-ray photodiffraction at beamline BL15XU, SPring-8, Harima,

Japan (the custom diffractometer was built by M. Tanaka, Y. Katsuya, and the NIMS staff at

SPring-8)

Fig. 2 Experimental setup for in situ single crystal X-ray photodiffraction at Osaka University
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to increase its concentration to a sufficient amount, and the structure of the partially

reacted crystal is determined. The concentration of the species produced in such an

experiment which is considered sufficient for a reliable structure determination

depends on the particular case, and also relates to factors that include the magnitude

of the expected structural change, the diffraction resolution/ability of the sample,

and eventual deterioration of crystallinity during excitation. For organic crystals, as

a very arbitrary value, approximate conversions of>10% are commonly considered

sufficient to obtain a reliable structural signature, whereas yields down to 2–5% are

also significant for metal–organic or inorganic samples. It should be noted, how-

ever, that the estimated values of conversion yields are inherently biased by the

method of their measurement (in particular, they could largely depend on the details

of the refinement procedure). As there is no method for straightforward and

completely accurate detection of yield in single crystals, yields can occasionally

be very different when they are obtained by different methods. Empirically, the best

estimates are obtained when two or more (diffraction and spectroscopic) methods

based on fundamentally different signals from the product species are used to

estimate the photoyield.

In the absence of undesired phase transitions, in order to decrease decay of the

product and thermal effects, which would otherwise cause additional smearing of

electron density due to atomic oscillations, X-ray photodiffraction methods are

usually performed at low temperatures or even under cryogenic conditions.

Although in ordered crystals temperature effects on atomic positions can be deter-

mined precisely, in disordered crystals, and especially when occupancies of the two

components are very different, when component structures have very similar

conformations or in cases of multiply disordered structures, increased thermal

motion adds up to burden structural complexity. Low temperatures also contribute

to decreased heating effects, and they could also prevent decreased diffraction

ability due to partial melting of the sample, desolvation, or undesired side reactions

(e.g., diffusion-controlled recombination in the case of radical reactions). On rare

occasions, however, application of low temperature may be unsuitable and coun-

terproductive, for example, if the studied reactions/processes have qualitatively

different product(s) as outcome at low temperature relative to room temperature, or

when reactants or products undergo thermal phase transitions by cooling. Selective

storage ring of
synchrotron

undulator

Pulsed
X-ray beam

e-

X-ray
pulses

laser
pulses

2D detector

single
crystal
sample

Fig. 4 Schematic representation of the principles of pump-probe time-resolved X-ray photodif-

fraction
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and short-term excitation can be very useful in decreasing thermal effects or side

reactions, while exciting selectively particular electronic transitions without signif-

icant side-effects. In practice, heating can be measured either directly or by using

internal standards, such as peak positions of purposefully added compounds with

known structure and heat capacity. Heating can also be estimated by relatively

simple calculations, considering the power of incident excitation light, heat

capacity of the sample, and other predetermined parameters.

The use of light for excitation of the sample in the X-ray photodiffraction method

provides an important convenience to the experiment, because the excitation light

can be easily created, it can be precisely energy-tuned and controlled (especially, by

using pulsed tabletop nanosecond or femtosecond laser sources). Moreover, by

using light, it is relatively simple to access the sample in the often rather space-

demanding geometries of such experiments. More importantly, study of light-and-

matter interaction holds very important application prospects that range from

triggering or switching of photoactive molecular units coupled within electrical

nanocircuits and controlling molecule-sized nanomachines, to understanding the

functions of photooptical recording materials, light-coupled spintronics applica-

tions, and photoactivation (uncaging) of bioactive compounds and photoactive

proteins.

1.3 Applications

The X-ray photodiffraction technique represents a very useful tool for structure
determination of short-lived, unstable or metastable species while they are being

created or after their creation [6]. It also provides the possibility to study the
reaction progress by real-time in situ monitoring of chemical reactions in solid
state. By using X-ray photodiffraction methods, direct insight into the spatial
atomic distribution can be obtained with precise information about the related
structural parameters (coordinates, distances, and angles). Thus, in principle, one

can observe three-dimensional molecular and crystal structures as they change

and evolve. It is important that such information is not readily available from the

spectroscopic methods, although, by being commonly available with time-

resolution down to the femtosecond scale, they can be exceedingly useful to

complement and even to assess the accuracy of photodiffraction data. Indeed,

photodiffraction experiments are regularly preceded by a time-resolved spectro-

scopic assessment of the particular phenomenon (for example, the photoyield

and magnitude of effects that are expected), or the results are usually supported

by other physicochemical evidence which often includes various spectroscopies

and/or theoretical calculations.

X-ray photodiffraction methods are increasingly being utilized, and are now

well established as an indispensible tool for direct structural study of photoexcited

or photoreacted molecular species. Various aspects of this technique have been

extensively reviewed by some of the leaders in this field, including Moffat [7–9],
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Coppens [10–13], Cole [14–16], Ohashi [17, 18], and Raithby [19], and some

aspects were also covered by a publication preceding this review [20]. The inten-

tions with this short chapter were to summarize the basic principles of the tech-

nique, to provide a brief overview of the basic ideas behind this method, and – with

systems ranging in size from simple metals and homonuclear molecules to highly

complex systems such as protein crystals – to illustrate the diversity of applications

which could be realized on similar systems in future. Along with the general theme

of this review series, we provide in Sect. 2 of this chapter more details on systems

which are of “chemical” interest. The results included there are by no means

intended to be a collection of the most representative nor of the most important

examples; they were simply selected so as to provide a diverse ensemble of

chemical and physical cases of study aimed to illustrate the potentials of this

technique in a manner comprehensible to a reader with a general chemical back-

ground. Some of the examples are from our laboratory, while other examples were

selected from the works of some of the leading research groups in the field.

The X-ray photodiffraction method has already been successfully applied to

study both chemical and physical processes. The chemical processes (chemical

reactions) normally involve alteration of the bonding topology by breaking or

creating chemical bonds and subsequent conformational changes. Reactions or

processes such as electrocyclizations, cycloadditions, bond isomerizations, dimer-

izations, transfer of atoms or atomic groups, displacements or movements of

molecules or their parts, polymerizations, and bond dissociations have been docu-

mented. The physical processes that were investigated include excitations and

structure of excited states, evolution and structures of exciplexes, progression of

phonons and shock waves, monitoring of lattice dynamics, laser-induced heating

effects, photomagnetization, light-induced spin-crossover, charge transfer, photo-

induced phase transitions, and similar processes. The size of the studied systems

ranges between single atoms or diatomic molecules, to single molecules or ensem-

bles of protein molecules.

1.4 Possible Pitfalls

Despite the unquestionable advantages that it bears for structure elucidation of

photoinduced species, at the present state of development, the applicability of the

X-ray photodiffraction technique is still limited to systems which must conform to a

large number of requirements. Some of the highest hurdles on that road are: (1)

often strong absorption of the excitation light by the photoinduced form (the

product) in the solid state, (2) occasional decrease of the three-dimensional order

of the crystal lattice during photoexcitation as a result of a large structural change

(homogeneous process) and/or inability of the lattice to withstand the internal

pressure created by the evolution of the photoinduced phase (heterogeneous pro-

cess), (3) high thermal instability and difficulties with accumulation of sufficient

(detectable) amount of the product, and (4) other practical problems which are
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commonly encountered with the XRD method. In some particular cases, some of

these difficulties can be practically overcome by careful planning of the experi-

ments to maximize their performance based on preliminary information on the

properties of the chemical system of interest obtained through scanning of

the effect of various factors (temperature, excitation wavelength, irradiation time,

etc.) on the reaction, the literature data on results obtained by using other methods,

and even with a trial-and-error approach. On certain occasions, unwanted effects

can be successfully removed by practical means (for example, by designing specific

geometry, temperature regime, or a combination of excitation/deexcitation sources),

and, in others, such effects can be accounted for by theoretical calculations.

As one of the major difficulties, the very different cross-sections for absorption

by solid samples of electromagnetic radiation in the visible/ultraviolet region and in

the X-ray region of the spectrum often result in different portions of the sample

being excited and analyzed. In cases of products which absorb strongly in the

UV–visible region, accumulation of the product can result in increased absorption

of the excitation beam and localized excitation close to the exposed surface of the

sample, an effect which has become well known from solution-state spectroscopy

as the “filtering effect”. Similarly to the approach employed in spectroscopy,

selective, off-maximum excitation of the desired electronic transitions, which

normally spread over large intervals of energies due to solid-state effects, or

multiphoton instead of single-photon excitation could occasionally be employed

to solve this problem, thus preventing significant reabsorption of the excitation light

by the product. Although these approaches could, in principle, provide more

uniform conversion, they depend critically on the presence of (real or virtual)

energy levels, other than the main transitions, which should have sufficiently

large cross-sections for light absorption. It should also be noted that, due to the

imperfections of the excitation beams, long-term excitation with wavelengths that

are close to the infrared region (low energy) could significantly excite thermal

processes, so that, as a result, undesired thermal reactions may become competitive

with the photoexcited transitions. In some difficult cases, reactions from the excited

state and from the ground state lead to qualitatively identical (ground-state) prod-

uct, which is easy to detect but is very difficult to establish its exact origin.

The decreased crystal quality (sometimes referred to as “increased mosaicisity”)

is caused by relaxation of the lattice from the strains and stresses that had built up as

a result of either mechanical pressure from the laser pulses, or, more frequently, the

large structural change that occurs during or after the chemical reaction. If the

energy gained by the reaction progress outweighs the interaction energy between

the molecules, the reaction can still proceed, but it usually does so at the expense of

partial crystal disintegration. As a result, macroscopic changes of the crystal can

also occur, that sometimes manifest as partial cracking, acquired opaqueness,

evolution of visible defects, or slippage or distortion of parts of the crystal. The

formation of crystalline domains can also readily be detected by aberrations from

the discrete diffraction pattern which is characteristic for the regular translational

order in a homogenous single crystal. As a result, some reflections may become

smeared, distorted, stronger, weaker, or completely extinguished. Especially if the
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reaction and the partial disintegration are operative simultaneously, the assignment

of these effects in the diffraction pattern to one particular factor may be difficult

without more quantitative assessment and consideration of the overall scattering

power and the spatial distribution, shape, and/or intensity of the reflections. In some

cases, although present, the disruption of the crystalline order may not be readily

visually distinguishable from the effects in the diffraction pattern which occur as a

result of the chemical transformation (e.g., increased disorder). The compatibility

of a certain solid-state structure to the geometric perturbations required by some

chemical reaction can also be assessed by trial steady-state experiments aimed at

determining the maximum possible conversion of the reactant to the product

without significant decrease in the crystal quality. In practice, the use of polarized

light may be helpful to detect such intrinsic non-homogeneities. Yet other, more

practical, approaches to overcome the decreased crystallinity problem are prepara-

tion of host–guest crystals or cocrystals with suitable secondary molecules, inclu-

sion of the reactants in molecular containers, or using powder samples instead of

single crystals.

2 Selected Examples of Application of the X-Ray

Photodiffraction Method to Chemical Reactions

and Physical Processes

2.1 Steady-State X-Ray Photodiffraction

If species which appear as products in the reaction have very different absorption

spectra and color from the reactants in the visible region, progress of the reaction

can be analyzed by electron (optical) spectroscopy. If color change can be reverted

by exposure of the product to light or heat, the respective reactions are commonly

termed photochromic. Such changes are usually related to significant changes in the
molecular structure (for example, in the degree of electron delocalization) and they

can be easily monitored by spectroscopic methods, which turns such systems into

important and convenient targets for application of the X-ray photodiffraction

method. Many (although not all) of the known organic photochromic systems are

based on chemical reactions, such as electrocyclizations or transfer of chemical

groups, and they provide the possibility to study these processes in detail. As a

typical example, in the case of the widely studied photochromic anil (salicylide-

neaniline) compounds, the photoinduced enol–keto tautomeric equilibrium due to

an intramolecular proton transfer is combined with subsequent cis–trans isomeri-

zation. X-ray photodiffraction was successfully applied to a number of anils to

solve the dilemma of the identity of the product, which was identified as the trans-
keto form [21]. Other proton transfer reactions, such as the nitro-assisted proton

transfer in the nitrobenzylpyridines [22], have also been studied. The electrocycli-

zation/ring-opening reactions comprise another important family of photochromic
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systems. In a very recent example, we employed electronic effects to stabilize the

product of a spiropyran molecule, which was then analyzed with steady-state ex situ

X-ray photodiffraction [23]. The structure refinement showed that the two halves of

the molecule undergo out-of-plane and in-plane shifts so that, as a result of the

opening of the spiropyran heterocyclic system, the molecule bends slightly.

Recently, we have also reported the observation of the electron transfer between

free radical molecules in the solid state [24]. Around room temperature, crystalline

1,3,5-trithia-2,4,6-triazapentalenyl radical undergoes paramagnetic-to-diamagnetic

phase transition between violet (high-temperature) and yellow (low-temperature)

phases, accompanied by wide thermal hysteresis. Excitation by pulsed laser light of

the low-temperature diamagnetic phase, in which the molecules are dimerized,

causes an inter-dimer electron transfer and local instability within the stacks. The

structure of the photoinduced phase was refined from the powder diffraction pattern

of the biphasic mixture.

Photocyclization reactions which are not accompanied by drastic color changes

characteristic for the photochromic systems have also been investigated by X-ray

photodiffraction [25, 26] and neutron diffraction [27]. In 1998, Scheffer published

two structures of partially reacted single crystals of salts that undergo Norrish type II

(Yang) photocyclization following hydrogen abstraction [28]. In one of the crystals,

60% of the cyclobutanol salt was produced and directly observed. The prospects of

the technique for studying similar systems were illustrated by the recent application

by Garcia-Garibay and collaborators to the determination of the ring-extended

intermediate during the photoreaction of a-santonin [29], one of the oldest

antiparasitic drugs. The analysis of the partially reacted crystals helped to identify

unequivocally the mechanism of this reaction.

The examples of ex situ steady-state X-ray photodiffraction utilized to follow the

photodimerizations of olefin bonds in a single-crystal-to-single-crystal (or nearly

so) manner are ubiquitous in the chemical literature.2 The interest of solid-state

chemists in this reaction dates back to the work of Cohen and Schmidt [30, 31], and

it has become much of a “guinea pig” in organic solid-state photochemistry. In

1993, Enkelmann and collaborators published two seminal papers in the Journal of
the American Chemical Society [32] and in Angewandte Chemie [33], where they

presented a series of structures of a-trans-cinnamic acid crystals reacted to various

extents. These reports laid the way for a plethora of later studies on the olefin

photodimerization reaction. The convenience of the high conversion and the simple

mechanism, combined with the relatively small structural perturbation that it

requires, has turned this reaction into a very useful tool to probe intermolecular

2It may be argued whethere these examples, which have usually employed X-ray diffraction

analysis of previously UV irradiated crystals, fall within the domain of the X-ray photodiffraction

methods or solid state photochemistry, and whether the term ‘X-ray photodiffraction’ should be

reserved only for time-dependent studies. Although that in the original publications many of these

examples have not been labeled as such, because they involve application of XRD methods to

study photochemical reactions, we believe that they should be considered as part of the X-ray

photodiffraction method in its broadest definition.
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interactions, as well as to explore the efficiency of utilization of purposefully

tailored supramolecular architectures to control the reactivity. This has been well

documented by a great number of reports of studied dimerizations [34] and poly-

merizations [35], only a small selection of which from the works of the most active

researchers in this subject will be mentioned here [36–49] to illustrate the applica-

tion of X-ray photodiffraction. For instance, the method can be used to determine

the reasons behind unusual solid-state kinetics, as has been demonstrated by Techert

and collaborators [50] on [4 + 4] photodimerization of b-9-anthracenecarboxylic
acid. In combination with spectroscopy and theoretical calculations, analysis of this

system unraveled an autocatalytic process. Based on the combined results, at least

three possible product configurations were suggested. Recently, we employed the

X-ray photodiffraction technique to study isomerization of the red mineral realgar

to its yellow polymorph pararealgar [51, 52]. The intermediate phase in which half

of the realgar molecule is retained in its envelope-type conformation, while the

other half is transformed by effective switching of the positions of one sulfur and

one arsenic atom, was observed. The stepwise analysis of the two stages of this

reaction (dark and light) unraveled very complex kinetics, with the several reac-

tions acting as a solid-state autocatalytic set with balanced thermodynamics [52].

Photolysis of organic molecules has been employed to access important reactive

intermediates (e.g., radicals), either for studying their properties or in order to

obtain information on the respective reaction mechanisms. A prerequisite for the

analysis of photoinduced radicals is prevention of the recombination reactions,

which can be achieved by physical (separation) or chemical (conversion to less

reactive species) isolation of the reactive intermediates. As an example, we reported

recently the creation of an amidyl radical during a solid-state rearrangement where

a chlorine atom of an aromatic N-chloroamide is exchanged with an aromatic

hydrogen atom [53]. It was found that, after homolysis of the nitrogen–chlorine

bond, the detached chlorine atom and an aromatic hydrogen atom switch their

positions within the slanted head-to-tail hydrogen-bonded columns of the amide.

Another thoroughly studied group of reactions are the photoinduced linkage

isomerizations, which involve change of the coordination mode of small molecular

ligands coordinated to metal atoms. Due to the relatively small change in the overall

structure at sufficiently large changes in the positions of the non-hydrogen atoms

that facilitates analysis of the intermediate states of the reaction, these systems are

very suitable for X-ray photodiffraction analysis, because in many cases the lattice

has the capacity to sustain the stress exerted by the transformation. Photo- and

pressure-induced linkage isomerizations of Co(III) pentaammine nitro/nitrito com-

plexes were studied extensively by Boldyreva and the collaborators [54–59]. This

meticulous work has revealed important details on solid-state reactivity, especially,

the effects on the structure of the perturbations that occur as a result of coordination

switching, as well as their macroscopic consequences such as modified morphology

and macroscopic appearance of the crystals. In an early powder diffraction study of

photoirradiated samples, the group of Boldyreva has investigated the linkage nitro-

nitrito isomerization of [Co(NH3)5NO2]Br2 to [Co(NH3)5ONO]Br2 [59], which

unraveled the structure of the photochemically produced nitrito isomer and showed

122 P. Naumov



continuous lattice distortion of back (nitrito-to-nitro) isomerization. Some of the

other representative examples studied more recently are linkage isomerization of

sulfur dioxide complexes of ruthenium [60, 61], where the excited SO2 molecule,

which is coordinated through the sulfur atom, changes its coordination mode to

bidentate, where it is coordinated through one sulfur and one oxygen atom. Similar

reactions can also proceed with larger ligands [62].

X-ray photodiffraction provides a unique possibility to peek into the geometric

changes that take place during molecular excitation, and to determine the accurate

geometries of long-lived (metastable) excited states. One necessary condition for

such an analysis is relatively long lifetime of the excited states, such as, for

example, unusually long-lived states or spin-trapped triplets. A second prerequisite

is that the structure of the excited state is sufficiently different from the ground-state

structure, which facilitates the analysis at small population ratios of the excited

species. One of the pioneering works in this direction was provided by structure

analysis of the metastable excited state of sodium nitroprusside, Na2[Fe(CN)5
NO]·2H2O by Coppens et al. [63]. Upon excitation of the anion, Fe–N bond

stretches by 0.049(8) Å. More recently, more efforts have been focused on paddle-

wheel diplatinum complexes with long-lived luminescent excited states. By

employing in situ steady-state irradiation [64], for example, significant shortening

of the Pt–Pt bond was observed in a diplatinum paddlewheel complex with a

bridging diphosphine ligand (pop), [Pt2(H)2(pop)4]
2�. By using steady-state

X-ray diffraction in their equilibrium (photosteady) states the excited-state struc-

tures of similar anions [Pt2(pop)4]
4� and [Pt(pop)2(popH)2]

2�, isolated from each

other in the lattice by bulky quaternary ammonium cations, were analyzed [65]. The

results confirmed that significant decrease of the central Pt–Pt and Pt–P distances

occurs in the excited state. These experiments are important since they demonstrate

the simplicity of the experimental setup which could be employed for such analysis.

By the virtue of the steady-state X-ray photodiffraction, the group of Ohashi has

analyzed the excited-state structure of gold(I) complex, [AuCl(PPh3)2]·CHCl3 [66].

It was demonstrated that due to excitation from an anti-bonding to a bonding

molecular orbital, in the excited state there is significant contraction of the Au–P

and Au–Cl bonds, which is expressed better at lower temperatures. By using a

laboratory-scale setup, recently the excited state of oxovanadium(IV) cation in its

acetylacetonato complex VO(acac)2 was analyzed [67]. In the latter case, both

bonds V¼O and V–O expand by excitation, which appears as a result of photoex-

cited d–d* transition.

Photoinduced spin-related phenomena are a particularly important field of the

solid-state photophysics, because fast spin switching is a prospective basis for

applications in the field of spintronics. An illustrative example is the production

of the metastable state of the iron propyltetrazole (ptz) complex [Fe(ptz)6](BF4)2 by

laser light-induced excited spin-state trapping (LIESST) and the determination of

the resulting structure by steady-state X-ray photodiffraction [68]. In another

example, steady-state X-ray photodiffraction at cryogenic temperatures was suc-

cessfully utilized to study photoinduced phase transition due to spin crossover in the

tris(a-picolylamine)iron(II) complex [69]. The phase transition is accompanied by
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a significant increase of the mean length of the Fe–N bonds from 2.011(2) to 2.197

(2) Å. The structure of the resulting photoinduced phase produced from the low-

temperature phase resembles that of the high-temperature phase. The crystal structure

of the metastable high-spin light induced (LIESST) state of [Fe(phen)2(NCS)2]

(phen¼1,10-phenanthroline) was analyzed with steady-state X-ray photodiffraction

by Guionneau et al. [70]. At 30 K, the lengths of the Fe–N bonds increase from 1.990,

2.007, and 1.953 Å in the low-spin phase to 2.177, 2.184, and 2.006 Å in the LIESST

phase, respectively, and become closer to the respective values of the high-spin phase

at 293 K (2.199, 2.213, and 2.057 Å). Recently, Iversen et al. [71] reported an

interesting example of a photomagnetic hetero-bimetallic complex, where in the

excited state, contrary to the LIESST phenomenon, the metal–ligand bonds shrink

upon photoexcitation. This observation indicated occurrence of ligand-to-metal

charge transfer or change of the inter-metal superexchange.

2.2 Time-Resolved X-Ray Photodiffraction

X-ray photodiffraction and structure science have experienced a tremendous devel-

opment by the advent of time-resolved diffraction, which provides the great oppor-

tunity to monitor the course of photoinduced processes in real time. Nevertheless, by

operating at ultrafast timescales, at which the fast solid-state phenomena proceed,

this method is still technically demanding, particularly with respect to the inevitable

use of pulsed X-rays and laser light as the probe and excitation beams. Nevertheless,

with the earliest examples coming from macromolecular Laue crystallography, an

increasing number of examples are now becoming available, most of which are

related to reversible photoinduced ultrafast processes. The basic principles behind

time-resolved X-ray photodiffraction, for instance, of its “stroboscopic” version, are

analogous to time-resolved spectroscopy, but it employs ultrashort X-rays to probe

the resulting structural changes. When applied to simple inorganic structures, where

the number of independent structure parameters is small, the method can also be

conveniently employed to observe laser-induced effects, such as laser-induced

atomic shifts that precede larger structural changes (e.g., phase transitions). Selected

examples of the application of this method include real-time observation of the

progression of shock waves [72], observation of the lattice dynamics [73], and laser

heating effects [74]. An elegant early example was provided by Sokolowski-Tinten

and collaborators [75] who employed the technique to monitor strong and coherent

lattice vibrations near to the Lindemann limit of lattice stability. Short X-ray pulses

were produced by acting with an intense laser pulses on ametal and used to probe the

change of scattering factors due to oscillations of one of the bismuth atoms away

from its equilibrium position. The results are in good agreement with the frequencies

obtained from terahertz spectroscopy. Other “physical” applications of the tech-

nique include observation of the melting of semiconductors at the femtosecond scale

by Rousse and collaborators [76] and study of the structural changes that accompany
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solid–solid phase transition of VO2 at the femtosecond scale by Cavalleri and

collaborators [77].

The method has also been applied to organic crystals, although the number of

available examples is still rather limited. A remarkable example of a detailed study

is the picosecond-scale observation of paraelectric-to-ferroelectric phase transition

in the crystals of an organic charge transfer compound, the molecular complex of

tetrathiafulvalene and chloranil, reported by Koshihara, Collet and their collabora-

tors [78, 79]. Excitation by femtosecond laser pulses above the threshold triggers

partial charge transfer between the alternating donor and acceptor molecules and

results in reversible photoinduced phase transition. The phase change appears as

lowering of the crystal symmetry caused by the change of intermolecular distances

within the stacked columns. Techert and collaborators [80] have employed time-

resolved X-ray diffraction to study the mechanism of bond cleavage and formation

during [2 + 2] photocycloaddition reaction on a-styrylpyrylium trifluoromethane-

sulfonate. An extensive study of this system with picosecond time-resolution,

supported by spectroscopic assessment, has provided a detailed insight into the

mechanism of this important reaction. A sequence of processes, involving bond

breaking and formation, phenyl group rearrangement, and anion rotation have been

unraveled, and the kinetics of these processes was also deduced [80].

Ultrafast X-ray diffraction has been also employed recently to study the atomic

structure and decay profile of excited molecules with long-lived excited states.

These studies provide valuable information on the primary processes following

photoexcitation. A time-resolved, stroboscopic experiment where the delay between

pump and probe is systematically varied, provided direct atomic-scale evidence and

the structure of the photoexcited state of the paddlewheel ion [Pt2(pop)4]
4� [81].

Shortening of the central Pt–Pt bond and slight lengthening of the Pt–P bonds by

excitation to the lowest excited triplet state were substantiated by density functional

calculations and topological analysis of the charge density [82]. Intermolecular

phenomena in electronically coupled systems, such as formation of excited-state

complexes (exciplexes), were also observed by time-resolved X-ray photodiffrac-

tion, for example, in the case of a trimeric pyrazolate copper complex [83]. Techert

and Zacchariase [84, 85] have employed picosecond-scale time-resolved powder

X-ray photodiffraction to analyze intermolecular charge transfer in the excited state

of solid 4-(diisopropylamino)benzonitrile. The result [85] showed “flattening” of the

molecule by decrease of the torsional angle between the diisopropylamino group and

the phenyl ring of 4
�
.

3 Summary and Future Outlook

Although technically still being at the development stages, X-ray photodiffraction

is already being established as a very promising method for structure analysis of

important photoinduced phenomena related to very fundamental physical and

chemical processes that accompany the interaction of the matter with light.
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The most important asset of the technique is definitely its capability to provide

direct insight into atomic-scale changes that accompany the excitation, either

during the time-span of the excited state or after deexcitation and related reactions.

This first-hand information on the geometry of the reaction coordinate can be

conveniently coupled with that on the energy diagram from other experimental

techniques to arrive at complete description of the light-induced phenomena.

Having said that, at the present stage, the method has certain limitations, mainly

related to the requirements that it puts to the system of interest and to its technical

realization. The low efficiency of the excitation represents one of the main burdens

in obtaining a sufficiently strong signal of the photoconverted species. Moreover,

the optimization of the experimental conditions which are necessary to obtain

sufficiently high yields is still a time-consuming process; the result often depends

on the particular system and is not universally applicable. In that respect, the

utilization of crystal engineering [86, 87] to design crystal motifs which will

comply with these requirements (for instance, by retardation of time-decay by

modulation of the intermolecular interactions or trapping of the intermediates)

might be one alternative approach. With several examples, the group of Coppens

has recently demonstrated [88, 89] the usefulness of supramolecular chemistry in

the course of “dilution” of the reactive species, although such an approach has its

drawbacks, for example, such that are related to the (electronic) interaction of the

medium and the photoactive species.

As some of the further developments in the field, development of techniques to

probe ultrafast events in irreversible processes [90], the development of the experi-

mental setups which will allow opportunities to study a larger number of “slow”

processes (in the millisecond and microsecond range), and study of the ultrafast

(sub-picosecond) processes are definitely some of the important directions for new

developments in the future. Moreover, now, when the basic principles of the

method have been developed, it seems natural that the applications should be

focused on systems with actual practical interest, for example, systems that are

important for alternative energy sources or application in electronics. X-ray free

electron lasers that are nowadays becoming available are expected to shorten the

timescales, an important direction for further development, both for physics as well

as for structural biology [91]. These future applications will also require fast-

determining detectors, which are currently a potential bottleneck in the process of

further squeezing the timescale. While the importance of X-ray photodiffraction is

being increasingly recognized, other X-ray-based methods to study processes in

time-domain science, in solution as well as solid state, have simultaneously

emerged, so that they now provide a platform to combine information with the

results obtained with X-ray photodiffraction. As some of the recent representative

examples, solution-state dynamics of small photoexcited molecules can be

observed with X-ray scattering at picoseconds scale [92] and solvent reorganization

around photoexcited species can be studied by X-ray absorption spectroscopy [93,

94]. The group of Lin Chen has greatly advanced time-resolved X-ray absorption

techniques to study metal-to-ligand charge transfer excited states in copper(I)

complexes. [95, 96] Time-resolved diffraction using neutrons or electrons for
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studying phenomena such as those related to the dynamics of electron-phonon

relaxation [97] in the femtosecond region is also on the rise, and will inevitably

contribute in the future to deeper understanding of the most fundamental primary

processes during interactions of the matter with light. Concomitantly with these

experimental advances, the theoretical apparatus is being developed to substantiate

and to complement the experimental advances of time-resolved diffraction [98].

These developments will definitely bring new and exciting insights into primary

photochemical events in the near future.
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Powder Diffraction Crystallography

of Molecular Solids

Kenneth D.M. Harris

Abstract Many important crystalline solids cannot be prepared as single crystals of

suitable size and quality for structural characterization by conventional single-

crystal X-ray diffraction techniques and can instead be prepared only as microcrys-

talline powders. However, recent advances in techniques for determining crystal

structures directly from powder X-ray diffraction data have created a unique oppor-
tunity for establishing structural properties of such materials. This chapter surveys

the applications of powder X-ray diffraction across various aspects of structural and

materials chemistry, focusing mainly on the opportunities that have emerged in

recent years for carrying out complete crystal structure determination from powder

X-ray diffraction data and giving particular emphasis to the case of molecular crystal

structures. The current scope and future potential of powder X-ray diffraction as a

strategy for crystal structure determination are discussed, and examples of

applications across several disciplines of materials chemistry are presented.

Keywords Powder diffraction � Molecular solids � Organic crystals � Crystal

structure � Direct space � Structure solution � Structure determination
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1 Introduction

Single-crystal X-ray diffraction (XRD) [1] is without question the most important

and powerful technique for determining crystal and molecular structures, and

applications of this technique led to many of the most important scientific advances

that emerged during the twentieth century. There is every reason to expect that the

central importance of single-crystal XRD, both in the physical and biological

sciences, will continue to be consolidated in the years to come. The wide-ranging

applications of single-crystal XRD in the modern day have arisen both through

advances in instrumentation as well as through the development of tremendously

powerful strategies for data analysis, such that crystal structures can be determined

almost routinely in all but the most challenging cases. Thus, provided a single

crystal of sufficient size and quality is available for the material of interest,

successful structure determination by analysis of single-crystal XRD data is nowa-

days very routine. However, the requirement to prepare a suitable single crystal

specimen of appropriate size and quality for single-crystal XRD experiments can

often represent a limitation of this technique, and many important crystalline

materials have eluded structure determination simply because they can be prepared

only as microcrystalline powders.

Under such circumstances, the most direct approach for investigating the struc-

tural properties of the material of interest is to use powder XRD, although it is

important to emphasize that the process of carrying out structure determination

from powder XRD data is substantially more challenging than from single-crystal

XRD data. There are therefore considerable opportunities for the development of
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new strategies and methodologies for carrying out structure determination directly

from powder XRD data, and as many important materials can be prepared only as

microcrystalline powders, progress in advancing the scope and power of

methodologies in this field has the potential to make considerable impact in several

areas of structural sciences.

Although single-crystal XRD and powder XRD patterns contain essentially the

same information, the diffraction data are distributed in three-dimensional space in

the single-crystal XRD pattern, whereas the diffraction data are “compressed” into

one dimension in the powder XRD pattern (Fig. 1). As a consequence, there is

usually considerable overlap of peaks in the powder XRD pattern. Such peak

overlap obscures information on the positions and intensities of the diffraction

maxima, and the intrinsic difficulty of obtaining reliable information of this type

from the powder XRD pattern can impede (or in some cases prohibit) the process of

carrying out crystal structure determination. Molecular solids typically have large

unit cells and low symmetry, which result in a high density of peaks in the powder

XRD pattern. Thus, the problem of peak overlap is often particularly severe for

such materials, and the task of carrying out structure determination from powder

XRD data is rendered more challenging. Nevertheless, in the case of organic

Measure 3-Dimensional
Diffraction Data

Single Crystal Sample

2θ
Detector

Powder Sample
(Randomly Oriented Crystals)

Measure 1-Dimensional
Diffraction Data
(Peak Overlap)

Single-Crystal X-ray Diffraction

Powder X-ray Diffraction

X-ray beam

X-ray beam

Detector

2θ

In
te

ns
ity

Fig. 1 Comparison of single-crystal and powder XRD measurements. In powder XRD, the

diffraction phenomenon for each individual crystallite in the powder is the same as the diffraction

phenomenon in single-crystal XRD. However, the powder comprises a large collection of

crystallites with (in principle) a random distribution of crystallite orientations, and as a conse-

quence, the three-dimensional diffraction data are effectively compressed into one dimension

(intensity vs diffraction angle 2y) in the powder XRD measurement
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molecular materials, recent advances in techniques for structure determination from

powder XRD data [2–20] are such that the structural properties of organic molecu-

lar materials of moderate complexity can now be established relatively routinely by

this approach (in particular by exploiting the direct-space strategy for structure

solution [2]), creating the opportunity to elucidate the structural properties of a wide

range of materials that are unsuitable for investigation by single-crystal XRD.

This chapter highlights the current state-of-the-art in structure determination

from powder XRD data, giving particular emphasis to the case of molecular solids.
Fundamental aspects of the techniques used to carry out structure determination

from powder XRD data are described (Sect. 2), and examples illustrating the

application of these techniques for determining the crystal structures of molecular

materials are presented (Sect. 6). While the examples highlighted in Sect. 6 are

taken primarily from the work of the author’s own research group, these examples

are illustrative of the types of structural problem that are nowadays being tackled

successfully by a number of research groups dedicated to this field. Other topics

covered include a discussion of the validation of results obtained by structure

determination from powder XRD data (Sect. 3), emphasizing inter alia the benefits

of utilizing evidence from other experimental techniques (particularly solid-state

NMR) in conjunction with the powder XRD analysis, consideration of experimental

aspects of powder XRD data (Sect. 4), particularly relating to issues of data quality

and good practice that are conducive to successful structure determination, and

a discussion of certain issues relating to the use of powder XRD for identification

and “fingerprinting” of crystalline phases (Sect. 5). While the discussion of

fundamentals and the highlighted examples focus on the case of powder XRD, it

is relevant to note that the data analysis techniques discussed here are also generally

applicable in the case of structure determination from powder neutron diffraction

data. Nevertheless, to date these techniques have been applied much more exten-

sively in the case of powder XRD data.

2 Structure Determination from Powder XRD Data

2.1 Relationship Between a Crystal Structure
and Its Diffraction Pattern

In the diffraction pattern from a crystalline solid, the positions of the diffraction

maxima depend on the periodicity of the structure (i.e. the dimensions of the unit

cell), whereas the relative intensities of the diffraction maxima depend on the

distribution of scattering matter (i.e. the atoms or molecules) within the unit cell.

In the case of XRD, the scattering matter is the electron density within the unit cell.

Each diffraction maximum is characterized by a unique set of integers h, k and l
(Miller indices) and is defined by a scattering vector H in three-dimensional
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“reciprocal space”, given byH ¼ ha* + kb* + lc*. The basis vectors a*, b* and c*
are called the reciprocal lattice vectors, and depend on the crystal structure. The

three-dimensional space defining the crystal structure is called “direct space”.

A given diffraction maximum H is completely defined by the structure factor

F(H), which has amplitude |F(H)| and phase a(H). In XRD, the structure factor

F(H) is related to the electron density r(r) within the unit cell by the following

equation:

FðHÞ ¼ FðHÞj jexpðiaðHÞÞ ¼
ð
rðrÞexp½2piH � r� dr; (1)

where r is the vector r ¼ xa + yb + zc in direct space (a, b and c are the lattice

vectors defining the periodicity of the crystal structure) and the integration is over

all vectors r in the unit cell. It follows from (1) that

rðrÞ ¼ 1=Vð Þ
X

H
FðHÞj jexp½iaðHÞ � 2piH � r�; (2)

where V is the volume of the unit cell and the summation is over all vectors H with

integer coefficients h, k and l. If both the amplitude |F(H)| and phase a(H) of the

structure factor could be measured directly from the experimental XRD pattern,

then r(r) (i.e. the “crystal structure”) could be determined directly from (2) by

summing over the measured diffraction maxima H. However, while the values of

|F(H)| can be obtained experimentally from the measured diffraction intensities

I(H), the values of the phases a(H) cannot be determined directly from the experi-

mental diffraction pattern, which constitutes the so-called “phase problem” in

crystallography. To determine a crystal structure from experimental XRD data by

using (2), it is necessary to use techniques (e.g. direct methods or the Patterson

method) that provide estimated values of the phases a(H). Using the estimated

phases a(H) together with the experimentally determined |F(H)| values in (2)

allows the electron density r(r) and hence the crystal structure to be elucidated

(at least approximately). More details of the techniques for overcoming the “phase

problem” are given elsewhere [1, 21].

Importantly, the reverse procedure of calculating the diffraction pattern for any

given structure [using (1)] is an “automatic” calculation. Thus, the diffraction

pattern (|F(H)| data) can be calculated automatically for any crystal structure

using the positions of the atoms in the crystal structure in (1), employing a form

of (1) in which the electron density r(r) is approximated by a function that depends

on the positions of the atoms in the unit cell. This type of calculation is the basis of

the direct-space strategy for structure solution. In the direct-space strategy, a large

number of trial crystal structures are generated by computational procedures; the

XRD pattern for each trial structure is then calculated automatically using (1), and

these calculated XRD patterns are then compared with the experimental XRD

pattern in order to assess the degree of “correctness” of each trial structure. More

details of the direct-space strategy for structure solution are given in Sect. 2.6.2.
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2.2 How to Compare Experimental and Calculated Powder
XRD Patterns

The complete powder XRD profile (either for an experimental pattern or a calcu-

lated pattern) is described in terms of the following components: (1) the peak

positions, (2) the background intensity distribution, (3) the peak widths, (4) the

peak shapes, and (5) the peak intensities. The peak shape depends on characteristics

of both the instrument and the sample, and different peak shape functions are

appropriate under different circumstances. The most common peak shape for

powder XRD is the pseudo-Voigt function, which represents a hybrid of Gaussian

and Lorentzian character, although several other types of peak shape function may

be applicable in different situations. These peak shape functions and the types of

function commonly used to describe the 2y-dependence of the peak width are

described in detail elsewhere [22].

There are two general approaches for comparing experimental powder XRD data

with powder XRD data calculated for a structural model during the process of

structure determination: (1) comparison of the complete powder XRD profile and

(2) comparison of integrated peak intensities. We now consider each of these

approaches in turn.

Comparison of the complete powder XRD profile uses the entire digitized

experimental powder XRD pattern directly “as measured”, and requires a digitized

powder XRD profile to be calculated from the structural model in order to compare

it to the experimental pattern. To construct this calculated powder XRD pattern for

a trial structure requires not only the intensities of all peaks in the powder XRD

pattern, which are determined using (2), but also requires information on the peak

positions, peak widths, peak shapes and the background intensity distribution.

Clearly, reliable whole-profile comparison between calculated and experimental

powder XRD patterns requires that the variables describing these aspects of the

calculated pattern must accurately reflect those in the experimental pattern. The

methodology for determining the values of the variables that describe these features

of the experimental powder XRD profile is discussed in Sect. 2.5. After calculating

the digitized powder XRD pattern for the structural model, it is compared directly

with the experimental powder XRD pattern using an appropriate whole-profile

figure-of-merit, the most common of which is the weighted profile R-factor Rwp,

defined as

Rwp ¼ 100�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i wi yi � ycið Þ2P
i wiy2i

s
; (3)

where yi is the intensity of the ith point in the digitized experimental powder XRD

pattern, yci is the intensity of the ith point in the calculated powder XRD pattern and

wi is a weighting factor for the ith point. A significant advantage of using a whole-

profile figure-of-merit of this type is that it uses the experimental data (i.e. the
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digitized data points {yi}) directly “as measured”, without further manipulation.

This type of figure-of-merit is used in Rietveld refinement, as well as in several

implementations of direct-space techniques for structure solution.

Consideration of integrated peak intensities, on the other hand, involves analysis

of the experimental powder XRD pattern to extract a set of integrated peak

intensities I(H) [and hence |F(H)| values] analogous to those obtained directly in

single-crystal XRD. Because of the problem of peak overlap in powder XRD data,

the task of extracting a reliable set of integrated peak intensities from a heavily

overlapped powder XRD pattern is nontrivial. The basic techniques for achieving

this task are discussed in Sect. 2.5. Methods have been developed for enhancing the

reliability of the intensity extraction process, and using the extracted intensities in a

manner that takes the reliability of the extraction process into account (by making

use of the variance–covariance matrix [23]). After extracting a set of integrated

peak intensities, the experimental and calculated I(H) data can be compared using

the types of figure-of-merit employed in the analysis of single-crystal XRD data.

However, a disadvantage of this approach in the case of powder XRD data is that

any errors or uncertainties associated with the process of extracting the integrated

peak intensities from the experimental pattern (originating from ambiguities in

handling the peak overlap) are inevitably propagated into the structure determina-

tion process, and may limit the reliability of the derived structural information or

even prohibit successful structure determination. As discussed below, comparison

of integrated peak intensities is central to the traditional approach for structure

solution. In addition, some implementations of the direct-space approach are also

based on comparison of integrated peak intensities, with the aim of maximizing

speed (as such figures-of-merit are faster to calculate than those based on compari-

son of the complete powder XRD profile, such as Rwp) at the expense of reliability.

2.3 Overview of the Structure Determination Process

The three stages of structure determination from diffraction data are (1) unit cell

determination and space group assignment, (2) structure solution, and (3) structure

refinement. Structure solution aims to derive an approximately correct description

of the structure, using the unit cell and space group determined in the first stage, but

starting from no knowledge of the actual arrangement of atoms or molecules in the

unit cell. If the structure solution represents a sufficiently good approximation to the

true structure, a good quality description of the structure can then be obtained by

structure refinement. For powder XRD data, unit cell determination is carried out

using standard indexing procedures [24–26], and structure refinement is carried out

routinely using the Rietveld profile refinement technique [22, 27, 28]. In the case of

powder XRD data, an additional (and crucially important) stage of the structure

determination process is the “profile refinement” stage, discussed in more detail in

Sect. 2.5. The sequence of stages involved in structure determination from powder

XRD data is summarized in Fig. 2.
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2.4 Unit Cell Determination (Indexing)

The first stage of structure determination involves determination of the unit cell

{a, b, c, a, b, g} by analysis of the peak positions in the powder XRD pattern [this

task is referred to as “indexing” the powder pattern, and involves assigning the

Miller indices (h, k, l) to each observed peak in the experimental powder XRD

pattern]. Clearly, the structure determination process can progress to the structure

solution and structure refinement stages only if the correct unit cell is found at

the indexing stage, and difficulties encountered in achieving reliable indexing of

powder XRD patterns can sometimes be an insurmountable hurdle that prevents

successful structure determination.

The different strategies that are available for indexing powder XRD data (which

are incorporated into the widely used programs ITO [24], TREOR [25], DICVOL

[26] and CRYSFIRE [29]) generally consider the measured positions of peak

maxima for about 20 selected peaks at low diffraction angles. The existence of

significant peak overlap can be particularly problematic in the indexing stage, as

certain peaks that may be vital for correct indexing may be obscured or completely

unresolved due to peak overlap. In this regard, successful indexing of powder XRD

data in the case of molecular solids can sometimes be particularly challenging, as a

consequence of the substantial peak overlap often observed for such materials, as

noted above.

2.5 Preparing the Intensity Data for Structure
Solution: Profile Fitting

After the unit cell has been determined, the next stage is to prepare the intensity data

for space group determination and structure solution using an appropriate profile

fitting technique such as the Pawley method [30] or the Le Bail method [31].

The aim of this stage of the structure determination process is to fit the complete

experimental powder XRD profile by refinement of variables that describe:

Structure Refinement
Rietveld Refinement

Profile Fitting
(Le Bail or Pawley Methods)

Structure Solution

Unit Cell
Determination

Space Group
Assignment

Fig. 2 Schematic diagram

showing the sequence of

stages involved in crystal

structure determination from

powder XRD data
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(1) The peak positions (the variables that determine the peak positions include the

unit cell parameters and the zero-point shift parameter)

(2) The background intensity distribution

(3) The peak widths

(4) The peak shapes

(5) The peak intensities

With regard to (1), the input values of the unit cell parameters used in the profile

fitting procedure are those obtained in the indexing stage, and the refined values that

result from the profile fitting procedure represent a more accurate set of unit cell

parameters. It is important to emphasize that no structural model is used in the

profile fitting procedure (except in so far as the unit cell parameters are used to

determine the peak positions), and the intensities in (5) represent a set of intensity

variables that are refined to give an optimal fit to the experimental powder XRD

pattern without reference to any structural model. Thus, the aim of the profile fitting

procedure is not to determine the crystal structure, but rather to obtain reliable

values of the variables that describe different features of the powder XRD profile

[i.e. (1)–(5) above] in preparation for the subsequent stages of the structure deter-

mination process. As now discussed, it is also important to note that different

strategies for structure solution make use of different combinations of the variables

in (1)–(5) as input information.

The traditional approach for structure solution requires, as input data, the

integrated peak intensities extracted from the experimental powder XRD pattern –

i.e. the fitted intensity values (5) obtained from the profile fitting procedure.

In addition, some implementations of the direct-space strategy for structure solution

are based on comparison of integrated peak intensities, and also make use of the

intensity values (5) obtained at the profile fitting stage. After extracting the integrated

peak intensities (5), these approaches do not make any further use of the experimental

powder XRD profile during the structure solution stage (although the experimental

powder XRD pattern is again used in the Rietveld refinement stage).

Alternatively, several other implementations of the direct-space structure solu-

tion strategy involve comparison between experimental and calculated data using a

whole-profile figure-of-merit such as Rwp. In this case, the intensity data (5) extracted

from the experimental powderXRDpattern in the profile fitting procedure are not used

in the structure solution stage. Instead, the variables (1)–(4) determined in the profile

fitting procedure are used (together with intensities calculated for trial structural

models) to construct the calculated powder XRD pattern for each trial structure

generated in the direct-space structure solution calculation.

Following the profile fitting procedure, the space group can be assigned by

identifying the conditions for systematic absences in the intensity data (5). If the

space group cannot be assigned uniquely, structure solution calculations should be

carried out separately for each of the plausible space groups. Knowledge of unit cell

volume and space group, together with density considerations, allows the contents

of the asymmetric unit to be established. Information from other experimental

techniques (particularly high-resolution solid-state NMR) may be particularly
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helpful in confirming the number of independent molecules in the asymmetric unit

and elucidating other structural aspects that may be useful in assisting the structure

solution process (see Sect. 3).

2.6 Structure Solution

Techniques for structure solution from powder XRD data can be subdivided into

two categories: the traditional and direct-space approaches.

2.6.1 The Traditional Approach for Structure Solution

The traditional approach for structure solution follows a close analogy to the

analysis of single-crystal XRD data, in that the intensities I(H) of individual

reflections are extracted directly from the powder XRD pattern and are then used

in the types of structure solution calculation (e.g. direct methods, Patterson methods

or the recently developed charge-flipping methodology [32–34]) that are used for

single-crystal XRD data. As discussed above, however, peak overlap in the powder

XRD pattern can limit the reliability of the extracted intensities, and uncertainties in

the intensities can lead to difficulties in subsequent attempts to solve the structure.

As noted above, such problems may be particularly severe in cases of large unit

cells and low symmetry, as encountered for most molecular solids. In spite of these

intrinsic difficulties, however, there have been several reported successes in the

application of traditional techniques for structure solution of molecular solids from

powder XRD data.

2.6.2 The Direct-Space Approach for Structure Solution

In contrast to the traditional approach, the direct-space approach for structure

solution [2] follows a close analogy to global optimization procedures. In the

direct-space strategy, trial crystal structures are generated in direct space, indepen-

dently of the experimental powder XRD data, and the suitability of each trial

structure is assessed by direct comparison between the powder XRD pattern

calculated for the trial structure and the experimental powder XRD pattern (see

Sect. 2.2). This comparison is quantified using an appropriate figure-of-merit.

Several implementations of the direct-space strategy have used the weighted

powder profile R-factor Rwp (the R-factor normally employed in Rietveld refine-

ment), which considers the entire digitized intensity profile point-by-point, rather

than the integrated intensities of individual diffraction maxima. Thus, Rwp takes

peak overlap implicitly into consideration. Furthermore, Rwp uses the digitized

powder XRD data directly as measured, without further manipulation of the type

required when individual peak intensities I(H) are extracted from the experimental
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powder XRD pattern. As discussed in Sect. 2.5, some implementations of the

direct-space strategy (e.g. [35, 36]) have employed figures-of-merit based on

integrated peak intensities I(H) extracted from the experimental powder XRD

pattern in the profile fitting procedure (i.e. the intensity data (5) discussed in

Sect. 2.5), rather than comparison of the complete powder XRD profile by means

of Rwp. Specific details are discussed in the papers cited.

The aim of the direct-space strategy is to find the trial crystal structure that

corresponds to lowest R-factor, and is equivalent to exploring a hypersurface R(G)
to find the global minimum, where G represents the set of variables that define the

structure (discussed in more detail below). In principle, any technique for global

optimization may be used to find the lowest point on the R(G) hypersurface, and
much success has been achieved using Monte Carlo/simulated annealing [2, 35–57]

and genetic algorithm [58–75] techniques in this field. In addition, grid search

[76–80] and differential evolution [81, 82] techniques have also been employed.

We now consider the way in which trial structures are defined within the context

of direct-space structure solution calculations for molecular solids. In principle, the

set (G) of structural variables could be taken to comprise the coordinates of each

individual atom within the asymmetric unit, but this approach discards any prior

knowledge of molecular geometry and corresponds to the maximal number of

structural variables (3 N variables for N atoms in the asymmetric unit). Instead, it

is advantageous to use directly all information on molecular geometry that is

already known reliably [in the study of molecular materials, the identity of the

molecule is generally known before starting the structure solution calculation, and

if ambiguities remain concerning the atomic connectivity (e.g. tautomeric form),

other techniques such as solid-state NMR may be useful to resolve these

ambiguities before starting the structure solution calculation]. Thus, it is common

to fix bond lengths and bond angles at standard values in direct-space structure

solution calculations and to fix the geometries of well-defined structural units (e.g.

aromatic rings). In general, the only aspects of intramolecular geometry that need

to be determined are the values of some (or all) of the torsion angles that define the

molecular conformation. Under these circumstances, each trial structure in a direct-

space structure solution calculation is defined by a set (G) of structural variables
that represent, for each molecule in the asymmetric unit, the position of the molecule

in the unit cell (defined by the coordinates {x, y, z} of the centre of mass or a

selected atom), the orientation of the molecule in the unit cell (defined by rotation

angles {y, f, c} relative to the unit cell axes) and the unknown torsion angles

{t1, t2, . . ., tn}. Thus, in general, there are 6 + n variables, G ¼ {x, y, z, y, f, c, t1,
t2, . . ., tn}, for each molecule in the asymmetric unit.

We emphasize that an important feature contributing to the success of the direct-

space approach is that it makes maximal use of information on molecular geometry

that is already known reliably, independently of the powder XRD data, prior to

commencing the structure solution calculation. The traditional approach for struc-

ture solution, on the other hand, does not (in general) utilize prior knowledge of

features of molecular geometry.
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The significant advances that have been made in the last 17 years or so in the

capability of determining crystal structures of organic molecular solids from powder

XRD data have been catalyzed largely by the availability of direct-space techniques

for structure solution, both because structure determination of molecular materials is

particularly well suited to these techniques and because of improvements in computer

power during this time. To date, most reported crystal structure determination of

organic molecular solids from powder XRD data has used the direct-space strategy,

although there have also been several reports of successful structure determination

of such materials using the traditional approach (see examples discussed in [3, 7]).

The first demonstration [83] of structure solution of a molecular crystal from powder

XRD data was for the previously known structure of cimetidine using the traditional

approach for structure solution (direct methods) and using data recorded at a

synchrotron radiation source. The first previously unknown equal-atom molecular

crystal structure to be solved from powder XRD data was formylurea, again using

the traditional approach (direct methods) but from laboratory powder XRD data [84].

The first material of unknown crystal structure to be solved using a direct-space

strategy was p-BrC6H4CH2CO2H [2] using the Monte Carlo method, followed by

other examples (including 3-chloro-trans-cinnamic acid [38] and 1-methylfluorene

[85]) using the same technique.

For structure solution by the direct-space approach, the complexity of the

structure solution problem is dictated largely by the dimensionality of the hyper-

surface to be explored (i.e. the total number of structural variables in the set G)
rather than the number of atoms in the asymmetric unit. Thus, the greatest

challenges in the application of direct-space techniques arise when the number of

structural variables is large; this situation occurs when there is considerable molec-

ular flexibility (i.e. when the molecular geometry is defined by a large number of

variable torsion angles) and/or when there are several independent molecules in the

asymmetric unit.

We note that for molecular solids or other materials constructed from

well-defined modular building units (such as metal-organic-framework materials),

the direct-space strategy represents a particularly suitable approach for structure

solution, given the wide availability of reliable information on the geometries of the

molecular building units. For other types of materials, for which the peak overlap

problem is less severe or for which there is insufficient prior knowledge of the

geometry of a suitable structural fragment for use in direct-space calculations,

the traditional approach would generally be the favoured approach for structure

solution.

2.7 Structure Refinement

In Rietveld refinement [22, 27, 28], the variables that define the powder XRD

profile (i.e. the variables (1)–(4) in Sect. 2.5) and the variables defining the structural

model (which are used to determine the relative peak intensities in the calculated
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powder XRD pattern) are adjusted by least squares methods in order to obtain an

optimal fit between the experimental and calculated powder XRD patterns. In

general, the weighted profile R-factor (Rwp) is used to assess the fit between

experimental and calculated powder XRD patterns. An example of the fit obtained

in a typical Rietveld refinement calculation is shown in Fig. 3. The structural

variables in Rietveld refinement are analogous to those (e.g. atomic coordinates,

atomic displacement parameters, site occupancies, etc.) used in refinement from

single-crystal XRD data, and are thus different from the variables used in direct-

space structure solution discussed in Sect. 2.6. Thus, while bond lengths and bond

angles are usually fixed in direct-space structure solution calculations, such geo-

metric constraints are generally relaxed in the Rietveld refinement stage.

For successful Rietveld refinement, the initial structural model (taken from the

structure solution) must be a sufficiently good representation of the correct struc-

ture. As Rietveld refinement often suffers from problems of instability, the use of

geometric restraints (soft constraints) based on standard molecular geometries

generally need to be applied in order to ensure stable convergence of the refine-

ment. Furthermore, it is common to use only isotropic displacement parameters

in Rietveld refinement, rather than the anisotropic displacement parameters that

are generally refined (except in the case of hydrogen atoms) for single-crystal

XRD data. As in structure determination from single-crystal XRD data, the

structural model obtained in the structure solution stage is sometimes an incomplete

2θ
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Fig. 3 A typical result from Rietveld refinement (specifically for the material TDMM discussed

in Sect. 6.3). The experimental powder XRD pattern is shown as red plusmarks and the calculated

powder XRD pattern for the structural model is shown as the green line. The tick marks indicate
peak positions. The difference between the experimental and calculated powder XRD profiles is

shown as the purple line at the bottom. Clearly, for a good quality Rietveld refinement, this

“difference profile” should be as flat as possible, and should ideally reflect only the noise level in

the experimental data
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representation of the true structure (particularly when structure solution is carried

out using the traditional approach), and difference Fourier techniques can be used in

conjunction with Rietveld refinement to complete the structural model.

Finally, it is relevant to comment on the quality of structural information that can

be obtained by structure determination from powder vs single-crystal XRD data. In

general, the final structural parameters obtained from powder XRD data are not as

accurate or precise as those that could be determined from analysis of single-crystal

XRD data for the same material (assuming that a suitable single crystal is avail-

able). Nevertheless, a carefully refined crystal structure from powder XRD data (for

example, giving the quality of fit shown in Fig. 3) provides reliable information on

the arrangement of atoms and molecules in the crystal structure, and allows an

understanding of most aspects of the crystal structure that are of interest to chemists

(such as details of the molecular packing arrangement and identification of the

intermolecular interactions).

3 Validation of the Procedures and Results in Structure

Determination from Powder XRD Data

Although computer programs for carrying out structure determination from powder

XRD data are now readily accessible and relatively straightforward to use, it is

essential that the structural results obtained from such calculations are subjected to

adequate scrutiny before they can be assigned as definitely correct. In this regard,

two aspects of validation must be considered: (1) validating the structural model

used in direct-space structure solution (see Sect. 3.1) and (2) validating the final

structure obtained from Rietveld refinement (see Sect. 3.2).

It is also important to emphasize the merit of exploiting information from other

experimental and computational techniques within these validation processes. Such

techniques include solid-state NMR spectroscopy, energy calculations (either on

individual molecules or periodic crystal structures), vibrational spectroscopies and

techniques of thermal analysis (e.g. DSC and TGA). Solid-state NMR, in particular,

can play an important role, as it can provide insights on specific structural features

independent of the diffraction data, including: the tautomeric form of the molecule,

the number of independent molecules in the asymmetric unit, the question of

whether molecules occupy general positions or special positions, direct evidence

for the existence of specific interactions (e.g. hydrogen bonds), quantitative infor-

mation on specific interatomic distances, and a priori insights on the existence of

disorder within a crystal structure. Information on several of these structural aspects

can be important in setting up the correct structural model for a direct-space

structure solution calculation, or in validating the final structural results obtained

from Rietveld refinement.
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3.1 Validation Before Direct-Space Structure Solution

Aspects of validation prior to direct-space structure solution are focused on (1)

establishing the correct representation of molecular geometry to be used in the

direct-space structure solution calculation and (2) establishing independent evidence

for the correct number of molecules in the asymmetric unit.

First we consider setting up a suitable structural model for direct-space structure

solution. In general, the identity of the molecule(s) in the structure and the compo-

sition (e.g. in the case of a solvate or cocrystal phase) may be established readily

by applying a range of analytical techniques, including high-resolution solid-state

NMR. Another important issue concerns details of molecular geometry, recognizing

that many molecules can adopt different tautomeric forms. The structure determina-

tion of red fluorescein [39] from powder XRD data provided an early example of the

use of solid-state NMR data to inform the process of setting up a suitable structural

model for direct-space structure solution. In this case, high-resolution solid-state
13C NMR distinguished the correct tautomeric form of the molecule in the crystal

structure. Clearly, in order to achieve successful structure solution in direct-space

calculations, it is generally crucial to use a geometrically correct representation of the

molecule (including correct assignment of the tautomeric form).

Second, we consider the number of molecules in the asymmetric unit. Following

unit cell determination, the number of molecules in the unit cell is generally

deduced straightforwardly from density considerations, but such information does

not necessarily lead to a unique assignment of the number of molecules in the

asymmetric unit, nor a unique assignment of the space group. In such cases, high-

resolution solid-state NMR can often provide valuable independent information on

the number of molecules in the asymmetric unit, based on the fact that, for example,

the high-resolution solid-state 13C NMR spectrum of an organic material should

contain one peak for each crystallographically distinguishable carbon atom in the

structure (although, in practice, the actual number of observed peaks may be less

than this number due to accidental peak overlap). Thus, after assigning each peak in

the solid-state 13C NMR spectrum to a specific carbon environment within the

molecule, it is generally straightforward to assess whether there are one, two or

more molecules in the asymmetric unit, or only a fraction of the molecule

(indicating that the molecule is located on a special position).

As an example [86], in structure determination of the 1:1 cocrystal formed

between benzoic acid (BA) and pentafluorobenzoic acid (PFBA), the high-resolution

solid-state 13C NMR spectrum (Fig. 4) was found to contain two peaks for the

carbon atom of the carboxylic acid group of BA and two peaks for the carbon atom

of the carboxylic acid group of PFBA, leading to the conclusion that the asymmetric

unit comprises two molecules of BA and two molecules of PFBA. In this case,

systematic absences in the powder XRD pattern indicated that the structure is

C-centred and has a c-glide plane, and density considerations suggested that there

are eight molecules of BA and eight molecules of PFBA in the unit cell. The

solid-state NMR data therefore point towards Cc as the correct space group
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(with two molecules of BA and two molecules of PFBA in the asymmetric unit),

rather than C2/c (with one molecule of BA and one molecule of PFBA in the

asymmetric unit).

An example of high-resolution solid-state 13C NMR yielding direct evidence

that a molecule resides on a special position was encountered in structure determi-

nation of an early-generation dendrimeric material [87], with the solid-state 13C

NMR data supporting the assignment that the molecule is located on a crystallo-

graphic twofold rotation axis. Structure determination of a new polymorph

(b phase) of the latent pigment DPP-Boc [88] from powder XRD data also relied

on evidence from high-resolution solid-state 13C NMR to confirm that the asym-

metric unit comprises half the DPP-Boc molecule.

3.2 Aspects of Validation After Structure Refinement

Aspects of validation after Rietveld refinement are focused on (1) establishing

whether the quality of agreement between experimental and calculated powder

XRD patterns is sufficiently good to give confidence that the refined structure is

correct, (2) assessing whether the refined structure is chemically and structurally

sensible, (3) assessing whether there is evidence for disorder in the structure and (4)

assessing whether the use of powder XRD data alone provides an adequate descrip-

tion of the structure or whether complementary techniques are required to resolve

specific questions or ambiguities.

To assess the quality of the final structure obtained in structure determination, it

is important to scrutinize carefully the difference profile obtained in the Rietveld

refinement calculation (which represents the difference between the experimental

Fig. 4 High-resolution solid-

state 13C NMR spectrum of

the 1:1 cocrystal containing

benzoic acid (BA) and

pentafluorobenzoic acid

(PFBA). The two peaks at ca.

174 ppm represent the

carboxylic acid group of

PFBA and the two peaks at

ca. 167 ppm represent the

carboxylic acid group of BA
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and calculated powder XRD patterns, as shown in Fig. 3). Clearly the difference

profile should not contain any significant discrepancies, and any minor

discrepancies that do exist (i.e. discrepancies that are higher than the noise level

in the experimental data) must be properly understood before the Rietveld fit can be

regarded as acceptable. In this regard, it is important to compare the difference

profile obtained in the Rietveld refinement with the difference profile obtained for
the same experimental powder XRD pattern in the profile-fitting stage of the

structure determination process. The profile-fitting procedure establishes an upper

limit to the quality of fit that could be obtained in a Rietveld refinement calculation

for the same experimental powder XRD pattern (and for the same 2y range). Thus,

the Rietveld refinement should aspire to achieve a quality of fit (assessed from the

difference profile) that is as close as possible to that obtained in the profile-fitting

procedure. If the fit obtained in the Rietveld refinement is significantly worse than

that obtained in the profile-fitting procedure, it is probably an indication that the

refined structure is incorrect, or at least that some aspect of the true structure is not

adequately described in the structural model.

An example of the importance of applying rigorous scrutiny before accepting the

results from a Rietveld refinement calculation concerns the structure determination

of 3,5-bis(3,4,5-trimethoxybenzyloxy)benzyl alcohol (BTBA) from powder XRD

data [89]. Following structure solution by the direct-space genetic algorithm tech-

nique, Rietveld refinement gave the fit shown in Fig. 5a. For this Rietveld refine-

ment (Rwp ¼ 8.25%), the difference profile might at first glance appear relatively

flat, and could be quite readily misinterpreted as representing a correct, fully refined

crystal structure. However, the discrepancies between experimental and calculated

powder XRD patterns in the difference profile obtained in the Rietveld refinement

are greater than those in the difference profile obtained in the profile fitting stage in

which the Le Bail technique was used (Fig. 5b; Rwp ¼ 2.99%), suggesting that the

refined structure, while probably substantially correct, is still not acceptable. Fur-

thermore, it was found that the structure did not contain any O–H···O hydrogen

bonding, which was somewhat surprising (although not impossible) for a molecule

that has a single hydrogen bond donor (OH group) and several potential hydrogen

bond acceptors (oxygen atoms of the COCH3, COCH2 and OH groups). Given these

concerns, more detailed scrutiny involving difference Fourier analysis suggested

that there was “missing” electron density in the structure. Following further experi-

mental analysis (primarily by liquid state 1H NMR and TGA), it was discovered

that the material was actually a monohydrate of BTBA. Further Rietveld refinement

was then carried out after adding the water molecule to the structural model, leading

to a significant improvement in the quality of fit (Fig. 5c; Rwp ¼ 4.33%), which was

considered to be acceptably close to the quality of fit obtained in the profile fitting

procedure (Fig. 5b). Furthermore, the position of the water molecule in the crystal

structure (Fig. 5d) gave rise to a structurally sensible hydrogen-bonding array

(Fig. 5e) involving the water molecules and the OH groups of the BTBAmolecules.

Next, we consider the use of other sources of information to provide addi-

tional support for specific structural features. In the structure determination of

1-formyl-2,4,6-trimethoxybenzene and 1-acetyl-2,4,6-trimethoxybenzene from
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powder XRD data [90], DFT calculations provided independent evidence to

confirm that the structures correspond to energetically accessible conformations

of the molecules. Another example [90] addressed the question of whether an OH

group is involved in O–H���O hydrogen bonding by employing solid-state 2H

NMR spectroscopy (on the material in which the OH group is deuterated – i.e.

OD), as the 2H NMR quadrupole coupling constant (measured directly from the
2H NMR spectrum) is sensitive to details of hydrogen-bonding geometry.

a
b

c
e

d

Fig. 5 (a) Rietveld fit for the structural model comprising BTBA only. (b) Fit obtained in the

profile fitting procedure using the Le Bail technique. (c) Rietveld fit for the structural model

comprising BTBA and water. (d) Final refined crystal structure of BTBA monohydrate (dotted
lines indicate O–H···O interactions in the extended hydrogen-bonded array, which runs into the

page). (e) Crystal structure of BTBA monohydrate viewed in a direction that shows the extended

hydrogen-bonded array. Hydrogen atoms are omitted for clarity
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Another aspect of validation concerns the detection of disorder in the crystal

structure, recalling that solid-state NMR can provide a means of directly detecting

disorder (as well as distinguishing dynamic vs static disorder) in crystal structures.

Cases of severe disorder generally require an appropriate description of the disorder

to be incorporated in the structural model in both the structure solution and structure

refinement stages. However, if the disorder concerns a sufficiently localized part of

the structure, it may be possible to obtain a reasonable Rietveld fit using an ordered

structural model, which can then be improved by incorporating a description of the

disorder within the structural model. The latter situation was encountered in

structure determination of the b polymorph of p-formyl-trans-cinnamic acid from

powder XRD data [91] (Fig. 6). The structure was solved and refined as an ordered

structure, leading to a good quality of fit in the Rietveld refinement (Rwp ¼ 3.27%).

However, the high-resolution solid-state 13C NMR spectrum showed evidence for

C

a

dc

C

OH

H

O H

H O0°, 180°

Ordered Model Disordered Model

Rwp = 3.27 % Rwp = 2.87 %

b

Fig. 6 Results from Rietveld refinement of the disordered crystal structure of the b polymorph of

p-formyl-trans-cinnamic acid. The disorder concerns two orientations of the formyl group as

shown in (a). The crystal structure in (b) shows only the disorder component of higher occupancy.

The results from Rietveld refinement shown at the bottom are for (c) an ordered model comprising

only the major orientation of the formyl group, and (d) the final disordered model (right side).
Apart from the description of the order/disorder of the formyl group, all other aspects of these

refinement calculations were the same. A slight improvement in the quality of the Rietveld fit for

the disordered model is evident
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disorder of the formyl group (with the remainder of the structure ordered). Thus, the
13C NMR spectrum has two peaks for the 13C site in the formyl group, whereas all

other 13C sites in the molecule give just a single peak. Integration of the two peaks

for the formyl group indicated two components with relative populations ca. 69%

and 31%. In subsequent Rietveld refinement, the disorder of the formyl group was

modelled in terms of two orientations (with the plane of the formyl group in the

same plane as the aromatic ring in each case, but differing by 180� rotation about

the C–C bond that links the formyl group and the aromatic ring). Rietveld refine-

ment of the disordered model gave an improved fit (Rwp ¼ 2.87%), with refined

occupancies for the two orientations of the formyl group of 59% and 41%, in

relatively close agreement with the relative populations established from the

solid-state 13C NMR data. In this case, if evidence of disorder had not been obtained

from the solid-state 13C NMR data, the Rietveld refinement obtained for the ordered

model would probably have been considered to provide an acceptable fit to the

experimental powder XRD data, and the existence of the disorder may not have

been apparent from consideration of the powder XRD data alone.

Finally, we consider a case in which structure determination from powder XRD

data alone could not elucidate all aspects of the crystal structure. In particular, for

cases in which structural questions concern the details of hydrogen bonding

arrangements, the advantages of employing powder neutron diffraction compared

to powder XRD data must be emphasized. In spite of the historical importance of

ammonium cyanate NH4
+OCN– (first studied by Friedrich W€ohler over 180 years

ago [92]), the crystal structure remained undetermined until recently [93, 94], as

this material can be prepared only as a microcrystalline powder and is therefore

unsuitable for structure determination by single-crystal XRD. Structure determina-

tion from powder XRD data established the positions of the nonhydrogen atoms

[93], but could not reliably distinguish the correct orientation of the ammonium

cation. In the crystal structure, the nitrogen atom of the ammonium cation resides at

the centre of a nearly “cubic” arrangement of O and N atoms (from cyanate anions),

which occupy alternate corners of the “cube”. Two plausible orientations of the

ammonium cation may be proposed, in one case forming four N–H���O hydrogen

bonds and in the other forming four N–H���N hydrogen bonds. Early computational

studies (periodic Hartree–Fock calculations) favoured the structure with N–H���O
hydrogen bonding [93], although the results were later found to be very basis-set

dependent, and subsequent computational studies based on periodic DFT

calculations favoured the structure with N–H���N hydrogen bonding. To resolve

this issue, neutron powder diffraction studies were carried out [94] on the

deuterated material ND4
+OCN– (actually ca. 81% D, 19% H). The neutron diffrac-

tion results definitively support the structure with N–D���N hydrogen bonding, with

no detectable extent of disorder between the N–D���O and N–D���N hydrogen

bonding arrangements. Results from solid-state 15N NMR studies [94] are also

consistent with this assignment of the hydrogen bonding arrangement. In particular,

the temperature dependence of the 15N NMR chemical shift of the cyanate anion is

consistent with the changes that would be expected for the case in which the

cyanate nitrogen atom is involved in N–H���N hydrogen bonding.
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4 Experimental Considerations

4.1 Synchrotron vs Laboratory Powder XRD Data

We now consider the relative merits of using synchrotron powder XRD data vs

conventional laboratory powder XRD data in structure determination from powder

XRD data, recognizing that the use of synchrotron radiation generally gives rise to

powder XRD data of higher resolution and improved signal/noise ratio. With high

resolution, problems due to peak overlap can be alleviated, at least to some extent,

thus increasing the reliability in determining accurate peak positions (which is

particularly advantageous for unit cell determination) and increasing the reliability

in extracting the intensities of individual diffraction maxima from the powder XRD

pattern. In this regard, synchrotron radiation can be particularly advantageous when

the traditional approach (or a direct-space technique that uses a figure-of-merit

based on extracted peak intensities) is to be used for structure solution. Thus, the

success of traditional techniques for structure solution is generally enhanced by

using data recorded on an instrument with the highest possible resolution. However,

for direct-space structure solution techniques that employ a figure-of-merit based

on a profile R-factor (such as Rwp), the most important requirement is not high

resolution itself, but rather that the peak profiles are well-defined and accurately

described by the peak shape and peak width functions used in the structure solution

calculation. In such cases, the use of laboratory powder XRD data can be just as

effective as the use of synchrotron data, and many examples (including the majority

of those presented in Sect. 6) demonstrate that the use of a good-quality, well-

optimized laboratory powder X-ray diffractometer is usually perfectly adequate for

research in this field. Within the context of Rietveld refinement, we note that the use

of synchrotron data generally leads to structural results of greater accuracy, as a

consequence of the fact that the data in the high 2y region of the powder XRD

pattern are usually of higher quality for synchrotron data than laboratory data.

4.2 Preferred Orientation

In general, structure solution from powder XRD data has a good chance of success

only if the experimental powder XRD pattern contains reliable information on the

intrinsic relative intensities of the diffraction maxima, which requires that there is

no “preferred orientation” in the powder sample. Preferred orientation arises when

the crystallites in the powder sample have a nonrandom distribution of orientations,

and this effect can be particularly severe when the crystal morphology is strongly

anisotropic (e.g. long needles or flat plates). When a powder sample exhibits

preferred orientation, the measured relative peak intensities differ from the intrinsic

relative diffraction intensities, limiting the prospects for determining reliable struc-

tural information from the powder XRD pattern. In order to circumvent this
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difficulty, it is recommended that appropriate procedures [95] are carried out to

screen powder samples for preferred orientation, and to take steps to ensure that the

sample is free of preferred orientation before recording high-quality powder XRD

data for use in structure determination calculations. If preferred orientation is

detected, a variety of experimental approaches may be used to alleviate the effects

of preferred orientation, such as using a capillary or end-loading sample holder,

mixing the sample with an amorphous material, preparing the sample by spray-

drying, or using an appropriate grinding procedure to induce a crystal morphology

that is as isotropic as possible. Even if the effects of preferred orientation cannot be

eliminated completely from the experimental powder XRD pattern, corrections for

preferred orientation can be made retrospectively once a sufficiently good structural

model is known, by refinement of parameters describing the preferred orientation

during the Rietveld refinement stage. In general, attempted structure solution from

powder XRD data affected significantly by preferred orientation has a high chance

of being unsuccessful, and it is recommended that time should be devoted to

checking the sample for preferred orientation and carrying out careful sample

preparation to ensure, as far as possible, that the powder sample has a random

distribution of crystallite orientations.

4.3 Phase Purity of the Powder Sample

Another issue that can have a profound bearing on the success of structure determi-

nation from powder XRD data is the phase purity of the powder sample. So far, the

discussion in this chapter has assumed that the powder sample comprises only one

crystalline phase. If the powder sample contains a second crystalline phase (e.g. a

crystalline impurity or a second polymorph of the material of interest) and is not
known to contain this second phase, then the structure determination process will

almost certainly fail at the indexing stage (as it will be impossible to find a single

unit cell that predicts the positions of all the peaks, arising from the two phases, in

the powder XRD pattern). However, if the existence and identity of an impurity

phase or second phase is known beforehand, the peaks due to this additional phase

may be recognized and handled in an appropriate manner that allows the structure

of the main phase of interest to be determined successfully. Clearly, the use of other

experimental techniques (such as solid-state NMR) may be advantageous for

providing independent evidence for the phase purity of a powder sample before
starting the process of structure determination from powder XRD data (perhaps

indicating that the sample preparation procedure needs to be optimized in order to

obtain a phase-pure sample).

In favourable cases, however, careful inspection of the powder XRD data alone

may allow the presence of more than one phase to be identified without utilizing

information from other techniques, as illustrated in the structure determination of

cyclopentadienyl rubidium [96] from the powder XRD pattern of a mixture of two

polymorphs. Initial attempts to index the powder XRD pattern failed, but closer
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inspection revealed that the data could be subdivided into two sets of peaks with

appreciably different linewidths, which were attributed to the two polymorphs.

Indexing and structure determination were then carried out successfully for both

polymorphs.

5 Applying Powder XRD for “Fingerprinting”

of Crystalline Phases

A basic, yet crucially important, application of powder XRD is in the identification

(“fingerprinting”) of crystalline phases, based on the fact that different crystal

structures give rise to distinct powder XRD patterns. Qualitative characterization

of materials in this manner finds applications in many scientific disciplines (both

academic and industrial), including quality control, polymorph screening, and

the characterization of products from rapid throughput crystallization experiments

[97, 98].

This qualitative application of powder XRD is used extensively in all areas of

materials preparation. The aim is to compare the experimental powder XRD pattern

of a sample prepared by materials synthesis with the powder XRD patterns of

known materials (either experimental powder XRD data recorded for materials

prepared by other routes, or powder XRD patterns simulated from crystal structures

determined previously). Sometimes these comparisons are carried out “by eye”,

based on visual assessment of the similarities and/or differences between the

powder XRD patterns, rather than subjecting the powder XRD data to more

rigorous quantitative analysis. In favourable cases, visual comparison may be

unambiguous in confirming that the powder XRD pattern of the synthesized

material either matches a known material or is clearly different from all potential

candidate materials of known structure. However, much deeper scrutiny is often

required, and cases in which unambiguous confirmation can be established simply

by visual inspection are much less common. Unfortunately, comparisons based on

visual inspection can allow considerable scope for misinterpretation, with the

potential to lead to erroneous structural assignments. Ambiguity in comparing

powder XRD patterns by visual inspection can arise either:

(1) When the prepared material is the same as a known material, but the powder

XRD patterns may actually appear significantly different, such that the match to

the known material is not easily identified by visual comparison.

(2) When the main features of the powder XRD patterns resemble each other

significantly, but with some small differences. In such cases, visual comparison

tends to focus on the main features of resemblance between the patterns and the

small differences are often overlooked. However, small differences between

powder XRD patterns can represent real and significant structural differences,

and, if they are ignored, there is the risk that two materials that have genuinely

different structures may be assigned wrongly as being the same material. In

such cases, the two structures may indeed share some structural features in
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common, but it is nevertheless crucial to determine the structural reasons for the

small differences between the powder XRD patterns. Relevant issues in this

regard include superstructures, subtle differences of symmetry, differences in

the occupancy of a component (e.g. a solvent molecule) within the structure, or

differing degrees of disorder. An illustrative example of this type of situation,

taken in part from work described in [99], is illustrated in Fig. 7.

With regard to visual comparison, it is important to note that the appearance of

an experimental powder XRD pattern can be influenced by several factors that are

not related to the actual crystal structure of the material, but originate instead from

Simulated Data for a
Known Structure

Material Prepared
by Mechanochemical

Synthesis

Fig. 7 Comparison between the experimental powder XRD pattern of a material prepared by

mechanochemical synthesis and the simulated powder XRD pattern of a potential candidate

known structure prepared previously by a solvothermal route. Visual comparison (top part)
might tend to suggest that the two materials are very similar. However, detailed comparison

(bottom part) reveals important differences between the powder XRD patterns. In particular, the

peak at 2y � 29� is present for the material prepared by mechanochemical synthesis but is absent

for the material prepared by solvothermal synthesis. This peak arises from a subtle structural

difference and leads to the conclusion that the structures of the two materials cannot be identical.

Structure determination of the material prepared by mechanochemical synthesis was carried out

subsequently from powder XRD data. The actual structural differences are shown in Fig. 11
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features of the instrumentation and/or the mode of data collection, as well as

features relating to microstructural characteristics of the powder sample itself

(e.g. the size, shape and orientational distribution of the crystallites in the powder).

Thus, as identified in case (1) above, powder XRD patterns recorded for two

materials with the same crystal structure might actually look quite different as a

result of differences in some of these other factors, which include the following:

1. Peak widths. The lineshapes and linewidths of peaks in a powder XRD pattern

depend on the crystallinity of the sample, as well as features of the instrumenta-

tion and the data collection procedure. In particular, peaks in the powder XRD

pattern may be broadened as a consequence of small crystallite size. If the

powder XRD patterns of two samples with the same crystal structure have

significantly different linewidths, the visual appearance may differ substantially,

especially in regions of significant peak overlap.

2. Peak intensities. If the material exhibits “preferred orientation” (i.e. a nonran-

dom distribution of orientations of the crystallites within a powder), the relative

intensities of peaks in the powder XRD pattern will deviate from the intrinsic

relative intensities that are characteristic of the crystal structure, and hence the

powder XRD patterns recorded for two samples of the same material but

exhibiting different degrees of preferred orientation may appear substantially

different. This issue is particularly pertinent in comparing an experimental

powder XRD pattern with a simulated powder XRD pattern for a known crystal

structure, as there are implicitly no effects due to preferred orientation in the

latter case.

3. Peak positions. Shifts in the positions of the peaks in an experimental powder

XRD pattern may arise due to a number of instrumental factors. Furthermore,

comparison of powder XRD patterns recorded at different temperatures may

show differences in appearance (particularly in regions with significant peak

overlap) as a result of anisotropic thermal expansion/contraction. This issue is

particularly relevant when an experimental powder XRD pattern recorded at

ambient temperature is compared with simulated powder XRD patterns for

known crystal structures determined from single-crystal XRD data at low

temperature.

4. Phase purity of the sample. Crystalline impurity phases present in a powder

sample (e.g. residual amounts of starting materials from a synthetic procedure)

contribute additional peaks to the experimental powder XRD pattern. As a result,

the pattern may look substantially different from that of a pure sample of the

main phase. Clearly, careful inspection should be carried out to assess the

presence of impurity phases, particularly with regard to residual amounts of

unreacted starting materials.

While the factors listed above can significantly undermine the ability to assess

objectively the similarity between two powder XRD patterns on the basis of visual

inspection, all of these factors can be taken directly into consideration via appro-

priate quantitative analysis of the powder XRD data. Thus, to verify whether a

synthesized material matches a known material, the recommended protocol is to
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carry out a Rietveld refinement calculation using the experimental powder XRD

data recorded for the synthesized material and using the crystal structure of the

known material as the initial structural model in the refinement. As discussed in

Sect. 2.7, Rietveld refinement gives rigorous consideration to fitting the peak

profiles, the peak positions, the peak intensities (including refinement of parameters

describing the effects of preferred orientation), and the presence of any known

impurity phases (by including such materials as a “second phase” in the refine-

ment). This protocol allows the question of whether a synthesized material either

matches or does not match the structure of a known material to be answered with

confidence, and represents a substantially more rigorous approach than visual

comparison of powder XRD patterns.

6 Examples of Structure Determination from Powder

XRD Data

In this section we present illustrative applications of structure determination of

molecular materials directly from powder XRD data, illustrating the current scope

of methodologies in this field and highlighting some of the specific issues (and

challenges) discussed above.

For many molecular materials, crystallization from solution does not yield single

crystals of suitable size and quality for single-crystal XRD, and instead produces

only microcrystalline powders. In such cases, structure determination from powder

XRD data provides a viable route for establishing structural understanding of the

resultant materials.

Certain solid phases, on the other hand, cannot be obtained (even as microcrys-

talline powders) by crystallization experiments, but instead can be generated only

by other types of preparation procedure. Some types of preparation processes

commonly (or in some cases inherently) yield microcrystalline products, including

(1) preparation of materials directly from solid-state chemical reactions (see

Sect. 6.6), (2) preparation of materials by solid-state desolvation processes (see

Sect. 6.4), (3) preparation of materials by solid-state grinding (mechanochemical)

processes (see Sect. 6.2), and (4) preparation of materials directly by rapid precipi-

tation from solution (as opposed to crystallization) (see Sect. 6.7). Again, structure

determination from powder XRD data may represent the only opportunity for

determining the structural properties of new solid phases obtained by such

processes.

6.1 Structure Determination of Oligopeptides

A number of oligopeptide structures have been determined from powder XRD data

using the direct-space strategy for structure solution. The first example concerns

Phe–Gly–Gly–Phe [100], for which the structure solution calculation (employing
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the genetic algorithm technique) involved 11 variable torsion angles, with the

peptide groups constrained to be planar units and the O–C–N–H torsion angle

fixed at 180�. The structure (space group P41) comprises ribbons that run along

the c-axis, with adjacent molecules in these ribbons interacting through three

N–H���O hydrogen bonds in a manner directly analogous to an antiparallel

b-sheet. Intermolecular N–H���O hydrogen bonds involving the end-groups of the

oligopeptide chains give rise to two intertwined helical chains running along the 41
screw axis.

Structure determination of the peptides Piv–LPro–Gly–NHMe [101] and

Piv–LPro–g-Abu–NHMe [102] has also been carried out using the direct-space

genetic algorithm technique for structure solution, with particular interest in the

potential for these molecules to form b-turn conformations (structural features that

allow polypeptide chain reversals in proteins). In the crystal structure of

Piv–LPro–Gly–NHMe, a Type-II b-turn conformation is found, involving an intra-

molecular 4 ! 1 hydrogen bond between the C¼O group of the Piv residue and the

methylamide N–H group. In the crystal structure of Piv–LPro–g-Abu–NHMe

(Fig. 8), a folded conformation is also observed (Fig. 8b), with a short C–H���O
interaction [H���O, 2.51 Å; C���O, 3.59 Å; C–H���O, 172�; hydrogen atom position

normalized according to standard geometries from neutron diffraction] between

one of the methylene hydrogen atoms of g-Abu and the C¼O group of the Piv

residue. This C–H���O interaction defines an intramolecular cyclic ten-atom motif,

similar to that in the classical b-turn (which involves an intramolecular N–H���O¼C

hydrogen bond), as observed for Piv–LPro–Gly–NHMe.

Another example from the field of peptide research is the structure determination

of the 5-residue peptide acetyl-YEQGL-amide [103]. The YEQGL motif has a

known biological role as a trafficking motif in the C-terminus of mammalian P2X4

receptors. Comparison of the crystal structure of acetyl-YEQGL-amide (Fig. 9)

determined directly from powder XRD data and that of a complex formed with the

m2 subunit of the clathrin adaptor protein complex AP2 reported previously from

single-crystal XRD data [104] reveals differences in conformational properties,

although, nevertheless, with certain similarities in aspects of the hydrogen-bonding

arrangement and the hydrophobic environment of the leucine sidechain.

With regard to the wider development of powder XRD in structural biology, an

ultimate future goal is clearly to achieve ab initio structure solution of small

proteins, thus circumventing the need to grow single crystals of sufficient size for

conventional protein crystallography. In this regard, considerable progress has been

made in recent years in several aspects of the study of proteins by powder XRD

[105], including the optimization of conditions for recording high-quality powder

XRD data for such materials using synchrotron radiation sources. In favourable

cases, the quality of data recorded has been shown to be adequate to allow

successful indexing and structure refinement (the latter starting from a known

structural model, including the application of “molecular replacement” strategies

to define the starting model for structure refinement) [106–111]. Although complete

ab initio structure solution of a protein structure from powder XRD data has not yet
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been reported, continued progress in the development of methodology in this field

promises to pave the way for achieving this goal in the future.

6.2 Structure Determination of New Materials Produced
by Solid-State Grinding

In addition to the preparation of molecular cocrystals by conventional solution

phase crystallization, many materials (e.g. organic molecular cocrystals) can be

prepared only by grinding together two (or more) solid phases to generate a single

Fig. 8 (a) Final Rietveld refinement for Piv–LPro–g-Abu–NHMe. (b) Conformation of

Piv–LPro–g-Abu–NHMe in the final refined crystal structure, showing the formation of an

intramolecular C–H���O¼C hydrogen bond
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product phase. However, materials prepared by solid-state grinding (“mechano-

chemical”) procedures are virtually always microcrystalline powders and are thus

not suitable for structural characterization by single-crystal XRD. The first report

[112] of the use of powder XRD to determine the structure of a molecular cocrystal

prepared by solid-state grinding concerned the three-component material prepared

from racemic bis-b-naphthol (BN), benzoquinone (BQ) and anthracene (AN).

Grinding together the pure crystalline phases of BN, BQ and AN produces a

polycrystalline material with reddish purple colour (whereas crystallization of the

same components from solution gives a different cocrystal with bluish black

colour). The contents of the asymmetric unit (confirmed by high-resolution solid-

state 13C NMR) comprise one BN molecule, one BQ molecule and one half AN

molecule (which resides on a twofold rotation axis). The direct-space structure

solution calculation, employing the direct-space genetic algorithm technique,

involved a total of 17 structural variables. The crystal structure (Fig. 10) is

rationalized in terms of three different interaction motifs: edge-to-face interactions

Fig. 9 Crystal structure of acetyl-YEQGL-amide viewed (a) along the b-axis, showing only the

backbone of the peptide, and (b) along the c-axis. Hydrogen bonds are indicated by blue dotted
lines
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between BQ (edge) andAN (face) molecules, face-to-face interactions between BQ

and BN molecules, and chains of O–H���O hydrogen bonds involving BN and BQ

molecules. Hitherto, structural characterization of cocrystals prepared by solid-state

grinding has been limited by the fact that the preparation procedure intrinsically

yields microcrystalline powders. Structure determination from powder XRD data

clearly has considerable potential in the structural characterization of new cocrystal

phases prepared by such procedures.

Another example [99] of complete structure determination from powder XRD

data of a material prepared by mechanochemical synthesis concerns a porous

interpenetrated mixed-ligand metal-organic-framework material with composition

Zn2(fma)2(bipy). This material was prepared by a mechanochemical synthesis

involving the reagents Zn(OAc)2.2H2O, fumaric acid (H2fma) and 4,40-bipyridine
(bipy). The crystal structure of this material (Fig. 11a, b) has some similarity to that

of a DMF solvate material Zn2(fma)2(bipy)(DMF)0.5 [113] prepared by a

solvothermal route, with the crystal structure (Fig. 11c, d) determined from sin-

gle-crystal XRD data. Nevertheless, there are important structural differences

between these materials, primarily concerning the fact that the bipy ligands in the

DMF solvate structure are constrained to be planar (due to the mirror plane in

the C2/m space group), whereas there is no such constraint in the structure of the

mechanochemically prepared material (for which the space group is P21/a), and the

dihedral angle between the two rings of the bipy ligand is 53.2�. Interestingly,
desolvation of the DMF solvate material yields a material identical to that prepared

by the mechanochemical synthesis.

There have been a number of other reports of the crystal structures of materials

prepared under mechanochemical conditions being determined directly from pow-

der XRD data. Examples include the structure determination of a metal-organic

Fig. 10 Crystal structure of the BN/BQ/AN cocrystal material (BN, red; BQ, green; AN, yellow)
prepared by solid-state grinding. Dotted lines indicate p-stacking interactions and hydrogen

bonded chains
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framework material with composition Co(dibenzoylmethanate)2(nicotinamide)2.

This material was obtained by thermal desolvation of the corresponding acetone

solvate, which was prepared under conditions of liquid-assisted grinding [114]. The

structure determined from the powder XRD data comprises “wheel-and-axle” units

of composition Co(dibenzoylmethanate)2(nicotinamide)2, which are assembled

through hydrogen-bonded amide–amide interactions involving the nicotinamide

molecules of neighbouring units, giving rise to antiparallel chains of amide

functionalities in a ladder-type motif. The structure contains tunnels with approxi-

mately hexagonal cross-section running parallel to the direction of the hydrogen-

bonded amide ladders.

Examples of other organic materials prepared by mechanochemical procedures,

for which structure determination has been carried out directly from powder XRD

data, include a hydrate cocrystal of 5-methyl-2-pyridone and trimesic acid, which

was prepared by grinding a methanol solvate cocrystal of the same components

Fig. 11 Crystal structure of a metal-organic framework material Zn2(fma)2(bipy) prepared by

mechanochemical synthesis, with the structure determined directly from powder XRD data. The

structure is viewed (a) along the c-axis and (b) along the b-axis. The two (identical) interpenetrated
frameworks are indicated by yellow and purple shading. For comparison, (c) and (d) show the

corresponding views of the structure of a DMF solvate material Zn2(fma)2(bipy)(DMF)0.5
prepared by a solvothermal route. Although there is some similarity between these structures,

there are nevertheless important structural differences between them
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under ambient atmospheric conditions [115], and 1:1 cocrystals of theobromine

with trifluoroacetic acid and theobromine with malonic acid, each of which was

prepared by liquid assisted grinding [116].

6.3 Structure Determination of an Early-Generation
Dendrimeric Material

Dendrimers are large, highly-branched molecules composed of a core moiety and

radiating functionality. The highly branched architecture can lead to spatially well-

defined voids within the dendrimer, and this structural feature is crucial for many of

the wide-ranging applications of these materials. Many dendrimeric materials

cannot be grown as suitable single crystals for single-crystal XRD, and structure

determination from powder XRD data may represent the only viable opportunity

for structural characterization. The first structure determination of a dendrimeric

material directly from powder XRD data [87] concerned the early-generation

dendrimer tetrakis[(3,5-dimethoxybenzyloxy)methyl]methane (TDMM). The space

group was assigned as Fdd2, and density considerations together with results from

high-resolution solid-state 13C NMR suggested that the asymmetric unit comprises

half the molecule (with the central carbon atom located on a twofold rotation axis).

In the half-molecule, there are 12 variable torsion angles (Fig. 12a). Structure

solution was carried out using the direct-space genetic algorithm technique followed

by Rietveld refinement. In the crystal structure (Fig. 12b), the half-molecule that

represents the asymmetric unit has two independent branches radiating from the core.

Interestingly, the conformational properties of these two branches differ significantly,

in terms of both the conformation of the C–CH2–O–CH2–Ph chain and the confor-

mation of the two methoxy substituents on the benzyloxy ring.

6.4 Structure Determination of Materials Prepared
by Solid-State Dehydration/Desolvation Processes

Although the chemical properties of benzene-1,2,3-tricarboxylic acid (BTCA)

were first studied over 100 years ago, the crystal structure of BTCA was not

reported until a recent powder XRD study [117]. In contrast, the crystal structures

of several solvate phases of BTCA were determined previously, including a

dihydrate structure and solvate structures containing different alcohols and other

solvent molecules. The preparation of a “pure” (nonsolvate) crystalline phase of

BTCA by crystal growth from solution is difficult due to the competitive formation

of solvate phases. In such cases of materials that cannot be prepared as a “pure”

(nonsolvate) phase by conventional crystal growth processes, a possible route to

obtain the “pure” phase is to carry out desolvation of a solvate phase at elevated
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temperature and/or reduced pressure. However, such processes are often associated

with loss of crystal integrity, and a single crystal of the parent (solvate) structure

typically yields a polycrystalline product phase following desolvation (Fig. 13). In

such cases, powder XRD is essential for structure determination of the product

phase. In this regard, the direct-space genetic algorithm technique was used [117] to

solve the structure of the “pure” phase of BTCA from powder XRD data.

A microcrystalline powder sample of the “pure” phase of BTCA was obtained

by dehydration of the dihydrate phase of BTCA at elevated temperature. There are

three independent BTCA molecules in the asymmetric unit, and trial structures in

the genetic algorithm structure solution calculation were defined by a total of 27

structural variables (with nine variables required to define the position, orientation

and conformation of each independent molecule). In the final refined structure of

BTCA (Fig. 14), all carboxylic acid groups are engaged in intermolecular hydrogen

bonding to other carboxylic acid groups via the double O–H���O hydrogen-bonded

motif found in carboxylic acid “dimers”. The three independent molecules have

similar conformations (the “inner” carboxylic acid group is nearly perpendicular to the

ring, whereas the two “outer” carboxylic acid groups lie closer to the plane of the ring).

The structure of the “pure” phase of BTCA differs substantially from that of BTCA

dihydrate, implying that the solid-state dehydration process is associated with

substantial structural reorganization.

Another material that has a strong propensity to form solvate structures in

crystallization experiments is trithiocyanuric acid (TTCA). Consequently, the

“pure” crystalline phase of TTCA is difficult to obtain by crystallization from

solution, but can be obtained instead by desolvation of these solvate phases. In this

Fig. 12 (a) The molecular fragment (thick lines), comprising half the TDMM molecule, used in

the direct-space genetic algorithm structure solution calculation from powder XRD data. The

arrows indicate the variable torsion angles. The central carbon atom is located on a twofold

rotation axis (as indicated), and the other half of the molecule (faint lines) is generated by this

symmetry operation. (b) The final refined crystal structure of TDMM, with hydrogen atoms

omitted for clarity
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case, the structure of “pure” TTCA has again been determined [118] directly from

powder XRD data, using the direct-space genetic algorithm technique for structure

solution followed by Rietveld refinement. The structure of “pure” TTCA, shown in

Fig. 15, presents interesting contrasts in comparison with the structure of the “pure”

phase of the oxygen analogue cyanuric acid.

BTCA Dihydrate
(Single Crystal)

“Pure” BTCA
(Polycrystalline Powder)

Heat
100 °C, 3.5 hours

Solid State
Dehydration Process

Fig. 13 Optical micrographs showing that a single crystal of BTCA dihydrate leads to a

polycrystalline product (“pure” phase of BTCA) upon dehydration

Fig. 14 Crystal structure of BTCA, with the three crystallographically independent molecules

displayed in different colours (A, green; B, blue; C, red): (a) a hydrogen-bonded chain of A and C

molecules viewed approximately along the c-axis, and (b) the complete crystal structure viewed

along the b-axis (the AC chains run into the page, with adjacent AC chains cross-linked by

hydrogen bonding to B molecules)
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Another example of structure determination of a material prepared by solid-state

desolvation concerns dehydration of the hydrate crystalline phase of chloroquine

bis-(dihydrogen phosphate) [denoted CQ(DHP)2] to form an anhydrous phase of

CQ(DHP)2. In common with many processes of this type, the anhydrous product

phase is obtained as a microcrystalline powder. The structure of the anhydrous

phase has been determined [119] directly from powder XRD data using the direct-

space genetic algorithm technique for structure solution followed by Rietveld

refinement. The structure solution calculation involved three independent molecu-

lar fragments, representing a total of 26 structural variables (the CQ cation was

defined by 14 variables {x, y, z, y, ’, c, t1, t2, . . ., t8}, including 8 variable torsion

angles, and each DHP anion was defined by 6 variables {x, y, z, y, ’, c}). The
structure of the anhydrous phase exhibits several interesting contrasts with the

structure of the parent hydrate phase, most notably concerning the topology of

the hydrogen-bonded chains of DHP anions that exist in both structures. Thus,

while the hydrogen-bonded chains of DHP anions in the hydrate phase are linear,

the corresponding chains in the anhydrous phase have a zigzag topology, resulting

from changes in the mode of hydrogen bonding employed by the DHP anions

within the chain. Given the substantial structural reorganization associated with the

dehydration process, it is not at all surprising that this process is associated with the

formation of a polycrystalline product phase.

6.5 Structure Determination of a Multicomponent Cocrystal

The structural properties of materials containing both aryl and perfluoroaryl groups

have attracted attention in recent years because of the observed propensity for such

Fig. 15 Crystal structure of TTCA showing a single sheet viewed perpendicular to the plane of

the sheet. Dashed lines indicate N–H���S hydrogen bonds, and different types of hydrogen bonded

array are indicated by the green and red lines
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systems to form stacking arrangements of alternating aryl and perfluoroaryl rings,

as observed in the prototypical example of the 1:1 cocrystal of benzene and

hexafluorobenzene [120]. The structural properties of the 1:1 cocrystal containing

benzoic acid (C6H5CO2H; BA) and pentafluorobenzoic acid (C6F5CO2H; PFBA)

have been investigated, with structure determination carried out [86] directly from

powder XRD data using the direct-space genetic algorithm technique for structure

solution followed by Rietveld refinement. As highlighted in Sect. 3.1, high-resolution

solid-state 13C NMR provided direct evidence (prior to structure solution from the

powder XRD data) that there are two crystallographically inequivalent molecules of

BA and two crystallographically inequivalent molecules of PFBA in the asymmet-

ric unit of this structure. In space group Cc, the values of x and z for one molecule

may be fixed arbitrarily, and thus a total of 26 structural variables were required in

the structure solution calculation (with 1 variable torsion angle for each of the 4

independent molecules in the asymmetric unit). As anticipated, the structure of the

cocrystal (Fig. 16) comprises stacks of alternating BA and PFBA molecules, and

there are two crystallographically independent stacks of this type in the structure.

Molecules in the two types of stack engage in hydrogen bonding, involving the

carboxylic acid group of a BA molecule in one stack and the carboxylic acid group

of a PFBAmolecule in the other stack. The two independent BAmolecules and the

two independent PFBA molecules differ appreciably in the torsion angle between

the carboxylic acid and aryl units.

6.6 Structure Determination of the Product Phase from
a Solid-State Photopolymerization Reaction

Many crystalline solids can undergo chemical transformations induced, for exam-

ple, by incident radiation or by heat. An important aspect of such solid-state

reactions is to understand the structural properties of the product phase obtained

directly from the reaction, and in particular to rationalize the relationships between

the structural properties of the product and reactant phases. In many cases, how-

ever, the product phase is amorphous, but for cases in which the product phase is

crystalline, it is usually obtained as a microcrystalline powder that does not contain

single crystals of suitable size and quality to allow structure determination by

single-crystal XRD. In such cases, there is a clear opportunity to apply structure

determination from powder XRD data in order to characterize the structural

properties of product phases.

An example is the photopolymerization of 2,5-distyrylpyrazine (DSP) (Fig. 17),

with polymerization occurring via intermolecular [2+2] photocyclization reactions

at each end of the monomer molecule. Although this reaction is regarded as a

classic solid-state reaction, having been studied extensively around 40 years ago

[121, 122], structure determination of the polymeric product phase was only carried
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out very recently [123], with the structure determined directly from powder XRD

data exploiting the direct-space strategy for structure solution. Under appropriate

conditions, this reaction proceeds to 100% conversion and thus the powder XRD

pattern does not contain residual amounts of the unreacted monomer phase

(although, as the crystal structure of the monomer was already known, structure

determination of the polymer product would still have been feasible if the powder

had comprised a mixture of monomer and polymer phases).

In the crystal structure of the polymer phase (Fig. 17a), the polymer chains are

aligned along the c-axis and the distance (3.71 Å) between the centres of adjacent

cyclobutane and pyrazine rings corresponds to half the c-axis repeat of the unit cell.
For comparison between the monomer and polymer structures, an overlay plot of

these structures is shown in Fig. 17b. It is clear that the solid-state reaction is

associated with only very small atomic displacements at the site of the [2+2]

photocyclization reaction (the displacement of the carbon atoms of the C¼C double

bonds of monomer molecules on forming the cyclobutane ring of the polymer is

only ca. 0.8 Å for one pair of carbon atoms and ca. 1.6 Å for the other pair). Such

small displacements are completely in accord with the assignment of this solid-state

reaction as a topochemical transformation [124–127] (in which the crystal structure

of the reactant monomer phase imposes geometric control on the pathway of the

Fig. 16 Crystal structure of the BA/PFBA cocrystal viewed along the stacking axis. Interstack

hydrogen bonding involving the carboxylic acid groups is shown as dashed lines. Hydrogen atoms

are not shown, and the fluorine atoms of the PFBA molecules are shown in green
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polymerization reaction, thus controlling the structure and stereochemistry of the

polymer product obtained in the reaction). As many other solid-state reactions

(not only polymerization reactions) intrinsically generate polycrystalline product

phases, there is considerable potential to exploit powder XRD techniques for

structural rationalization of other reactions of this type.

n hn

l < 400  n m

N

N

N

•2•1

N
n

t1

a

b

Fig. 17 The solid-state photopolymerization reaction of DSP (shown at top). (a) Crystal structure
of the polymeric product phase obtained directly from the solid-state photopolymerization reaction

of DSP, viewed along the b-axis (for clarity, only half the unit cell is shown along the direction of
view), and (b) overlay of the monomer (green) and polymer (orange) in their crystal structures
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6.7 Structure Determination of a Material Produced
by Precipitation from Solution

A process that has been studied widely in relation to phenomena such as chiral

symmetry breaking, spontaneous resolution and chiral amplification is the reaction

(Fig. 18) of [Co(H2O)2{(OH)2Co(en)2}2](SO4)2 (denoted 1) with NH4Br to give the

chiral complex cis-[CoBr(NH3)(en)2]Br2 (denoted 2). This reaction is historically

important, as 2was one of the first octahedral metal complexes to be resolved into D
and L stereoisomers, some years after Werner predicted that octahedral ions

M(en)2XY should exist as enantiomeric pairs.

Two crystal structures containing 2, determined by single-crystal XRD, were

reported previously for single crystals prepared by recrystallization of 2. In one case

[128], the single crystal was grown from a homochiral sample [(+)589-enantiomer],

and the crystal structure has the chiral space group P212121 with one molecule in the

asymmetric unit. In the other case [129], the single crystal was a dihydrate of 2,

prepared by crystallization using a racemic mixture of 2, and the crystal structure is

racemic with nonchiral space group C2/c.

Clearly, these structures do not necessarily correspond to the solid product

formed directly in the reaction – as rapid precipitation of 2 occurs from the solution

in which the reaction is carried out, the material obtained directly from the reaction

is a microcrystalline powder. Indeed, powder XRD indicates [130] that the product

obtained directly from the reaction is a new solid phase of 2, which differs from the

structures of 2 reported previously. Structure determination of this new phase of

2 was carried out [130] directly from powder XRD data using the direct-space

genetic algorithm technique for structure solution followed by Rietveld refinement.

In the crystal structure (Fig. 18b), the cis-[CoBr(NH3)(en)2]
2+ complexes are

arranged in two different types of chain, propagated along the a-axis and b-axis
respectively, with neighbouring complexes in each type of chain linked by

N–H���Br–���H–N interactions. Along the a-axis, neighbouring repeat units are

related by translation and the chain is relatively straight, whereas along the

b-axis, neighbouring repeat units are related by the 21 symmetry operation and

the chain is helical. With regard to chirality, the most important feature of this result

is the fact that the structure is racemic (nonchiral space group P21/n, with one

formula unit in the asymmetric unit). Studies of this reaction under a wide range

of experimental conditions led consistently to this new racemic phase of 2, and

conglomerate phases of 2 were never obtained. The implications of this result in

relation to previous reports of spontaneous induction of chirality in this system are

discussed in detail elsewhere [130].

6.8 Exploiting Anisotropic Thermal Expansion in Structure
Solution

As discussed in Sect. 2.6, structure solution from powder XRD data by the tradi-

tional approach relies upon the availability of accurate values of the extracted
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intensities of individual reflections in the powder XRD pattern. The difficulty in

obtaining reliable intensities in this way was one of the primary factors that

motivated the development of direct-space strategies, which, as discussed above,

do not require the use of extracted peak intensities. However, it is important to

emphasize that structure solution by the traditional approach can still be successful

when the powder XRD pattern suffers from substantial peak overlap, as illustrated

by the case of 9-ethylbicyclo[3.3.1]nona-9-ol [131]. Powder XRD patterns were

recorded for this material at several different temperatures. At each temperature, the

Fig. 18 (a) The solution-state reaction to produce cis-[CoBr(NH3)(en)2]Br2 (denoted 2). (b)

Crystal structure of the new racemic phase of 2 viewed nearly along the c-axis, showing the

straight and helical chains that run along the a-axis and b-axis respectively (Co, red; Br, green; N,
blue; C, grey). Hydrogen atoms are omitted for clarity
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peaks in the powder XRD pattern are substantially overlapped, and the peak

intensities extracted from the data recorded at any one of these temperatures did

not allow the structure to be solved. To overcome this problem, anisotropic thermal

expansion [132, 133] was exploited as a means of improving the intensity extrac-

tion process. As a consequence of anisotropic thermal expansion, different peaks in

the powder XRD pattern shift to a different extent as temperature is varied, and

hence the nature of the peak overlap changes with temperature. By carrying out a

combined analysis of the data recorded at all temperatures studied, a more reliable

extraction of the integrated peak intensities can be obtained. Using the accurate set

of integrated peak intensities obtained from this multipattern peak extraction

process, the crystal structure of 9-ethylbicyclo[3.3.1]nona-9-ol was solved success-

fully using direct methods (and analysis of difference Fourier maps). As shown in

Fig. 19, this structure has four independent molecules in the asymmetric unit,

assembled into a tetrameric unit held together by O–H���O hydrogen bonds.

7 Concluding Remarks

This chapter has aimed to demonstrate the feasibility of carrying out complete

crystal structure determination from powder XRD data, particularly in the case of

molecular materials, and has illustrated the scope of the methods currently available

for this purpose, as well as discussing some of their current limitations. Although

significant progress has been made in recent years in the development and

Fig. 19 The tetrameric association of 9-ethylbicyclo[3.3.1]nona-9-ol molecules in the crystal

structure determined from powder XRD data
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application of new techniques in this field, considerable scope still remains for the

continued development of new strategies for further improving the opportunities to

carry out successful structure determination of more complex and more challenging

structures. In summary, recent developments in methodology for structure solution

and other stages of the structure determination process, together with continuing

developments in instrumentation for recording powder XRD data of higher quality,

promise an optimistic outlook for the field of crystal structure determination from

powder XRD data, and we confidently predict that the future will yield considerable

new information on a wide range of important materials that have hitherto defied

structural characterization.

Acknowledgments I am grateful to many members of my research group and research

collaborators who have contributed to our research in this field over many years. I would also

like to thank Gin Keat Lim, Gregory Edwards-Gau and Andrew Williams for assistance in

checking this manuscript.

References

1. Dunitz JD (1995) X-ray analysis and the structures of organic molecules. Verlag Helvetica

Chimica Acta, Basel

2. Harris KDM, Tremayne M, Lightfoot P, Bruce PG (1994) J Am Chem Soc 116:3543

3. Harris KDM, Tremayne M (1996) Chem Mater 8:2554
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Multi-temperature diffraction, 61

N

Neutron diffraction, 69, 76

Neutron powder diffraction, 86

Neutron single-crystal diffraction, 86

Nitrito-to-nitro isomerization, 122

Nitrobenzylpyridines, 120

O

Olefin photodimerization, 121

Oligopeptides, 158

Organic crystals, 1, 133

Oxovanadium(IV), 123

Oxygen–oxygen contacts, 9

P

Paddlewheel diplatinum complexes, 123

Paraelectric-to-ferroelectric phase transition, 125

Pararealgar, 122

Paris-Edinburgh (P-E) press, 77

Pawley method, 140

Pedal motion, 51

Pentafluorobenzoic acid, 147, 168

Perfect crystals, 37, 50

Perturbation theory, 13

Phase purity, 154

Phase transitions, 33, 41, 57

Photocrystallography, 111

Photocycloaddition, 125

Photodiffraction, 111

Photolysis, 122

Photopolymerization, 170

PIXEL, 14

Polymorphism, 41, 57

Powder diffraction, 48, 133

Powder XRD, 136

Pressure calibration, 77

Pressure cells, 74

Profile fitting, 140

Pseudoatom, 55, 56

R

Radial distribution function (RDF), 7

Radiation damage, 46

Red fluorescein, 147

Resolution, 43

Rietveld profile refinement, 139, 144

Rigid body model, 40
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S

a-Santonin, 121
Scandium, 93

Single-crystal diffraction, 46

Single-crystal X-ray diffraction (XRD), 134

Sodium, 97

Solid-state, 111

grinding, 160

Spin crossover, 60

Spiropyran, 121

Steady-state X-ray photodiffraction, 120

Structure determination, 133

Structure refinement, 139, 144

Structure solution, 133, 139, 142

direct-space, 142

a-Styrylpyrylium trifluoromethanesulfonate,

125

Symmetry, 58

T

Tellurium, 90

Tetrakis[(3,5-dimethoxybenzyloxy)methyl]

methane, 164

Theobromine, 164

Thermal diffuse scattering (TDS), 42, 44

Time-resolved methods, 111

Time-resolved X-ray photodiffraction, 124

Transmission geometry, 75

Trimesic acid, 163

Trithiocyanuric acid, 165

U

Unit cell determination (indexing), 140

V

Valence orbital model (VOM), 55

X

X-ray atomic orbital (XAO), 55

X-ray diffraction, 2, 33, 69, 112

X-ray photocrystallography, 113

X-ray photodiffraction, 113

time-resolved, 124

X-ray powder diffraction, 80, 135

X-ray single-crystal diffraction, 83
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