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Introduction

This book presents an introduction to project management and analysis of tradi-
tional project management approaches and their limits regarding complexity. It also
includes overviews of recent research works on project complexity modelling and
management as well as project complexity-driven issues. Moreover, new approa-
ches, methodologies and tools are proposed, which may be used by project man-
agers and/or researchers and/or students in the management of their projects. The
book consists of three parts, each of them containing two chapters.

The first part is about traditional project management principles and their limits
facing complexity. Chapter 1 is divided according to the five phases of the project
management process: project definition, project planning, project execution, project
monitoring and controlling, and project closure. It enables the reader to understand
and handle the basic and widespread concepts and tools of project management, and
practice with an exercise. Chapter 2 aims at presenting what project complexity is
and what its consequences are. It particularly underlines four complexity-driven
phenomena in projects: uncertainty, ambiguity, propagation, and chaos. It then
gives an overview of some of the most important limits of traditional project
management approaches and tools when facing complex project environments.

The second part focuses on how to deal with complexity with a systems
thinking-based approach. Chapter 3 proposes a list of project complexity factors
which could be used as a checklist or can serve to measure complexity. Both actions
can assist decision-making in complex project management. Practical case studies
illustrate the application of proposals. Chapter 4 uses a systems thinking-based
approach to identify, analyse and control the weaknesses of complex project sys-
tems. The concept of project vulnerability is then introduced and used in a systems
thinking-based complete project vulnerability management process, tested on a real
case study.

Lastly, the third part focuses on the analysis of the emergence of some local or
global unexpected phenomena and the decisions that can be made to keep the
project on track despite the negative consequences of complexity. Chapter 5
highlights how interactions might play a critical role in the project behaviour and
change the understanding and thus the priorities that managers give to elements. An
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industrial application is developed all along this chapter, based on a project of
construction and implementation of a tramway in a city. Finally, Chap. 6 shows
how it is possible to make drastic improvements to a project without changing its
elements or their interactions. Large benefits can be achieved merely by changing
the way elements are structured and actors are organized. Once again, several
practical applications are provided to illustrate the performance and the applicability
of the proposed techniques.

To summarize, maximizing reader insights into project management and han-
dling complexity-driven risks, this book explores how to model, analyse and make
decisions about propagation effects, non-linear consequences, loops, and potential
emergence of positive properties that may occur over the course of a project.

vi Introduction
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Chapter 1
Project Management Traditional
Principles

This chapter aims at introducing the reader to a wide range of project management
traditional principles and approaches. It is divided according to the five phases of
the project management process: project definition, project planning, project exe-
cution, project monitoring and controlling, and project closure. It enables the reader
to understand and handle the basic and widespread concepts and tools of project
management, and practice with an exercise.

1.1 Projects

Broadly, the activity of an organization (a firm, an association, a nonprofit orga-
nization, etc.) can be divided into two main categories: operations and projects.
Operations involve repetitive and ongoing activities, such as production, whereas
projects are in essence unique and one-shot initiatives. This means that projects are
“not a routine segment of ongoing operations” (Prabhakar 2008a). Examples of
projects can be the following ones:

• Developing and launching new products (new product development projects).
• Designing new organizations (organization projects).
• Improving existing processes within a firm (process improvement projects).
• Staging a play (event project).
• Searching for an innovative process, product, or material (R&D projects).
• Developing a new software (IT projects).
• Constructing a building (construction projects).

As Shenhar and Dvir underline it (Shenhar and Dvir 2007), “with high demand
for growth and innovation, the share of operations in most organizations is
declining and the share of projects is on the rise,” as shown in Fig. 1.1. As they
explain it, this trend is present in almost every organization and industry since “the
only way organizations can change, implement a strategy, innovate, or gain com-
petitive advantage is through projects.”
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Most firms or organizations have kept on improving their operations (through
theories and concepts such as lean manufacturing or six-sigma). However, despite
the fact that projects have been encountered everywhere, few organizations have
been paying as great attention to their projects. This is a pity since the conjoint
improvement and collaboration between projects and operations is a crucial success
factor for a firm (Cooke-Davies 2002). As a consequence, focusing on projects,
focusing on innovative, efficient, and effective approaches to manage them is to
create great value for modern organizations. That is why this book proposes to
study projects and project management, particularly focusing on the phenomenon
of project complexity and its implications on project management and project risk
management.

This book is divided into three parts:

• PART I—Project Management traditional approaches and their limits regarding
complexity

• PART II—Systems oriented approaches to assist complex project management
• PART III—Graph and matrix oriented approaches to assist complex project

management

Before carrying out any pertinent research on the subject, one has first to define
properly what a project is. A lot of definitions do exist, as highlighted in (Turner
1992; AFITEP 1999; Marle 2002; AFNOR 2004; Lock 2007; Walker 2007; Gido
and Clements 2011; Meredith and Mantel 2011; Kerzner 2013) for instance. The
definition proposed in this book is an adaptation of the Project Management
Institute definition (PMI 2013):

Definition—adapted from (PMI 2013) A project in an organization is a
temporary endeavor undertaken to deliver a result.

Fig. 1.1 The increasing share of projects (Shenhar and Dvir 2007)
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As mentioned before, this result is always a change in the organization, whatever
it is in its processes, performance, products, or services (Reiss 2013). This trans-
formation consists then in a gap between a start (definitive beginning) and a final
state (definite ending). Time and resources are consumed to produce results, which
may be deliverables and/or performance improvement and/or resource improve-
ment (skills, knowledge). Each project is unique because there is always at least one
of the following parameters that changes: targets, resources, and environment.

As organizations had more and more projects, and as they had bigger and bigger
amounts at stake, it became impossible to let them live without specific and rig-
orous methodology. As a consequence, project management was created as a for-
malized and structured methodology which could assist the completion of projects
through the application of adapted tools and techniques. It is usually admitted than
modern project management appeared during World War II and was initially
dedicated to big military and construction projects. The first principles of organi-
zation, planning, and overall management were then proposed. Project management
has then grown and spread around the world to become what it is today, that is to
say a set of theories, principles, methodologies, and practices (WBS—Work
Breakdown Structure, PERT—Program Evaluation and Review Technique—net-
works, Gantt charts, Earned Value Methodology, etc.), sometimes included in a
standard body of knowledge such as Project Management Institute (PMI 2013) and
International Project Management Association (IPMA 2006). However, there can
still be some lack of consensus on the definition and description of projects as well
as their objectives, processes, and elements.

The aim of this first chapter is thus to present a theoretical and practical overview
of these traditional project management approaches and tools. To do so, they will be
presented while navigating through the commonly accepted five-step project
management process (Fig. 1.2): project initiation (Sect. 1.2), project planning
(Sect. 1.3), project execution, monitoring and control, and closure (Sect. 1.4).

Fig. 1.2 The five steps of the commonly accepted project management process
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1.2 Initiating Projects

The very first question when starting to discuss about a future project/working on a
new project is “How can I ensure a good start for this project?” Indeed, the issue of
initiating a project is all the more important since an unclear definition of the project
attributes during this phase (scope, specifications, objectives, etc.) is likely to
generate many failures later. But initiating a project is among the most difficult part
of project management, for several reasons:

• The piece of information that one may have when initiating a project is generally
small and unclear. This fuzzy and uncertain environment is part of a difficult
context to work.

• The different stakeholders generally meet and discuss with each other during the
initiation of the project, sometimes for the first time. It is often (very) difficult to
understand all the stakes which are behind the project, for communication is not
facilitated. Indeed, it is the beginning of the project, often with people working
together for the first time and not knowing each other.

• The reasons for why the project is initiated are not always clearly known, and
the objectives/final deliverables of the project are sometimes unclear. Different
visions and concepts might even be in competition.

• …

The initiation phase of the project should permit to bridge the existing gaps
between the different visions, and clarify all the aspects of the project before starting
it. It aims at clearly defining the raison d’être of the project, its objectives and
deliverables in terms of specifications, and fixing them through contracting pro-
cesses between the stakeholders of the project. This section proposes methodologies
and tools to reach success in this initiation phase, using a three-step clarification of
the project elements.

The project launching phase should be addressed through three principal steps.

• Step 1: Specifying project values and objectives
• Step 2: Defining project scope
• Step 3: Project contracting

1.2.1 Specifying Project Values, Objectives,
and Deliverables

If the vision of the project is not shared, it will not meet success. Therefore, in order
to ensure a good launching (and a good execution) of a project, the project values
and objectives need to be clearly and consistently defined, so that they can be
shared by the whole project team and the project stakeholders. An intuitive
approach, based on systems thinking (Boulding 1956; Von Bertalanffy 1972; Le
Moigne 1990) is presented here.
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1.2.1.1 Understanding the Raison D’être of the Project

First, the project manager, and possibly the steering committee which might be
already created during the launching phase, should study why the project has been
initiated. Whether in the context of a public institution, a firm, a consortium, etc.,
the reasons for launching the project need to be clarified: they are the raison d’être
of the project. Every project value/objective which is to be listed later during the
process is to be considered in light of what this raison d’être of the project is.

As a consequence, time should be taken to identify and understand these rea-
sons. It is all the more important to know them since they can permit to understand
better and give priorities to objectives later. For instance, if one of the objectives of
the project is to reduce cost by 10 %, this objective will clearly have a different
meaning if the raison d’être of the project is either:

• to make more profit through an increase of the sales,
• or to try to reduce a loss of market share which has been observed for com-

petitors are cheaper,
• or to change paradigm for all the projects of the firm (change processes, etc.)

since there is not enough liquidity anymore to ensure the production of products
as before.

1.2.1.2 Cutting the Project in a Priori Phases

Once the raison d’être of the project is understood, the project timeline should be
decomposed into a priori phases, which corresponds to the evolution of the project
over time, often known as the genetic view of the project.

Definitions and characteristics
A phase of a project is a part of a project (including every aspect of the
project) which covers a period of its existence. It is defined by a number
and/or a name, a start date (SD) and a finish date (FD).

The phases of a project are generally disjoint and separated by one or
several milestones of the project. The successive phases should cover the
entire period of existence of the project (its lifecycle).

The cutting of the project lifecycle into phases can be done according to several
criteria. For instance, a phase can be defined according to an ensemble of deliv-
erables which must be delivered at a certain date FD after a period of work starting
on SD. Another way to decompose a project into phases can be linked to the
successive geographical locations the project occurs in.
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Another traditional example for decomposing the project into phases in the case
of new product development projects can be to follow the product lifecycle
(Saaksvuori and Immonen 2008):

• Phase 1: Market study about the new product/concept,
• Phase 2: Research and conception of the product (definition of the specifications

of the product, design of the product, etc.),
• Phase 3: Industrialization to perform the production of the product (acquisition

of infrastructures and machines, definition of production processes, etc.),
• Phase 4: Starting the production of the product,
• Phase 5: Starting the distribution, marketing, and retail of the product,
• Phase 6: Following the first sales of the product,
• Phase 7: Identifying potential future improvements/innovations for the product

(customer-driven or not) and production/distribution/marketing/retail/ processes
(the outputs of this phase might be the data to launch one or several new
projects),

• Phase 8: Closing the project.

1.2.1.3 Listing Project Stakeholders, Understanding Their
Expectations and Constraints

Once the phases of the project are identified, one should list the stakeholders of the
project during each phase.

Definition
A project stakeholder is a person, a group, a firm, or any organizational
system which affects or can be affected (for it has interest or concern in the
project) by the project.

Project stakeholders can be within or outside the project organization. They can
for instance foster the project (industrial sponsors, organizations which give sub-
sidies, banks, etc.), affect or be affected by the execution and completion of the
project (the organization which executes the project, employees, unions, suppliers,
customers, etc.), whether negatively or positively. The project stakeholders are not
same during the project. Indeed, if some are present all over the project, some are
present only in some phases. That is why when trying to identify all project
stakeholders, one should focus on each phase and perform this identification within
each phase of the project. Once a project stakeholder is identified in a phase, two
questions should necessarily be answered:
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• What does this stakeholder expect from the project in this phase?
This question permits to identify the expectations which should be reached to
contribute to the satisfaction of this stakeholder during this phase. The project
can satisfy these expectations to a certain satisfaction level or not. Examples of
these expectations within a phase can be “Good working conditions” and “Good
salaries” for the stakeholder “Employees.”

• What are the constraints of this stakeholder within this phase?
This question permits to identify the constraints which are related to a stake-
holder during a given phase. Such constraints can be for instance norms, con-
tractual aspects, which have no flexibility. The combined identification of all
stakeholders and their expectations/constraints during each phase correspond to
what is often known as the teleological view of the project (which permits to
define the project values and objectives as seen later).

At the end of this process, two kinds of documents are important deliverables of
the initiation phase:

Doc. 1.P. For a given phase of a project (phase P), a document including a
short description of phase P with all stakeholders present in this phase, and
the related expectations and constraints.

Doc. 1.S. For a given stakeholder of a project (stakeholder S), a document
including a short description of stakeholder S, of all phases in which the
stakeholder is present, and of the related expectations and constraints.

With Doc. 1.P., the project team is able to know at a glance all the stakeholders
which are to be satisfied during phase P. With Doc. 1.S., the project team is able to
see at a glance the evolution of expectations/constraints related to stakeholder S
throughout the project, which permits to guarantee its satisfaction better. When
doing so, an exhaustive stakeholders-oriented list of measurable goals is obtained
and can be used permanently during the project to drive and control it. Empty
models for these documents are given hereinafter in Fig. 1.3 for phases and Fig. 1.4
for stakeholders, as practical hints which can be used directly or slightly adapted to
any project-oriented environment.

1.2.1.4 Understanding the Project Values, Objectives,
and Deliverables

In the end, all stakeholders’ expectations and constraints have been listed when
using this process. These requirements need to be met during the project in order to
guarantee the satisfaction of project stakeholders. For all practical purposes, they
can be synthesized under certain common denominations. These denominations are
the values of the project (for instance economic value, social value, environmental
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value, etc.), which should be described with a short summary of the related
expectations and constraints that should be reached during each phase. The project
values are crucial issues to communicate during the project (internally and/or
externally), since they permit to focus on the aims of the project. In particular, they
are a good way to understand the connection of the project to the strategic objec-
tives of the firm/organization and thus to answer the “so what?” question.

These values can be subdivided into project objectives. The project objectives
are measurable achievements which the project should meet. For instance, under the
environmental value, two objectives could be “O1—Reduce carbon footprint by
25 % during the production and distribution processes” and “O2—Reduce toxic
waste by 10 % during the production process.” Another example could be for the
economic value: “O1—Reduce production costs by 5 %” and “O2—Increase profit

Fig. 1.3 Template for describing phases
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by 10 %.” Project objectives can of course be interdependent (whether comple-
mentary or contradictory); understanding the relationships between project objec-
tives is absolutely crucial. Finally, the project deliverables (what should effectively
be produced during the project) need to be identified and described. Each project
deliverable contributes to one or several project objectives. At this time, one should
check that any deliverable contributes to at least one objective and that any
objective is guaranteed by at least one deliverable.

When defining the project objectives and deliverables, an important aspect is to
understand them through the filter of project values. Indeed, re-reading the
objectives/deliverables of the project by understanding the relationships and stakes
with project values permits to have constantly in mind the essence of the project and
why it exists, which is more than desirable in order to bring success (Vidal and
Marle 2012). In the end, two kinds of documents should be produced:

Fig. 1.4 Template for describing stakeholders
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Doc. 1.O. For each project objective O, a document including a short
description of objective O, with the impacted values and stakeholders (in
terms of expectations/constraints).

Doc. 1.D. For each deliverable D, a document including a short description
of deliverable D, with the impacted objectives (and thus objectives and
stakeholders when referring to the corresponding Doc. 1.O. documents)
should be produced.

These documents permit to define properly the frontiers of the project scope. At
any time, project team members should remember that what is outside project scope
is outside the project and should not be performed.

1.2.2 Contracting in Projects

As stated by (Danayand and Padman 2012), “contractual agreements have assumed
significant complexity in recent times because of the emergence of strategies like
outsourcing and partnering in the successful completion of large software devel-
opment, manufacturing and construction projects.” Project contracting activities
occur throughout the project, either by bidding or negotiation, an important number
of them being performed just before starting the project, during the initiation phase.

If possible, all the documents which were presented before should be constructed
before contracting in project, since they permit to perfectly understand and describe
the needs and requirements of all stakeholders (through the exhaustive description of
expectations and constraints). For all practical purposes, it is never the case since a
large amount of precise information is needed to complete them, albeit such infor-
mation is not always obtainable before contracting. The documents are partially built
up before launching the contracting process, and the final discussions and negotia-
tions permit to finish them. This often implies that discussions are likely to be carried
out during the execution of the project, to amend and complete some parts of some
contracts, and to fix them when they have been fixed (Badenfelt 2011).

An effective contracting process permits to build a sane project environment, due
to the fact that “the project contract provide a basis for the project company’s […]
operation of the project” (Yescombe 2002) and that contracts are in essence the
documents people refer to when disputes occur (Zhu et al. 2013). Project contract is
the first tile which permits to build up a cooperative organization “in which all
participants, clients and contractors, are motivated to achieved common objectives”
so that their goals are aligned (Turner and Simister 2001). Every contract in a
project is very specific to the context of the project, to the nature of the contract
(public, private, public–private, etc.), and to the related stakeholders (supplier,
customer, etc.). In order to execute properly the project contracting activities, one
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should focus on the specificities of each contract and on the rules of the corre-
sponding field. However, a certain number of rules should be followed for every
project contract:

• Investigate if any contract of this kind was formerly signed. If so, refer to it,
notably if any good points and problems had been identified.

• Avoid generic contracts (notably best practices found on the Internet) since a
contract is in essence specific to a context. Formulating a contract using generic
formulations implies forgetting clauses, unclear specifying, etc.

• In particular, investigate if any contract of this kind was formerly signed with
the stakeholder one is going to sign with. If so, refer to it, notably if any good
points and problems had been identified. Moreover, knowing the former con-
tracts or the presently existing contracts with a given stakeholder increases the
numbers of levers during the negotiation process (scale effects, historicity of the
relationship and loyalty, etc.).

• Particular attention should be paid to the exhaustive description of objectives and
deliverables, and the criteria, scales, and tools which will be used to measure their
production. This can notably be done through the construction and use of doc-
uments Doc 1.O and Doc. 1.D, which can be appendices to the contract.

• As a whole, every contracting process should include discussions on the eight
key drivers listed by Von Branconi and Loch (2004): technical specifications,
price (quality of cost estimates), payment terms, schedule, performance guar-
antees, warranties, limitation of liability, and securities.

1.3 Planning Projects

Once the project is initiated, planning the project is necessary to build initial ref-
erence documents for project execution as well as project monitoring and control
(PMI 2013). For all practical purposes, the outputs of this planning process are
more than likely to be revised into successive versions, depending on the project
execution, monitoring and control activities, re-planning being often necessary.
Whatever the number of iterations which are likely to happen during a project,
project planning processes can be divided into several processes which are pre-
sented afterwards.

A possible division into sub-processes is presented hereinafter:

• Scope and work planning (see Sect. 1.3.1)
• Time planning and scheduling (see Sect. 1.3.2)
• Resource and cost planning (see Sect. 1.3.3)
• Quality and performance planning (see Sect. 1.3.4)
• Risk planning (see Sect. 1.3.5)

Due to the orientation of the book, parts 1.3.2 and 1.3.5 will be the most
developed ones.
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1.3.1 Scope and Work Planning

Two main issues correspond to the scope and work planning activities. The first one
corresponds to the correct definition of the scope and specifications of the deliv-
erables of the project, for instance the produce/service/system created by the project
(1.3.1.1). The second one corresponds to the correct definition of the scope and
decomposition/organization of the work and activities which are to be carried out
during the project (1.3.1.2).

1.3.1.1 Specifying Deliverables

Describing the deliverables of the project in terms of precise specifications and
requirements is an input to identify more accurately the work which will have to be
done during the execution. The definition of good quality and stable requirements is
even an important success factor of projects (Yang et al. 2015). This is particularly
true for instance for new product development projects (need to define the speci-
fications of the developed product), IT projects (need to define the requirements of
the developed software), or construction projects (need to define the characteristics
of the infrastructure which is going to be built).

Many methodologies do exist to define the specifications and requirements of a
project. As underlined in Cano and Lidón (2011), such specification definition
process is the logical continuation of the stakeholders’ expectations and constraints
identification, presented before. A proper and robust approach to identify require-
ments is all the more needed that the later a change of requirement occurs during a
project, the more important its impact is, in terms of overcost, rework, etc..

Some of these methodologies can be considered as “internal,” meaning that the
deliverables of the project and their components are studied a priori so that their
specifications are correctly defined. Functional needs and solutions analysis is one of
these methodologies. It permits to define the specifications of a system by studying
its interactions with its environment in all the phases of its lifecycle (Yannou 1998).
Other methodologies are, on the other hand, considered as “external,” meaning that
the requirements are defined without studying the deliverables themselves, but
asking clients and stakeholders how they would specify the deliverable. Customer
listening methods are for instance a group of methodologies which permit to define
the specifications of a system in order to meet the needs of their users, clients, and
market (Garver 2003), (Gannon-Leary and Mccarthy 2010). As a whole, the conjoint
use of such internal and external methods provides the best results in practice.

1.3.1.2 Decomposing and Organizing Work

Project scope and work planning includes the process of decomposing and orga-
nizing the entire project work into smaller units and thus more manageable
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packages of work (Tiner 1985). Such an organizational structure permits to manage
more efficiently the execution of the project and measure its performance, given the
fact that smaller units of work are in essence more easily accountable. The tradi-
tional tool which permits to decompose and organize work in a project is the WBS.
It consists in a hierarchical structure which decomposes units of work into smaller
units of work. Several rules should be kept in mind when the WBS of the project is
built (two examples are given in Figs. 1.5 and 1.6):

• The WBS should be a bijection of the project scope: what is inside the WBS
must be done during the project, what should be done during the project must be
inside the WBS (Stal-Le Cardinal and Marle 2006).

• Each parent unit of work, when decomposed into smaller units, should be
decomposed into 3–7 children. By doing so, the decomposition is useful and
still easily understandable and manageable, the children units of work being
sufficient enough to completely describe the parent unit of work (bijection)
(Marle 2002).

• Each parent unit of work, when decomposed into smaller units, should be
decomposed into homogeneous children units of work (for instance according to
project phases, geographical locations, customers/users/stakeholders, product
components, etc.).

• Each elementary unit of work should be possibly measured in terms of cost,
time, and performance (quality, project values, etc.).

Fig. 1.5 First example of WBS for a reorganization project
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1.3.2 Time Planning and Scheduling

Once the project work is organized and decomposed, it can be planned in terms of
time and scheduling. In order to do so, two processes should be addressed. First of
all, a logical arborescence should be built to express the sequencing relationships
between the identified project tasks. This means that, for each task, its predecessors
(the tasks which need to be completed as a direct input for the considered task) must
be identified.

Second, the duration of tasks should be estimated. In most cases, this is done by
analogy (with former or other projects in the firm), parametric estimation (using
equations and models), or expert judgment. The duration of a task is of course
dependent of the number and performance of resources which will be attributed to
the task. That is why it is first associated with the number of human resources which
are necessary to complete the task. All this piece of information can be summed up
into a tasks description table (e.g., the example of Table 1.1 which will be used
throughout the chapter).

1.3.2.1 Scheduling Without Uncertainty

Under the hypothesis that the data included in the tasks description table are certain,
it is possible to perform an exact preliminary planning and scheduling process. To
do so, a template is proposed in Fig. 1.7 to complete necessary data for each task.

Fig. 1.6 Second example of WBS for a software development project
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The methodology and formalism proposed in this book is somewhat a direct
extension of the famous PERT methodology (Fazar 1959), (PMI 2013), in which
the expected duration ED of a task is calculated as

ED Tið Þ ¼ Pessimistic duration Tið Þþ 4 Mean Duration Tið ÞþOptimistic Duration ðTiÞ
6

ð1:1Þ

The PERT approach can be divided into four steps (Fig. 1.8):

• Step 1: Draw the task network using empty templates,
• Step 2: Calculate early start and finish dates from left to the right, starting from

the beginning of the project/phase,

Table 1.1 Tasks description
table (duration in weeks)

Task
number

Predecessors Expected
duration

Resources

T1 / 3 1

T2 T1 2 2

T3 T1 4 1

T4 T2 5 3

T5 T3 8 2

T6 T3; T4 4 3

T7 T3 3 2

T8 T5; T6 5 5

T9 T7 5 2

T10 T6 4 6

T11 T8; T9 2 3

T12 T10; T11 2 2

T13 T9 11 1

T14 T12; T13 3 2

Task Number Duration

Early Start Date Early Finish Date

Late Start Date Late Finish Date

Free Float Total Float

Fig. 1.7 Template for project
planning and scheduling for
each task

1.3 Planning Projects 15



Step 1 T7 3 T9 5 T13 11

T3 4 T5 8 T8 5 T11 2 T12 2 T14 3

T1 3 T2 2 T4 5 T6 4 T10 4

Step 2 T7 3 T9 5 T13 11
7 10 10 15 15 26

T3 4 T5 8 T8 5 T11 2 T12 2 T14 3
3 7 7 15 15 20 20 22 22 24 26 29

T1 3 T2 2 T4 5 T6 4 T10 4
0 3 3 5 5 10 10 14 14 18

Step 3 T7 3 T9 5 T13 11
7 10 10 15 15 26
7 10 10 15 15 26

T3 4 T5 8 T8 5 T11 2 T12 2 T14 3
3 7 7 15 15 20 20 22 22 24 26 29
3 7 9 17 17 22 22 24 24 26 26 29

T1 3 T2 2 T4 5 T6 4 T10 4
0 3 3 5 5 10 10 14 14 18
0 3 6 8 8 13 13 17 20 24

Step 4 T7 3 T9 5 T13 11
7 10 10 15 15 26
7 10 10 15 15 26
0 0 0 0 0 0

T3 4 T5 8 T8 5 T11 2 T12 2 T14 3
3 7 7 15 15 20 20 22 22 24 26 29
3 7 9 17 17 22 22 24 24 26 26 29
0 0 0 2 0 2 0 2 2 2 0 0

T1 3 T2 2 T4 5 T6 4 T10 4
0 3 3 5 5 10 10 14 14 18
0 3 6 8 8 13 13 17 20 24
0 0 0 3 0 3 0 3 4 6

Fig. 1.8 Building up the complete project network—schedule calculations
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• Step 3: Calculate late start and finish dates from right to left, starting from the
end of the project/phase,

• Step 4: Calculate total floats, free floats, and then establish critical path(s). The
term slack can also be used instead of float.

Step 1 permits to draw the complete project network according to sequencing
relationships used for each task the template as presented in Fig. 1.7. Historically,
there are two approaches, activity-on-node or activity-on-arcs (or edges). Here we
chose to present the first one, even though PERT was initially based on the second
one.

Step 2 permits to complete the early start and finish dates for each task, from left
to right, given three rules. Let the unit of time in this example be weeks (it would
obviously be the same with any time unit). First, the initial early start date in the
network should be 0 with this formalism (meaning the first task starts at the end of
week 0). Second, with this formalism, for every task, the relationship between the
early start and finish dates is given by the formula

Early Finish Date ðTiÞ ¼ Early Start Date Tið ÞþDurationðTiÞ ð1:2Þ

For instance, since T1 early start date is 0 and duration is 3, its early finish date is
3. Third, Step 2 can finally be completed using the following rule: if a task has
several predecessors in the project network, then its early start date equals the
maximum early finish date of its predecessors. The task cannot start before all of its
predecessors ended, which is the direct logical information for early start date
calculation. For instance, task T2 has only one predecessor T1: the early start date of
T2 is thus the early finish date of T1, which means 3. Focusing on task T6, it has two
predecessors in the network, T3, the early finish date of which is 7, and T4, the early
finish date of which is 10: as a consequence, the early start date of T6 is 10, since T3

and T4 must be completed before it can start.
It is possible to introduce lags between predecessors and successors, in order to

introduce more flexibility into this model. A positive lag corresponds to a post-
poned start of the successor. A negative lag corresponds to an anticipated start of
the successor.

Step 3 permits to complete the late start and finish dates for each task, from the
right to the left, given three rules. First, the first late finish date which can be
completed in the network is the one of the last task. Here, it corresponds to T14, the
late finish date of which being the same as its early finish date, that is to say 29.
Then, with this formalism, for every task, the relationship between the late start and
finish dates is similar to the one for early start and finish dates

Late Start Date Tið Þ ¼ Late Finish Date Tið Þ � Duration Tið Þ ð1:3Þ

For instance, task T14 late start date is 26, since its late finish date is 29 and its
duration is 3. Finally, Step 2 can be completed using the following rule: if a task has
several successors in the project network, then its late finish date equals the
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minimum late finish date of its predecessors. The task cannot end after one of its
successors should start, which is the direct logical information for late finish date
calculation. For instance, task T12 has only one successor T14: the late finish date of
T12 is thus the late start date of T14, which means 26. Focusing on task T6, it has
two successors in the network, T8, the late start date of which is 17, and T10, the late
start date of which is 20: as a consequence, the late finish date of T6 is 17, since it
must be completed before T8 or T10 should start.

Step 4 can then be completed to calculate the free and total floats of each task.
Let us start with total floats. The total float of a task corresponds to the number of
units of time (weeks here) a task can be delayed without affecting the end of the
project. As a consequence, it is directly given by the following formula:

Total Float Tið Þ ¼ Late Finish Date Tið Þ � Early Finish Date Tið Þ ð1:4Þ

For instance, task T10 total float is 6 since its late finish date is 24 and its early
finish date is 18. Then, free floats can be calculated. The free float of a task
corresponds to the number of units of time (weeks here) a task can be delayed
without affecting the early start dates of any of its successors in the network. As a
consequence, it is directly given by the following formula:

Free Float Tið Þ ¼ min
Tjsuccessor of Ti

ðEarly Start Date Tj
� �� Early Finish Date Tið ÞÞ

ð1:5Þ

For instance, T10 has one successor, T12, the early start date of which is 22.
Therefore, the free float of T10 equals to 22 minus 18 (T10 early finish date), that is
to say 4. Another example is T6 (the early finish date of which is 14), which has two
successors, T8, the early start date of which is 15, and T10, the early start date of
which is 14: as a consequence, the free float of T6 is 0.

Once the network completed, one can identify the critical tasks of the network,
following the CPM (Critical Path Method) principles. They are the ones with a total
float equal to 0 (Lockyer 1976; Veitch 1984; Willis 1985). The critical path(s) is
(are) the path(s) of the project network constituted by critical tasks only. Deeper
attention should be paid to the execution of critical tasks due to absence of total
float: any delay in these tasks could imply a delay in the project. However, one
should notice the danger associated to the exaggeration of focus on so-called critical
tasks. Namely, they are critical for a certain reason, which is their potential influ-
ence on successors and final delivery date. But they may be critical for other
reasons, like the fact that skilled resources are rare, or because their influence on
client satisfaction is very high, and so on.

If this approach and formalism permit to quickly and easily perform calculations,
they are not the best tools to communicate with the project team/stakeholders. Gantt
chart (such as in Fig. 1.9) is a widespread tool which permits to easily represent
with horizontal bars the overall planning of the project. Such Gantt charts can be
built for early or late dates, or a mix of both (early in Fig. 1.9). In order to build a
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Gantt chart from the data which are present in the project network of Fig. 1.8, one
should notice that a small change has to be done to switch from numerical to
calendar mode: (1) for each task, the finish dates are the same in the network and in
the Gantt chart; (2) the Gantt start dates equal the project network start dates plus 1.
This is a direct consequence of the fact that with the formalism used in project
networks as presented before in Fig. 1.8, the start dates should be understood as the
end of the corresponding time unit. For instance, in Fig. 1.8, T1 starts at the end of
week 0, thus at the beginning of Week 1, as illustrated in the Gantt chart in Fig. 1.9.
Another example is T6, which starts at the end of Week 10 in the project network,
and thus at the beginning of Week 11 in the Gantt chart.

1.3.2.2 Scheduling with Uncertainty

During the scheduling process, the estimation of task duration and thus the theo-
retical scheduling is uncertain. Some tools permit to cope with such uncertainty. For
instance, advanced methodologies permit to determine the most likely critical path
within a probabilistic project network (Soroush 1994). Other models have been
developed to propose solutions to the project scheduling problems with uncertain
durations: based on sensitivity analyses (Samikoglu et al. 1998), Markov
chain-based models (Hao et al. 2014), fuzzy logic (Shi and Blomquist 2012;
Masmoudi and Haït 2013), stochastic models, and associated heuristics (Bruni et al.
2011).

Under uncertain conditions, before using such advanced approaches, direct
calculations and comments can be performed with the models presented in Fig. 1.8.
They permit to study the robustness of a project schedule when facing some
uncertainty for task duration evaluation. For instance, Table 1.2 shows a summary
of the potential impacts of an uncertain evaluation of T6 duration on the project and
on the direct/indirect successors of T6. In order to build such a table, one should

Task/Week 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
T1
T2
T3
T4
T5
T6
T7
T8
T9
T10
T11
T12
T13
T14

Non critical task (duration - earliest) Critical task (duration)
Non critical task + free float
Non critical task + total float

Fig. 1.9 Gantt chart of the project (without sequencing relationships between tasks)
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follow the changes in the project network using Fig. 1.8. Initially, T6 is supposed to
last 4 weeks. Let the evaluation of T6 be uncertain, with T6 lasting from 2 to
8 weeks, each of these possibilities being equally likely. Since T6 free float equals 0
and total float equals 3, we already know that for durations under 7 weeks (initial
duration + total float), there is no impact on the project duration, and that for
durations under 4 weeks, there is no impact on the successors of T6, whether direct
or indirect. When T6 duration equals 8 (4 weeks delay for T6), the project has
1 week delay (Delay of T6 − Total float of T6). For durations of T6 from 5 to 7, the
impacts on its successors can be assessed step by step, first on its direct successors
(T8 and T10), and then on indirect successors (T11 and T12), which permit in the end
to complete all values in Table 1.2. As a whole, with such uncertainty about T6

duration, the probability of project late completion equals 0.143 (1 case out of 7)
when the probability of changes in the project network equals 0.571 (4 cases out of
7).

Similarly, such step-by-step approach can be used to study the impacts of the
simultaneous variation of duration of two tasks in the project network. For instance,
Table 1.3 studies the impacts on T11, T12, and the project of a simultaneous
under-evaluation of T10 duration from 6 to 11 weeks and of T8 duration from 6 to
8 weeks. As a whole, the probability of project late completion under such con-
ditions equals 0.389 (7 cases out of 18).

Such information corresponds to a direct analysis of the project network com-
pleted in Fig. 1.8, without using advanced scheduling methods. It can be easily
performed in any project to ensure the robustness of initial scheduling.

Finally, computer-based quantitative approaches can be used, like Monte Carlo
simulation. Based on probabilistic inputs, either duration or cost estimates, it
approximates the distribution of potential outputs, project duration or project cost
(Schuyler 2001; Hulett 1996; Goodpasture 2004). Numerous trials are calculated
until probability distributions are sufficiently well represented to be statistically
significant. Each trial randomly generates a simple value for each input, calculating
then the global output from combination of local inputs.

Table 1.2 Impacts of uncertain T6 duration

T6

duration
Impact on
T8

Impact on
T10

Impact on
T11

Impact on
T12

Impact on the
project

2 No change No change No change No change No change

3 No change No change No change No change No change

4 No change No change No change No change No change

5 No change Plus 1 week No change No change No change

6 Plus 1 week Plus 2 weeks Plus 1 week Plus 1 week No change

7 Plus
2 weeks

Plus 3 weeks Plus 2 weeks Plus 2 weeks No change

8 Plus
3 weeks

Plus 4 weeks Plus 3 weeks Plus 3 weeks Plus 1 week
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1.3.3 Resource and Cost Planning

The next step in planning a project is to allocate resources (human, material, etc.)
and plan cost. Each of these processes is now presented in this section.

1.3.3.1 Resource Allocation

In order to allocate resources, one should be able to describe its resource pool using
several parameters, depending on the type of resources. For instance, in terms of
human resource parameters, such parameters could be: skills, experience, avail-
ability (holidays/working on another project), cost per week, etc. Or in terms of
material, such parameters could be: cost per unit, quality, supplier, etc. The resource
allocation process permits to allocate resources to the project according to its scope
and schedule, given the description of possible resources. Due to the number of
parameters, this resource allocation problem is in essence a multi-criteria problem.

This paragraph will specifically focus on human resources allocation, even
though many of its aspects can easily be transposed to other kinds of resources.
When dealing with human resources, one of the stakes of the resource allocation
problem is the consistency between the skills of selected human resources and the
skills needed to perform project tasks. Low skills are likely to cause multiple

Table 1.3 Impacts of simultaneous uncertainties about T10 and T8

T10 duration T8 duration Impact on T11 Impact on T12 Impact on the project

6 6 Plus 1 week Plus 1 week No change

7 6 Plus 1 week Plus 1 week No change

8 6 Plus 1 week Plus 1 week No change

9 6 Plus 1 week Plus 1 week No change

10 6 Plus 1 week Plus 2 weeks No change

11 6 Plus 1 week Plus 3 weeks Plus 1 week

6 7 Plus 2 weeks Plus 2 weeks No change

7 7 Plus 2 weeks Plus 2 weeks No change

8 7 Plus 2 weeks Plus 2 weeks No change

9 7 Plus 2 weeks Plus 2 weeks No change

10 7 Plus 2 weeks Plus 2 weeks No change

11 7 Plus 2 weeks Plus 3 weeks No change

6 8 Plus 3 weeks Plus 3 weeks Plus 1 week

7 8 Plus 3 weeks Plus 3 weeks Plus 1 week

8 8 Plus 3 weeks Plus 3 weeks Plus 1 week

9 8 Plus 3 weeks Plus 3 weeks Plus 1 week

10 8 Plus 3 weeks Plus 3 weeks Plus 1 week

11 8 Plus 3 weeks Plus 3 weeks Plus 1 week
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troubles in the project, like delay due to errors implying rework, or overcost due to
the necessity to plan some training activities, or insufficient quality, etc. (Otero et al.
2009). In order to answer this problem, advanced approaches have been proposed:
based on system dynamics and control theory models (Joglekar and Ford 2005), on
decision theory and dynamic programming (e Silva and Costa 2013), or on oper-
ations research, optimization models, and associated heuristics (Konstantinidis
1998; Brucker et al. 1999).

If these methods are interesting and permit to answer complex problems, basic
approaches often permit to allocate resources, using simple reasoning on the con-
straints of the problem. Let the project tasks be described by the skills needed, with
the skills being assessed on a cardinal scale (from 1 to 5 for instance). Let each
possible actor of the project be described by a certain number of parameters, such as
skills (on a cardinal scale), cost, and availability (holidays). Using the project
network and schedules, and using rules about the skills, one can determine the actor
(s) which should perform a given task. Such rules about the skills could be for
instance that for each required skill at least one allocated actor should have the skill
at the required level (at least). Step by step, human resource allocation can be
performed for the whole project by following such rules. Let us consider for
instance the example given in Table 1.4, knowing that the number of human
resources needed for each task was already given in Table 1.1, and that we focus on
human resource planning until Week 10.

For T1, one actor is needed. The limiting skill is Marketing since a 5 is needed,
Bernadette is the only one who has a 5 in Marketing. Her other skills are sufficient
for T1 and she has no holiday during the execution of T1, so she can be allocated on

Table 1.4 Description of tasks and possible actors

Tasks Marketing Design Logistics Information systems

T1 5 1 2 4

T2 2 5 2 5

T3 4 5 0 0

T4 4 5 5 4

T5 4 5 5 3

T7 5 2 4 5

Actors Marketing Design Logistics Information
Systems

Cost/week
($)

Holidays

Bernadette 5 2 4 4 1200 4/5

John 4 1 2 5 1500 2/12

Paul 4 5 3 3 1200 1/15

Fred 4 2 5 3 1000 3/4

Olivia 3 5 2 2 800 5

Jane 3 2 5 4 1400 2

Julian 2 0 3 4 700 1/2/3

Tanya 0 5 2 3 1000 8/9
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T1. Similarly, for T7, there is no choice but allocating John and Bernadette. As for
T2, two persons are needed. Due to the need of 5, similarly as Bernadette for T1,
John is allocated on T2. Given his other skills in Marketing and Logistics, anyone
available for T2 who has got a 5 in Design is a good candidate: Paul and Tanya are
eligible, since they are available whereas Olivia is not. As for T3, which is
simultaneously performed, one person is needed, and due to the required skills, Paul
is the only one who can perform T3. As a consequence, Tanya is allocated to T2

(with John) and Paul is allocated to T3. Now, for T4, three persons are needed.
Some persons cannot be allocated on T4 since performing simultaneous tasks: John
and Bernadette are working on T7 and Paul on T3. Since a 5 is needed in Design for
T4, and since Tanya is not available during the execution of T4, Olivia is necessarily
allocated to T4. A 5 is also needed in Logistics, which can be obtained with Fred or
Jane, who are both available. Due to the skills needed for T5 and the simultaneity of
this task with T4, one will be allocated to T4 and the other one to T5: they will not
work together on the same task. The combination (Olivia/Fred) permits to obtain a
(4/5/5/3) skill vector when the combination (Olivia/Jane) permits to obtain a
(3/5/5/4) skill vector when a (4/5/5/4) skill vector is needed for T4. It means that, in
order to meet the requirements of skills for T4, if the combination (Olivia/Jane) is
selected, the third person should at least have a 4 in Marketing, which is possible
with Fred, Paul, John, or Bernadette.

The last three ones are unavailable as seen before, and Fred cannot be allocated
to T4 with Jane at the same time. (Olivia/Jane) is therefore an impossible combi-
nation: Olivia and Fred should be allocated to T4 and the third person who can
complete the required skills is Julian (due to the unavailability of John and
Bernadette), who is therefore allocated to T4. Finally, in order to allocate actors to
T5, one should notice that the persons allocated to T4 and T7 are excluded from
allocation, which means John, Bernadette, Olivia, Fred and Julian. With Tanya
being unavailable, there are only Paul and Jane left: this combination works per-
fectly for T5.

Even without performing such a process, much information can be obtained by
simply using the Gantt chart and the number of resources needed for each task in
order to build the workload diagram of the project in order to identify peaks of
activities during the project (Fig. 1.10). The workload diagram (Fig. 1.11) is a
histogram which describes the number of actors who are working for the project
during its execution. In this example, a peak of activity can be identified from Week
15 to Week 18, with 12–13 people working simultaneously for the project.

Dealing with peak of activities can be difficult during a project. Leveling the
workload can be interesting for several reasons, such as giving more flexibility for
other projects in the firm or reducing stress in the project team, thanks to a more
balanced level of activity. To do so, one can easily use the total and free floats of the
project tasks. Indeed, some of the tasks which contribute to the peaks of activity are
not critical and can thus be postponed, in the limit of their float. This permits to
balance the workload as seen in Figs. 1.12 and 1.13 (where Tasks T10 and T12 can
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Task/Week 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
T1 1 1 1
T2 2 2
T3 1 1 1 1
T4 3 3 3 3 3
T5 2 2 2 2 2 2 2
T6 3 3 3 3
T7 2 2 2
T8 5 5 5 5 5 5
T9 2 2 2 2 2
T10 6 6 6 6
T11 3 3
T12 2 2
T13 1 1 1 1 1 1 1 1 1 1 1
T14 2 2 2

Workload 1 1 1 3 3 4 4 7 7 7 7 7 7 7 13 12 12 12 6 6 4 4 3 3 1 1 2 2 2

Fig. 1.10 Workload calculation using the Gantt chart of the project

Fig. 1.11 Workload diagram of the project

Task/Week 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
T1 1 1 1
T2 2 2
T3 1 1 1 1
T4 3 3 3 3 3
T5 2 2 2 2 2 2 2
T6 3 3 3 3
T7 2 2 2
T8 5 5 5 5 5 5
T9 2 2 2 2 2
T10 6 6 6 6
T11 3 3
T12 2 2
T13 1 1 1 1 1 1 1 1 1 1 1
T14 2 2 2

Workload 1 1 1 3 3 4 4 7 7 7 7 7 7 7 7 6 6 6 6 6 10 10 7 7 3 3 2 2 2

Fig. 1.12 T10 and T12 delaying in order to level the workload (modified Gantt chart)
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be postponed so that the maximum number of actors working simultaneously for
the project is now 10). However, one should be aware that the margins of postponed
tasks are consequently reduced (and can sometimes become null, such as in this
example), which could increase the risk of project late completion. As a conse-
quence, such workload leveling strategies should always be performed with
caution.

There are alternative or complementary methodologies to plan projects. The first
one is critical chain project management (CCPM) methodology (Goldratt 1997). It
is based on the theory of constraints (TOC) principle, meaning that every project (or
system) has a limiting constraint which determines its overall performance. This
performance can only be improved by enhancing the performance of this con-
straining resource. CCPM is based on a combination of principles:

• It takes resource assignment into account as well as precedence dependencies
when determining project duration. Additional sequence links are created
between tasks using the same resource. The longest path of this newly con-
structed network is called the critical chain.

• It encourages mono-assignment, or discourages multiple simultaneous assign-
ments, both for later delivery times and issues associated with constant activity
switches.

• Duration estimates are shortened, in order to have a more aggressive strategy.
This enables a huge amount of time to be saved, since usually every local
activity considers its own security margin. This is based on the Student syn-
drome (people will start to work as late as possible), and on the Parkinson law
(people will probably use all the time which is given to them, even if they could
have achieved the task quicker).

• It introduces time buffers to protect the vulnerable chains, notably because of the
previous reduction of duration estimates. They are shared at the project level
instead of locally managed at the activity level, where they are generally wasted.
Instead of monitoring the status of all tasks, one can focus on buffer con-
sumption, particularly on the critical chain.

Fig. 1.13 Modified workload diagram (and comparison with the initial one in light blue)
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Recent development of the strategic and tactics Tree (S&T) has added guidance
and rigor to practical implementation, as a basis for testing and improving opera-
tional projects (Goldratt 2007). This methodology has been widely applied (Umble
and Umble 2000; Newbold 1998) and then analyzed. It has some significant
advantages, albeit it does not solve every problem associated with project man-
agement and notably project planning (scheduling with uncertainty or resource
assignment) (Stratton 2009; Lechler et al. 2005; Raz et al. 2003; Trietsch 2005;
Steyn 2000; Herroelen and Leus 2001). CCPM is aligned with existing theory in
operations management since it uses the principles of flow and continuous
improvement (such as lean management), and is sometimes viewed as a combi-
nation of principles that have existed before in other contexts (Ford 1926; O’Brien
1965; Wiest 1964).

Moreover, the event chain methodology is a schedule network analysis tech-
nique based on the integration of events and event chains that may affect the
schedule (Virine and Trumper 2007). It starts with the best-case scenario, using
optimistic or at least comfortable estimates. Then, a list of events and event chains
is built, including their likelihood and impact on the schedule. The Monte Carlo
simulation is used to perform statistical distributions of the influence of these events
on the possible schedules. A sensitivity analysis enables crucial activities and
events to be identified, those which have a strong impact on the schedule.

Finally, agile management has been developed in the area of software devel-
opment, where some generic project management principles did not meet the
specific requirements of this type of projects (Williams 2005; Ivory and Alderman
2005; Koskela and Howell 2002). Agile management has been initiated through
two fundamental documents, the agile manifesto and the declaration of interde-
pendence (Anderson 2005; Beck 2001). It is based on a local, adaptive, and
incremental development of the product, using smaller requirement packages,
called sprints, and a daily but short meeting and collaborative organization, called
scrum. For more details, reader should refer to appropriate literature, including (in
addition to the previously introduced references): (Wysocki 2006; Fernandez and
Fernandez 2008).

1.3.3.2 Cost Planning

Once the resources are allocated (whether human or not) to the different tasks of the
project, one can build the overall budget of the project and perform the project cost
planning process, the output of which is the complete schedule for all project
expenses and earnings. “Project cost management includes the processes required to
ensure that the project is completed within an approved budget” (Schwalbe 2013).
Therefore, the construction of the approved budget, which is the output of the cost
planning process, is all the more important, since it will serve as an input for
monitoring and control processes. This is all the more important that “accurate
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forecasting of an ongoing project cost is a major issue” in project management
(Narbaev and Marco 2011).

The main input of the cost planning process is the estimation of the costs of the
activities of the WBS (notably given the information about activity duration and
resources). By adding up the costs of a set of activities which guarantees the
completeness of cost estimates within the WBS, the project can be given a total cost
estimate. In order to ensure the completeness of this estimation, one should be sure
that each parent of the first hierarchical level of the WBS can be estimated, either
directly, or by adding up the costs of its children in the hierarchical structure of the
WBS. The lower the hierarchical level of the activity in the WBS is, the more
accurate the overall estimation (if all the activities which are at the bottom of the
WBS can be estimated, this corresponds to the traditional bottom-up estimation).

The main output of the cost planning process is the construction of the project
cost baseline, “consistent with a defined scope and schedule,” which defines what
the nature of costs is and when they occur during the project, “when the scope of all
major cost items can be adequately defined” (NCHRP 2007). The nature of costs
can be detailed according to a subdivision into categories such as in (Mendel 1976),
where capital project costs are divided into six groups: Engineering costs,
Equipment costs, Bulk materials costs, Construction labor costs, Construction
management costs, and Indirect construction costs. Such definition of categories
can permit to better identify cost drivers, and thus serve as a basis for efficient
project cost management (Bhimani et al. 2011).

The typical shape of a project cost baseline is an S-curve, if drawn on a cost/time
two-axis graph (see Fig. 1.14). To be more precise, the project cost baseline can be
divided into several sub-baselines, depending on the nature of costs studied, with as
many cost/time two-axis graphs. Project cost baseline and sub-baselines can also be
built up, not in terms of money spent, but in terms of money incomes (depending on
their nature and origin) during the project.

Fig. 1.14 Traditional S-curve shape of a project cost baseline
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1.3.4 Quality Planning

1.3.4.1 Project Quality and Performance as Multi-criteria Parameters

Project quality and performance planning is one of the core processes of project
planning processes. Still, contrary to operations, a complete system of quality
assurance processes is difficult to be established for unique and time-limited pro-
jects (Winkler and Biffl 2012), even though some models and frameworks like the
PMBOK (PMI 2013) or the CMMI—capability maturity model integration (CMMI
Product Team 2002) present good project quality planning and management
approaches.

The definitions of “quality” or “performance” are often unclear, which makes it
all the more difficult to plan. Ensuring the quality of a project is to satisfy all project
stakeholders, so all of them can assess it with a high standard of quality and
consider it a success (Baccarini 1999; Cleland 2004). Indeed, the different stake-
holders might have different points of view about the quality/success of a project
(Stuckenbruck 1986; De Wit 1988; Prabhakar 2008b; Barclay and Osei-Bryson
2010).

Success and project quality criteria should thus properly be defined during the
project quality planning process so that the targets for project quality can be
understood and shared by all project actors and stakeholders (Milosevic and
Patanakul 2005), or at least the key ones. Such criteria can for instance be the level
of achievement of specifications, safety, etc. (Wu 2012), and are a prerequisite for
efficient and effective execution of project processes, as well as their monitoring and
control (Ford 1995). As a whole, project performance and quality reflect the level of
fulfillment of the objectives of project stakeholders.

1.3.4.2 Building Project Scorecards Quality and Performance
Management

Knowing this, the advancement of a project should be monitored and controlled
during its execution using a scorecard which reflects the multiple aspects of project
quality and performance. Key performance indicators (KPIs) should thus be defined
during the project quality planning process and gathered into different groups of
indicators, in order to build a balanced scorecard “which allows visibility of per-
formance at different levels as well as ensuring coherence between these views”
(Marques et al. 2011). As a whole, the global project quality and performance
management system can be defined as a set of metrics which will permit to quantify
the results of the project processes, these metrics addressing both project outcomes
and project management outcomes (Cicmil and Hodgson 2006). As for any
multi-criteria problem, the definition of project performance and quality can be
done using traditional multi-criteria methodologies (Marques et al. 2011), an
extensive list of which will be presented in Chap. 3.
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Various well-established methodologies are likely to contribute to the project
quality planning process. Plan-do-check-act (PDCA) approach, total quality man-
agement (TQM), quality function deployment (QFD), Kaizen, six-sigma, and
Taguchi methods are examples of such methods (Stamatis 1994; APM 2004; PMI
2013). They permit to increase the robustness of project quality management
processes within an organization and thus enrich project quality planning activities.
The integration of quality-related norms principles (like the ISO:9000) into project
management processes can also be assisted, notably using systems- or
process-based approaches (Winkler and Biffl 2012). The interested reader should
directly refer to these methodologies to have more information about their use.

1.3.5 Risk Planning

1.3.5.1 Definitions and Concept Around Project Risk Planning

From the birth of project management, the notion of risk has grown within the field
of project management, even if there are still lots of theoretical problems and
implementation lacks (Gautier 1991). For all practical purposes, the growing
interest in risk management is often pushed by law and regulation evolutions. The
society is namely more and more risk averse, and stakeholders are more and more
asking for risk management, in order to cover themselves against financial or
juridical consequences. People can be accountable during or after the project for
safety, security, environmental, commercial or financial issues.

Everybody has to manage their own responsibility and own risks. That is why it
has become increasingly important to manage effectively and efficiently project
risks (Ariyo et al. 2007), in order to give more success warranty and comfort to
project stakeholders, or at least to warn them from possible problems or disasters
(Cooper and Chapman 1987). But before managing them, one should first properly
define what a project risk is.

Many definitions of project risks can be found in the literature:

• A risk corresponds to the possibility that the objectives of a system regarding a
certain goal are not achieved (Haller 1976).

• A risk measures the probability and the impact of possible damaging events
(Lowrance 1976).

• A risk consists in the realization of a feared event with negative consequences
(Rowe 1977).

• A project risk is the possibility that a project is not executed with conformity to
the previsions of end date, budget and requirements, the gaps between previ-
sions and reality being considered as not or moderately acceptable (Giard 1991).
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• A project risk is the possibility that an event occurs, an event the occurrence of
which would imply positive or negative consequences for the project execution
(Gourc 2006).

• A project risk is defined as an event that, if it occurs, causes either a positive or a
negative impact on a project (PMI 2013)

According to Raz and Hillson, “the origins of operational risk management can
be traced to the discipline of safety engineering.” Modern risk management has
evolved from this concern with physical harm that may occur as a result of
improper equipment or operator performance (Raz and Hillson 2005). Lots of risk
management methodologies and associated tools have been developed, with qual-
itative and/or quantitative approaches, often based on the two concepts of proba-
bility and impact (or gravity) of the risky event. As for it, the PMI, in its worldwide
standard PMBOK (PMI 2013), describes project risk management purpose as “the
increase of probability and impact of positive events, and the decrease of proba-
bility and impact of negative events.” Other processes aim at increasing the success
probability.

As a consequence, various risk management methodologies have been devel-
oped (Gautier 1995): some standards have indeed developed risk management
methodologies, which are specific or nonspecific to project context (IEC 1995; BSI
2008; AFITEP 1999; APM 2004; IPMA 2006; PMI 2013). Note that, when non-
specific, these methodologies may have been introduced in several fields, like
project management, systems analysis, design, insurance, food industry, informa-
tion systems, chemical systems, and industrial safety. A benchmark was done over
various risk management methodologies, notably thanks to the exhaustive works of
Marle (2009). Of course, the question of relevance to project context has been
discussed, and the benchmark was only conducted on selected methods. Figure 1.15
displays the four steps that appear as present in most of iterative risk management
processes (Pingaud and Gourc 2003; Ravalison 2004; Marle 2002; PMI 2013).

RiskIdentification

RiskAnalysis

RiskResponse
Planning

RiskMonitoring 
and Control

Risk Management 
Planning

Lessons
learned

Risk Identification

Risk Analysis

Risk Response
Planning

Risk Monitoring 
and Control

Planning

Lessons
learned

Fig. 1.15 Traditional project risk management process [adapted from (PMI 2013)]
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It must be noted that the steps of risk management planning and lessons learned
were not present in every methodology enlightened by the benchmark and were not
selected as a consequence. Moreover, the names of the four steps are not always the
same in every methodology and it appears that some of the steps are sometimes
gathered, but the underlying principles and goals tend to remain similar. The rest of
the section is therefore organized according to the three first general steps of the risk
management process, “Risk Monitoring and Control” being dealt with in the
paragraph for project management monitoring and control processes.

1.3.5.2 Project Risk Identification

Risk identification is the process of determining events which could impact project
objectives. Risk identification methods are classified according to two different
families: direct and indirect identification of risks. The most classical tools and
techniques for direct risk identification are diagnosis and creativity-based methods,
meaning that direct identification is mainly performed thanks to expertise.

• The assessment of the present situation relies upon the analysis of its parameters
in order to identify areas of risk. An example is systems thinking, which is used
to describe exhaustively the studied area of the project, and then to identify
potential problems.

• On the contrary, the assessment of the future situation can rely upon the ability
that one has to imagine the risks that can affect a project. An example is
brainstorming.

Another way to identify risks is to collect data about problems that occurred
during previous projects (indirect risk identification, based on experience).
Everyone should stay aware that issues of the past are risks of the future. Examples
of such methods are the “5 why?” method, Ishikawa diagram, the Pareto dia-
gramming technique, or the use of checklists.

Table 1.5 sorts the principal project risk identification methods (direct and
indirect risk identification) which had been identified with an extensive state of the
art (Marle 2009), functions of their complexity degree.

In the end, due to their high number, risks are generally classified into smaller
groups (or clusters) to permit practical management (identification of risk owner-
ship, risk provision, etc.). Such classification can notably be obtained using tradi-
tional risk breakdown structures.

1.3.5.3 Project Risk Analysis

Risk analysis is the process of prioritizing risks, essentially according to their
probability and impact (Raftery 2003). This is all the more necessary that the
project risk identification process often leads to build up a list of tens or hundreds of
risks, which makes it impossible to manage the complete list. There are two main
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types of risk analysis, which are discussed hereunder: quantitative and qualitative
analysis.

Quantitative risk analysis is notably based on the proper estimation of proba-
bility through mathematical models, notably built on former experience. Qualitative
risk analysis is the process of assessing by qualitative means the probability (P) and
impact (I) of each risk. It assists risk comparison and prioritization, and is notably
used when these parameters are difficult to calculate using previous experience or
mathematical models.

The main output of risk analysis is prioritization of risks, often as a function of
their criticality. Criticality is often defined by the product of P and I, but other
formulation should be proposed. Indeed, as underlined by Terry Williams (1996)
who carries out some calculations to prove his vision, “multiplying impact and
[probability] to ‘rank’ risks is misleading, since the correct treatment of the risks
requires both dimensions” and probably even some other.

However, the widespread use of criticality permits to define a useful index for
risk analysis. Indeed, criticality enables to classify risks into three categories: high

Table 1.5 Most common project risk identification methods (Marle 2009)

Category Simple methods Average methods Complex
methods

Direct risk
identification

Brainstorming Systems analysis,
constraints analysis

Scenario analysis

WWWWHW (who what
when where how why?)

FMEA (failure mode
and effects analysis)

TRIZ

SWOT analysis (strengths,
weaknesses, opportunities
and threats)

Stakeholder analysis

Direct/indirect
risk
identification

Ishikawa diagram
(combined with 5M)

Expert opinion,
questionnaires,
Delphi technique

Hazard and
operability
studies (HAZOP)

“5 why,” root-cause analysis Cause tree, event tree
analysis, fault tree
analysis

Influence
diagrams

Balanced scorecard

Indirect risk
identification

Pareto analysis Affinity diagram
(KJ)

Data sampling,
design of
experiments

Checklists, experience
feedback, risk breakdown
structure

“Non-identical twins”
method

Peer review Benchmarking

Matrix diagram, diagraming
techniques

Correlations method Data analysis,
variance analysis
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risk (red or heavy gray), moderate risk (yellow or middle gray) and low risk (green
or light gray). The result has often the shape of a P–I matrix or grid, which uses
scales and points out each risk on this P–I graph.

Farmer diagrams can be used to plot identified risks, as seen in Fig. 2, or to
define acceptability baselines, like in Fig. 1.16. The principle is to define the
acceptable curves and to measure if the risk is below or above this curve, which will
influence the decision made about this risk. These values can be obtained by expert
judgement or experience feedback.

1.3.5.4 Project Risk Response Planning

The process of risk response planning aims to determine a set of actions which are
likely to reduce the overall project risk exposure at least cost. It addresses project
risks by priority, defining actions and resources, associated with time and cost
parameters. Almost every method mentions the same possible treatment strategies:

• Avoidance
• Probability and/or impact reduction (mitigation), including contingency

planning
• Transfer, including subcontracting and insurance buying
• Acceptance

In order to understand these strategies, the analogy with health and the risk of
suffering from influenza is developed. The avoidance strategy would be to avoid
being in contact with the influenza virus (for instance by staying in a sterile room).
The mitigation strategy would be to get a vaccination for vaccination is proved to
reduce the probability and/or impact of suffering from influenza. The transfer
strategy would be for instance to be protected by any health insurance so that the
impacts of suffering from influenza are (at least partly) dealt with by one’s insur-
ance company. Finally, the acceptance strategy would be to do nothing and accept
the risk of suffering from influenza, meaning that the situation did not change and
the risk stays the same, but still it is the decision made.

In the cases when the method permits to deal simultaneously with the concept of
opportunity (positive risks), the same strategies exist, but with opposite names:

Probability Probability
0,9 R6 R1 0,9
0,7 O1 O2 0,7
0,5 R3 R2 0,5
0,3 R4 0,3
0,1 R5 O3 0,1

Impact => 1 2 3 4 1 2 3 4 Impact => 1 2 3 4

Threats Opportunities

R1

R2

R4

R3

R5R6 R1
O1 O2

, R3 R2
, R4
, R5 O3

=> 1 2 3 4

Threats    Opportunities

Fig. 1.16 Project risk analysis probability/impact matrices and diagrams (Marle 2009)
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exploitation, probability or impact enhancement, risk sharing. Acceptance does not
change.

The set of preventive actions which are going to be undertaken correspond to the
overall project risk action plan. The complete list of risks and their parameters of
probability, impact and criticality should be recalculated so that the consequences
of preventive actions on project risks are correctly documented. A refined actual-
ized list of project risks is then built. Curative actions should also be listed in the
eventuality that the mitigated/accepted risks would occur (see Fig. 1.17).

As the overall action plan is decided, with preventive actions and potential
curative actions, it finally has to be implemented into the project plan, the docu-
ments of which should all be updated. Only preventive actions appear, as curative
actions are only planned in case of event occurrence and not before, since they will
not necessarily be done. For instance, the project WBS or its Gantt chart should be
updated since preventive actions might change the decomposition of project work
and scheduling (see Fig. 1.18). Although this update seems obvious and mandatory,
it is still a sign of maturity for an organization to apply it systematically.

1.4 Carrying Out the Project

Once the project is planned, it is executed. These two processes often overlap,
meaning that the execution of some activities can be performed while others are still
not planned. The execution phase should permit to deliver the expected project
deliverables of objectives, and thus guarantee the satisfaction of project stakeholders.

Risk Probability Impact Criticality Preventive action Residual criticality Curative action

Customer changes in 
requirements

3 4 12

Change management 
template, change 
assessment before 
acceptation

6 Contract update

Lack of motivation about 
the project

3 4 12
Kick-off meeting, Top 
management support

8
Motivation actions (social, 
financial)

Estimation errors 4 3 12
Correction by experts, 
estimation methods use

6 Frequent plan updates

Product delivery delay 3 4 12 12 Project crashing or fast-tracking

Normative change during
the project

6632
Study of impact of the new norm
on the pro ject delivery

Lack of internal 
competence

2 3 6
Skill assessments, pre-
assignments of key 
members

3
Subcontracting or external 
staffing

Technology shift during 
the project

1 4 4
Benchmark, use of robust 
technologies

3

Study of impact of the new 
technology on the product 
performance and project 
parameters

Bankruptcy of a 
subcontractor

2 2 4
Pre-contract or order 
sharing with other 
subcontractors

2
Subcontractor update by pre-
contract confirmation

Estimation of preventive 
action impact= criticality 

gap

Fig. 1.17 Example of project risk residual criticality due to preventive actions as well as curative
actions (Marle 2009)
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1.4.1 Monitoring and Controlling Projects

In order to assist the execution of projects, project monitoring and control
methodologies have been developed.

The overall purpose of project monitoring and control processes is to understand
the evolution of the project and measure (quantitatively or qualitatively) its pro-
gress. This permits to undertake actions to correct the trajectory of the project when
it deviates from the plan (in terms of schedule, cost, performance, etc.), or when it
appears that current objectives have no chance to be reached with the current and
future situation. The project planning processes outcomes presented in Sect. 3 are
therefore inputs to project monitoring and control activities.

Standards and frameworks like the CMMI (CMMI Product Team 2002) or the
PMBOK (PMI 2013) notably propose a certain number of activities to monitor and
control projects.

Fig. 1.18 Example of an updated Gantt chart after the risk response planning process
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1.4.1.1 Schedule and Budget Monitoring and Control

Among the methods and tools proposed to monitor and control a project in terms of
schedule and budget, the earned value method (EVM) is one of the most known
(Fleming and Koppelman 1998; Anbari 2003; Budd and Budd 2009). This method
permits to measure project performance in terms of cost and time with easily
calculated indicators.

To do so, the progress of the project (or of a project task, or of a part of a project)
is represented on a two-axis graph, in any money (for instance dollars) and time
units (for instance weeks). Three curves can be drawn. The first one corresponds to
the planned value (PV) curve, which shows the progress (evaluated in dollars)
which was planned during the execution of project planning processes. This curve
can be built before project execution.

The second one corresponds to the actual cost (AC) curve, which shows the
amount of money which is actually spent during the project. Therefore, this curve is
built during the execution of the project, since its values correspond to actually
spent money. Finally, the third curve is the earned value (EV) curve, which rep-
resents the actual progress (evaluated in dollars): it thus represents the value which
is actually created during the execution of the project. As a consequence, this curve
is also built up during the execution of the project and not a priori, contrary to the
PV one (see Fig. 1.19).

Several indicators are defined in this methodology. Cost variance (CV) is the
difference between EV and AC

CV ¼ EV� AC Cost Variance ¼ Earned Value� Actual Costð Þ ð1:6Þ

If CV > 0, then EV > AC, which means that more value was actually created
than what was actually spent, which means that we are in advance in terms of

Fig. 1.19 The three different progress curves used in the earned value method
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budget. On the contrary, if CV > 0, then overcost has to be faced. Similarly, time
variance (TV) is the difference between EV and PV

TV ¼ EV� PV Time Variance ¼ Earned Value� Planned Valueð Þ ð1:7Þ

If TV > 0, then EV > PV, which means that that more value was actually created
than initially planned, what is called being ahead of schedule. On the contrary, if
TV < 0, then delay has to be faced. The reader should notice that with this definition of
TV, time is therefore measured and expressed in a financial unit. These indicators
permit to study the progress of the project and its tasks, and thus make decisions about
them to correct their potential negative deviations compared to the initial schedule
and budget. Cost and Time Indexes are similar indicators which are sometimes used:
they are calculated as the ratio of the values instead of their difference.

It should be noted that people often calculate the difference between AC and PV,
and for instance in Fig. 1.19, at t1, can be happy of their result, since the difference
between AC and PV is negative, meaning that less money was actually spent than
as planned. But without comparing these values to EV, this difference has no actual
significance. Indeed, here at t1, AC is indeed inferior to PV, but most of all, EV is
inferior to AC, which means that too much money was spent for the value actually
created: therefore the project faces overcost, which is the exactly opposite con-
clusion that one would draw if comparing AC to PV.

If we consider the project used throughout Sect. 3, assuming that we are now at
the end of Week 13, some actual data are known (actual status, AC). One can thus
calculate all indicators in Table 1.6 with the hypothesis that the value (whether
planned or earned) corresponds to the budget multiplied by the status (whether
planned or actual). With such indicators, an analysis of the project tasks and their
situation can be performed. For instance, one can say that at the end of Week 13, T6

is facing both delay and overcost, while T8 is on the contrary in advance both in
terms of time and budget. Due to the actual status of T6 (40 %), meaning that less
than half of the task was actually performed, something should be done to correct
its trajectory. But another task, T7, also faces difficulty both in terms of schedule
and budget: given the fact that T7 belongs to the critical path of the project, priority
should be given to control its delay since a delay for T7 directly provokes a delayed
completion of the project.

1.4.1.2 Performance, Quality and Risk Monitoring and Control

The project performance and quality monitoring and control processes require the
use of the balanced scorecards and/or KPIs which were developed during the
project quality planning process. As stated in (Devine et al. 2010), “control of
quality requires monitoring the project to ensure everything is going according to
plan, identifying when preventive or corrective actions are necessary, determining
root causes of problems, providing specific measurements for quality assurance,
and implementing change through the integrated change control system. The timing
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for inspections and quality audits may be included in project schedules and
checklists that become part of a project BSC (Balanced Score Card).”

Information should constantly be communicated to the project actors and
stakeholders, in a prompt and accurate way, which means that an effective and
efficient information and communication system should be developed, in relation
with the balanced scorecard/KPIs of the project so that anyone in the project team
can know at a glance the main indicators of the project. As a consequence, during
the execution of the project, reports should be done and communicated regularly in
order to express what has been done, what is currently done, and what will be done
next.

Alongside, risk monitoring and control is according to the PMBOK the ongoing
process of “identifying, analyzing and planning for newly arising risks, keeping
track of the identified risks and those on the watchlist, reanalyzing existing risks,
monitoring trigger conditions for contingency plans, monitoring residual risks, and
reviewing the execution of risks responses while evaluating their effectiveness”
(PMI 2013). It includes five traditional tools:

• Risk reassessment: for new risks or for refinement of existing assessments,
• Risk audit: return on investment on the global risk management process,
• Variance and trend analysis: deviations from project plan may indicate potential

threats for the project (Fig. 1.20),
• Technical performance measurement: deviations from planned scope may

indicate potential threats for future delivery and client acceptance (Fig. 1.20),
• Reserve analysis: use of planned contingency reserves is tracked, in order to

estimate the consistence between remaining reserves and remaining risks
(Fig. 1.20).

Fig. 1.20 Example of an S-curve used to monitor and keep project under control (Marle 2009)
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1.4.2 Closing Projects

As a whole, the project has been planned, executed, monitored, and controlled. But,
once the project deliverables are accepted, the project needs to be closed. Closing
includes the formal acceptance of the project and the ending thereof. This phase
consists of:

• Activity closure: Finalize all activities in order to close the project.
• Contract closure: Complete and settle each contract (including the resolution of

any open items) and close each contract applicable to the project or project
phase.

• Knowledge management activities (Devine et al. 2010): A precise and
exhaustive identification of project successes or failures is necessary to capture
lessons learned (such successes/failures should have been listed during the
execution of the project, but the project closing phase permit to synthesize
them), which might help the organization to get mature in terms of project
management for their future projects.

• Opportunity identification: Time should be taken in order to understand the
extent to which the completed project might contribute to the organization and
the future projects it could carry out. In particular, new opportunities with
stakeholders or new markets should be identified, as they might result in new
activities for the organization.

• Administrative closure: Includes archiving the files and documenting the lessons
learned.

1.5 An Exercise to Practice Traditional Project
Management Concepts

In order to finish introducing the reader with traditional project management con-
cepts and tools, an exercise is now proposed to handle some project planning as
well as monitoring and control processes.

1.5.1 Wording

You are meant to plan, monitor, and control a project which should be delivered
within 26 weeks. Information about the project can be found in Table 1.7 as well as
in Table 1.8.
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Table 1.7 Information about project tasks

Tasks Duration Predecessors Resources

T1 2 / 1

T2 8 T1 2

T3 4 T1 1

T4 5 T1 1

T5 5 T3 2

T6 4 T3 1

T7 6 T4 2

T8 4 T4 3

T9 4 T2; T5 1

T10 3 T5; T6 2

T11 4 T7 3

T12 2 T7; T8 2

T13 4 T9 3

T14 4 T10 1

T15 1 T11; T12 1

T16 3 T13; T14 2

T17 2 T14; T15 3

T18 4 T16; T17 1

Table 1.8 Information about skills requirements and actors’ characteristics

Tasks Marketing Design Logistics Information systems

T1 5 2 3 1

T2 4 5 5 4

T3 2 5 0 0

T4 0 0 2 5

T5 5 0 4 4

T6 2 5 0 3

Actors Marketing Design Logistics Information
systems

Cost/week
($)

Holidays

Laura 5 3 4 2 1200 3/4

Riley 4 5 2 1 1500 2/12

Michael 3 5 3 3 1200 13

Annie 4 2 5 4 1100 13

Kim 2 0 3 5 1200 2

Dilip 0 5 2 5 900 8/9
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Question 1: Planning time and human resources

1:1. Build up the overall project network given the information about project tasks.
1:2. What are the durations of phase 1 (T1–T8), phase 2 (T9–T15), and phase 3

(T16–T18)?
1:3. Which tasks do have free and total floats?
1:4. Build up the Gantt chart of the project.
1:5. Build up the workload diagram of the project.
1:6. Until Week 13, no more than 8 people can work simultaneously for the

project. From Week 14, you can have as many actors as you wish working for
your project. What do you suggest to do?

Question 2: Resource allocation

2:1. Knowing that at least one allocated actor should have the required skill
for each level for each task, who are the actors that we can allocate to Tasks
T1– T6?

2:2. If Riley takes a holiday on Week 3 instead of Week 2, what can be done?

In the rest of the wording, the data of Question 2 are not taken into account.
Question 3: Planning under uncertainty

3:1. What are the impacts on T15, T17, and the project if T12 can last from 1 to
7 weeks?

3:2. What happens for T15, T16, T17, and the project if T11 and T13 can vary
simultaneously, with T11 between 3 and 7 weeks, and T13 between 3 and
5 weeks?

Question 4: Project monitoring and control
We are at the end of Week 16 and know the information in Table 1.9.

4:1. Study the situation of the project through the calculation of time and cost
variances and indexes.

4:2. What could be done to control the execution of the project?

Table 1.9 Project
information at the end of
Week 16

Task Budget ($) Actual status (%) Actual cost ($)

T9 5000 60 4000

T10 4000 100 2000

T11 3000 100 5000

T12 2000 100 2000

T13 4000 0 0

T14 6000 40 3000

T15 1000 15 1000
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1.5.2 Solution

Question 1: Planning time and human resources

1:1. See Fig. 1.21. The project can be delivered within 26 weeks.
1:2. To calculate the duration of phase 1 (T1–T8), one should calculate the dif-

ference between the maximum early finish date and the minimum early start
date among the tasks of phase 1. Here it is 13 (for T7) minus 0 (for T1), which
gives a duration of 13 weeks for T1. With the same approach, one can cal-
culate the duration of phase 2, which equals 8 (19 − 11). Similarly, the
duration of phase 3 equals 8 (26 − 18). Note that the sum of the duration of
phases equals 29 weeks, which is superior to the duration of the project, since
the phases are not disjoint.

1:3. The tasks having free and total floats can directly be seen in Fig. 1.21. Free float
can be read at the bottom left corner of each task description and total float at
the bottom right corner. The critical path is constituted by the tasks, the total
float of which equals is null. The critical path is: T1–T3–T5–T9–T13–T16–T18.

T2 8 T9 4 T13 4
2 10 11 15 15 19
3 11 11 15 15 19
1 1 0 0 0 0

T5 5 T16 3
6 11 19 22
6 11 19 22
0 0 0 0

T1 2 T3 4 T10 3 T14 4 T18 4
0 2 2 6 T6 4 11 14 14 18 22 26
0 2 2 6 6 10 12 15 15 19 22 26
0 0 0 0 8 12 0 1 0 1 0 0

1 2 T17 2
18 20

T7 6 T11 4 T15 1 20 22
7 13 13 17 17 18 2 2

T4 5 9 15 15 19 19 20
2 7 0 2 0 2 0 2
4 9
0 2 T8 4 T12 2

7 11 13 15
13 17 17 19
2 6 2 4

Fig. 1.21 Project PERT network
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1:4. The Gantt chart can be seen in Fig. 1.22.
1:5. The workload diagram can be seen in Fig. 1.23.
1:6. Considering that Tasks T2, T5, T6, T7, and T8 contribute to the high workload

level (10) which cannot be managed during Weeks 8, 9, and 10 (before Week
13), and considering the total float of these tasks (respectively 1, 0, 2, 2, 6),
one should consider moving T8 as a good option for workload leveling. If

 

Task/Week 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
T1 1 1
T2 2 2 2 2 2 2 2 2
T3 1 1 1 1
T4 1 1 1 1 1
T5 2 2 2 2 2
T6 1 1 1 1
T7 2 2 2 2 2 2
T8 3 3 3 3
T9 1 1 1 1
T10 2 2 2
T11 3 3 3 3
T12 2 2
T13 3 3 3 3
T14 1 1 1 1
T15 1
T16 2 2 2
T17 3 3
T18 1 1 1 1

Workload 1 1 4 4 4 4 6 10 10 10 7 5 5 8 7 7 7 5 6 5 2 2 1 1 1 1

Fig. 1.22 Gantt chart of the project and workload calculation

Fig. 1.23 Workload diagram of the project
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T8 starts on Week 11 and finishes on Week 15 (instead of 7 and 11), then T12

starts on Week 15 and finishes on Week 17 (instead of 13 and 15). There is no
other change in the project network and the project finishes in due time. With
that changes, the new workloads on Weeks 8, 9, 10, 11, 12, and 13 are,
respectively 7, 7, 7, 4, 8, and 8, which make them fully acceptable.

Question 2: Resource allocation

2:1. Given the data of the problem, the actor allocation to Tasks T1–T6 is given in
Table 1.10.

2:2. If Riley wants to take a holiday on Week 3 instead of Week 2, there is a
conflict with T2 since T2 starts on Week 3 and Riley should work on it. But
instead of forbidding him to take a holiday on Week 2, a solution can be to use
the total float of T2, which equals 1 week, and start only on Week 4, which
does not affect the completion of the project. This would be all the more
possible that Annie may start working alone on T2 during Week 3 while Riley
takes his holiday.

Question 3: Planning under uncertainty

3:1. The impacts on T15, T17, and the project of a variation of the duration of T12

from 1 to 7 weeks can be seen on Table 1.11.
3:2. The impacts on T15, T16, T17, and the project if T11 and T13 vary simultane-

ously, with T11 between 3 and 7 weeks, and T13 between 3 and 5 weeks, can

Table 1.10 Human resource allocation results for Tasks T1–T6 and related costs

Task Actors assigned Cost (wages) ($)

T1 Laura 2400

T2 Riley; Annie 20,800

T3 Michael 4800

T4 Dilip 4500

T5 Laura; Kim 12,000

T6 Michael 4800

Total 49,300

Table 1.11 Consequences of uncertainty on T12 duration

T12 duration Impact on T15 Impact on T17 Impact on the project

1 No change No change No change

2 No change No change No change

3 No change No change No change

4 No change No change No change

5 Plus 1 week Plus 1 week No change

6 Plus 2 weeks Plus 2 weeks No change

7 Plus 3 weeks Plus 3 weeks Plus 1 week
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be seen on Table 1.12 (if the variations are independent and follow uniform
laws).

Question 4: Project monitoring and control

4:1. The different time and cost variance and indexes at the end of Week 16 can be
seen on Table 1.13.

4:2. In order to control the project given these data, nothing can be done for T10,
T11, and T12 since they are completed. T13 has not yet started whereas it
should have, so great attention should be paid to its delay, especially since it
belongs to the critical path. Similarly, T9 is critical, late, and faces overcost:
actions should be planned to get it back under control. If the project bud-
get allows it, something can be done to control the delay of T14 but since it is
not a critical task, this action would not be a priority. Finally, both T14 and T15

already face overcost although their actual status is under 40 %, so deeper
attention should be paid on their execution to control their cost.

Table 1.12 Solution to question 3.1

T11

duration
T13

duration
Impact on T15 Impact on T16 Impact on T17 Impact on the

project
Probability

3 3 Minus 1 week Minus 1 week No change Minus 1 week 0.067

4 3 No change Minus 1 week No change Minus 1 week 0.067

5 3 Plus 1 week Minus 1 week Plus 1 week Minus 1 week 0.067

6 3 Plus 2 weeks Minus 1 week Plus 2 weeks No change 0.067

7 3 Plus 3 weeks Minus 1 week Plus 3 weeks Plus 1 week 0.067

3 4 Minus 1 week No change No change No change 0.067

4 4 No change No change No change No change 0.067

5 4 Plus 1 week No change Plus 1 week No change 0.067

6 4 Plus 2 weeks No change Plus 2 weeks No change 0.067

7 4 Plus 3 weeks No change Plus 3 weeks Plus 1 week 0.067

3 5 Minus 1 week Plus 1 week No change Plus 1 week 0.067

4 5 No change Plus 1 week No change Plus 1 week 0.067

5 5 Plus 1 week Plus 1 week Plus 1 week Plus 1 week 0.067

6 5 Plus 2 weeks Plus 1 week Plus 2 weeks Plus 1 week 0.067

7 5 Plus 3 weeks Plus 1 week Plus 3 weeks Plus 1 week 0.067
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Chapter 2
Limits of Traditional Project Management
Approaches When Facing Complexity

2.1 Project Complexity

Complexity is everywhere and is continuously growing in project environments. As
stated by He and co-workers, “project complexity management which plays a key
role in achieving the success of the complex project management has been an
important part of project management” (He et al. 2012). It is all the more important
since “complexity of projects is hotly debated and a factor which affects innova-
tiveness of team performance” (Oeij et al. 2012).

There are historically two main scientific approaches of complexity
(Schlindwein and Ison 2005). The first one, usually known as the field of
descriptive complexity, considers complexity as an intrinsic property of a project
system. This vision incited researchers to try to describe project complexity through
factors and drivers, and to try to quantify or measure project complexity. For
instance, Baccarini considers project complexity through the concepts of techno-
logical and organizational complexity. He regards them as the core components of
project complexity which he tries to describe exhaustively (Baccarini 1996).

The other one, usually known as the field of perceived complexity, considers
complexity as subjective, meaning that the complexity of a project system is always
improperly understood through the perception of an observer.

Both approaches can in the end coexist since constructed frameworks for project
complexity analysis are models of the reality of complex projects, and thus cannot
encompass all the effects of complexity. Indeed, for all practical purposes, a project
manager deals with perceived complexity as he cannot understand and deal with the
whole reality of the project complexity, and its potential dramatic consequences.
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2.1.1 The Lack of Consensus on Project Complexity

There is actually a lack of consensus on what project complexity is. As Sinha and
co-workers state it, “there is no single concept of complexity that can adequately
capture our intuitive notion of what the word ought to mean” (Sinha et al. 2001).
However, Edmonds proposes an overview of the concept of complexity within
different fields and finally tries to give a generic definition of what complexity is:
“Complexity is that property of a model which makes it difficult to formulate its
overall behavior in a given language, even when given reasonably complete
information about its atomic components and their inter-relations” (Edmonds
1999). This definition, which is quite appropriate to encompass all the aspects of
project complexity, emphasizes that complexity is generally related to the way the
project system is modeled. Later in this chapter, a definition of project complexity
will be proposed in accordance with this definition.

Other attempts to describe and define complexity exist in the literature. We will
cite some of the most noteworthy hereinafter. Karsky considers complexity as a
three-component characteristic of systems (Karsky 1997):

• The first one, spatial complexity, is the structural complexity of a system, in
terms of number and variety of elements and their mutual interrelations.

• The second one, unpredictable complexity, refers to chaos, fluctuations, and
bifurcations, considering that the behavior of a system is in essence unpre-
dictable since it is characterized by nonlinearity, as emphasized by Prigogine
(1996).

• Finally, the third one, dynamic complexity, considers the presence of interre-
lations and positive or negative feedback loops, which makes it all the more
difficult to understand the evolution of a complex system.

These three kinds of complexity exist simultaneously in projects. Spatial com-
plexity is created by the number and variety of project resources, actors, tasks,
processes, etc… This can notably be partially handled through simple models, such
as the work breakdown structure which permits to define and group a project’s
deliverables and tasks in order to help defining project scope. Unpredictable
complexity is notably due to the fact that a project is an organization including
people: by their actions, decisions and behaviors, they involve nontrivial nonlin-
earity within the project system. Finally, dynamic complexity can be underlined
when building up project task networks which show evidence of interrelations and
loops (tools such as the Design Structure Matrix—DSM can be used and will be
presented later in this book).

As for him, Genelot considers complexity as one of the greatest stakes of today’s
management, and thinks it should be understood at three different levels (Genelot
2001):

• The first level, real complexity, consists of internal characteristics of a system.
• The second level, perceived complexity, consists of one’s representation and

model of the system.
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• The third level is the feedback on the real system of the actions decided thanks
to the system’s representation.

Genelot defines a complex phenomenon as a phenomenon that cannot be totally
understood and kept under control, emphasizing that complexity manifests itself at
the three above-cited levels. In the end, he insists on the fact that anyone should
keep in mind that being complex is in essence different from being complicated,
and that confusion must be avoided between these two different notions: a com-
plicated phenomenon can always be understood and kept under control through the
work of experts and the efficient use of lessons learned and more or less advanced
computational tools. Similarly, Ulrich and Probst also insist on the difference
between the terms complicated and complex, categorizing systems in four groups in
terms of structural complexity (Ulrich and Probst 1988): simple systems, compli-
cated systems, complex systems, and very complex systems (see Fig. 2.1).
According to this classification, projects are to be considered as very complex
systems since they are composed of a large number of diverse elements which are
nontrivially interrelated.

Complexity can also be considered as the property of a system that causes on
one hand the emergence of new properties which none of the system elements
owns, and on the other hand the apparition of phenomena which could not have
been predicted with the sole knowing, even complete, of the behavior and inter-
actions of the elements of the system (Marle and Bocquet 2001). Another inter-
esting point from their works is that complexity can have both a negative influence
(in terms of difficulty to be understood or controlled) and a positive one on the

Fig. 2.1 The structural differences between systems—adapted from Ulrich and Probst (1988)
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evolutions of project system (through the emergence of opportunities). Some
researchers have therefore tried to define an optimally complex situation but we do
not give details about these works in this book, since the most robust ones in the
literature tend to be very specific to some project contexts.

Whatever the approach, whatever the school, some work has to be done to
clarify the notion of project complexity in order to cope with it more efficiently
(Vidal et al. 2007). However, this book proposes to keep an extension of
Edmonds’s definition to define project complexity, as in (Vidal 2009):

Definition
Project complexity is the property of a project which makes it difficult to
understand, foresee, and keep under control its overall behavior, even when
given reasonably complete information about the project system.

2.1.2 Impacts of Complexity on Projects: Project
Complexity-Induced Phenomena

The links between project complexity and project performance are still unclear in
the academic world as well as in the industrial one. For instance, Parsons-Hann and
Liu state that “it is clear that requirements complexity contributes to project failure
in organizations, what is not apparent is to what degree this statement holds true”
(Parsons-Hann and Liu 2005).

This section illustrates how project complexity can be a source of different
phenomena (Pich et al. 2002; Little 2005; Brady and Davies 2014; Svejvig and
Andersen 2014; Yang et al. 2014). Four project complexity-induced phenomena are
presented here: ambiguity, uncertainty, propagation, chaos. The overall relationship
between these four concepts can notably be understood with models like the one
presented in Fig. 2.2 and developed in the forthcoming subsections.

Let a project manager analyze a project system at a given time T in order to plan
his decisions and actions for the next period to reach a state at time T + 1. The
project system can be described by its real state at time T, a state the real complexity
of which can also be considered at time T.

2.1.2.1 Project Ambiguity

When analyzing and monitoring the project system at time T, the project manager
first perceives the real state at time T, introducing a difference between the real
project state at time T and the perceived project state at time T (Δ1(T)). This
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difference has two principal causes. On one hand, the project manager has its own
culture and references, and thus, his perception of the project system alters reality.
On the other hand, real project complexity implies that the project system cannot in
essence be completely understood. Indeed, there is always an irreducible residual
source of non-exactitude caused by complexity when trying to identify the project
system state (Thomas and Mengel 2008). This is mainly due to the high number and
variety of elements and interactions that cannot be completely neither identified nor
understood. For similar reasons, there is a difference, and thus another source of
non-exactitude Δ2(T), between perceived project complexity at time T and real
project complexity at time T.

This question of perception has been approached by Jaafari (2001, 2003), and
appears to be a crucial issue for project complexity. Jaafari insists on the fact that
individuals, depending on their mental models and representations, perceive the
outside reality in their own way. As a consequence, project complexity is dealt with
through a filter. This filter is the individual perception of the project system and
environment, based on one’s representations. This is all the more true since the used
semantics may be different from a project team member to another. In other terms,
the difficulty is that the gaps Δ1(T) and Δ2(T) are different for any project team
member, as anyone has its own perception of reality. These two phenomena, which
are direct consequences of project complexity, can be grouped under the sole name
of project ambiguity. Referring to some major works (Van Marrewijk et al. 2008;
Pich et al. 2002; Jaafari 2003; Thomas and Mengel 2008), a definition of project
ambiguity is proposed hereunder:

Fig. 2.2 Handling project complexity and uncertainty over time
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Definition
Project ambiguity is a project characteristic which encompasses two
phenomena:

• The lack of awareness of elements, events and their characteristics (due to
the overall lack of understandability of the project system), particularly
when evaluating them.

• The differences in the perception of the project system by team members,
notably because of their different cultures.

The leadership and flexibility of a project manager are therefore crucial skills so
that a common reference and perception of reality can be shared within the project
team, in order to reduce project ambiguity. Models describing project complexity or
project characteristics when facing complexity can be developed to assist project
managers. Some of them will be presented in Chaps. 3 and 4.

2.1.2.2 Project Uncertainty

Let us now have an overall look at the global process of project management. The
project manager analyses the state of the project at a given time T and considers the
difference δ between this state at time T and the state he planned for the next period
at time T + 1. Then, the project manager makes decisions under constraints of
project context and perceived complexity, and does corresponding actions to
influence the evolution of the project to reach the planned state at time T + 1. This
process is also altered by complexity-driven phenomena in terms of uncertainties
(Martelli 2014).

First, decisions can be directly altered by real project complexity (Vidal 2009).
For instance, the transmission of the information on a decision can be altered
because of cultural variety, staff diversity, and staff interdependences: as a matter of
fact, when turning this decision into an action, the actual action can be different
from the action the project manager wanted.

Moreover, real complexity has an influence on the impact of the decisions made
and the subsequent actions done (Lessard et al. 2014). The project manager deals
with perceived (and not real) project complexity when making its decisions and
moreover, real project complexity entails the project manager’s inability or poor
ability to forecast efficiently both the impact of its decisions and the project evolution
(Ramasesh and Browning 2014), even though projections (notably in terms of time
and cost) are performed (Acebes et al. 2014). Because of these those two reasons,
real project complexity is one of the causes of the difference between the planned
state at time T + 1 and the real state at time T + 1, introducing another difference
Δ3(T). This difference calls for project uncertainty, which makes it a direct conse-
quence of project complexity (Pitsis et al. 2014). Project uncertainty will thus be
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referred to in all the next Chapters of the book, notably through sensitivity analyses
which permit to study the robustness of a decision under uncertain contexts.

Definition
Project uncertainty corresponds to the inability to pre-evaluate project
objectives and characteristics of the project elements as well as the impact of
actions and decisions.

2.1.2.3 Project Propagation

Finally, project complexity is also a direct source of propagation within the project
networks. Indeed, let an uncertain parameter P be in the project system, meaning
that the value of P is known under conditions of uncertainty P� dP (confidence
interval). P can be for instance the duration of a task, the cost of a deliverable, or
any dimension of any object of the project system. Since the project system is
complex, it includes interdependencies and interconnectivities between its elements
(tasks, resources…). As a consequence, the corresponding uncertainty δP on a
parameter P can spread through the entire system, as any element in relation with
parameter P faces uncertainty and transmits to all its neighbors in the same manner
(Vidal 2009). Similar propagation can be faced with dealing with project risks (the
impact of which is generally a delta in one or more project characteristics), and will
be one of the main issues addressed in Chap. 5.

As underlined in Heylighen et al. (2006), “as technological and economic
advances make production, transport and communication ever more efficient, we
interact with ever more people, organizations, systems and objects.” In the case of
project management, one of the main consequences is that any change in any
component in the project system may affect any other component of the project
system in an unpredictable way because of change propagation.

Propagation phenomena are all the more complex to manage since a project, as
any complex system, has a high number of various elements and interactions. This
means, for example that uncertainty on the duration of a task Ti can be transmitted
in terms of uncertainty on the duration of a task Tj, which can be transmitted in
terms of uncertainty on the cost of a deliverable D, which can then be transmitted in
terms of uncertainty on the quality of the global project outcome… In other terms,
propagation in the project system is even more complex since the project manager
has potentially to manage a change of nature, of magnitude or of ownership, at each
stage of the propagation. The reader should particularly note that ambiguities and
uncertainties should therefore be analyzed regarding propagation phenomena. For
instance, one should deal with the uncertainty on a project characteristic, and study
it also in terms of its consequences after propagating through the project networks
(Ahern et al. 2013).
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2.1.2.4 Project Chaos

Chaos and turbulence phenomena may appear during a project due to complexity.
Chaos refers to a situation where short-term developments cannot be accurately
predicted, notably because of the joint impact of interdependence and variability
which were identified as complexity drivers (Tavistock Institute 1966). Chaotic
phenomena are sometimes hard to separate from ambiguity, uncertainty, and
propagation phenomena. However, they particularly correspond to a sensitive
dependence on initial conditions. In this book, the authors do not develop these
aspects of chaos and turbulence. However, the interested reader may find particu-
larly appropriate concepts and references in (Dooley and Van de Ven 1999; Morel
and Ramanujam 1999; Biggiero 2001; Snowden 2002; Bertelsen et al. 2003;
Runolfsson 2005; Pich et al. 2002).

2.2 Limits of Traditional Project Management
Approaches and Tools Regarding Complexity-Induced
Issues

Consequences of project complexity presented in the former section are conditions
which constrain the theoretical application of all traditional project management
approaches presented in Chap. 1, since their application is theoretically under
nonambiguous and non-uncertain contexts (exact numerical values for instance),
and do not take any of this complexity-induced phenomena into account. This
section permits to go through most of the traditional project management processes
and tools introduced in Chap. 1 and present their limits in complex environments,
regarding these complexity-induced phenomena.

2.2.1 Limits When Initiating Complex Projects

2.2.1.1 Limits When Specifying Project Values, Objectives,
and Deliverables in Complex Environments

The approach for specifying project values, objectives, and deliverables which was
presented in Chap. 1 is based on a holistic systems thinking approach, which is
among the best to handle complexity.

Ambiguity Even though such systems thinking-based approaches encourages to
have an overall vision of the project and its context (Sterman 2000), and to
understand the different perceptions and interconnections which might exist,
ambiguity makes it impossible to identify exhaustively and precisely each stake-
holder (Bourne and Walker 2005; Jepsen and Eskerod 2009; Yang and Yeh 2013).
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This is notably the case when different entities within the same stakeholder coexist
and expect different things from the project. A direct consequence of this lack in
identifying stakeholders and formulating clearly what they expect from the project
(Liu et al. 2006) is that it makes it all the more difficult to specify exhaustively and
define precisely each value, objective, and deliverable.

Uncertainty As stated in (Howell et al. 1993), “significant uncertainty exists at the
start of most of the projects” within project organizations. No framework permits to
handle this uncertainty, and notably uncertain objectives. Moreover, stakeholders
are sometimes themselves not certain of their expectations of the project (Liu et al.
2006). This makes it all the more difficult to specify the context and objectives of
the project.

Propagation In terms of propagation, due to the complexity of the network of
stakeholders, objectives, and deliverables are often interrelated in a complex way.
This makes it difficult to understand their relationships, even though multi-criteria
approaches taking into account interdependencies (like the Analytic Network
Process) have sometimes been used (Tsai andChou 2009;Huang 2011). Similarly, the
potential value creation of a project (for its different values) is difficult to assess, even
though some multi-criteria methodologies have been developed to evaluate complex
project proposals (Thamhain 2013) and decide whether to launch a project or not.

Chaos With chaos considered as the sensitivity to initial conditions, chaotic effects
do affect the specification of project values, objectives, and deliverables, since “for
most projects, the DNA of success is highly complex, and outcomes are difficult to
predict, especially long term” given the variety of possible trajectories and scenarios
of a given project with given initial conditions (Thamhain 2013).

2.2.1.2 Limits When Contracting Complex Projects

The relationship to the contracting process and project complexity is itself complex.
Indeed, on one hand, contracts are notably used to control and contain complexity
through an extended definition of terms and conditions, including the anticipation
of possible scenarios. And on the other hand, contracts have often been pointed as
an important source of complexity (Kapsali et al. 2013).

Ambiguity When organizations have gained experience with their contractors and
partners, with former project or deals, the ambiguity of the contracts, even though
complex, might be reduced due to a learning effect (Furlotti 2007). However,
Banerjee and Duflo argued that the learning process over projects is quite little and
that contracts often remain ambiguous, due to the fact that the new deliverables tend
to be “complex and difficult to describe ahead of time” (Banerjee and Duflo 2009).
Limits then appear: such ambiguity when defining contracts leads to their incom-
pleteness, which makes them difficult to write, and more complex to refer to later
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on. But many researchers have also claimed that such incompleteness is not nec-
essary a problem. Indeed, “such incompleteness is often an essential feature of a
well-designed contract. Specifically, once some aspects of performance are
unverifiable, it is often optimal to leave other verifiable aspects of performance
unspecified” (Bernheim and Whinston 1998). Introducing ambiguity in a project
contract can therefore also be seen as an opportunity to increase its adaptability.
Indeed, a broad specification of requirements which does not restrict parties to
imposed actions might introduce more flexibility for all stakeholders (Walker and
Pryke 2011). A certain optimal level of ambiguity should thus be targeted,
depending on each project context.

Uncertainty Uncertainty directly has an influence on the project contracting pro-
cess. Two important limitations on the contracting process have widely been
underlined. First, contracts might be incorrectly designed due to a bad anticipation
of future uncertainties in the project (a contractor might delay its delivery after
uncertainties play out). Second, if many uncertainties are pointed out, the negoti-
ation processes with the contractors might be more complex since contractors might
want to protect themselves more with larger guarantees (De Marco 2011), thus
making it difficult to define appropriate terms and conditions of the contracts. The
interested reader should refer to more advanced techniques based on incentives and
their appropriate evaluation in order to navigate in such contexts (Back et al. 2013).
However, to our knowledge, few works have been conducted to study deeply the
influence of such uncertainty on the definition of the specifications of project
contracts and the choice of a global project contractual strategy. This issue should
however be addressed, since “the inherent uncertainty of the project (which should
be correlated with estimated project size, the complexity of the project, the degree
to which the firm and the client are familiar with the project, etc.) should also
influence the choice of contract” (Banerjee and Duflo 2009).

Propagation In terms of propagation, the terms and conditions of a given project
contract are often intertwined (Morris 1983), which makes it more complex to
undergo the contracting process, since several terms and conditions are likely to
influence each other. Due to the complexity of such projects, different subcontracts
might be interconnected, which may directly influence the contracting process. For
instance, a specific contractor might want to reduce the uncertainty on a given
subcontract with a harsher negotiation on another subcontract. The conjoint
negotiation of all subcontracts is thus necessary but to our knowledge, still very few
approaches permit to define properly such complex contractual strategy. For more
detail about innovative approaches for contracting in complex projects given the
interdependence of stakeholders and their interests, the reader should notably refer
to cooperation-driven techniques for contracting, such as (Margerum 2001; (Kees)
Berends 2006).

Chaos To our knowledge, there is no contracting process or methodology
addressing chaotic effects during the contracting process. This process being itself a
subproject, it is itself complex, thus chaotic and sensitive to initial conditions.
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Moreover, no methodology seems to include the anticipation of the unpredictable
sensitivity to the initial conditions of the project. If such approaches have not been
developed yet, we insist on the crucial role and skills of project managers in the way
they anticipate such effects. Indeed, as stated by Hill, “project managers and con-
tracts managers assume a central role in dealing with and managing these unpre-
dictable conditions as they occur. It is fair to assume that this is a major part of their
role within a contracting organization” (Hill 1999).

2.2.2 Limits of Traditional Approaches When Planning
Projects

2.2.2.1 Limits of Traditional Approaches When Defining Scope
and Work in Complex Projects

Ambiguity The issue of semantics and ambiguity when defining scope, decom-
posing work, and formulating activities was raised by several industrials and
researchers (Winter et al. 2006). Apart from advices to use as precise formulations as
possible when describing activities, like avoiding the use of the verb DO (PMI
2013), some work yet to be conducted to understand better the implications of
ambiguity in the understanding of the formulations of WBSs and how to deal with it.

Uncertainty Building up tools like the WBS is a difficult matter in uncertain
environments since a single change can completely challenge such hierarchical
decomposition of scope and work. To the best of our knowledge, no recognized
methodology permits to define uncertain scope or WBSs, even though such
research perspective is promising to increase flexibility of project organizations
(Söderlund 2002).

Propagation When coming to the description of the scope and work of a project
and decomposing into processes and activities like in a WBS, “the interdepen-
dencies between activities can become so complex that meaningful networks cannot
be constructed” (Hall 2012).

2.2.2.2 Limits of Traditional Approaches When Scheduling Complex
Projects

Uncertainty The majority of research into project planning has focused on static
project scheduling with deterministic parameters, which resulted in deterministic
schedules, without taking into account uncertainty in complex projects (Brucker
et al. 1999). Gantt charts and project scheduling networks are more adapted to static
environments, with low levels of uncertainty (Maylor 1996). In such uncertain
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environments, approaches like the PERT, which require potentially biasing
assumptions (Schonberger 1981) should be used with some caution, knowing that
uncertain duration evaluations might directly influence the results and overall
structure of project scheduling networks.

Calculations in project scheduling networks, and the consequent identification of
critical path, generally use single time estimates for each activity and are thus uneasy
to perform in uncertain environments (Hulett 1995). More advanced scheduling
methodologies like robust and reactive project scheduling (Herroelen and Leus
2004), stochastic scheduling (Fernandez 1995; Ke and Shengze 2005) or dynamic
scheduling (El Sakkout and Wallace 2000; Hicks et al. 2007) permit to handle part of
project uncertainty in the project scheduling process but often remain too complex
for industrial practitioners. In the end, whatever the method used, even though
advanced, “in an uncertain environment […], plans are subject to many changes and
are bound to be at least partially inaccurate” (Eckert and Clarkson 2010).

Propagation In terms of scheduling, complex projects with many interacting
activities, with many possibilities of delay propagation over the project network, are
undoubtedly difficult to plot on a Gantt chart for instance (Maylor 1996). In par-
ticular, they are often considered as very difficult to update in complex environ-
ments with many changes, because of the interconnection of activities.

Chaos Delay propagation may be nonlinear, with strong amplification phenomena.
For instance, an activity has several successors and is late. If resources assigned to the
successors are not available until a next periodwhich is far later than the initial delay of
the start date, then the final delay may be far higher than those of the initial activity.

2.2.2.3 Limits of Traditional Approaches When Planning Resource
and Cost in Complex Projects

Ambiguity First, the resource allocation process is even more complex when
information about the required skills or the skills possessed by potential project
team members are unclear or ambiguous (White 1999). Moreover, role conflict and
role ambiguity have a direct influence on the creativity of a project team (Kabiri
et al. 2012). When project team members face unclear or ambiguous specifications
of what they are meant to do, this makes it all the more difficult to execute and
coordinate the project.

Uncertainty The inherent uncertainty of cost estimates makes it all the more
difficult to establish a robust project cost baseline (Hall 2012). Even though some
advanced methods try to build up cost envelopes for each part of a single project,
they remain not widely used by industrial practitioners.

Propagation In terms of resource allocation, “a resource is a relative concept,
rather than an element in itself (Håkansson and Waluszewski 1999) because it is
heterogeneous and interdependent with other resources it is combined with”
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(Vaaland 2002). Resource allocation approaches, however do not generally use this
interdependence as a parameter, which may not facilitate resource coordination in
the end (Söderlund 2002). Moreover, to the best of our knowledge, there is no
reputed approach which directly introduces the interconnection of activities in terms
of cost and the potential propagation and consequences of a possible overcost
during the execution of the project (Vaaland 2002). One could however anticipate
more the possibilities of cost reduction of other activities if a specific activity faces
overcost. An interesting research perspective would be to facilitate the anticipation
of cost monitoring and control through the introduction of possible cost decisions
due to the complexity of the project networks.

2.2.2.4 Limits of Traditional Approaches When Planning Quality
and Performance in Complex Projects

Ambiguity and Uncertainty The ambiguity and uncertainty of the specifications
of stakeholders, values, objectives, and deliverables directly drives the ambiguity of
project quality planning. There is evidence that complex projects and their per-
formance “would be better managed by the application of systems thinking” (White
1999) but still very few project quality and performance management approaches
are based on it.

Propagation Many authors claim for a better integration of planning of various
project parameters, as well as their interdependencies, in order to plan better project
quality and performance (Turner et al. 2013). Indeed, the interconnection of per-
formance parameters and success factors (Söderlund 2002) has not yet been widely
studied, even though it should be anticipated in order to avoid chain reactions in
project performance loss (for instance a loss of quality regarding one targeted
parameters, which implies rework thus delay and overcost, …) (Winter et al. 2006).

2.2.2.5 Limits of Traditional Approaches When Planning Risks
in Complex Projects

Limits appear at all levels of the project risk planning process.

Ambiguity When performing risk identification, issues related to project ambiguity
do appear as complexity-driven lack of awareness is to decrease the performance of
risk identification. First, exhaustiveness is definitely impossible to obtain. Ambiguity
cannot permit exhaustiveness. Furthermore, the project context is likely to change,
and new risks can occur although they were not identifiable when first identification
took place. As a consequence, exhaustiveness is never warranted by any method,
even though the identification can be facilitated by previous lessons learned.
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Moreover, a first classification of risks is performed during the risk identification
process. Classifying risks by nature, by causes, or by consequences, or by time
location are valuable alternatives which are difficult to compare. The point is that
project risks are in essence multi-criteria (Mustafa and Al-Bahar 1991; Gourc 2006;
Marle 2009; Wang et al. 2015) since they are related to several factors, project
values, etc… But traditional methodologies fail in underlining these aspects and
one notably tends to classify risks according to traditional classifications (the ones
just expressed before). Choosing between these alternatives depends on the struc-
ture of the organization and of the project, on the risk management policy in the
organization and on the ownership of risks. The choice of one of them is all the
more difficult to do since ambiguity implies different visions within the project
team.

When coming to risk analysis, some limitations related to ambiguity do appear,
notably the fact that the evaluation of gravity and probability is very likely to be
ambiguous, depending on the evaluator or group of evaluators, even though scales
are often built for all practical purposes. Indeed, gravity and probability appear to
be subjective concepts as the one of project risk: cultural phenomena, number of
former experiences for instance have a major influence on the results of the risk
analysis process (Gourc 2006; Marle 2009).

Uncertainty Uncertainty is also present during the risk planning process, and
notably in the risk analysis process. The evaluation of these two parameters is in
essence uncertain, even though it is done through expert judgment or using lessons
learned or data of former projects. Some advanced methods permit to introduce
some uncertainty aspects in the risk analysis process: methods based on fuzzy logic
(Tah and Carr 2000; Zeng et al. 2007), or methods based on real options
(Huchzermeier and Loch 2015) are useful, but often remain too complex for most
of industrial practitioners. There are still few approaches dealing with uncertainty
analysis in risk assessment.

Moreover, the last step of the risk planning process (risk response planning) also
has lacks in terms of complexity-driven uncertainty. Uncertainty implies difficulty
in the preparation of the preventive and curative plans. Uncertainty implies actions,
which are themselves uncertain, and as a whole, “uncertainty will not necessarily
diminish over time” (Jaafari 2001). Moreover, some actions may affect several
risks, and some risks may require several actions, which makes it even more
difficult to estimate the relative contribution of each action for each risk.

Propagation It is known that the risk classification method is likely to have an
impact on the manner risks will be addressed among the other phases of the risk
management process. In terms of propagation, the point is that whatever the clas-
sification chosen, the traditional ways of grouping risks (even by criticality values)
does not permit to handle properly project complexity as shown by Fig. 2.3 next
page. Risks are indeed mainly considered and identified as independent. But, for
projects are complex, the project risks set are also complex since projects risks are
interrelated too. Chain reactions and the domino effect are notably possible effects
of complexity, due to propagation phenomena. To the best of our knowledge, no
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traditional methodology has been widely implemented and used to identify these
phenomena, even though sometimes secondary risks (indirect consequences of
initial risks, since consequences of the implementation of actions to control the
initial risks) are taken into account.

This is also the point when trying to analyze risks and propagation phenomena.
As far as we know, no traditional method can permit a global analysis of the risk
propagation phenomena, even though these phenomena may dramatically alter the
obtained rankings. Indeed, traditional analysis processes “ignore potentially rele-
vant information about the spread of possible impacts” for instance (Ward 1999).
For all practical purposes, in the end, some risks that are traditionally neglected by
current methodologies (because for instance, they have a very low impact) should
not be neglected since they may be the root origin of more critical risks.

Some existing methods, such as Bayesian networks (Ben-Gal 2007), permit to
underline to some extent propagation phenomena when performing a risk analysis.
However, they do not permit to take into account feedback loops as one of the
strong hypotheses of Bayesian networks is to work on directed acyclic graphs.
Other methodologies such as Markov processes (Zhang 2009) can permit to handle
part of propagation phenomena. But such methods may appear as non-intuitive and
nonuser-friendly for industrial practitioners. Moreover, they do not permit a prac-
tical implementation of management modes which would handle risks in terms of
their interactions. Finally, such methods are to be taken with caution, due to

Fig. 2.3 Project risks under complex environments
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difficulty to manipulate the theoretical concept of probability when dealing with
project risks, since references to the past are harder to do (Gourc 2006) and con-
ceptual limitations do exist, as underlined in (Pender 2001).

2.2.3 Limits of Traditional Approaches When Carrying
Out Complex Projects

2.2.3.1 Limits of Traditional Approaches When Monitoring
and Controlling Complex Projects

Ambiguity Ambiguity implies difficulty when carrying out the project risk mon-
itoring and control step (for the same reasons as in the risk identification step),
making the process also subjective. In the end, project systems try to reduce sub-
jectivity by expressing, monitoring and controlling the impact of risks on few
limited scales (and especially the financial one). This does not permit to encompass
the multi-criteria nature of project risks (Gourc 2006). Even though people and
organizations tend to be more and more risk averse, risk management method-
ologies are still not so efficiently and effectively implemented, notably because of
ambiguity and the lack of implication of management teams. Risk management is
still too often considered as a waste of time and money, since working on potential
events does not permit to see directly the practical effects of such a work. And as a
whole, even though “the need for project risk management has been widely rec-
ognized” (Williams 1996), there is still some difficulty when trying to implement it
properly in fieldwork.

Uncertainty When monitoring and controlling projects, traditional approaches like
Earned Value Management do not take into account project uncertainty and vari-
ability, since they use deterministic values. However, a few extensions of such
methods were developed. We notably recommend the cost control index and the
schedule control index developed by Pajares and López-Paredes (2011) which
permit to “integrate project uncertainty in terms of its parameters variability within
the EVM framework to improve project control.” Unfortunately, such approaches
remain not that much widespread, since too complex for most of industrial
practitioners.

In terms of project schedule monitoring and control, decisions are sometimes
difficult to make and control due to project complexity-driven uncertainty. For
instance, “crashing decisions become much more complex […] when task times are
uncertain,” notably since “uncertain task times may be correlated” in complex
environments (Hall 2012).

Propagation When executing a project, very few approaches permit to facilitate
the coordination of project organizations, and notably the interconnection of actors
and activities. Actors do not generally realize that their decisions might have
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dramatic consequences on actors who are in their direct or indirect environment
(Vidal 2009).

Finally, in terms of monitoring and control and notably the use of earned value
methods, “a related weakness is that Earned Value Analysis assumes that tasks are
independent, whereas in practice they are often dependent, and consequently
variance in one task affects the performance of another” (Hall 2012). Similarly, risk
monitoring and control is often not robust in terms of possible propagation since,
the decision on a risk is itself risky and is generally not assessed in terms of possible
consequences on other risks (Marle 2002).

Chaos Chaos mostly influences the efficiency of the project response plans and
decisions, whether addressing risks, schedules, etc. Indeed, for instance, if some
errors are made in the analysis and planning processes, it may have dramatic
consequences during the decision process. For instance, the sensitive dependence
on initial conditions implies that even little differences in the decisions made during
the risk response planning step may imply important difficulties (Quinn 1985; Kiel
1995; Smith 2003). Other approaches even claim to change of paradigm and
manage project by paradoxes (Riis and Pedersen 2003).

2.2.3.2 Limits of Traditional Approaches When Closing Projects

Ambiguity One of the limits of the redaction of lessons learned and their future use
is the likelihood of ambiguity in their semantics. Future project team members
might not be able to understand ambiguous terms in lessons learned files, espe-
cially, when people have left the organization, and part of its memory can be lost
with them (March and Olsen 1976).

Chaos Lessons learned files are valuable tools, but in essence, not all projects will
be the same, even though their initial conditions would be the same. This inherent
chaotic aspect of project strongly lessens the direct application of lessons learned
from past project, and proves that they should be used with great caution
(White 1999).

2.3 The Next Chapters of the Book

After this significant but non-exhaustive introduction of project management tra-
ditional approaches and their limits regarding complexity, the structure of this book
is built around two main parts:

• Part II is systems thinking oriented in order to propose new approaches to
describe, measure, and manage project complexity and associated weaknesses.
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The aim is to understand better complexity-driven phenomena and to be able to
focus on the most complex and vulnerable parts of a project. Therefore, Part II
mainly permits to reduce ambiguity and uncertainty related phenomena.

• Part III uses graph theory oriented in order to propose new approaches to model,
analyze, and manage project elements and their interdependencies. The aim is to
facilitate the prioritization of elements and the coordination of project actors
under complex contexts. Therefore, Part III mainly permits to reduce
propagation-and chaos-related phenomena.
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Chapter 3
Assessing Complexity of Projects

As seen in Chap. 2, two approaches exist, either dealing with descriptive or per-
ceived complexity. Both can in the end coexist since constructed frameworks for
project complexity analysis are models of the reality of complex projects, and thus
cannot encompass all the effects of complexity. Indeed, for all practical purposes, a
project manager deals with perceived complexity as he cannot understand and deal
with the whole reality and complexity of the project, and its potential dramatic
consequences (Thomas and Mengel 2008). The following issues will thus be
addressed through this chapter:

• What are the most important sources of project complexity?
• How can project complexity be evaluated?

The proposals of this chapter aim at being as generic as possible, but the reader
should note that he/she should adapt to his/her own project environment and
context. One of the most important objectives of this chapter is to propose a list of
project complexity factors which could be used as a checklist (Sect. 3.1). This can
also serve as a basis for a complexity measure which can assist decision-making in
project management (Sect. 3.2).

3.1 Identifying Project Complexity Factors

In order to identify the most common project complexity factors, a literature review
on project management and complexity factors has been carried out. The state of the
art is organized according to consequences of project complexity, so that impli-
cations on project management are more direct. The methodology to identify these
factors was the following:

• Step 1—Identification of the aspects of project complexity which should be
encompassed in the framework.

• Step 2—Constitution of a first list of factors coming from a state of the art based
on:
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– Some project management standards (ISO 2003; AFNOR 2004; IPMA
2006a, b; AFNOR 2007; PMI 2013)

– Some publications focusing on complexity and project complexity, like for
instance (Edmonds 1995; Calinescu et al. 1998; Edmonds 1999; Williams
1999; Laurikkala et al. 2001; Sinha et al. 2001; Bellut 2002; Corbett et al.
2002; Williams 2002; Li and Williams 2002; Jaafari 2003; Bar-Yam 2004;
Ko et al. 2005; Sherwood Jones and Anderson 2005; Heylighen et al. 2006;
Cooke-Davies 2007; Van Marrewijk et al. 2008; Remington 2011; Kapsali
et al. 2013; Pitsis et al. 2014). Particularly, the TOE framework, T standing
for Technological, O for organizational (two of the aspects present in our
framework) and E for Environmental (Bosch-Rekveldt et al. 2011), is an
interestingly refined version of the Baccarini’s framework.

• Step 3—Regrouping some complexity factors under a single denomination to
obtain a first refined list of factors.

• Step 4—Regrouping factors into several groups thanks to the analysis of the
factors list and the identification performed during Step 1.

• Step 5—Final construction of the first version of the framework.

3.1.1 Systems Thinking-Based Initial List

We claim for the use of a systems thinking-oriented approach for structuring both
the literature review and the complexity framework. Such approach permits to
structure the literature review according to the traditional views of a complex
system: teleological and genetic aspects (stakeholders and their expectations,
evolution of the project over time), functional aspects (activities which are per-
formed), and ontological aspects (resources and organizational structure) of project
complexity. The description of these factors follows the outline of (Vidal et al.
2013).

3.1.1.1 Project Complexity Teleological and Genetic Aspects

These factors are:

• Competition—A competitive context is a more demanding and complex one
since the targeted business is likely to choose the best products, processes, etc.
in terms of expected values. Competition can be either technological or orga-
nizational, but the pressure it exerts on the reaching of outcomes contributes to
project complexity.

• Cultural configuration and variety—A project with a variety of cultures (social,
technological, organizational, etc.) which need to be managed altogether appears
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to be more complex since differences of perception are likely to occur. Cultural
configuration and variety can appear within the project or in its environment.

• Degree of innovation—The innovation, either organizational or technological,
has an influence on project complexity. For instance, a lack of experience (due
to innovation requirements) and more generally the uncertainty associated to
innovation makes it more difficult to formulate the behavior of the project, and
to formulate reliable targets and processes to reach these targets.

• Demand of creativity—Demand of creativity implies new processes or elements
and thus generates some complexity.

• Environment complexity (networked environment)—Environment complexity
in terms of network might increase project complexity and make its manage-
ment harder, since the impact of any decision is likely to propagate through this
networked environment.

• Institutional configuration—A more complex institutional configuration
increases the complexity of the project since one is likely to cope with higher
coordination difficulties.

• Local laws and regulations—Local laws and regulations (for organizational
and/or technological aspects of the project) can increase project complexity
since they may impact notably some differentiation in the project
processes/outcomes, depending on the geographical zone where they are
performed/created.

• New laws and regulations—New laws and regulations (for organizational and/or
technological aspects of the project) can increase project complexity since they
may result in the need for changes in the processes/outcomes, given the new
requirements, such as safety or environmental norms for instance.

• Number of deliverables—When project deliverables are more numerous, more
aspects need to be simultaneously controlled and achieved properly, which
makes the project more complex.

• Number of objectives—When project objectives are more numerous, then more
aspects must be simultaneously kept under control.

• Scope for development—Large scope for development implies more pressure,
more long-term strategies and long-term aspects which make the project more
complex.

• Significance on public agenda—Significance on public agenda increases project
complexity since overall pressure increases (due to mandatory deadline respect
and possible impacts of a project failure).

• Variety of the interests of the stakeholders—When the stakeholders’ interests
are varied, then project coordination and control is more complex because
conflicting interests are likely to appear during the project definition and
execution.
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3.1.1.2 Project Complexity Functional Aspects

These factors are:

• Availability of people, material and of any resources due to sharing—Projects
may share their people, material and all their resources within the firm.
Moreover, within a given project some resources may be shared between peo-
ple, tasks, etc… Such a nonavailability of resources during a project makes it
more complex.

• Combined transportation—Combined transportation of project inputs and out-
puts imply more project complexity since the project transportation plans are
intertwined with other transportation plans.

• Dependencies between schedules—Dependencies between schedules make it all
the more complex to manage people within a project. Indeed, for instance, if a
change happens in a project team member schedule, then other project team
members’ schedules may change. But, these schedules are constrained (notably
by permanent organizations). As a consequence, the required changes may not
be possible, which make project management processes even more complex.

• Dependencies with the environment—During the execution phase of the project,
dependencies with the environment require a constant monitoring of the changes
within the environment as they may impact the project evolution and outcomes.

• Duration of the project—The impact of duration of the project on complexity is
difficult to assess, even though this criteria is often cited in the literature. The
longer a project lasts, the more project complexity sources are to influence the
project and the more difficult it is to predict the project evolution. But the shorter
a project lasts, the more it is constrained, resulting in higher pressure and
difficulties to manage the project. A good compromise might thus be found
when defining the duration of a project and a perspective for further research
would be to study closely the link between project duration and complexity.

• Dynamic and evolving team structure—Changes in the team structure over time
generate more difficulty to analyze, predict, and control the behavior of the
whole project system, notably because of impartial, or flaw, or absent
information.

• Interconnectivity and feedback loops in the task and project networks—Such
loops in the task network and other project networks (communication and
information networks, etc.) make it impossible to analyze the recursive phe-
nomena which exist within the project.

• Interdependence between actors—Interdependence between actors which exe-
cute the project, whatever their nature, make it all the more complex to coor-
dinate the project efficiently. Indeed, as stipulated by (Ahmad et al. 2013), the
level of interdependence is likely to be higher in complex projects since “team
integration should be encouraged for complex product development projects.”

• Interdependence between sites, departments, and companies—Similarly, inter-
dependence between sites, departments, and companies which are involved in

78 3 Assessing Complexity of Projects



the project make it more complex (schedule compatibility, coordination of
resources and processes, etc.).

• Interdependence between the components of the product—Similarly, they make
the project more complex (compatibility between components, etc.)

• Interdependence of information systems—In the same manner, interdependence
of information systems make the project more complex since any dysfunction of
any information system may impact dramatically the whole information systems
architecture of the project.

• Interdependence of objectives—The interdependence of project objectives make
the project more complex since any change in any project objective might
involve changes for the other project objectives, which may make project
already produced (or the production of which is ongoing) outcomes inconsistent
with the new project objectives.

• Interdependence of processes—Similarly, project processes interdependence,
which might result in failure propagation for instance or in loss of information,
make it all the more complex to manage a project.

• Interdependence of resources and raw material—They make the project more
complex (compatibility, availability, etc.).

• Interdependence of specifications—Similarly, it increases project complexity
(change propagation, etc.)

• Level of interrelations between phases—The more project phases are interre-
lated, the more decisions made during a phase may impact the following ones.
Moreover, this means that a failure occurring during a phase is more likely to
have an impact which implies rework in other phases.

• Number of activities—When project tasks are numerous, then the project is
more complex since numerous activities require higher coordination and finer
analysis to formulate and understand the behavior of the project.

• Number of decisions to be made—The more decisions are to be made, the more
the coordination of the project and the prevision of the impact of these decisions
is difficult to tell. A high number of decisions might also be an indicator for
pressure and stress during the project.

• Number of interfaces in the project organization—Interfaces in the project
organization are a potential source of project complexity. Indeed, interfaces are
information or material exchange zones which need to be coordinated under
some pressure conditions (coming from each part of the interface). These
coordination activities, often based on compromise and adaptation, are difficult
to analyze and foresee.

• Relations with permanent organizations—In most cases, within a firm, several
projects have to coexist with several permanent organizations. Any project team
member is to be involved in one or several projects and in one or several
permanent organizations. These permanent structures may exert constraints on
the project, notably in terms of schedules (when trying to accommodate them
and meet the requirements of each organizational entity).

• Stakeholders’ interrelations—Project objectives may for instance be redefined
by stakeholders because of their evolving relationships. Managing the relations
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with stakeholders in complex projects thus appears to be crucial, which once
again claims for the use of systems thinking-oriented approaches which always
come back to the value which every stakeholder expects to be created during the
project.

• Team cooperation and communication—Low team cooperation and communi-
cation make it all the more complex to manage the project since project
strategies, decisions, objectives and processes may for instance be shared less
effectively by the project team. If communication is bad, different and some-
times conflicting perceptions of strategies, decisions, objectives, stakeholders,
activities, etc. might coexist in the project.

3.1.1.3 Project Complexity Ontological Aspects

These factors are:

• Diversity of staff—When the staff is varied, notably in terms of work experi-
ence, social span or references (cultural elements), then the project coordination
and control appear to be more complex.

• Geographic location of the stakeholders (and their mutual disaffection)—When
stakeholders of the project are far from one another in terms of geographic
location, then the project analysis, coordination and prediction are harder
because of numerous effects (loss of information, lack of information sharing
due to their mutual disaffection, variety of local contexts of the stakeholders,
influence of local geopolitical contexts, etc.).

• Number of companies/projects sharing their resources, Largeness of capital
investment, Number of departments involved, Number of hierarchical levels,
Number of information systems, Number of investors, Number of stakeholders,
Number of structures/groups/teams to be coordinated, Number and quantity of
resources, Largeness of scope (number of components, etc.)—These complexity
sources are very similar. Basically, when these elements are more numerous,
then more aspects must be controlled within the project, which make it more
complex. The existing literature related to these subjects is quite extensive.

• Staff quantity—When the project staff is more numerous, then project coordi-
nation is more complex. Loss of information is more frequent. This factor has a
strong influence on many other pre-cited factors (interdependence between
actors, cultural diversity, etc.).

• Variety of information systems to be combined—When information systems are
varied, then the compatibility and conjoint use of these information systems
should be carefully watched over.

• Variety of interdependencies, Variety of the product components, Variety of the
technologies used during the project, Variety of financial resources, Variety of
hierarchical levels within the organization, Variety of project management
methods and tools applied, Variety of the resources to be manipulated—
Similarly, these seven other factors appear to make the project more complex.
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• Variety of required skills—The more diverse the needed project skills are (either
organizational or technical), the more varied the project team is likely to be
(notably in terms of scholarship, training, professional background, etc.), which
might imply different and sometimes conflicting perceptions of the project
during its execution.

• Variety of resources to be manipulated—Manipulating more resources during
the project requires more coordination (stocks and availability of resources,
compatibility of resources, number and diversity of suppliers, etc.).

• Variety of stakeholders’ statuses—The control of the relationships with the
stakeholders may imply varied procedures or behaviors for instance.

3.1.2 First Version of a Project Complexity Framework

Using the terms of teleological, genetic, functional, and ontological aspects is not a
good option to speak about complexity in daily life projects since it does not make
much sense for industrial practitioners, and more generally within the real world of
projects. We thus claim for a gathering of these factors into four more intuitive
groups, respectively Size, Variety, Interdependence and Context, as exposed in
(Vidal et al. 2013). These groups are all necessary but non-sufficient conditions for
project complexity. The first group gathers the factors which are related to the size
of the project system (number of elements, etc.). The second one gathers the ones
which are related to the variety of the project system (diversity within the project
system, etc.). These two first groups globally encompass the factors coming from
the ontological view of the project system. The third one gathers the factors which
are related to the interdependencies and interrelations within the project system,
most of them belonging to the functional view of the project system. Finally, the
fourth one deals with the context-dependence of project complexity, which mainly
corresponds to the teleological and genetic views.

These four groups are more meaningful, both for industrial and academic use.
Indeed:

• Project size can be defined as a whole as the sizes of elementary objects which
exist within the project system. These sizes are likely to be assessed using
appropriate quantitative measures such as time scales or cardinal scales. Recent
papers notably state that any organizational system should be over a minimum
critical size to be considered as a complex system (Corbett et al. 2002).

• Project variety can be defined as a whole as the diversity of elementary objects
which exist within the project system. As mentioned by Sherwood and
Anderson, “diversity relates closely to the number of emergent properties”
(Sherwood Jones and Anderson 2005). Furthermore, as stated by Corbett and
coauthors, “the one thing that comes through loud and clear is that complexity is
tied up with variety, be it in the world of biology, physics or manufacturing”
(Corbett et al. 2002).
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• Project interdependence can be defined as the existence of relationships between
elementary objects within the project system. As underlined by several authors,
interdependencies (which are sometimes referred to as or linked to interactions,
interrelationships or interfaces) are even likely to be the greatest drivers of
project complexity since complexity of interaction has a direct effect on project
success. Besides, Rodrigues and Bowers state that “experience suggests that the
interrelationships between the project’s components are more complex than is
suggested by the traditional work breakdown structure of project network”
(Rodrigues and Bowers 1996). Indeed, traditional project management tools are
not sufficient to catch the reality of interdependence-related phenomena (Geraldi
et al. 2011). This seems all the more important to address this since “there is a
complete interdependence between the components of the complexity: each
element will depend and influence on the others” (Calinescu et al. 1998).

• Project context can be defined as what refers to the environment within which a
project is undertaken. As Chu and coworkers underline it, context-dependence is
an essential feature of complexity and can even be considered as a common
denominator of any complex system (Chu et al. 2003). This is also stressed by
Koivu and coauthors who notably insist on the fact that “the context and
practices that apply to one project are not directly transferable to other projects
with different institutional and cultural configurations, which have to be taken
into account in the processes of project management and leadership” (Koivu
et al. 2004).

As a whole, this structure literature review permits to build a project complexity
framework (Table 3.1). Once again, some others project complexity factors are very
likely to be added to this framework (since generic exhaustiveness is impossible to
reach), particularly if it has to be adapted to the specificities of a particular project.

Finally, one should keep in mind that this framework is a form of consensus on
project complexity and that complexity cannot in essence be managed and handled
through a generic consensus. This framework should as a consequence be con-
sidered as a basis for discussions within a project team in order to better understand
complex projects and particularly identify the principal sources of complexity
within a given project (Vidal and Marle 2008; Vidal et al. 2008). Approximately
70 % of the identified complexity factors are related to organizational aspects of the
project. The major sources of project complexity are thus likely to belong to
organizational factors, as underlined by some former works on this issue (Shenhar
and Dvir 2007). Moreover, even though the factors belonging to the family of
interdependencies within the project system are hardly more numerous that the
others, this group appears to be in the literature as the most important for project
complexity and day-to-day project management (Marle 2002). This hypothesis will
be validated later in this chapter with a Delphi study.
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Table 3.1 First version of the project complexity framework

Organizational complexity Technological complexity

Project system size • Duration of the project
• Largeness of capital investment
• Number of activities
• Number of companies/projects
sharing their resources
• Number of decisions to be made
• Number of deliverables
• Number of departments involved
• Number of hierarchical levels
• Number of information systems
• Number of investors
• Number of objectives
• Number of stakeholders
• Number of
structures/groups/teams to be
coordinated
• Staff quantity

• Number and quantity of
resources
• Largeness of scope
(number of components,
etc.)

Project system
variety

• Diversity of staff (experience,
social span …)
• Geographic location of the
stakeholders (and their mutual
disaffection)
• Variety of financial resources
• Variety of hierarchical levels
within the organization
• Variety of information systems to
be combined
• Variety of organizational
interdependencies
• Variety of organizational skills
needed
• Variety of project management
methods and tools applied
• Variety of stakeholders’ statuses
• Variety of the interests of the
stakeholders

• Variety of resources to be
manipulated
• Variety of the product
components
• Variety of technological
dependencies
• Variety of technological
skills needed
• Variety of the technologies
used during the project

Interdependencies
within the project
system

• Availability of people, material
and of any resources due to sharing
• Combined transportation
• Dependencies between schedules
• Dependencies with the
environment
• Dynamic and evolving team
structure
• Interconnectivity and feedback
loops in the task and project
networks
• Interdependence between actors

• Interdependence between
the components of the
product
• Interdependence of
resources and raw material
• Interdependence of
specifications
• Technological processes
dependencies

(continued)
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3.1.3 Direct Applications of the Project Complexity
Framework

As stated by Ivan and Sandu, there are three types of project complexity: estimated,
planned and actual (Ivan and Sandu 2008). According to them, “Estimated com-
plexity is based mostly on expertise gathered from of similar past projects. Planned
complexity is a refinement of the estimated complexity, as some corrections are
applied in order to adapt to the distinct project context. Actual complexity is finally
measured after the project has been implemented.”

This classification permits to insist on three possible practical applications of the
project complexity framework. These are developed in the three following
paragraphs.

Table 3.1 (continued)

Organizational complexity Technological complexity

• Interdependence between sites,
departments and companies
• Interdependence of information
systems
• Interdependence of objectives
• Interdependence of processes
• Level of interrelations between
phases
• Number of interfaces in the project
organization
• Interdependence of processes
• Relations with permanent
organizations
• Stakeholders interrelations
• Team cooperation and
communication

Elements of context • Competition
• Cultural configuration and variety
• Environment complexity
(networked environment)
• Institutional configuration
• Local laws and regulations
• New laws and regulations
• Organizational degree of
innovation

• Competition
• Cultural configuration and
variety
• Demand of creativity
• Environment complexity
(networked environment)
• Institutional configuration
• Local laws and regulations
• New laws and regulations
• Scope for development
• Significance on public
agenda
• Technological degree of
innovation
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3.1.3.1 Predictive Project Complexity Analysis

This first application consists of the a priori project complexity evaluation. This
finds direct implications in the management of the pre-project period and the project
initiation processes, as emphasized in Chap. 1. Gareis states that “the project start is
the most important project management sub process, because in it the bases for the
other project management sub processes, such as the project plans, the project
communication structures, the relationships to relevant environments, are estab-
lished” (Gareis 2000). As for them, Dvir and coworkers also note that “pre-contract
activities […] are highly influential in all types of projects” (Dvir et al. 1998). Using
the project complexity framework as a checklist permits to ensure a better identi-
fication of a priori possible complexity sources within the project.

It may also directly influence decisions which are made during these phases. For
instance, project team constitution should be addressed in terms of possible com-
plexity sources by focusing on the related factors like “staff quantity” and “diversity
of staff.” Or supplier selection might be looked according to several complexity
factors, such as “interdependence of resource and raw material,” or “local laws and
regulations.” By paying attention to such phenomena when making decisions
during the pre-contract and launching phase, one might avoid some unnecessary or
undesired complexity sources. It is all the more important since there is a crucial
need for more innovative and open-minded approaches to project management,
especially during the early phases of projects (Castejón-Limas 2011).

3.1.3.2 Diagnostic Project Complexity Analysis

Diagnostic project complexity analysis permits to assist planning, execution,
replanning, monitoring, and control processes. We believe that project management
value is maximal when there is a conjoint use of traditional basic project man-
agement tools and a more holistic approach, dedicated to the analysis of complex
situations (Brockmann and Girmscheid 2008). People may have a tendency to focus
on some details which appear to them as crucial problems in the project. But
focusing on details does not always permit to solve the more global problems,
which may cause some project failures (Shenhar and Dvir 2007).

Looking at these problems through the glass of complexity permits to have a
holistic vision of the corresponding issue and thus to make more influent decisions
(Ramasesh and Browning 2014; Van Marrewijk et al. 2008; Pitsis et al. 2014). For
instance, having a better vision of interdependencies within the project permits to
understand better propagation phenomena and change implications (either in
objectives, or specifications, or processes, etc.). In the case of design engineering,
for example, such understanding of change propagation might avoid unnecessary
and costly rework during the project (Austin et al. 2002; Clarkson et al. 2004;
Eckert et al. 2005; Steffens et al. 2007). Adaptive management practices should thus
be employed when facing complex situations (Lindkvist 2008; Shenhar and Dvir
2007).
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3.1.3.3 Retrospective Project Complexity Analysis

Retrospective project complexity analysis can assist project closure and return on
experience processes, collecting lessons learned in a more efficient way. Indeed, the
a posteriori identification of complexity sources which have existed during the
project permits to draw some lessons for the future. As underlined by Williams,
“management’s role in facilitating and encouraging learning from projects is vital”
(Williams 2002). Learning finally improves project maturity and project complexity
management within the company. Indeed, building up databases on possible
complexity sources of the company’s projects is to facilitate future predictive and
diagnostic project complexity analysis.

That is why the goal of this chapter is notably to permit greater consensus on
project complexity. This framework permits to understand and analyze better sit-
uations in complex projects. This is crucial since “when complex projects go wrong
they can go horribly wrong with severe consequences” (Turner et al. 2009). Indeed,
“the consequences of poorly managed development complexity can be highly
visible and even lead to project failure” (Kim and Wilemon 2009).

Finally, this first version of the framework already permits to make things clearer
about project complexity. A case study is proposed in next paragraph in order to
highlight the possible uses of this project complexity framework.

3.1.4 Industrial Case Study: The Renault Multipurpose
Vehicle (MPV) Development Projects

The framework has been applied to several Renault Multipurpose Vehicle
(MPV) development projects. This case study is a retrospective project complexity
analysis.

Two MPV development projects are the main basis of this study: the Renault
Espace development project and the Renault Twingo development project. The
Renault Espace was a very innovative concept, originally based on a Volkswagen
minibus. The aim was to develop a familial vehicle, with a large internal volume,
which would have a large trunk for luggage and be equipped with take-down seats.
The Renault Espace was the first ever Renault vehicle being composed of a com-
posite main body and a tinned frame. At the time of development of the first
Espace, the firm was not very mature for project management, which was a quite
new discipline within the organization. The project was highly symbolic (new
brand image of Renault), and strategic (since Renault was the first European
automotive firm to work on MPVs). The project required also many technical and
creative skills since the project was considerably innovative, and implied complex
managerial aspects, due to the cooperation with Matra.

As for it, the Renault Twingo development project was launched in order to help
coping with the financial difficulties which Renault had in the mid-1980s. Indeed,
some former vehicle development projects appeared to be relative failures, the sales
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of the Renault Clio and Super 5 were in decline, and the plant of Billancourt had
just closed. The aim of the Renault Twingo development project was then to help
Renault come back to its financial balance. In order to do so, Renault wanted to
develop a new MPV which would be original, innovative, and above all non-costly.
As a matter of fact, the project followed a Design-to-Cost approach, which implied
a higher level of competition between project suppliers.

The aim of this short retrospective case study is to highlight how the use of such
project complexity framework as a checklist permits to identify specific possibly
important complexity sources.1 The synthetic denominations correspond to the
structure of the framework: four dimensions (Size, VAR for Variety, INT for
Interdependency and CONT for Context-dependence) crossing two dimensions
(ORG for Organizational and TECH for Technological).

SIZE-ORG factors The number of stakeholders can affect project complexity. For
instance, in the case of the Renault Espace development project, the coordination
between Renault and Matra (and thus the higher number of employees, cultures,
processes, etc…) implied a higher managerial and organizational complexity.

VAR-ORG factors Diversity of staff appeared to be a critical complexity factor in
the Renault Espace development project. The specific cases of the different visions
and cultures of the workers from the Engineering and design department and the
ones from the Marketing department were interesting in that case. Ideal definitions
of a familial car were viewed by the Marketing department and conflicting technical
views could be objected. Managing the projects with compromise and adaptation
around the different visions which emerged due to the diversity of the staff made the
project more complex. This is also a relevant example to see that complexity has
not only negative implications on a project. Indeed, these different visions were a
source of difficulties but also a great source of opportunities for the project, par-
ticularly the emergence of new solutions corresponding to the solving of the con-
flicts between market and technical dimensions.

INT-ORG factors The level of interrelations between phases was very critical for
these two projects. For instance, in the Renault Twingo project, some specifications
(notably technical with the door handles) which had been validated during the
project first phases appeared to be meaningless and/or impossible to respect while
performing the project execution. This implied a redefinition of the product spec-
ifications, which caused even more changes because of the interdependence of
project specifications (INT-TECH factor).

CONT-ORG factors Local laws and regulations appeared to make these two
projects more complex when trying to extend the commercialization and production
of these vehicles into different European countries. For instance, new local laws and
norms appeared in the mid-1980s in Germany. These ones were not all compatible

1The authors would like to thank Jean-Louis Giordano, former project manager at Renault, for its
contribution to this retrospective study.
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with the initial Renault Espace technical specifications and production processes,
which implied rework so the vehicle could be sold in Germany.

INT-TECH factors Interdependence of the components of the product was a high
complexity source in the Renault Espace development project. The technological
innovation due to the MPV format implied changes in the windscreen inclination.
Even though they had not been predicted, because of the component interdepen-
dence, this implied changes in the front windscreen wipers and also in the engine
position. As for the Renault Twingo development project, resource and raw
material interdependence made the project more complex regarding the same
components. Indeed, a new kind of glass was used to elaborate the windscreen. But
it had not been anticipated that this new material would not be compatible with the
glue which was formerly used to fix the windscreen wipers, which implied some
changes and rework in the end.

CONT-TECH factors The formerly cited local laws in the case of the Renault
Espace implied higher technical competition with German firms, such as
Volkswagen, which tried to use this needed rework for Renault as a possibility to
bridge the technical gap with MPVs. Higher pressure thus existed because of this
competition. Moreover, in these two cases, the technological degree of innovation
was very high and there was an important demand of creativity.

These two projects were thus even more complex to manage due to the constant
emergence of new ideas or situations which had not been experienced in the past. For
instance, thinking about the creation of a large internal volume and unibody car in the
case of the Renault Espace development project was a very new situation for the firm,
which caused both positive and negative emerging properties in the project.

As a whole, a synthesis of identified complexity factors in these two projects is
presented in Table 3.2. Experts have attributed some importance, from negligible to
3, to possible project complexity factors. Even if this list permitted to better
understand where some failures or opportunities had come from, the factors are
very numerous and no a priori classification (in terms of the importance of their
average contribution to project complexity) is proposed. That is why we suggested
carrying out an international Delphi study, the ambition of which being to challenge
the framework definition and highlight the most significant complexity sources in
projects.

3.1.5 Carrying Out a Delphi Study to Refine the Framework

3.1.5.1 The Delphi Methodology

The Delphi methodology has been originally developed in the 1950s (Dalkey and
Helmer 1963). It is a systematic and interactive method which relies on a panel of
independent experts. It is a very flexible tool which permits to reach consensus
quite easily through the collection of experts’ opinions on a given issue during

88 3 Assessing Complexity of Projects



Table 3.2 Synthesis of the retrospective project complexity analysis

Project complexity factors Renault
Espace

Renault
Twingo

SIZE-ORG factors

Number of stakeholders 3 Negligible

Number of information systems Negligible Negligible

Number of structures/groups/teams 3 1

Number of companies/projects sharing resources 2 Negligible

Number of departments involved 2 2

Number of deliverables 1 1

Number of objectives 2 2

Largeness of scope (number of components, …) 2 2

Number of hierarchical levels Negligible Negligible

Number of investors 1 Negligible

Number of activities 2 2

Largeness of capital investment 2 2

Staff quantity 1 1

Number of decisions to be made 2 1

Duration of the project 2 2

SIZE-TECH factors

Largeness of scope (number of components, etc.) 1 1

Number and quantity of resources 1 1

VAR-ORG factors

Variety of information systems to be combined Negligible Negligible

Geographic location of the stakeholders 2 1

Variety of the interests of the stakeholders 3 Negligible

Diversity of staff (experience, social span, …) 3 2

Variety of the stakeholders’ status 1 Negligible

Variety of hierarchical levels within organization Negligible Negligible

Variety of financial resources Negligible Negligible

Variety or organizational interdependencies Negligible Negligible

Variety of organizational skills needed 1 Negligible

Variety of project management methods and tools 1 3

VAR-TECH factors

Variety of the technologies used during the project 2 1

Variety of the product components Negligible Negligible

Variety of resources to be manipulated 2 1

Variety of technological dependencies 1 1

Variety of technological skills needed 1 Negligible

INT-ORG factors

Dependencies with environment 2 1

Availability of people, material and of any resources due to
sharing

2 1

(continued)
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successive stages of questionnaire and feedback (Linstone and Turoff 2002; Bryant
and Abkowitz 2007; Geist 2010; Gorghiu et al. 2013; Keil et al. 2013). Direct
confrontation of the experts, whose anonymity is kept at every stage of the study, is
avoided (Okoli and Pawlowski 2004). As mentioned in (Skulmoski et al. 2007),

Table 3.2 (continued)

Project complexity factors Renault
Espace

Renault
Twingo

Interdependence between sites, departments and companies 2 1

Interconnectivity and feedback loops in the task and project
networks

1 1

Team cooperation and communication 3 1

Dependencies between schedules 3 1

Interdependence of information systems Negligible Negligible

Interdependence of objectives 1 2

Interdependence of processes Negligible Negligible

Interdependence of stakeholders 2 2

Level of interrelations between phases 2 2

Combined transportation Negligible Negligible Negligible

Interdependence between actors 2 2

Number of interfaces in the project organization Negligible Negligible

Dynamic and evolving team structure 1 Negligible

Relations with permanent organizations 1 1

INT-TECH factors

Interdependence of specifications 1 1

Interdependence between product components 3 3

Technological processes dependencies 3 2

Interdependence of resources and raw material 2 2

CONT-ORG factors

Cultural configuration and variety 3 1

Environment complexity (networked environment) 2 1

Organizational degree of innovation 1 3

New laws and regulations 1 1

Institutional configuration Negligible Negligible

Local laws and regulations 2 1

Competition 2 2

CONT-TECH factors

Environment complexity (networked environment) 1 1

Technological degree of innovation 3 1

Cultural configuration and variety 2 1

New laws and regulations 1 1

Demand of creativity 3 2

Local laws and regulations 1 1

90 3 Assessing Complexity of Projects



“the Delphi method is well suited as a research instrument when there is incomplete
knowledge about a problem or phenomenon”.

It has proven to be a very popular tool for different applications, like framework
building, forecasting, issues prioritizing, or decision-making. It has widely been
used in the field of industrial engineering and project management (Schmidt et al.
2001; Liu et al. 2010; Hadaya et al. 2012; Mozaffari 2012; Vatalis et al. 2012;
Perera et al. 2014).

Our research methodology is based on a several-round Delphi process (see
Fig. 3.1). Traditionally, two rounds appear to be sufficient but the reader should
keep in mind that rounds might be more numerous before reaching a complete
consensus.

The Delphi study was conducted using blind copy electronic mail sent to
international academic and industrial experts in order to save time and expenses for
both the surveyor and the experts. The questionnaire was introduced by a page
explaining the overall purpose and structure of the survey, as recommended by
(Bryant and Abkowitz 2007). It also underlined the experts’ anonymity conditions
at each stage of the study.

The questionnaire was divided into eight sections, according to the structure of
the first version of the project complexity framework: SIZE-ORG, SIZE-TECH,
VAR-ORG, VAR-TECH, INT-ORG, INT-TECH, CONT-ORG, CONT-TECH.
The questions were formulated using a 5-level Likert scale, in order to express the
importance of the contribution of a given factor to project complexity (@@from no
contribution -1- to essential contribution -5-, while the panelists could also choose
to answer “do not know” and “do not want to answer”).

Furthermore, panelists could leave commentaries and questions at any moment
on any point of the Delphi questionnaire in order to suggest other potential project

Fig. 3.1 Overall research process and Delphi study process
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complexity factors or to start discussions on the study. At each round, a little more
than three weeks were left to the panelists to answer the survey. The statistical
analyses found hereinafter were performed on the results which made consensus,
obtained in this case after two rounds.

3.1.5.2 Panel Selection

Academics were identified using their publications regarding project complexity in
the Web of Science and specialized conferences or revues (International Journal of
Project Management, PMI Research Conference, etc.).

Industrial practitioners were identified through some professional social net-
works (Linkedln), the identification of some firms’ websites, and the identification
of project managers who are alumni of high standard schools, universities and
institutions.

3.1.5.3 Results and Discussion

Our discussion starts with the overall analysis of the panelists’ answers. A synthesis
of the obtained consensus can be seen, on a global basis in Table 3.3 and on a
detailed level in Table 3.4.

Average scores and mean deviations were calculated to perform the analysis of
this questionnaire. Mean standard deviation of the answers, as shown in Table 3.3,
is 0.682, which makes it a satisfying consensus for (also notice that all standard
deviations are less than 1).

Table 3.4 shows the detailed statistical results of the survey, with some high-
lights. First, only 2 of the first 18 project complexity drivers are of a technological
type (11.1 %). Project managers should thus focus on organizational issues when
dealing with complexity. This also appears to be legitimate when discussing with
industrials facing their project day-to-day life.

Second, 11 of the first 18 drivers belong to the family of project interdepen-
dencies (61.1 %), making it the most contributive family of project complexity
drivers. This family is far before context-dependence and variety, both at 16.7 %,

Table 3.3 Overall results of the Delphi study

Organizational Technological Global

Average Std. dev. Average Std. dev. Average Std. dev.

Size 3.854 0.717 4.167 0.726 4.010 0.722

Variety 3.978 0.708 3.989 0.773 3.983 0.741

Interdependence 4.319 0.605 4.375 0.610 4.347 0.608

Context 3.817 0.642 3.667 0.670 3.742 0.656

Global 3.992 0.668 4.049 0.695 4.021 0.682
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Table 3.4 Synthesis of Delphi results sorted by decreasing average

Criterion Family Complexity
type

Average Std.
dev.

Dependencies with the environment INT ORG 4.889 0.323

Cultural configuration and variety CONT ORG 4.833 0.514

Availability of people, material and of any
resources due to sharing

INT ORG 4.722 0.461

Interdependence between sites, departments
and companies

INT ORG 4.722 0.461

Environment complexity (networked
environment)

CONT TECH 4.722 0.575

Variety of information systems to be
combined

VAR ORG 4.667 0.594

Interconnectivity and feedback loops in the
task and project networks

INT ORG 4.667 0.594

Interdependence of specifications INT TECH 4.667 0.485

Environment complexity (networked
environment)

CONT ORG 4.667 0.594

Team cooperation and communication INT ORG 4.611 0.502

Number of stakeholders SIZE ORG 4.556 0.511

Dependencies between schedules INT ORG 4.556 0.511

Interdependence of information systems INT ORG 4.556 0.705

Interdependence of objectives INT ORG 4.556 0.922

Geographic location of the stakeholders (and
their mutual disaffection)

VAR ORG 4.500 0.707

Variety of the interests of the stakeholders VAR ORG 4.500 0.614

Level of interrelations between phases INT ORG 4.500 0.618

Interdependence of processes INT ORG 4.500 0.514

Number of information systems SIZE ORG 4.444 0.784

Number of structures/groups/teams to be
coordinated

SIZE ORG 4.444 0.511

Diversity of staff (experience/social span/…) VAR ORG 4.444 0.856

Stakeholders interrelations INT ORG 4.444 0.705

Interdependence between the components of
the product

INT TECH 4.444 0.616

Technological processes dependencies INT TECH 4.444 0.616

Number of companies/projects sharing their
resources

SIZE ORG 4.389 0.698

Combined transportation INT ORG 4.389 0.698

Largeness of scope (number of components,
…)

SIZE TECH 4.333 0.686

Interdependence between actors INT ORG 4.333 0.594

Technological degree of innovation CONT TECH 4.333 0.686

Variety of the technologies used during the
project

VAR TECH 4.278 0.895

(continued)
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Table 3.4 (continued)

Criterion Family Complexity
type

Average Std.
dev.

Organizational degree of innovation CONT ORG 4.278 0.826

Number of department involved SIZE ORG 4.222 0.647

Variety of the product components VAR TECH 4.222 0.878

Cultural configuration and variety CONT TECH 4.222 0.732

Number of deliverables SIZE ORG 4.167 0.985

Number of objectives SIZE ORG 4.167 0.707

Variety of the stakeholders’ status VAR ORG 4.167 0.618

Largeness of scope (number of components,
…)

SIZE ORG 4.056 0.725

Variety of resources to be manipulated VAR TECH 4.056 0.802

Number and quantity of resources SIZE TECH 4.000 0.767

Number of interfaces in the project
organization

INT ORG 4.000 0.707

Number and quantity of resources SIZE ORG 3.944 0.802

Variety of hierarchical levels within the
organization

VAR ORG 3.944 0.639

Interdependence of resources and raw
material

INT TECH 3.944 0.725

Variety of financial resources VAR ORG 3.889 0.758

Variety of technological dependencies VAR TECH 3.889 0.583

New laws and regulations CONT TECH 3.889 0.471

Number of hierarchical levels SIZE ORG 3.833 0.707

Number of investors SIZE ORG 3.833 0.618

New laws and regulations CONT ORG 3.833 0.618

Demand of creativity CONT TECH 3.778 0.808

Number of activities SIZE ORG 3.722 0.752

Variety of organizational interdependencies VAR ORG 3.556 0.922

Variety of organizational skills needed VAR ORG 3.556 0.856

Largeness of capital investment SIZE ORG 3.500 0.786

Variety of technological skills needed VAR TECH 3.500 0.707

Institutional configuration CONT ORG 3.444 0.616

Local laws and regulations CONT TECH 3.444 0.511

Scope for development CONT TECH 3.444 0.511

Local laws and regulations CONT ORG 3.389 0.502

Institutional configuration CONT TECH 3.389 0.698

Staff quantity SIZE ORG 3.167 0.707

Dynamic and evolving team structure INT ORG 3.000 0.594

Significance on public agenda CONT TECH 2.833 0.857

Number of decisions to be made SIZE ORG 2.722 0.752

Relations with permanent organizations INT ORG 2.667 0.767
(continued)

94 3 Assessing Complexity of Projects



and size family, at 5.6 % only. This also appears to be consistent with former works
of the academic literature and with industrials’ feelings about complexity. This is
also enlightened by the number of tools and works that have recently been
developed to try to better catch project interactions and interdependencies.

Third, this classification by average value is to be taken with caution. Indeed, the
number of factors in each category is not the same. For instance, organizational
complexity factors are much more numerous than technological ones (44 compared
to 26). Moreover, if organizational factors represent 63 % of the number of iden-
tified project complexity factors, they represent 89 % of the factors among the 18
first ones (those over the score of 4.500).

Surprisingly, the convergence of the experts has been fast, even though they
were of different origins and backgrounds. Although none of the experts changed
their answers at this stage, they all accepted the consensus proposal at second
round. Another iteration of the evaluation process was not required.

It must finally be noted that the factors which appear earlier in the Delphi
questionnaire do not receive significantly higher or lower scores than the factors
which appear in the end of the Delphi questionnaire. This implies that there is no
direct correlation between the sequence of the questions and the scores of the
factors.

Results of the comparison between academic and industrial experts can be seen
hereinafter in Table 3.5.

Two aspects are to be enlightened to compare those two populations:

Table 3.4 (continued)

Criterion Family Complexity
type

Average Std.
dev.

Competition CONT TECH 2.611 0.850

Variety of project management methods and
tools applied

VAR ORG 2.556 0.616

Duration of the project SIZE ORG 2.500 0.786

Competition CONT ORG 2.278 0.826

Table 3.5 Delphi study—project complexity: a professional perspective

Organizational Technological

Academics Industrials Academics Industrials

Average Std.
dev.

Average Std.
dev.

Average Std.
dev.

Average Std.
dev.

Size 3.825 0.717 3.891 0.723 4.350 0.542 3.938 0.873

Variety 4.030 0.674 3.913 0.742 4.040 0.723 3.925 0.817

Interdependence 4.362 0.556 4.266 0.631 4.425 0.524 4.313 0.726

Context 3.914 0.551 3.090 0.092 3.790 0.031 3.513 0.690

Global 4.033 0.624 3.941 0.697 4.151 0.605 3.922 0.779
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• Some differences appear between populations, since academics’ mean standard
deviation is 0.615 and industrials’ one is 0.738. This difference can express the
fact that, even though there are very conscious of and interested in the concept
of project complexity, they might not all understand it the same proper way.
Complexity thus remains an ambiguous term, although widespread both in
academic and industrial worlds. This observation is also enlightened by some
commentaries during the Delphi survey, since some industrials wanted to have
some details on some criteria, not understanding them, or not seeing them first
as complexity sources.

• Slight differences can be observed in the judgments of the two populations.
First, several factors appear to be judged more important by academics than
industrials, respectively SIZE-TECH (4.350 vs. 3.938), CONT-ORG (3.914 vs.
3.696) and CONT-TECH (3.790 vs. 3.513). This has to be related with some
commentaries and questions of industrials during the survey, as some of them
did not fully understand the concept of context-dependence and the factors
belonging to this category.

Finally, we can also perform a gender study to compare their perception of
project complexity. Other works had indeed shown that no difference was observed
between men and women when dealing with managerial tasks (Toren and Moore
1998; Faria et al. 2012; Botha 2013). The results synthesized in Table 3.6 show a
very high level of similarity. Mean standard deviation is 0.699 for men and 0.734
for women. Mean evaluations of organizational and technological complexity
appear to be the same (3.963 vs. 3.990 and 4.045 vs. 4.028). Gender does not thus
seem to be a source of different project complexity perception.

3.1.5.4 Correlation Study

To understand the relationships between the identified project complexity factors, a
Spearman Rank correlation analysis has been performed (Fig. 3.2). The conclusion

Table 3.6 Delphi study—project complexity: a gender perspective

Organizational Technological

Male Female Male Female

Average Std.
dev.

Average Std.
dev.

Average Std.
dev.

Average Std.
dev.

Size 3.743 0.796 3.925 0.736 4.154 0.507 4.150 0.883

Variety 4.065 0.798 3.930 0.738 4.000 0.795 3.960 0.800

Interdependence 4.300 0.663 4.332 0.619 4.471 0.610 4.300 0.670

Context 3.739 0.730 3.771 0.709 3.556 0.791 3.700 0.709

Global 3.963 0.747 3.990 0.701 4.045 0.651 4.028 0.767
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is that the project complexity factors tend to be positively correlated. Less than 7 %
of the values in the correlation matrix are negative. Organizational factors seem to
be more correlated than technical factors, with a mean square Spearman Rank
reaching the value of 0.22 (mean of 0.16 for all values). Furthermore, some strong
correlations can be highlighted. For instance, the highest value in the matrix
(rS = 0.92) indicates that “numbers of team/structures/groups to be coordinated”
and “number of departments involved” are strongly positively correlated factors. It
is the same for “variety of organizational interdependencies” and “interdependence
of processes” (rS = 0.91) as well as “variety of organizational skills needed” and
“variety of the interests of stakeholders” (rS = 0.90).

Fig. 3.2 Correlation matrix
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3.1.5.5 Refining the Project Complexity Framework

With this Delphi survey, we propose a refined project complexity framework
(Table 3.7) including the most significant drivers, with an evaluation over 4.500.
This framework will be easier to use than the original one with 68 factors.

However, for all practical purposes, this simplified version of the framework
should be delivered with a complete version of the framework in order to manage
boundaries (factors just below 4.500 for instance) and to adapt it to a specific
context. Indeed, the criteria cuts are quite absolute and arbitrary. We do insist of the
fact that these refinements should be taken with caution and that any user of the
framework should always feel free to incorporate lower scores factors, or even new
factors, depending on their own specific project context.

Table 3.7 Refined project complexity framework

Project
system size

Project system variety Interdependencies
within the project
system

Elements of
context

Organizational
complexity

S1—
Number of
stakeholders

V1—Variety of
information systems to
be combined
V2—Geographic
location of the
stakeholders (and their
mutual disaffection)
V3—Variety of the
interests of the
stakeholders

I1—Dependencies
with the environment
I2—Availability of
people, material and
of any resources due
to sharing
I3—Interdependence
between sites,
departments and
companies
I4—Interconnectivity
and feedback loops in
the task and project
networks
I5—Team cooperation
and communication
I6—Dependencies
between schedules
I7—Interdependence
of information
systems
I8—Interdependence
of objectives
I9—Level of
interrelations between
phases

C1—Cultural
configuration
and variety
C2—
Environment
complexity
(networked
environment)

Technological
complexity

I10—Interdependence
of specifications

C3—
Environment
complexity
(networked
environment)
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3.1.6 Section Conclusions and Perspectives

As a whole, this section has proposed an approach to define and describe the
concept of project complexity. This framework, either complete or refined, has
permitted:

• The identification and classification of the major project complexity factors,
validated through a Delphi study.

• The proposal of a new definition of project complexity with a short description
of the implications of each of its contributing factors.

However, some limitations and perspectives do appear. First, the size of the
sample used during the Delphi study could appear to be a limitation. A future
opportunity could be to widen the horizon of this study, notably through interviews
of nonrespondents.

Another perspective would be to explore other kinds of respondents. Indeed, for
the moment, panelists have been chosen as expert project managers or researchers
in project management. However, incorporating the visions of other project
members/stakeholders could be of high interest in order to refine this study.

Future works and discussions should focus on the question to include or not
project ambiguities and uncertainties within the framework. For the moment, these
aspects have not been included in the framework, since considered as effects and
consequences of the complexity of a system. But some authors argue ambiguities
and uncertainties are on the contrary a source of project complexity. We suggest
that a deeper look should be addressed to these concepts in order to understand
better their mutual relationships since there might be a vicious circle with com-
plexity generating ambiguities and uncertainties, themselves generating even more
complexity.

New applications and case studies are to be performed in order to challenge the
usefulness of the framework in different project contexts.

A meaningful continuation of this work is to try to define measurement indi-
cators, including scales and procedures, to quantify the level of each project
complexity factor. This may help to define a global complexity level of a project.
Indeed, as stated by Packard, the founder of Hewlett Packard, “you can’t manage
what you can’t measure”. Measuring project complexity and its factors then appears
to be a promising breakthrough which could be very helpful for modern project
management (Edmonds 1995; Laurikkala et al. 2001).

That is why a relative project complexity measure is introduced in the next
section. It is founded on the project complexity framework, but can easily be
applied to any hierarchical structure/framework of project complexity factors.
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3.2 Evaluating Project Complexity

3.2.1 Limits of Existing Project Complexity Measures

Several authors tried to define complexity measures. The main goals of such
measures are to explain project failures and to assist decision-making (Frizelle and
Woodcock 1995). A literature review on existing complexity measures, whether
dedicated to project or not, was performed for this book.

A focus was clearly made on project complexity in terms of systemic complexity
and not of algorithmic complexity when solving some problems in the context of
project management [such as the sequencing and scheduling problem (Akileswaran
et al. 1983)]. The works of Edmonds, Latva-Koivisto and Nassar and Hegab were
crucial sources to generate a list of 45 indicators (Edmonds 1999; Latva-Koivisto
2001; Nassar and Hegab 2006; Shafiei-Monfared and Jenab 2012).

Four specific complexity measures are given here as examples and correspond to
some of the most appropriate ones for a use in project management:

• The coefficient of network complexity (CNC) defined by Kaimann applies to
both PERT and precedence networks (Kaimann 1974). In the case of PERT
networks, the CNC is equal to the quotient of activities squared divided by
events.

• The cyclomatic number defined by Temperley gives the number of independent
cycles in a graph (Temperley 1981). The calculation of the cyclomatic number is
shown in Eq. 3.1, where S is the cyclomatic number, A is the number of arcs and
N is the number of nodes. This measure has traditionally been applied to project
networks, such as PERT networks.

S ¼ A�N þ 1 ð3:1Þ

• The static entropic measurement of complexity by the Shannon information
number is based on the probability of receiving a message, as shown in Eq. 3.2
where p(ni) is the probability of receiving a message ni. The Shannon infor-
mation is also a complexity measure since information and disorder are strongly
related (Shannon and Weaver 1949). This measure has been widely used in
project contexts to quantify complexity through complete or partial loss of
project data and information.

Sha ¼ �R log2 p nið Þð Þ ð3:2Þ

• Nassar and Hegab recently argued that complexity measures such as CNC are
imperfect since they take redundant arcs into account and thus show that the
system is more complex than it actually is (Nassar and Hegab 2006). They
proposed an alternative measure for project schedules. This measure gives the
degree of interrelationships between the activities within a given schedule. This
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measure is calculated using the following equation Eq. 3.3 for an Activity On
Node project network.

Cn ¼ 100� Log a= n� 1ð Þð Þ=Log n2 � 1
� �

=4 n� 1ð Þ� �� �
% if n is odd

Cn ¼ 100� Log a= n� 1ð Þð Þ=Log n2=4 n� 1ð Þ� �� �
% if n is even

ð3:3Þ

The existing measures, including others not described here, have shown some
limits for several reasons.

First, these measures mainly refer to a single model of the project system.
Indeed, measures such as the CNC, the cyclomatic number or the one proposed by
Nassar and Hegab refer in essence to a given network or graph or the project. But
such graphs are particular models of the project system, which restrict the view and
understanding of project complexity. For instance, a project can be modeled thanks
to different WBS, PERT networks or Gantt charts, depending on the detail level,
willingness, culture and expertise of the project manager, etc… Applying such
measures to these kinds of elementary models of the project systems cannot
therefore properly account for a measure of project complexity since they are in
essence relative to the model.

Second, some limits have been highlighted about the reliability of such mea-
sures. For instance, some counterexamples were found: two graphs or networks can
share the same CNC while being very different considering their easiness to be
managed. One of the main reasons for this lack of reliability is that those measures
only refer to a single aspect of a single model of a given project (for instance,
interdependencies in a PERT network).

Finally, these measures are often non intuitive for the final users and thus give
results which are difficult to communicate on. Indeed, these mathematical formu-
lations do not permit a reference to actual project complexity sources in the project
system.

3.2.2 Evaluation as a Multi-criteria Problem

The former Sect. 3.1 has permitted to underline the different aspects of project
complexity through the elaboration of a project complexity framework. These
works have thus shown evidence that project complexity is a multi-attribute char-
acteristic of a project. We do argue that one of the reasons of the limitations of
existing (project) complexity measures is that they do not permit to take properly
into account the multiple aspects of project complexity. This subsection aims at
proposing such a measure, based on a multi-criteria methodology.
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3.2.2.1 Requirements of a Multi-criteria Method for Project
Complexity Evaluation

Methods to support multi-criteria decision-making should not only take into con-
sideration the quantitative or objective criteria but also the ones that appear to be
more qualitative or subjective, which is not always simple to perform. Such
methods are mainly designed to evaluate and compare alternatives, are independent
of the project models that are used (since they are mainly based on expert judg-
ment), and therefore represent a practical tool to assist decision-making in complex
projects.

A literature review on multi-criteria decision-making methods has been per-
formed in order to select the most appropriate one to assess complexity. To do this,
a list of requirements has been built in Table 3.8.

This literature review is notably based on the works of Gershon, Deason and
Tecle (Gershon 1981; Deason 1984; Tecle 1988).

3.2.2.2 Critical State of the Art of Multi-criteria Decision-Making
Methods

A large number of multi-criteria methods exist. They can mostly be classified into
four groups described by Roy (1985)

• Elementary methods: such methods are mainly based on basic mathematics,
logics and rules. Such examples of methods are for instance the lexicographic
method, the traditional weighted sum methodology or the famous Minmax and
Maxmin methods.

• Multi-criteria optimization methods: this family corresponds to mathematical
methods which aim at optimizing a certain objective function. This objective
function is defined according to the multiple criteria which exist in the addressed
problem. Examples of such methods are for instance Goal Programming
(Charmes and Cooper 1961) or Compromise Programming.

• Outranking methods: these methods first aim at building pairwise relations in
order to take into consideration the user’s preferences. Then, these relations are
used to formulate a recommendation (thanks to the one-to-one comparison of
the different alternatives). Some of these methods are for instance the successive
versions of ELECTRE (Roy 1968, 1978; Mousseau and Dias 2004; Certa et al.
2013) and versions (fuzzy or non-fuzzy) of PROMETHEE (Brans and Vincke
1985; Parreiras and Vasconcelos 2007; Zhang et al. 2009; Hu and Chen 2011).

• Single-criterion synthesis approach methods: these methods are seeking for a
synthetic answer thanks to performance and value aggregation. They use a
single criterion which corresponds to the aggregation of all the criteria which are
considered in the problem. Examples of these methods are Multiple Attribute
Value Theory—MAVT (Keeney and Raiffa 1976), Simple Multi-Attribute
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Rating Technique—SMART (Edwards 1971), the Analytic Hierarchy Process
(AHP) and the Analytic Network Process (ANP).

The identified multi-criteria methods are assessed regarding the requirements, as
shown on Fig. 3.3. The five first criteria are evaluated on a Boolean scale saying if
the method respects them or not. They are evaluated using a state of the art notably
based on (Al-Shemmeri et al. 1997; Gershon 1981; Deason 1984; Tecle 1988).
These criteria are mandatory for the goal which is pursued in this study, meaning
that a method which is assessed 0 on one of these criteria is rejected. Then, the set
of the six last criteria are evaluated on a 5-level Likert scale. Evaluation of the sixth
criteria (adapted to project environment) is based on a survey of scientific databases

Table 3.8 Requirements for a multi-criteria method to be used for project complexity evaluation

Requirements Description of requirements

Multi-criteria The method should be capable to encompass different aspects
and compare alternatives regarding multiple criteria

Handle qualitative criteria The method should be able to handle qualitative criteria in
addition to quantitative ones, and to work with them
similarly, which requires the transformation of qualitative
into quantitative (or the contrary)

Prioritize criteria The method should enable the user to prioritize criteria, since
they are likely to have different influences on the final choice

Evaluate a discrete set of
alternatives

The method should be able to search for the best alternative
among an initial discrete set of known alternatives

Rank alternatives The method should not only give the most complex project
within the portfolio but also prioritize the alternatives (project
areas for instance) and rank them according to their
complexity level, so they can be compared

Rank alternatives according
to a cardinal scale

The method should rank alternatives according to a cardinal
scale. This cardinal scale is to be used afterwards to build up
the relative complexity measure we propose in this subsection

Reliable The method should give in the end a reliable result which is
eligible for decision-making support

Give autonomy Users should be autonomous and possibly suggest or do
modifications in the model

Evolving Modifications (addition of new criteria, suppression of
existing criteria, aggregation of initial criteria, etc…) need to
be easily implemented

Computable The method is to be computable in order to enable quick and
easy calculations on computers

Show great user-friendliness The method should be user-friendly: this notably includes
both the facts that no special/demanding skills should be
necessary to perform the process and that results should be
understood and handled easily by any project team member

Adapted to project
environment

The method should be adapted to project environment
decision processes and characteristics (constraints, skills,
information systems, need for reactivity, …)
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(like Web of Science, Scopus…). This permits to identify the frequency of use of
these methods in the project management literature. A distance is finally defined as
the comparison in absolute value with the ideal method which would be noted 5 on
every criterion of this set. As a whole, the two best scores in our specific context are
obtained for the Analytic Hierarchy Process (AHP) and the PROMETHEE
methodologies.

Finally, preference is given to the AHP, notably because of its numerous
applications in the project management context (Simpson and Cochran 1987;
Alhazmi and McCaffer 2000; Gourc 2006; Ahmad and Laplante 2007; Bea and
Lloveras 2007; Varajão and Cruz-Cunha 2013). For instance, in (Ahmad and
Laplante 2007), the AHP is used to select the most appropriate software project
management tool. The authors argue that “the AHP provides a flexible, systematic,
and repeatable evaluation procedure that can easily be understood by the decision
maker in selecting the appropriate software project management tool.” Other
applications consider the issue of project evaluation or selection in the case of
project outsourcing (Bea and Lloveras 2007), project portfolio management (Liang
2003), or project management tools selection (Alhazmi and McCaffer 2000).
Another example can be found in the works of Simpson and Cochran for con-
struction project prioritization, who however argue that “the AHP methodology is
applicable to problem sizes from order 2 to about order 15 [and that] if a large
number of projects is to be considered, some means is required to reduce the
number of candidate alternatives” (Simpson and Cochran 1987).

Another recent work which underlines the pertinent use of the AHP in the
context of project management is the one of Varajão and Cruz-Cunha which

Fig. 3.3 Assessment of existing multi-criteria methods
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focuses on the appropriate selection of project managers using the International
Project Management Association competence baseline (Varajão and Cruz-Cunha
2013). On their side, Taylan and his coresearchers have proposed an innovative
approach based on fuzzy AHP and fuzzy TOPSIS methodologies to assist the
selection of construction projects (Taylan et al. 2014). Last but not least, another
example is the work of Gourc and his coresearchers who use the AHP for project
risk analysis and assessment, under the assumption that project risks have multiple
aspects (Marques et al. 2011; Gourc 2006). Finally, the reader should note that the
AHP also has many applications in different contexts which all underline the
user-friendliness and intuitiveness of the methodology (Chiu and Chen 2007;
Gerdsri and Kocaoglu 2007). This makes it both a very generic and project
context-friendly method. The development initially proposed in (Vidal et al. 2011)
corresponds to the approach detailed in this chapter.

3.2.3 Using the Analytic Hierarchy Process to Perform
Project Complexity Evaluation

3.2.3.1 Principles

The Analytic Hierarchy Process (AHP) was developed by Thomas Saaty (Saaty
1977, 1980, 1987). It is a multi-criteria decision-making method which permits the
relative assessment and prioritization of elements, either alternatives or criteria.
The AHP permits to integrate both quantitative and qualitative aspects of decision –

making. This makes it an efficient and effective method under complex contexts
(Saaty 1981; Fumey 2001). The AHP is based on the use of pairwise comparisons.
It uses a model of the decision problem as a hierarchy, consisting of an overall goal,
a group of alternatives, and a group of criteria which link the alternatives to the
goal.

Pairwise comparisons are generally carried out by asking how more valuable an
alternative A is to criterion c than another alternative B. As shown hereinafter on
Fig. 3.4, pairwise comparisons are synthesized in the end into square matrices, the
values of which are between 1/9 and 9. The diagonal elements are equal to 1 while
the non-diagonal elements verify two conditions:

• The ijth element is equal to the comparison between element i and element
j regarding the considered criterion.

• For i different from j, the jith element is equal to the inverse of the ijth element.

This piece of information is processed mathematically in order to transform user
information, either objective or subjective, into new mathematical one. Priorities are
then determined using calculations on these matrices (eigenvalues) and a global
consistency test can be performed to evaluate the coherence of the user’s
judgments.
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3.2.3.2 Building up the Hierarchical Structure

With the refined project complexity framework, an AHP hierarchical structure is
built according to Fig. 3.4. The overall goal (objective) is the ranking of alternatives
in terms of complexity. First level criteria (intermediary goals) correspond to the
four groups of project complexity factors, that is to say project size, project variety,
project interdependencies, and project context-dependence. Sub-criteria then cor-
respond to the factors which exist in the refined version of the project complexity
framework. Default values for the criteria weights can be directly kept in the model
(that is to say the relative weights which come from the Delphi study) but we
suggest leaving the users the possibility to assess the criteria and sub-criteria
weights using a complete AHP process.

Moreover, the opportunity to add the complexity criteria which were eliminated
between the original and the refined version of the framework should also be left.
This is all the more possible than AHP structures are very flexible, before the
assessment starts.

Namely, some critics exist against AHP stability when new elements are added
once initial comparisons have been made. This is why we claim for changes in the
structure before the assessment starts.

The hierarchical structure proposed here in Fig. 3.5 meets the requirements
exposed at the beginning of this paragraph. Indeed, criteria in the structure are:

• able to support the comparison of the performance of the alternatives,
• able to address any aspect of project complexity, by construction,
• operational and meaningful, since they were generated from a state of the art of

industrial and academic works,
• nonredundant, since the construction process of the project complexity frame-

work permitted the gathering of similar factors under a same common
denomination,

• few in number, since there are only 17 sub-criteria when using the refined
version of the project complexity framework.
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3.2.3.3 Proposing a Relative Measure of Project Complexity

Given the ranking obtained thanks to the AHP calculations, a relative measure of
project complexity is proposed. Let Si be the score of alternative Ai obtained thanks
to AHP calculations (0 ≤ Si ≤ 1). We propose that the relative complexity index CIi
of alternative Ai (a project area in this case, but we will see later in this book that it
can be extended to some other scenarios), given the specific context of the set of
alternatives, can be expressed as a ratio (Eq. 3.4):

CIi ¼ Si
maxðSiÞ ) 0�CIi � 1 ð3:4Þ

This scale thus permits to give a relative indicator of project complexity. It is
relative since it is related to the initial set of alternatives, but it does not depend on
the models of the project. Subscales can then be defined to focus on specific aspects
of project complexity and highlight how a project is complex regarding interde-
pendencies or context for instance. An even more precise level can be defined
similarly (when descending to sub-criteria in the hierarchical structure) to underline
how a project is complex regarding interdependence of specifications for instance,
so one can clearly understand the differences between the project areas in terms of
complexity and complexity elementary sources.

Before obtaining a first validation on a case study, a last point should be stressed.
As mentioned before, Saaty scales are built up to transform the users’ evaluations
into numerical data. An example of a basic Saaty scale is given hereunder for
“Variety of the interests of the stakeholders” in Table 3.9.

When team cooperation and communication is judged less achieved in project
i than project j, then more project complexity is generated in project i than project
j. The corresponding Saaty scale is built to express numerically this difference with
odd values. The reader should note that margin is given since intermediary even
values can be also implemented in the model in order to refine the judgments.

Table 3.9 Example of a basic Saaty scale (Variety of the interests of the stakeholders)

Variety of the interests of the stakeholders Saaty
scale

Variety of the interests of the stakeholders is judged equal in projects i and j Aij = 1

Variety of the interests of the stakeholders is judged is moderately less achieved in
project i than project j

Aij = 3

Variety of the interests of the stakeholders is judged is strongly less achieved in
project i than project j

Aij = 5

Variety of the interests of the stakeholders is judged is very strongly less achieved
in project i than project j

Aij = 7

Variety of the interests of the stakeholders is judged is extremely less achieved in
project i than project j

Aij = 9
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3.2.4 Industrial Case Study: The FabACT Project

A case study has been performed during a software development project within the
context of the pharmaceutical industry (Bonan et al. 2010; Vidal et al. 2010). This
paragraph introduces the project, then the AHP analysis and results.

3.2.4.1 The FabACT Project: Assisting the Anticipated Production
of Anticancer Drugs

This project was executed in collaboration with the Unité Pharmaceutique en
Isotechnie et Oncologie (UPIO—Chemotherapy Compounding Unit) at the
Georges Pompidou European Hospital. The French health system faces ever
growing demands under very pressuring conditions as it is much constrained in a
complex environment. Discussions we had with the pharmacists of the UPIO led to
the idea that the anticipation of anti-cancer drug preparations could be a potential
solution to support this increased workload. Hence, by anticipating the production,
one part of the preparations can be done on a Make to Stock (MTS) basis, which
may significantly improve several aspects: reduction of waiting times, reduction of
errors due to a less constrained schedule, optimization of the production planning
process.

Two categories of drugs are prepared at UPIO, depending on available infor-
mation (Fig. 3.6). First, some preparations are done on a Make–to–Order
(MTO) basis. In this case, pharmacists do not have any visibility on the amount of
preparations needed for each patient. Second, the other part of preparations is
produced on a MTS basis. Such drugs can be produced by anticipation due to the
information available on some existing software. The proportion of such products
was very small at UPIO at the beginning of the study.

Within this context, the FabACT project has been launched at HEGP Pharmacy
department in 2006. The first step of this project was the identification of drugs
which could be prepared on a MTS basis. Once these drugs determined, the second
step would be to organize the production planning process through the smoothing

Fig. 3.6 Anticancer drugs production and distribution process
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of the quantities which should be produced over a time horizon, by mixing MTO
and MTS type preparations.

The aim of the FabACT project was therefore to develop a decision support tool
in order to assist pharmacists while choosing the anti-cancer drugs that could be
produced in advance. Anticipated manufacturing generates a risk in terms of cost
and preparation time. Indeed, products can sometimes be produced and finally not
used because of many reasons (most often related to the patient clinical status).
However, anticipated drug production tends to become a crucial need for
anti-cancer production units since demand is ever growing without extra staff being
hired. A multi-criteria decision support tool was thus developed as a software which
could be used in any hospital pharmacy in France.

Four researchers from Ecole Centrale Paris, three researchers/pharmacists from
the UPIO and two consultants specialized in the communication within medical and
healthcare contexts constituted the core team of the project. Graphical design of the
software has been subcontracted. The whole project was to last around a year.
A pharmaceutical industrial group (drug combination producer) financed most of
the project and was its main client. Final software products were designed to be
distributed by this industrial group to hospital pharmacies with the logos of some
stakeholders (UPIO/ECP/Industrial Partner), but not commercialized.

Due to the importance of this project, a study was launched to analyze its overall
complexity. The project was divided into five zones. The ambition was to identify
the most complex parts of the project in order to focus on them, since they could be
the source of emerging and undesired effects. The five identified zones were the
following ones:

• Z1: Understanding the context of the study and the specifications,
• Z2: Software development and back programming,
• Z3: Test phases,
• Z4: Scientific and commercial promotional actions,
• Z5: Project management and organization.

3.2.4.2 Results and Discussion

Interviews of the FabACT project team members have been carried out following
the AHP evaluation process. People were asked to perform an a priori ranking of
the project zones in terms of complexity. This was necessary to highlight the
possible differences between their initial perception and the results obtained. Then,
as mentioned before, specific advanced Saaty scales were elaborated with the
interviewees in order to perform pairwise comparisons with less subjectivity. The
use of these pairwise comparisons and AHP corresponding calculations permit to
obtain the weights of the different criteria and subcriteria for the FabACT project as
exposed hereinafter in Table 3.10.
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The zones of the project were then evaluated on every aspect of the refined
project complexity framework. Each subcriterion was directly evaluated on a scale
from 0 to 1 by the experts, as illustrated by Fig. 3.7.

In the end, the zones of the project can be classified according to their com-
plexity level, as highlighted in Fig. 3.8. We insist on the fact that this complexity
measure is relative and not absolute: the zones of the project are compared to one
another. That means that if one uses another decomposition of the project, then the
results will not be the same.

Such complexity measure is thus assistance for decision-making and complexity
handling. The construction of this relative complexity measure is all the more

Table 3.10 Criteria and sub-criteria weights for the FabACT project

Criterion/subcriterion Weight

Size 0.104

S1—Number of stakeholders 1

Variety 0.156

V1—Variety of information systems to be combined 0.631

V2—Geographic location of the stakeholders (and their mutual disaffection) 0.108

V3—Variety of the interests of the stakeholders 0.261

Interdependencies 0.498

I1—Dependencies with the environment 0.179

I2—Availability of people, material and of any resources due to sharing 0.191

I3—Interdependence between sites, departments and companies 0.026

I4—Interconnectivity and feedback loops in the task and project networks 0.019

I5—Team cooperation and communication 0.212

I6—Dependencies between schedules 0.041

I7—Interdependence of information systems 0.155

I8—Interdependence of objectives 0.043

I9—Level of interrelations between phases 0.011

I10—Interdependence of specifications 0.123

Context 0.242

C1—Cultural configuration and variety 0.109

C2—Environment complexity (networked environment)—Organization 0.504

C3—Environment complexity (networked environment)—Technological 0.387

Fig. 3.7 Evaluation of every sub-criterion for every zone of the project
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efficient than the hierarchical structure of the AHP permits to build up a structure of
complexity sources for every zone of the project.

Graphs can be built in order to highlight the influence of each complexity source
for each zone of the project (Fig. 3.9).

Complementary graphs may also help to understand the internal differences
between two zones which have close global complexity measures (for instance
Zone Z1 and Zone Z2 in Fig. 3.10).

Z2Z1

0,3

0,25

0,2

0,15

0,1

0,05

0

Z3 Z4 Z5

Fig. 3.8 Relative complexity of the zones of the FabACT project

Fig. 3.9 Complexity sources (at sub-criteria level) within zone Z3
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Finally, this study permitted to highlight the most complex areas of the FabACT
project. For all practical purposes, greater attention was paid on them during their
execution, particularly on the most significant complexity sources.

3.2.5 Section Conclusions and Perspectives

As a whole, this section has introduced an AHP-based methodology and measure
which permits to assess project complexity and highlight the most complex zones
within a project system.

However, some limitations appear and offer perspectives for future research on
project complexity evaluation:

• The AHP has received some criticisms on the fact that rankings can vary when
adding or subtracting an alternative to the set of alternatives on which the study
is performed (Holder 1990). We thus recommend the users to choose carefully
the alternatives (for instance areas of the project) which are going to be com-
pared. Particularly, all alternatives in this set should correspond to clearly
identified ensembles and should be comparable in terms of size and/or granu-
larity (for instance, first level items of the WBS should not be compared with
second level items of the WBS). Second, even with these recommendations, we
underline that as for any decision-making process and tools, great caution and
awareness should be taken when making the final decision especially when
significant gaps do not exist between scores.

• Future research should explore the possibility to extend this model to an ANP
(Analytic Network Process) model. Indeed, Taslicali and Ercan (2006) suggest
that “the ANP model represents reality as well as reliability better than the AHP
model” due to the better integration of the interactions which exist between
criteria. However, “the managerial implications of the execution of ANP and

Fig. 3.10 Complexity sources (at criteria level) within zones Z1 and Z2
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AHP are factors that vary from organization to organization” and the AHP
seems to be an easier methodology which may be accepted and understood
better by managers. In any case, exploring the possibility of using the ANP may
be interesting since in essence (we are dealing with complexity), the criteria and
sub-criteria of our structure are not independent. Even though not directly using
the framework and model developed in this chapter, the recent research works of
He et al. (2014) correspond to a similar approach and are also very promising.

3.3 Last Words of This Chapter

This chapter has shown how systems thinking-based approaches permit to under-
stand better project complexity and its sources, and to propose an approach to
measure it. This overall approach permits to focus on the most complex parts of a
project, and thus prioritize actions to keep them under control.

One of the main conclusions is that interdependencies are a major source of
project complexity, and its driven issues. That is one of the reasons why the
following chapters and notably Part III aim at proposing models and methods which
can assist project management and encompass interdependence-related issues (lack
of anticipation, propagation, lack of coordination, etc.).

Finally, if the works presented in this chapter can be used directly, we underline
once more that such approaches should be adapted to every specific project context.
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Chapter 4
Assessing Vulnerability of Complex
Projects

Previous chapters have shown that complexity may induce potential unexpected
consequences, either positive or negative, and the current methods and techniques
have some limitations to deal with it.

This chapter aims at following a systems thinking-based approach to identify,
analyze, and control the weaknesses of complex project systems. This permits to
reduce ambiguity by increasing the awareness of the project system, which helps to:

• Highlight the damageable values of the project and identify the potentially
endangered processes and elements of the project system.

• Focus (therefore) on the elements of the project system in order to facilitate the
identification and analysis of potential negative events and damages on the
system. This permits to concentrate on the actual weaknesses of the project
system instead of dealing with risks that is to say potential events.

Following this direction, the concept of vulnerability appears to be an innovative
and promising concept for efficient complex project risk management as recent
works state it (Zhang 2007; Fidan et al. 2011). However, little work has been done
on this concept for the moment in the fields of project management, industrial
engineering, and/or engineering design. That is why this chapter aims at addressing
the concept of project vulnerability by:

• Carrying out a broad state of the art, in many fields, to understand what the
concept of vulnerability is, so one can transpose it in the context of project
management,

• Defining project vulnerability and its characteristics in order to understand the
potential processes of damage creation (degradation of the processes of value
creation) during a project,

• Identifying project vulnerabilities through a systems thinking approach,
• Defining a complete project vulnerability management process,
• Testing the whole approach on the FabACT case study.

© Springer-Verlag London 2016
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4.1 The Concept of Project Vulnerability

Even though the words vulnerable or invulnerable are commonly used in everyday
life, little insight has been given to the concept of vulnerability within the field of
industrial engineering, project (risk) management, and management science. This
paragraph aims at drawing a state of the art on the concept of vulnerability before
extending it to project management.

4.1.1 State-of-the-Art Focusing on the Concept
of Vulnerability

As an illustration of the interest of the notion of vulnerability in different scientific
fields, we carried out a review and classification of the 2007, 2012, and 2014 Web
of Science publications which mentioned the world vulnerability in their title
(Table 4.1). Respectively, 641, 914, and 1117 such publications were identified,
which underlines the big and growing interest of the scientific community for this
concept.

Some conclusions at first sight are interesting. First, two scientific topics (health,
and climatology and sustainable development) appear as major contributors to
research works using or developing the concept of vulnerability (those two fields
correspond to about 90 % of the identified publications). Moreover, this survey also
enlightens the lack of use and study of the concept of vulnerability in the field of
industrial engineering (only 11 publications out of 641 in 2007, and 17 out of 914
in 2012, and 22 out of 1117 ,i.e., less than 2 %), and particularly regarding project
management (1 publication identified in 2007 in the Web of Science, and 0 both in
2012 and in 2014), which motivates even more to work on this concept in accor-
dance with project management principles, especially when realizing how much it
can be a promising ally of project risk management.

The growth of this interest is also shown in Fig. 4.1, where such publications
have been quantitatively analyzed over more than 30 years: an exponential
approximation can be done for the increase of number of publications.

The state of the art on the concept of vulnerability has not been carried out using
Web of Science publications only. But following the general trends of this short
survey, the following paragraphs are organized by focusing first on the two most
contributory topics: health, and climatology and sustainable development. Finally,
we focus on some works about vulnerability in the fields of industrial engineering
and project management.

Health “From a health perspective, vulnerability refers to the likelihood of expe-
riencing poor health and is determined by a convergence of predisposing, enabling,
and need characteristics at both individual and ecological levels” (Shi 2001).
Vulnerability study is often assisted by the determination of vulnerable populations,
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Table 4.1 Occurrences of the word vulnerability in the WOS publications in 2007, 2012, and
2014

Topic Addressed issue Number
of articles
in 2007

Number
of articles
in 2012

Number
of articles
in 2014

Health Total 320 428 504

Psychology, psychiatry, and
behavior factors

109 124 148

Disease factors 89 108 145

Genetics 43 62 70

Response to treatment 24 38 41

Disease transmission 17 47 36

Diagnosis reliability 14 9 7

Global organs fragility 11 18 20

Healthcare management 9 16 29

Morbidity factors and
evaluation

4 6 8

Climatology and
sustainable
development

Total 232 363 456

Reaction of biological entities
to environmental stresses and
biodiversity

44 69 94

Ethics and social
development

42 86 94

Groundwater, soils, and
source waters pollution

37 39 41

Environmental management 29 43 56

Warming and climate change 27 71 88

Earthquakes and landslides 15 23 24

Floods and tsunamis 14 21 39

Storms, cyclones, and
rainfalls

12 9 12

Volcano eruptions and fires 8 2 6

Wind 4 0 2

Information
technology

Total 30 40 52

Communication and
information networks security

14 15 21

Software failure 9 12 14

Information systems
management

7 13 17

Military strategy
and defense

Total 17 24 26

Response to attacks and
terrorism

10 19 22

Geopolitics and geostrategy 4 4 3

Military strategy 3 1 1
(continued)
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with populations being described according to relevant characteristics (Drame and
Foley 2015; van Rijsbergen et al. 2015). Considering psychiatry, the particular
example of schizophrenia has been widely studied, notably by Strauss, who fol-
lowed a phenomenological approach to highlight the complex relations between the
factors and interactions which exist between the patient and its mental disorder
(Strauss 1997). These works permit to underline the context-dependence of the
concept of vulnerability, and highlights that it evolves over time and differs from
one to another.

Studying vulnerability through the existence of factors and their specific influ-
ence as weaknesses sources is the basis of many research works in healthcare, such
as Dissel et al. (2015), Gorka et al. (2015), or Liu et al. (2015). Similarly, Ezard
explores vulnerability as a characteristic which “incorporates the complex of
underlying factors that promotes harmful outcomes as a result of drug use, and
limits attempts to modify drug use to make harmful outcomes less likely” (Ezard
2001). She stresses that “vulnerability factors arise out of and are reinforced by past

Table 4.1 (continued)

Topic Addressed issue Number
of articles
in 2007

Number
of articles
in 2012

Number
of articles
in 2014

Industrial
engineering

Total 11 17 22

Industrial systems security 4 9 11

Knowledge management 2 0 3

Production management 2 4 3

Innovation management 1 2 4

Logistics 1 2 1

Project management 1 0 0

Construction
and urbanism

Total 11 16 20

Urban networks security 7 11 16

Structure resistance 4 5 4

Economics Total 9 12 17

Macroeconomics 7 9 12

Microeconomics 2 3 5

Physics Total 5 5 9

Nuclear science 2 2 5

Chaos 1 1 0

Electromagnetism 1 0 1

Materials resistance 1 2 3

Applied
mathematics

Total 5 9 9

Network and graphs 3 8 6

Insurance modeling 2 1 3

Chemistry Total 1 0 2

Chemical reaction 1 0 2

Total Total 641 914 1117
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and present social context and experience”, insisting also on the influence of
context and historicity. She explains that “changes in vulnerability will determine
changes in risk” as vulnerability determines risk. Her claim for a shift of man-
agement toward vulnerability reduction is explained thanks to a better depiction of
the underlying complex phenomena which cause vulnerability, and risk in the end.

Finally, complexity notably appears when considering exposure and responses
as different stressors which can interact and influence the global exposure of an
individual or a group (Burkart and Jung 1998). That is why works have traditionally
focused on vulnerability in terms of patients’ responses in terms of resistance and
resilience.

Climatology and sustainable development In the field of climatology and sus-
tainable development, many works around vulnerability definitions and measures
have been also carried out (Downing et al. 2001; Stephen and Downing 2001;
Kasperson et al. 2003; Turner et al. 2003; Shah et al. 2013; Binita et al. 2015;
El-Zein and Tonmoy 2015; Salik et al. 2015). An important definition of vulner-
ability was proposed in the early 1980s by Chambers: vulnerability is “the exposure
to contingencies and stress, and difficulty coping with them. Vulnerability has thus
two sides: an external side of risk, shocks and stress to which an individual or
household is subject; and an internal side which is defenselessness, meaning a lack
of means to cope without damaging loss” (Chambers 1983).

In their works, Waits and Bohle have a similar vision of vulnerability since they
describe it as composed of three aspects (Watts and Bohle 1993):

• exposure to crisis situations,
• incapacity to cope with these situations (and to reach objectives of life standards

for instance) because of a lack of resources,

Fig. 4.1 Web of Science publications containing the word vulnerability in their title (in blue) and
exponential approximation (in orange)

4.1 The Concept of Project Vulnerability 123



• potentiality of serious consequences to occur as a result of the crises, which can
notably be characterized in terms of slow recovery.

Another characterization, based on the works of Scoones and Ellis, is proposed
in Fig. 4.2, regarding the issue of human vulnerability and food insecurity in
southern Africa (Scoones 1998; Ellis 2000, 2003).

They argue that the assets, activities, and outcomes that are associated when
constructing robust, viable, and sustainable livelihoods should be studied in
accordance with both vulnerability and institutional context. Such approaches have
also been developed when studying human development vulnerabilities (Moser
1998). This gives another grid to have a look at the concept of vulnerability. It has
to be kept in mind as the description in terms of assets, activities, and outcomes has
direct similarities with the description of a project through systems thinking.

Finally, Maskrey notices that “natural disasters are generally considered a
coincidence between natural hazards (such as floods, cyclones, earthquakes and
drought) and conditions of vulnerability. There is a high risk of disaster when one
or more natural hazards occur in a vulnerable situation” (Maskrey 1989). This
expresses that damages (turned out consequences of risks) can be understood as the
temporal coincidence between a hazard and a vulnerable ground (Haines et al.
2006; Few 2007). Vulnerability is therefore first highlighted through the possible
interaction between these stressors and these receptors (which corresponds to some
extent to exposure). Second, there is also a possible reaction and adaptation of the
receptors regarding the outcomes the population aims at achieving, as exposed in
Fig. 4.3.

Even if Luers and co-workers state that “developing measures of vulnerability is
complicated by the lack of consensus on the exact meaning of the term, the
complexity of the systems analyzed, and the fact that vulnerability is not a directly
observable phenomenon” (Luers et al. 2003), an objective of this subsection will be
to give a clear definition of project vulnerability and propose measures and pro-
cesses for project vulnerability management.

Fig. 4.2 Vulnerability regarding assets, activities and outcomes given a specific context (Ellis
2003)
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Industrial engineering and project management In these fields, Theys under-
lined that “there are still too few languages and tools for analyzing vulnerability”
(Theys 1987). Still, some works had already been conducted in the past. For
instance, David and Marija Bogataj proposed a measure of the supply chain risk and
vulnerability (Bogataj and Bogataj 2007). They considered the risk in a supply
chain as “the potential variation of outcomes that influence the decrease of value
added at any activity cell in a chain, where the outcome is described by the volume
and quality of goods in any location and time in a supply chain flow,” explaining
that “due to their complexity, the total added value of all activities is […] the result
of exposure to different kinds of risk.” Therefore, they placed the concept of vul-
nerability at the center of value creation, since in essence value is likely to be
degraded because of a high level of exposure to risks and a low capacity or a total
incapacity to cope with them. Subsequently, they explored the concept of supply
chain vulnerability by defining a typology of risks that a supply chain can
encounter. This typology was then the basis for a vulnerability and risk model
which can assist supply chain management.

Within the field of reliability engineering and system safety, Aven tried to
elaborate a framework for risk and vulnerability analysis which could cover both
security and safety (Aven 2007). Some management pieces of advice were then
given, knowing that risk should be viewed as the combination of sources of
uncertainties and vulnerability, and its possible consequences related to the sources
of uncertainties.

Finally, the works of Durand around the notions of organizational risks and
vulnerabilities appear to be interesting (Durand 2007). Through a systems approach

Fig. 4.3 Vulnerability study thanks to a stressor/receptor model (de Fur et al. 2007)
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based on the works of Porter on strategy, he defines vulnerability as the “extent to
which an organization is able or not to cope with the dangers it is exposed to,”
explaining that the notion of vulnerability permits to focus on an organization’s
ability to resist to hazards and on the mechanisms that can weaken its overall
functioning, behavior, and evolution. The whole approach stressed how manage-
ment decisions should be drawn by the value creation processes of the organization,
which underlines the fact that possibly damaging events should be handled in
accordance with their possible impact on the core values of such an organizational
system.

4.1.2 Synthesis of the Characteristics of Vulnerability

Here is a synthetic list of the principal characteristics of vulnerability:

• Vulnerability is relative to a system which has weaknesses regarding its
objectives which can alter its trajectory to reach the latter.

• Vulnerability corresponds to the temporal coexistence of a level of exposure (or
a susceptibility to be exposed) to stressors and a non-capacity level to cope with
these stressors.

• Two aspects of the system’s non-capacity should be addressed:

– Static aspect: Resistance of the system regarding the apparition of the
stressor.

– Dynamic aspect: Resilience of the stressor corresponding to the recovering
of the system.

• Vulnerability is context-dependent and evolves over time.

4.2 Defining the Concept of Project Systemic Vulnerability

First of all, a project system can face:

• Negative events: events which are likely to decrease at least one of the project
system’s created values.

• Positive events: events which are likely to increase at least one of the project
system’s created values.

It must be noted that an event can be both positive and negative, as it can
degrade some value creation process of the project, but upgrade some other. If an
event occurs when the project is not sensitive to it, then it will not have any
influence, whether positive or negative, on the project outcomes. A project risk is
therefore the expression of an impact regarding the project system due to the
coexistence possibility of a triggering event regarding the project system and a state
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of the project system that is sensitive to this event. We now propose a definition of
the concept of project vulnerability, given the synthesis of the state of the art
presented before. This definition was presented in (Vidal and Marle 2012), the
concepts of which are the basis of the present chapter.

Project vulnerability is the characteristic of a project which makes it sus-
ceptible to be subject to negative events and, if occurring, which makes it
non-capable to cope with them, which may in the end allow them to degrade
the project performances.

This definition includes three major aspects:

• Project susceptibility to be subject to negative events,
• Project non-capability to cope with negative events when occurring, which

includes nonresistance (instantaneous damages) and non-resilience (recovery
over time),

• Relationship with degradation of project value creation.

Project vulnerability exists if and only if project susceptibility to be subject to
negative events and project non-capability to cope with them if occurring coexist
that is to say if and only if they simultaneously exist at a given time. Now that these
definitions are given, the aim of this work is to propose a systems thinking-based
model of vulnerability to assist complex project risk management.

In order to identify the complex project value creation processes, we claim for
the use of systems thinking, which permits to have a holistic vision. By focusing on
the systems thinking decomposition (genetic, teleological, functional, and onto-
logical poles), we define project systemic vulnerability following these successive
steps:

• The project vulnerability identification:

– Identifying the objectives of the project in terms of value creation. These
targeted values (expected outcomes) appear to be the vulnerable stakes of the
project.

– Identifying elementary vulnerable elements of the project systems (vulner-
able tasks, actors, resources, etc…). These two first steps permit to perform
project systemic vulnerability identification.

• The project vulnerability analysis:

– Assigning a contribution rate of any of these elements to each value creation
process. This is the first step of project systemic vulnerability analysis.

– Focusing on a particular value and vulnerable element in the system
regarding its given value creation process. This is the second step of project
vulnerability analysis. It consists of identifying possible triggering events
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which can damage this project vulnerable element and analyzing its nonre-
sistance and resilience.

• The project vulnerability response planning:

– Building a project systemic vulnerability response plan to cure the weak-
nesses of the project system and prevent it from possible damages.

• The project vulnerability controlling:

– Monitoring and controlling the project systemic vulnerability during the
whole project helps to watch over the project evolution.

– Lessons learnt from the current project have to be kept in order to be reused
for future ones.

4.2.1 The Project Systemic Vulnerability Identification Step

In order to identify properly the weaknesses of a complex project system, the use of
systems thinking is proposed as mentioned before (Vidal et al. 2011). The use of
this methodology permits to identify vulnerabilities systemically through the logical
linkages which exist in the processes of values creation. Vulnerability is as a
consequence identified at three different levels:

• The genetic and teleological pole of the project system, which permits to
identify the vulnerable stakes of the project (negative impact on its objective
performances in each phase, i.e., degradation of its objective targeted created
values in each phase) through the initial proper identification of the project
stakeholders.

• The functional pole of the project system, which permits to identify the vul-
nerable processes of the project system.

• The ontological pole of the project system, which permits to identify the vul-
nerable elements (actors, resources…) of the project system.

In the end, this research work proposes the first deliverable of the project vulner-
ability identification step being a 3-level hierarchical structure (Fig. 4.4):

Identification of vulnerable values, processes, and elements A project is vul-
nerable if and only if at least one of its objective values may not reach its target.
That is why we argue that project vulnerability should be addressed regarding each
value of a given project, in order to underline the different possible kinds of
damages within the project.

This implies that project elementary vulnerabilities should be defined as triplets
(project value, project element, and event).
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• The project values Vi likely to be damaged,
• For each value Vi, the project processes/tasks which contribute to Vi creation.

These processes are likely to be altered (and thus to be vulnerable) by negative
events, which makes the project vulnerable regarding Vi,

• For each process Pij, the project elements which permit to perform it (actors,
resources, other inputs). These elements are likely to be altered by negative events,
which alters Pij, which makes the project vulnerable regarding Vi in the end.

The reader should note that this decomposition is similar to the works of Ellis
mentioned before and speaks of vulnerability in terms of outcomes (values),
activities (processes) and assets (project elements) (Ellis 2003).

Identification of process and elementary vulnerabilities Let (V1, V2, …, Vn) be
the set of values created by the project. For each Vi, we have identified the cor-
responding vulnerable project processes and elements. Each value Vi can be
weighted by a coefficient αi which permits to prioritize values creation processes
(the sum of all these coefficients is equal to 1). If αi > αj, then project vulnerability
regarding value Vi is more important to control than project vulnerability regarding
value Vj since the creation of Vi is preferred to the one of Vj. Such weights are set by
project stakeholders, by the project management office or by the firm.

Given a value Vi, as mentioned before, there are several project processes/tasks
(Pi1, Pi2, …, Pip) which contribute to Vi creation. In the same manner, the project

Fig. 4.4 The framework of project systemic vulnerability identification step
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manager, the project team or external experts should determine weights βij which
permit to quantify the importance of each task regarding Vi creation (for each i, the
sum of all βij is equal to 1). The reader should notice that tasks can contribute to
several value creation processes.

The same work can be done on every category of project elements.
Determining all the weights in the hierarchical structure (mostly using expertise)

permits to describe the maximum possible degradation linked to a project
element/process when it is altered. At the end of this step, an initial list of project
process and elementary vulnerabilities is finally completed. Identifying project
vulnerabilities is in itself a first result but, due to the combinatorial aspects, one
should evaluate/analyze them in order to rank and thus manage them better.

4.2.2 The Project Systemic Vulnerability Analysis Step

The elementary vulnerabilities are analyzed regarding the two main aspects of
vulnerability in terms of non-capability that is to say nonresistance and
non-resilience. We decide to focus on these two aspects and neglect the one of
susceptibility, which is closely related to the events apparition. This permits to
focus directly on the actual weaknesses of a project system and reduce ambiguity
and the fear of the unknown (Ramasesh and Browning 2014).

Numerical scales are built to assess nonresistance and non-resilience of project
elements regarding possible negative events. They are for instance Likert scales
from 0 to 10. Such predefined scales permit to reduce ambiguities and to get more
objective evaluations. Such examples of scales can be found in Table 4.2.

This choice of expert evaluation corresponds to a first approach in order to build
up the whole process of project vulnerability management: some more precise
analysis methodologies are likely to be elaborated in the future.

Table 4.2 Examples of scales for non-resilience and nonresistance

Values 2 4 6 8 10

Non-resilience Recovers
completely
before time
T1

Recovers
completely
between
time T1 and
time T2

Recovers
completely
after time
T2

Recovers
partially

Never
recovers,
even
partially

Nonresistance Initially
degrades
less than
10 % of the
expected
value
creation

Initially
degrades
between 10
and 30 % of
the
expected
value
creation

Initially
degrades
between 30
and 50 % of
the
expected
value
creation

Initially
degrades
between 50
and 60 % of
the
expected
value
creation

Initially
degrades
more than
10 % of
the
expected
value
creation

130 4 Assessing Vulnerability of Complex Projects



The Fig. 4.5 presents how synthetic grids (nonresistance and non-resilience on
axes, contribution rate to the project value V as the diameter of the circle) can be
built to highlight principal project vulnerabilities regarding the creation of a given
project value V.

Finally, we suggest implementing a global index in order to give a simple
indicator to rank project vulnerabilities regarding a project value V. Let CR(V) be
the contribution rate (to the project value) of the vulnerable element which is
addressed (CR(V) is a percentage). Let NRt be the evaluation of its nonresistance
and NRl be the evaluation of its non-resilience. A synthetic aggregated measure,
called the Crucial Index Γ(V), is calculated as follows (Eq. 4.1):

C Vð Þ ¼ NRt � NRl � CR Vð Þ ð4:1Þ

The reader will note that Γ(V) is an index varying between 0 and 100. As during any
aggregation operation, some information is lost. Indeed, several triplets can have
the same value of Crucial Index. As a consequence, when ranking according to
Γ(V), one may rank at the same level several triplets which should not be managed
the same way, for example high nonresistance and low resilience versus low
resilience and high nonresistance with the same value of Γ(V). In the end, this
classification according to Γ(V) should always be considered with the initial eval-
uation of NRt, NRl, and CR(V) in order to make adequate decisions. These are
made during the project vulnerability response plan step, presented in the next
paragraph.

4.2.3 The Project Systemic Vulnerability Response
Plan Step

The project systemic vulnerability response plan permits to define the overall
strategy for strengthening a project and decrease some of its identified

Fig. 4.5 Example of a 2-axis grid to represent vulnerability
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vulnerabilities. As in classical project risk management processes, we present five
basic strategies to cope with project vulnerabilities.

Mitigation Mitigation is the strategy which consists in making decisions in order
to improve the resistance of the project elements and/or their resilience, given a
triggering event. Another strategy can be to decrease the contribution rate of the
element to the value creation but this strategy is not always possible. Whenever
possible, it can be classified under the name of transfer since contributions are
transferred to other entities. For instance, decreasing the contribution rate of an
actor to a task implies increasing the contribution rate of other actors to this task.

Avoidance Avoidance is the strategy which consists in making decisions in order
to eliminate project vulnerabilities. This means that one should increase to 100 %
the resistance of the project processes/elements. It is not possible to do something
on resilience. Indeed, resilience has no direct impact on avoidance since resilience
underlines a dynamical aspect of vulnerability (evolution over time). Avoiding a
project vulnerability means that it never exists, which means that resistance must be
total. The reader should also note that another possible avoidance strategy is to
reduce to 0 the contribution rate of the project process/element to the corresponding
value creation.

Transfer Transfer is a strategy which consists in making decisions in order to
transfer project vulnerabilities to other elements which have less influence in the
value creation process. For instance, let us consider a situation when two project
team members TM1 and TM2 are in charge of the supervision of two simultaneous
parts of the project P1 and P2. If TM1 has more experience than TM2, his expe-
rience makes him less vulnerable than TM2 regarding complexity-driven issues.
Therefore, if P2 creates more value than P1, the project manager could choose to
make a vulnerability transfer decision by assigning P2–TM1 and P1–TM2 in order
to reduce the potential value degradation because of complexity-driven issues. This
strategy is really different than transfer in risk management, which usually consists
in the transfer of the risk responsibility to a third party outside the project. Here,
vulnerabilities exist within the project system and there is no reason to transfer them
to third parties which would be external to the system. The transfer strategy is thus
the strategy which proposes to handle contribution rates as potential levers for
vulnerability reduction.

Acceptance Acceptance is a strategy which is designated for high resilience and
high resistance project elements. It consists in saying that little or nothing can be
done except letting things run their course, knowing these vulnerabilities exist and
should however be watched over.

Contingence Contingence response is an intermediary manner to cope with vul-
nerabilities. It determines the required actions if the vulnerability response should
fail.
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4.2.4 The Project Systemic Vulnerability Monitoring
and Control Step

In essence, a project system is evolving. New vulnerabilities may appear, their
characteristics may change or vulnerability responses may not have the expected
effects. Vulnerabilities are to be reidentified and reassessed during the project, since
they refer to a project system which is in essence in constant evolution.

4.2.5 Synthesis: Comparison with a Traditional Project Risk
Management Process

Table 4.3 proposes a comparison of the classical project risk management process
and the proposed project systemic vulnerability management process.

As a whole, this approach may diminish the reluctance to risk management as
systemic vulnerability management processes focus on existing tangible aspects of
the project. It permits to cope with the existing weaknesses of a project system
which need to be strengthened and not to discuss potential events. Responses
directly focus on the project system instead of dealing with probabilistic events: the
required and undertaken efforts for these responses may thus appear more necessary
as actual project weaknesses are directly impacted.

Table 4.3 Comparison between project risk and vulnerability management processes

Project risk management process Project systemic vulnerability
management process

Identification One step process as it identifies
possible triggering events, and often
effects and causes. Mostly performed
using experience, expertise, and
creativity

Two step process as it identifies
existing tangible aspects of the
project which are vulnerable
regarding value creation and then
elementary vulnerabilities. Mostly
performed using experience and
expertise

Analysis Evaluation of risk probability and
impact. Numerous methods for
qualitative and quantitative analysis.
Frequent definition of a criticality
index

Evaluation of resilience,
nonresistance and contribution rates
to value creation. Semi-quantitative
analysis (numerical estimations).
Definition of a cruciality index

Response
planning

Proposes strategies for risk response.
Leaves possibilities for risk
mitigation, avoidance on two factors
(probability, impact), acceptance,
contingence or transfer to a third
party

Proposes strategies for vulnerability
response. Leaves possibilities for
vulnerability mitigation, avoidance
on one factor (resistance),
acceptance, contingence or transfer
within the project system

Monitoring
and control

Very similar to one another.
Constant checking and updates

Very similar to one another.
Constant checking and updates
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4.3 Industrial Case Study: The FabACT Project

The project systemic vulnerability management process has been tested during the
FabACT project introduced previously in Chap. 3 (Bonan et al. 2010; Vidal et al.
2010).

4.3.1 FabACT Project Vulnerabilities Identification

The initial work breakdown structure of the FabACT project was defined, displayed
hereinafter in Fig. 4.6. This WBS was a major input for the study of the systemic
vulnerabilities of the FabACT project.

Considering the execution phase of the project, the teleological pole of the
project system (the entities involved, the requirements they have, and the con-
straints they exert) can be identified as the following one (Table 4.4).

As a whole, the project values were thus listed as follows:

• Completion of the project on time,
• Profit due to the project,

Fig. 4.6 Work breakdown structure of the FabACT project
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• Quality of project processes,
• Industrial (In), scientific (Sc), and societal (So) quality of project deliverables,

mainly influenced by:

– Rigor of the scientific approach (Sc),
– Reliability of the result (In) (Sc) (So),

Table 4.4 Teleological view of the FabACT project

Stakeholder Wants to Exerts constraints since it

UPIO team of the
Georges Pompidou
Hospital (APHP)

Create scientific, industrial
and societal values
Promote its image thanks to
the success of one of its
member’s initiative
Have priority access to the
beta versions of the
software to test it in their
unit
Improve its relationships
with the industrial partner
Earn some money

Delivers some inputs for the
software and website
development (pharmacists’
needs, drug selection criteria, test
data, visual specifications…)

Ecole Centrale Paris
(ECP)—Industrial
Engineering Research
Department

Create scientific, industrial
and societal values
Improve its corporate image
and valuate its research
teams and students
Manage the project properly
to improve its image
Earn some money

Delivers some inputs for the
software and website
development (problem
modeling, first versions of the
software…)

Healthcare consulting
group

Improve its corporate image
and/or create relationships
with healthcare industries
Earn some money

Delivers some inputs for the
software and website
development (first versions of
the website and user guide…)

Industrial partner (drug
combination producer)

Improve relationships with
hospital drug production
units.
Improve its corporate image

Wants a certain number of
software products at a given time
T
Wants a reliable decision support
tool to satisfy the final users

The final users
(anti-cancer drug
production units in
French hospitals)

Find an assistance to
decision-making to
anticipate anti-cancer drug
production
Have a user-friendly
interface that is to say a
quick and easy to handle
software
Have a software which is
compatible with the existing
computer equipment
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– Adjustment of the software to the hospital and drug production context
(In) (So),

– Friendliness and easiness of understanding and use of the software (In),
– Compatibility with existing computer equipment in hospital pharmacies (In),
– Number and quality of scientific publications, congresses, and conferences

(Sc) (So),
– Number of conference and congresses organized for industrials (In) (So).

By going back to processes and tasks, some of them have been slightly redefined
when performing this process. It is possible to build up a table which synthesizes
the contribution of any task to any of these values creation as shown in Fig. 4.7.
This permits to refine the analysis by focusing on fewer tasks/processes and project
elements when their contribution is too low. We suggest readers and practitioners
who would use this approach to do so in order to deal with less numerous data. This
step even seems all the more necessary that the project appears to be complex.
Indeed, for instance, when studying the vulnerability of the FabACT project
regarding the creation of deliverables of high scientific quality, one should point out
the most significant contribution rates regarding the creation of this value (over
10 % in dark blue, over 5 % in light blue). Only the vulnerability of these tasks
should in the end be analyzed further as a first result. Indeed, may other tasks be
altered because of their vulnerability; they can in the worst case alter less than 5 %
of the scientific quality of the project deliverables.

All the results of this study regarding the FabACT project cannot be presented
here in the book, since once again, combinatorial aspects in such systemic vul-
nerability studies is very high. The following parts of this paragraph thus focus on
the example of project vulnerability regarding the creation of high scientific quality
deliverables. In order to close the systemic vulnerability identification step, one
should identify the project elements which contribute to the tasks. This enables
contribution rate tables to be built. The reader will find an example of such a table
in Fig. 4.8. Refining can also be performed. In the end, a list of vulnerable tasks and
associated project elements is built. As a whole, this first identification step is the
basis to identify project processes or elementary vulnerabilities. By focusing on
these processes or elements as potential vulnerable receptors of triggering negative
events, one is able to set the list of project elementary vulnerabilities. Note that
Fig. 4.8 proposes here the corresponding list of project elementary vulnerabilities in
terms of project actors, but many other project elements should be addressed such
as resources in general.

4.3.2 Analysis of the FabACT Project Systemic
Vulnerabilities

The resilience and resistance of elementary vulnerabilities are studied in order to
quantify their weakness regarding possible negative events. For instance, a focus is
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Fig. 4.7 Identifying project tasks contribution to project values creation
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done here on the identified project actors who make the project potentially vul-
nerable regarding the creation of high scientific quality deliverables. As shown by
Fig. 4.8, a list of five actors which contribute most significantly to this value
creation is obtained: ACTOR 1, ACTOR 2, ACTOR 3, ACTOR 6, and ACTOR 7.
These actors are the ones to be watched over because of their potential impact on
the targeted value creation if their usual behavior during the project is altered. One
is to find hereunder an excerpt of the FabACT project actor vulnerability analysis
(Table 4.5). The project actor systemic vulnerabilities are ranked according to their
Crucial Index Γ(V).

4.3.3 Systemic Vulnerability Response Plan

This analysis underlines here that ACTOR 1 is the most vulnerable one regarding
scientific quality creation during the project. The vulnerability response plan should
therefore focus on the accompaniment of this actor in order to guarantee her per-
formance and/or it should propose transfer strategies which transfer some tasks to
less vulnerable actors. For instance, ACTOR 6 may perform, if his/her skills permit
it, some tasks which were initially given to ACTOR 1.

Moreover, this analysis particularly permits to underline that ACTOR 1 is
vulnerable to problems regarding the software requirements (either they are unclear,
changing or potentially misunderstood). As a consequence, this underlines that
specific attention should be given to the definition of requirements and specifica-
tions as they are likely to condition the final outcomes of the project in terms of
scientific value. This is all the truer since the event “unclear software requirements
and specifications” is involved into 5 of the 20 most important project actor
vulnerabilities.

Fig. 4.8 Identifying the actors’ contribution to tasks

138 4 Assessing Vulnerability of Complex Projects



Table 4.5 Excerpt of the FabACT project actor vulnerability analysis for scientific quality value

Actor CR(V) Event NR R Γ(V)

Actor 1 0.41 Unclear software requirements and specifications 8 8 26.24

Actor 1 0.41 Error when encoding the software 6 8 19.68

Actor 1 0.41 New requirements appearing 8 6 19.68

Actor 1 0.41 Bad communication within the project team 6 6 14.76

Actor 1 0.41 Misunderstanding of previously carried out studies 6 6 14.76

Actor 1 0.41 Lack of information 8 4 13.12

Actor 1 0.41 Uncorrect information 7 4 11.48

Actor 2 0.12 Unclear software requirements and specifications 8 8 7.68

Actor 3 0.11 Unclear software requirements and specifications 7 8 6.16

Actor 2 0.12 Illness 7 7 5.88

Actor 2 0.12 New requirements appearing 8 6 5.76

Actor 7 0.07 Misunderstanding of the publication target requirements 9 9 5.67

Actor 7 0.07 Unclear software requirements and specifications 9 8 5.04

Actor 1 0.41 Too short test phase 6 2 4.92

Actor 6 0.06 Misunderstanding of the publication target requirements 9 9 4.86

Actor 3 0.11 New requirements appearing 7 6 4.62

Actor 7 0.07 Misunderstanding of previously carried out studies 9 7 4.41

Actor 2 0.12 Misunderstanding of the publication target requirements 4 9 4.32

Actor 6 0.06 Unclear software requirements and specifications 9 8 4.32

Actor 3 0.11 Misunderstanding of the publication target requirements 4 9 3.96

Actor 7 0.07 New requirements appearing 9 6 3.78

Actor 6 0.06 Misunderstanding of previously carried out studies 9 7 3.78

Actor 6 0.06 New requirements appearing 9 6 3.24

Actor 2 0.12 Error when encoding the software 4 6 2.88

Actor 2 0.12 Bad communication within the project team 6 4 2.88

Actor 7 0.07 Bad communication within the project team 8 5 2.8

Actor 3 0.11 Error when encoding the software 4 6 2.64

Actor 3 0.11 Bad communication within the project team 6 4 2.64

Actor 7 0.07 Too short test phase 6 6 2.52

Actor 1 0.41 Bad communication with test teams 3 2 2.46

Actor 2 0.12 Lack of information 5 4 2.4

Actor 2 0.12 Uncorrect information 5 4 2.4

Actor 6 0.06 Bad communication within the project team 8 5 2.4

Actor 3 0.11 Lack of information 5 4 2.2

Actor 3 0.11 Uncorrect information 5 4 2.2

Actor 6 0.06 Too short test phase 6 6 2.16

Actor 1 0.41 Illness 2 2 1.64

Actor 3 0.11 Illness 4 3 1.32

Actor 2 0.12 Misunderstanding of previously carried out studies 2 5 1.2

Actor 3 0.11 Misunderstanding of previously carried out studies 2 5 1.1
(continued)
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Here, the project manager noted that specific attention should also be paid to the
event “misunderstanding of the publication target requirements” since it directly
impacted several actors in the FabACT project regarding scientific value creation.
Retrospectively, this can be understood since the FabACT project is at the confluent
of industrial engineering and pharmacy, which implies that publication targets
requirements may not always be clear in terms of articles dealing with such
transverse issues.

4.3.4 Comparison with a Traditional Risk Management
Process

A traditional failure modes, effects, and criticality analysis (FMECA) process was
conducted simultaneously during the FabACT project. First, one should notice that
the lack of integration of project values in the FMECA process does not permit to
understand properly the consequences of the potential failure modes, even though
the effects are likely to be mentioned. Vulnerability analysis thus permitted to
understand better the possible damage chains which existed within the project. It
must be noticed that for instance, no aspect about publication target requirements
had been mentioned in the FMECA although it appeared to be a high potential
source of vulnerability regarding scientific quality creation during the project.

Second, by analyzing the project system weaknesses, one is to make better and
more specific decisions when establishing a response plan. Indeed, the FMECA
mentioned for instance “unclear software requirements and specifications” or
“misunderstanding of software specifications” as potential causes of important
failure modes. This is consistent with the project vulnerability analysis which was
performed but is less efficient in terms of decision making. Indeed, the project

Table 4.5 (continued)

Actor CR(V) Event NR R Γ(V)

Actor 2 0.12 Too short test phase 3 2 0.72

Actor 2 0.12 Bad communication with test teams 3 2 0.72

Actor 3 0.11 Too short test phase 3 2 0.66

Actor 3 0.11 Bad communication with test teams 3 2 0.66

Actor 7 0.07 Lack of information 3 3 0.63

Actor 7 0.07 Uncorrect information 3 3 0.63

Actor 6 0.06 Lack of information 3 3 0.54

Actor 6 0.06 Uncorrect information 3 3 0.54

Actor 7 0.07 Bad communication with test teams 2 2 0.28

Actor 7 0.07 Illness 2 2 0.28

Actor 6 0.06 Bad communication with test teams 2 2 0.24

Actor 6 0.06 Illness 2 2 0.24
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vulnerability analysis permits to focus more precisely on the project elements or
processes which are mostly impacted by this potential cause. For instance, actors in
the FabACT project did not appear equally vulnerable to these events: the fact that
we have underlined the particular vulnerability of ACTOR 1 regarding these events
permits to concentrate on this potentially weak element of the project system, and
thus the most dangerous one regarding value creation.

4.4 Conclusions and Perspectives

As a whole, this chapter has presented an innovative way to assist project risk
management through the integration of the innovative concept of project systemic
vulnerability. This concept permits to analyze a project system and focus on its
existing weaknesses through a systems thinking-based approach. It also permits to
identify, assess, and respond to the actual weaknesses of complex project systems.

When before there was an ambiguity or lack of confidence in dealing with
potential events and potential impacts, systemic vulnerability permits to point out
the actual weaknesses of a project. We however insist on the fact that particular
attention should be paid on vulnerability communication, so that it is not seen as a
way to underline low performance elements or actors in a project.

Vulnerability management must therefore be highlighted as a promising tool for
complex project performance management, as it has proved to be efficient to treat
complex issues in other domains (Gleyze 2003; Cozzani et al. 2005; Berkes 2007;
Boccaletti et al. 2007). We believe it would permit a more effective and efficient
accompaniment of project teams through a better understanding of possible damage
creation within complex project systems. Some aspects of this work may however
be discussed in future works:

• First, new evaluation methods should be elaborated to assess more efficiently
nonresistance and non-resilience during the analysis step. Moreover, the sus-
ceptibility aspect of vulnerability has not been studied in this first approach of
project systemic vulnerability management yet.

• Moreover, the calculation of the Crucial Index Γ(V) is to be improved thanks to
the integration of the connectivity of the vulnerable processes and elements in
terms of interdependence. Indeed, as highlighted in works such as the ones of
Latora and Marchiori, some indexes can be used to underline how the dys-
function of a given system element can damage the whole execution of the
system, due to propagation effects (Latora and Marchiori 2005). Such approa-
ches are likely to use graph theory and appear to be a promising research
perspective.

• Another interesting work on several project case studies may be to build up in
the end a typology of mostly encountered project vulnerabilities.
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Chapter 5
Changing Project Structure to Mitigate
Its Complexity

As described in previous chapters, a project is composed of numerous and diverse
elements X, owned by actors A(X) with numerous and diverse interactions I(X, Y).
This complex structure may cause the emergence of some local or global unex-
pected phenomena.

Classical decisions are made about project’s elements, including hierarchical
links between these elements, often modeled through breakdown structures and
organization charts. These decisions are often based on attributes and parameters of
the element X, called its individual importance II(X).

We claim that more attention should be paid to lateral interactions between these
elements. This includes lateral interactions between homogeneous elements I(X1,
X2) and heterogeneous elements I(X1, Y1). This chapter highlights how these
interactions might play a critical role in the project behavior and change the
understanding and thus the priorities that managers give to elements. It thus
introduces the concept of collective importance of an element CI(X). It will be
determined through topological analysis (static analysis of a “snapshot” of the
system) and propagation analysis (pseudo-dynamic analysis of the system
behavior).

It will also show how one can deal with the difficulty to anticipate and control
the consequences of complexity by proposing complementary complex-oriented
mitigation actions using collective importance. These actions may suggest to act on
elements (e.g., to modify X to get X′), but sometimes on other elements or on other
attributes than classical analysis output. Moreover, complementary indicators may
involve different strategies like acting on an interaction (e.g., to get I′(X1, X2) less
influent on the system behavior) or on an actor who manages an element (e.g., to
assign a more appropriate A′ to X).

An industrial application will be developed all along this chapter, based on a
project of construction and implementation of a tramway in a city.
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5.1 Modeling and Analyzing Project Elements’ Individual
Importance

This section briefly introduces the elements that projects consist of. Since they have
been introduced in previous chapters, the aim of this section is to give the
meta-model and the classical way to assess the importance of the element due to its
attributes, defined as individual importance II(X).

5.1.1 Modeling Project Elements Using Attributes
and States

Previous chapters have progressively introduced the different elements a project is
composed of, and their attributes. We consider two things: first, there are a finite
number of types of elements, called E and a finite number of elements in a project
(and even more, since they are not all included in the model of the project that
management is based on). Second, there are elements of a different nature which
deserve to be in another category, called E* for reference to the mathematical
definition of the dual space of E.

E is made of the basic elements describing the project among the classical
categories obtained from different perspectives, similarly as in systems theory,
which are: the Product dimension, the Process dimension, and the Organization
dimension. The product is made of components designed to deliver functions. The
process is made of tasks (or Activities) executed to produce deliverables. The
organization is made of individual actors and collective entities (like departments,
services, or companies or institutions). These elements are easy to distinguish one
from another. For instance, if an actor (or a resource) executes a task to design a
component, the respective attributes of these elements are clearly different.

The other situation is when an element can simultaneously influence or be
applied to several types of elements. This is the case for instance of objectives,
deliverables, risks, and decisions, called here heterogeneous elements of the dual
space E*.

Each of these elements, either from E or E*, is characterized by several attri-
butes, called Attk, k = 1 to NAtt. These attributes are themselves characterized by
several states, defining a measurement or assessment or estimation scale. Objectives
are put on some of these attributes (e.g., an end date of an activity for a milestone or
a unit cost for a product component), and decisions are made in order to get or to
maintain the attributes in a certain state, desired or at least acceptable. Some of them
are directly correlated, like the duration and the cost of a task when human
resources are used, since wages are multiplied by duration to obtain the direct
human costs.
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The next paragraph introduces the principles of assessing the elements, char-
acterizing the state in which each attribute is on a specific scale.

5.1.2 Using Individual Importance to Highlight/Prioritize
Project Elements

In every project, elements may be characterized by their importance, calling them
“key elements” or “critical elements.” This allows priorities to be given, consid-
ering the position of the element in a scale which may be split for instance into three
categories, as illustrated in Fig. 5.1 with a high importance area in red, an average
importance area in orange, and a low importance area in green.

This is the case for almost every type of element introduced, like critical risk,
critical task, critical resource, key deliverable, key objective, key actor, etc., this
means that an importance is given to the elements, depending on the state (or the
uncertainty on future state) of one or several of their attributes. This individual
importance may be obtained from a mono- or multi-attribute evaluation. For
instance, a critical task is a task with a total float equal to 0, whereas a critical risk is
a risk where the product (probability * gravity) is high.

This notion of Individual Importance considers the element only, not its inter-
dependencies with other elements. The example of the individual importance of
risks is given in the next paragraph, applied to a complex project.

5.1.3 Application to the Tramway Project (X = R):
Highlighting Critical Risks Due to Their Individual
Attributes

A complex project is introduced in this paragraph and will be used all along Part II
(This chapter and Chap. 6). The Tramway project is a large public–private

Fig. 5.1 Illustration of the single scale individual importance of an element
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partnership consisting in building the infrastructure and associated systems of the
future tramway of a 750,000-inhabitant city. The lead company was historically a
train designer/developer. It extended recently its business scope by proposing
“turnkey” projects, including the following deliverables:

1. The design and delivery of trains,
2. The installation of tracks and associated equipment,
3. The construction of stations and maintenance depots to stock and maintain

trains.

The establishment of the operating control and command center, including the
traffic signaling operating system, the on board information system, and other
equipment.

5.1.3.1 Identifying and Assessing Risks Using Expertise
and Experience

As introduced in Chap. 1, the project risk management process starts with the
identification of potential events that may affect project objectives. This identifi-
cation is generally done using a combination of expertise and experience. There is
always more or less experience from previous projects which may be used as an
input for possible inclusion of a past event as a potential event for the current
project. But analogy is not often possible, since the context is continuously
changing from one project to another, on at least one of its parameters.
Identification should then be made using heuristics or analytical method, based on
experts’ opinions and judgments. It is encouraged to use simultaneously these
different techniques, since they are complementary.

A basic project risk management process was implemented in the company. It
enabled risks to be qualitatively identified and assessed. Each project risk review
led to the existence of an updated risk list. Risk lists were managed at the project
level and at intermediate levels. Those were more focused on a single type of risks,
depending on the domain of the considered branch of the project WBS. Our focus
here is on the project-level list, managed by the project director and his project
management team. This means that this 42-risk list, displayed in Table 5.1, is a mix
of risks of different domains. This reflects the trade-off between the completeness of
the list and the capacity to face simultaneously a limited number of risks. Of course,
there are more than 42 risks in the project, but decisions could not be made
considering hundreds of risks instead of tens.

As shown in Table 5.1, risk ownership in terms of responsibility is shared by 11
actors in the project. Six domains are represented: contractual, financial, technical,
project management, stakeholder management, and country.

The next step consists in assessing these risks. This means that attributes of the
element “Risk” have to be assessed, whether measured or estimated. Classical
attributes for a risk are probability (or likelihood) and gravity (or severity).
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Table 5.1 Initial list of tramway project risks managed at project level

Risk ID Risk name Risk domain Risk
owner

R1 Safety studies Technical A1

R2 Liquidated damages on intermediate
milestone and delay of progress
payment threshold

Contractual A2

R3 Vehicle storage in another city Contractual A1

R4 Vandalism on site Contractual A3

R5 Traction/braking function: behavior in
degraded mode on slope

Technical A1

R6 New local laws and regulations Contractual A1

R7 Traffic signaling, priority at
intersections

Contractual A4

R8 Unclear interface with the client, for
infrastructure equipment

Contractual A5

R9 Delays due to client late decisions Contractual A5

R10 Travel time performance Technical A4

R11 Limited force majeure definition Contractual A2

R12 Operating certificate delay Contractual A2

R13 Reliability and availability targets Technical A4

R14 Permits and authorizations Contractual A2

R15 Insurance deductibles Financial A6

R16 Archeological findings Contractual A2

R17 Discrepancies
client/operator/concessionaire

Contractual A7

R18 Civil work delay and continuity Contractual A8

R19 Responsibility of client on civil work
delay

Contractual A2

R20 On board CCTV scope Technical A9

R21 Noise and vibration attenuation Technical A2

R22 Potential risks of claim from civil work
subcontractor

Contractual A5

R23 Harmonics level Technical A5

R24 Non-compliance contractual rolling
stock

Technical A1

R25 Non-compliance technical
specifications rolling stock

Contractual A6

R26 Exchange risk on suppliers Financial A6

R27 Track installation machine performance Client/Partner/Subcontractor A6

R28 Tax risk on onshore Financial A6

R29 Additional poles over cost for tramway
company

Contractual A4

R30 Over cost due to security requirements
for trains

Technical A9

(continued)
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As for the identification step, the assessment step may rely on experience or on
direct expert judgment. They may be experts in a specific field (on a technical
aspect of the product for instance), or may be project experts. As introduced in
Chap. 1, assessment data may be qualitative or quantitative.

The scales used were those already existing in the organization. Risk probability
is assessed on a qualitative scale with ten levels. For the gravity of the risk, they
used a financial impact assessment only of each risk. That means that some risks did
not have any gravity since they did not have direct financial consequences. These
data have been completed for each risk has a direct impact, even though potentially
on other dimensions than money. After the data have been completed, a qualitative
scale had to be used, since it is the only way to mix different gravity dimensions.
A ten-level scale has been also defined to be consistent with the probability scale, as
illustrated in Fig. 5.2.

The next paragraph indicates how individual importance is generally assessed
for risks when they are considered as isolated elements.

5.1.3.2 Highlighting Critical Risks Depending on Their Probability
and Gravity

This paragraph gives as a referring point the classical technique used to highlight
elements in the case of project risk management, the criticality assessment.
Generally, project risks are ranked among a unique parameter called criticality. It is
defined as the product of probability (or likelihood) and gravity (or impact, or
severity) of a risk. Sometimes, complementary parameters are added, like the
detectability for instance.

Table 5.1 (continued)

Risk ID Risk name Risk domain Risk
owner

R31 Track insulation Technical A5

R32 Delay for energizing Construction A7

R33 Fare collection requirements Contractual A3

R34 Construction safety interfaces Technical A3

R35 Electromagnetic interferences Technical A6

R36 Exchange risk Financial A6

R37 Risk of partial rejection of our request
for EOT (extension of time)

Contractual A4

R38 Interface rail/wheel Technical A11

R39 Risk on certification of our equipment Country A3

R40 OCS installation Construction A3

R41 Banks stop financing the project Contractual A2

R42 Costs of modifications not covered by
EOT agreement

Contractual A2
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Some limits are inherent to this calculation mode, since the aggregation of two
parameters always implies a loss of information. Indeed, three risks with respective
probability and gravity values of (1; 9), (3; 3), and (9; 1) will have the same
criticality of 9, even though completely different. However, this is the widespread
way to prioritize risks.

Using the outputs of risk assessment step, Table 5.2 has been built to show by
decreasing value of criticality the most contributive ones. The limit of the table is in
general arbitrarily defined, whether by a given number of risks (the top 3, top 5, top
10, etc.) or by a given value of criticality (more than 50, more than 20, etc.). In this
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Fig. 5.2 The farmer diagram of the 56-risk list managed at the project level
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case, the value of 12 has been retained, because of the gap with the following ones.
But it has to be emphasized that two risks of gravity 6, on a maximum of 9, have
been excluded from this extract. This is one classical issue of this technique, which
can hide some risks with high impact but very low probability.

Managers may use this simple technique for determining priorities for the next
step, risk treatment. However, many phenomena are hidden by focusing only on
criticality. It is the object of the next section to introduce the complementary
information of interdependencies between elements, and how it can change the
analysis of the potential behavior of the project and the associated priorities in terms
of preventive or corrective action plans.

Table 5.2 The most important risks of the tramway project in terms of individual criticality

Risk Id Risk name Criticality Probability Gravity

R43 Return profit decrease 72 9 8

R37 Risk of partial rejection of our request for
EOT (extension of time)

63 9 7

R55 Available cash flow decrease 63 9 7

R2 Liquidated damages on intermediate
milestone and delay of progress payment
threshold

56 7 8

R3 Vehicle storage in another city 45 9 5

R12 Operating certificate delay 36 9 4

R18 Civil work delay and continuity 36 9 4

R29 Additional poles overcost for tramway
company

36 9 4

R40 OCS installation 35 7 5

R7 Traffic signaling, priority at intersections 30 6 5

R16 Archeological findings 27 9 3

R22 Potential risks of claim from civil work
contractor

25 5 5

R41 Banks stop financing the project 21 7 3

R30 Overcost due to security requirements for
trains

20 5 4

R14 Permits and authorizations 18 9 2

R19 Responsibility of client on civil work
delay

18 9 2

R48 Depot delay 18 9 2

R52 Reengineering/redesign 18 9 2

R21 Noise and vibration attenuation 18 3 6

R33 Fare collection requirements 15 5 3

R17 Discrepancies
client/operator/concessionaire

15 3 5

R51 Track installation delay 14 7 2

R25 Non-compliance technical specifications
Rolling Stock

12 3 4
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5.2 Modeling Interdependencies Between Project
Elements

This section introduces how interdependencies are modeled between project ele-
ments, and how these interdependencies are used to build project trees, graphs,
networks, and matrices, some of them being classically used like WBS (Work
Breakdown Structure tree) and PERT network (Program Evaluation and Review
Technique, a classical task sequence graph). The application on the Tramway
project is presented in Sect. 5.2.3..

5.2.1 Defining Interdependencies Between Project Elements
via Interdependencies Between Some of Their
Attributes

This paragraph presents how to define, identify, and then assess interdependencies
between elements.

5.2.1.1 Defining Interdependence

Several definitions exist for interdependency, like interaction, interrelation, rela-
tionship, and so on. According to Worren, interdependencies exist when actions in
one subunit of the organization affect important outcomes in another subunit
(Worren 2012). They require frequent coordination and information exchange and
have to be managed. They are a source of greater communication, coordination, and
innovation if the participants of the interdependence are collaborative. However,
they are also a source of risks if this cooperative mode is not present or just if the
interdependence interdependency is not correctly managed. Interdependence may
be sequential or reciprocal at a local level (between two elements). At a global level,
with many elements, the interdependence may be more or less intense, talking about
comprehensive interdependence in the most dense and tight version of the network.

The notion of interdependence is then related to the concept and the degree of
interconnectivity, which refers to the quality of connection between elements.
A neighbor concept is the interaction which is when two or more objects have an
effect upon one another. The one-way causal effect is a particular case of an
interaction. The interrelation is very similar too, defined as a mutual and reciprocal
relation and involving the connection between multiple elements (human or not).
Finally, the interfaces are the point of interconnection between the elements. From
now, the word interdependency will be used, knowing the meaning is that an action
or the occurrence of an event related to the first element will or may affect the other
element, either on its result or on its process.

Worren introduces five types of interdependencies (Worren 2012): the commit-
ment, the governance, the activity, the resource, and the social interdependencies.
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Marle and Vidal introduced five types of interdependencies (Marle 2002; Vidal
and Marle 2008): the hierarchical link, typically found in WBS or other trees, the
contribution link meaning that one element contributes to the advancement of the
other one, the sequential link if the output of one element is used as an input of the
other one, the influence link if a decision or a change in element 1 may involve a
change in element 2, and the exchange link if the two elements have an information
flow, possibly without influence one upon another. The influence link may be sure
or potential.

The four types of dependencies introduced in the dependency and structure
modeling (DSM) methodology are very similar with the parallel, the sequential, the
coupled, and the contingent dependencies (Browning 2001). The notion of temporal
relative position between the two elements is still present, so as the notion of
one-way or reciprocal dependency and the notion of sure or potential dependency.

Many concepts are common within these definitions. It is always a state change
of one element due to a state change of another element. The initial change can be
desired or not, and the consequent change can be sure or potential, with a certain
likelihood. The interdependency can be sure or potential, and can be instantaneous
or with a time lag. The changes can be on the same attribute or not, and an initial
attribute state change may involve one or more changes. A change is characterized
by the fact that one or more attributes of one or more elements see their states
modified. A decision is a particular type of change, since it is voluntarily done by
one or more persons. Risk is a particular type of change, since it is potential or place
somewhere in the future with uncertainty on its occurrence and its severity.

In the end, we formulate an interdependency between two elements Ij(Xi1; Yj2) as
the impact of an initial event concerning one element on the other:

Events Yj2
� � ¼ fj Event Xi1ð Þð Þ ð5:1Þ

An event is described through the characterization of which attribute(s) change
(s), with a certain level of certainty (risky or sure) and of intensity of change (the
number of states that change and the amount of change for each attribute).

fj is the transformation function corresponding to the jth type of interdependency
Ij that allows to transform the inputs into outputs, in terms of certainty and severity.
This function transforms a specific attribute change (called Attribute Attk1) into one
or more attribute changes (Attributes Attk2, Attk3, etc.) in the impacted element(s).
This is why there are several functions fj corresponding to the different types of
interdependencies.

Figure 5.3 illustrates the generic formulation of an interdependency between two
elements Xi1 and Yi2.

This seems a reductive definition, but it enables the whole situations to be
described with this single model and it remains compatible with the classical
graph-based or matrix-based modeling techniques presented in the next paragraph.

This means that several interdependencies may exist between the same pair of
elements. Particularly the reciprocal interdependency is broken down into two
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interdependencies, since in reality they do not occur simultaneously (even if within
a very short timeframe).

Different situations may occur considering an interdependency. First, the nature
of the two elements may be the same or different (X ≠ Y). In the case of the same
nature, the two elements may be identical or not (i1 ≠ i2). Finally, the attributes
concerned by the interdependency may be the same or not (k1 ≠ k2). Several
examples are given below.

For instance, a sequential interdependency between two Tasks T1 and T2 is
shown hereunder. This is a link between the end date of predecessor T1 and start
date of successor T2, as illustrated in Fig. 5.4.

Start date change T2ð Þ ¼ f 2� day Delay T1ð Þð Þ ð5:2Þ

A particular case is when Y = A, meaning that this is the affiliation relationship
between an actor and an element X. For instance, the assignment interdependency
between Actor A1 and Task T1 may imply a delay in case of unavailability of this
actor, as showed in Fig. 5.5

Delay T1ð Þ ¼ f Unavailability Actor A1ð Þð Þ ð5:3Þ

Finally, Fig. 5.6 represents an interdependency that may exist too between two
attributes of the same element, e.g., cost and time parameters of Task T1

Over cost T1ð Þ ¼ f 3� week Delay T1ð Þð Þ ð5:4Þ

A hierarchical link between a Task T1.1 and the group of Tasks T1 containing
T1.1 may imply the following interdependency:

Fig. 5.3 The generic interdependency between two elements

Fig. 5.4 Interdependency between elements of the same nature with the example of sequential
interaction between tasks
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Budget reduction T1:1ð Þ ¼ f Budget reduction T1ð Þð Þ ð5:5Þ

It is also possible to have a cardinality of impacts superior to 1, as illustrated for
instance with additional hierarchical interdependencies:

Budget reduction T1:2ð Þ ¼ f Budget reduction T1ð Þð Þ
Budget reduction T1:3ð Þ ¼ f Budget reduction T1ð Þð Þ
Budget reduction T1:4ð Þ ¼ f Budget reduction T1ð Þð Þ

ð5:6Þ

This means that the same initial event has four potential impacts because the
element T1 is connected with the four elements T1.i, i = 1–4. As shown in Fig. 5.7,
the attribute is the budget and the type of link is the hierarchical link, meaning that
T1 is the aggregation of the different T1.i.

Interdependencies may occur between attributes of the same nature of elements
of the same nature, as shown in Fig. 5.8, or between elements of different natures,
as in Fig. 5.9:

Insufficient space PC1ð Þ ¼ f Spatial decision PC2ð Þð Þ ð5:7Þ

It may be formulated as an information transfer or as a perception of the effect,
like insufficient space or dissatisfaction with the remaining space. Similarly, this
notion of fact or perception of the fact is found hereafter with the contribution of the
performance of a component to the performance (and satisfaction) of a product
function (Fig. 5.9).

Dissatisfaction PF1ð Þ ¼ f ðComponent choice PC2ð Þ ð5:8Þ

Fig. 5.5 The particular case of affiliation interdependency between an actor and an element

Fig. 5.6 Self-interdependency between two attributes of the same element
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Finally, even risks interdependencies may be directly formulated with the same
equation, whatever the elements and attributes involved in the interdependency:

Construction Delay risk R1ð Þ ¼ f Bad coordination with Suppliers risk R2ð Þð Þ
ð5:9Þ

Once the notion and different types of interdependencies have been introduced,
the two following paragraphs present how to identify then to assess them.

Fig. 5.7 Hierarchical interdependency between one element and its sons

Fig. 5.8 Example of a spatial interdependency between two product components

Fig. 5.9 Contribution interdependency between two different natures of elements among the same
attribute
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5.2.1.2 Identifying the Existence or Potential Existence
of an Interdependency Between Two Elements

There are three ways to identify interdependencies.

Direct identification from the project documents While analyzing the different
types of elements, attributes, and interdependencies, there are several connections
which are already formalized in project documents. For instance, the tasks are
connected to themselves and to actors who own them or contribute to their exe-
cution. Product components contribute to functions and are connected to them-
selves for several reasons, like spatial link, energy or material flow, information or
decision flow, etc.

Deduction from previously identified interdependencies The interdependencies
have a sort of transitivity property, meaning that if X is connected to Y and Y to Z,
then X may be in certain situations directly connected to Z. The other case is when
X is connected to Y with X assigned to A1 and Y assigned to A2. Then, A1 and A2 are
connected because they are assigned to connected elements. Figure 5.10 shows an
example with several connected elements assigned to several actors, which helps to
deduce several interdependencies between these actors.

Exploration of the potential existence of an interdependency This third strategy
means that potential interdependencies are tested, since they have been identified as
potentially relevant, but they are validated in some cases only.

Figure 5.11 illustrates this with the example of a Risk Ri1.1 which may affect an
Element Xi1. This element is connected to another Element Xi2 which is itself

Fig. 5.10 Deducing multiple actor–actor interdependencies from multiple element–element
interdependencies
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potentially affected by the Risk Ri2.1. This may imply that this Risk Ri1.1 may be
interdependent with one or more risks affecting Xi2 like Ri2.1. This has to be
checked, but this may bring additional information, in both directions since in some
cases risk interdependency is the object of study. Reciprocally, the existence of an
interdependency between two risks may imply the existence of an interdependency
between the two elements that affected by the risks. This can bring additional
interdependencies between project elements, generally not the obvious interde-
pendencies obtained through classical project documents, which are product-,
process-, or organization-oriented.

In most cases, it is easier for actors to identify their causes/inputs rather than
their effects/outputs. Mismatches may exist when one actor declares an interde-
pendency with another actor, who does not declare the same interdependency. They
are generally easily solved but often represent a gap in the importance or perception
of the importance of the interdependency between both actors.

When performing the interdependency identification, new elements may appear
or more precisely be added to the model. Some are added because they are con-
nected to elements already present in the initial model (e.g., in a risk list which is by
definition a limited model and where additional risks can be put). Other elements
may be added because they are seen as intermediary elements useful to explain the

Fig. 5.11 Exploring a potential risk–risk interdependency from an element–element interdepen-
dency and reciprocally
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link between two existing elements. For all practical purposes, a final meeting is
always organized in which interviewees can propose refinements and changes in the
matrix.

The next paragraph introduces how to assess the identified interdependencies.

5.2.1.3 Assessing Interdependencies

This binary matrix bXX needs to be transformed into a numerical one to assess the
strength of interdependencies. Two approaches may be used.

The first one is to evaluate them directly using expert judgment. This can be
done following several techniques, not detailed here. The reader could refer to the
Section Project Risk Management 1.5, since some of these identification and
assessment techniques are generic.

The second possibility is to use pairwise comparisons, as for instance the ana-
lytic hierarchy process, already introduced in Chap. 3. Similarly to (Chen and Lin
2003), the authors propose a five-step approach to capture the strength of risk
interactions, which enables the numerical matrix XX to be built:

Step 1: Decomposing the problem into two sub-problems for each Xi. The
elements which have a potential interaction with Xi either in column (possible
effects) or in row (possible causes) are isolated. This is done by extracting from
bXX each row and column as separate vectors. There are 2 * NX vectors of size
NX.
Step 2: Comparing relatively the strength of interactions. For each Xi, the
non-null elements of the two associated vectors are ranked using pairwise com-
parison principle. For every pair of elements Xj and Xk interacting with Xi (such as
bXXij = 1 and bXXik = 1), the user assesses which one is more important to Xi. This
importance is expressed as an influence on an attribute of the element (e.g., a
time-related parameter for a task, or an amount of communication for an actor, or a
probability to trigger a risk). Numerical values express these assessments thanks to
the use of the traditional AHP scales. The same principle is applied to the other
vector related to Xi, with the relative comparison of the probability that Xi influ-
ences more or less the elements it is connected to. The 2 * NX vectors are assessed
using the same principle.
Step 3: Extracting the eigenvectors. The AHP implies to concatenate previous
vectors into two NX * NX square matrices (since we have 2 * NX vectors of size
NX). Then their principal eigenvectors are calculated using the maximal eigen-
value. Consistency is tested and thanks to the AHP consistency index not detailed
here, available in (Saaty 1980).
Step 4: Aggregating the results. The principal eigenvectors are respectively
aggregated into cause/effect matrices (CM and EM). The ith row of EM corre-
sponds to the principal eigenvector of the matrix relative to outputs of Xi presented
in Step 3. The ith column of CM corresponds to the principal eigenvector of the
matrix relative to causes of Xi.
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Step 5: Compiling the results. The previous two matrices are aggregated into the
final numerical XX matrix, the values of which assess the strength of interdepen-
dencies. This matrix is obtained by a geometrical weighting operation, since it tends
to favor-balanced parameters:

XXij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CMij � EMij

p ð5:10Þ

Combining the cause-oriented and the consequence-oriented visions of an
interdependency enables bias or misevaluation to be mitigated. In the several
applications made, the same persons were solicited for assessing identified inter-
dependencies. From their experience, starting from the binary version of the matrix
was easier than trying to build directly a numerical matrix from scratch. Namely,
they needed time to think first about the existence of interactions. Then they
focused on the assessment of identified interactions, but for a reduced number of
cases (for instance in the Tramway project, 95 interactions had to be assessed
instead of the 56 * 55 theoretical cells).

In the end, the individual importance of an element will be assessed considering
its attributes and their states, while the collective importance of an element will be
assessed considering its interdependencies and their states, at a local or more
generally at a global level. This is the object of the following paragraph to introduce
how to model interdependencies using graphs and matrices in order to analyze them
at a more global level and propose this assessment of collective importance of the
element in the connected project network.

5.2.2 Modeling Interdependencies in Complex Projects
Using Graph- and Matrix-Based Approaches

This paragraph introduces the techniques chosen to model interdependencies
between project elements. Two categories of relationships are particularly important
in system modeling: hierarchical (vertical) and lateral (horizontal). Projects are
using:

• Lists (or tables), meaning that elements are documented as if they were inde-
pendent. Examples are the list of product functions or project risks.

• Trees, for modeling vertical interdependencies between elements or for
cause-and-effect analysis, generally starting from an origin event or conducting
to a desired or undesired final state.

• Networks, for modeling lateral relationships. The most classical example is the
task sequence modeled with the PERT network.

• Matrices, for modeling relationships between elements, whether of the same
type or not. An example is the affiliation matrix, called the responsibility
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assignment matrix (RAM). In some cases, technical interfaces are managed
using matrices, like with the oil and gas company Total, but it is quite rare.

Projects are mainly using lists and trees, networks are generally used for task
sequencing, and matrices are quite rare in project organizations except the RAM.

5.2.2.1 Trees in Projects

The first type of trees is the XBS for breakdown structure of the element
X. Hierarchical relationships stem from the decomposition or breakdown of a
system into smaller, more manageable elements. Examples are:

• WBS, for work breakdown structure, where elements are deliverables/tasks,
• OBS, for organizational breakdown structure, where elements are

people/organizational entities,
• PBS, for product breakdown structure, where elements are product

components/functions,
• CBS, for cost breakdown structure, where elements are related to cost centers,
• RBS, for risk breakdown structure, where elements are project risks.

Numerous examples of these documents may be found in the literature, some of
them have been or will be introduced in this book, but the generic formulation of
such hierarchical trees is shown in Fig. 5.12. Even risks may be modeled as a RBS,
meaning that families and subfamilies of risks are defined. But another use of trees
is to analyze cause–effect relationships between risks (horizontal), focusing on a

Fig. 5.12 Example of a generic breakdown structure showing the hierarchy relationships between
elements Xi
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single origin event or a single undesired final effect (Fig. 5.13). This is seldom
applied to manage project risks, more often to analyze product safety and reliability
issues.

5.2.2.2 Graph Theory and Project Networks

Graph theory is a branch of modern mathematics. A graph is a mathematical
structure to model pairwise relationships between elements. It is thus made of nodes
and edges which connect them. It can be whether weighted or not, and directed or
not: if directed, there is a flow on each edge, meaning the relationships between
elements have a direction. Some graphs, also called networks, are used in projects,
the most classical one being the PERT network. Another use of graphs in projects
may be for displaying the flows within product components, either functional or
material or other flows. Risks are rarely modeled as networks, sometimes using the
Bayesian belief network (BBN), but still without loops (Lee et al. 2009; Fan and Yu
2004). Figure 5.14 shows a 20-risk network, comprising 44 potential propagation
effects displayed as edges and containing loops. It can be weighted or not, to take
into account the strength of the interdependency.

The last modeling technique, notably permitting to take into account loops, is the
matrix format presented in the next paragraph.

5.2.2.3 Matrix-Based Approach

Matrix-based approaches for the study of complex networks find their origin in
graph theory. The adjacency matrix of a graph is a means of representing which
nodes of a graph are adjacent to which other nodes. This means that if node i and
node j are connected with a flow from i to j, then the i-jth term of this matrix is
equal to 1, otherwise is equal to 0. If the graph is undirected, then the adjacency
matrix is in essence symmetrical. The properties of such matrices have been widely
studied (Berge 1958; Bondy and Murty 2008; Newman 2010; Ponstein 1966;
Harary 1962; Exoo and Harary 1980; Hashimshony et al. 1980; Lee et al. 1987).

Important focus has notably been given to their eigenvalues, their different
powers (Murthy 1974) and the exploration of paths from a node to another. These

Fig. 5.13 Example of a cause–effect tree called event tree focused on the consequences of R1
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graph-based approaches have found many extensions and applications into indus-
trial and design engineering processes as shown hereinafter.

Design Structure Matrix (DSM) The design structure matrix, and more broadly
the DSM approach, has proven to be a practical tool for representing and analyzing
relations and dependencies among system components. Steward, Eppinger, and
Browning are key actors in the development of this methodology (Steward 1981;
Eppinger et al. 1994; Browning 2001). According to (Eppinger and Browning
2012):The DSM is a network modeling tool used to represent the elements comprising a system

and their interactions, thereby highlighting the system’s architecture (or designed structure).
[…] A system architecture is the structure of a system - embodied in its elements, their
relationships to each other (and to the systems’ environment), and the principles guiding its
design and evolution - that gives rise to its functions and behaviors.

Fig. 5.14 Example of a 20-node and 44-edge directed graph
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A DSM is a square matrix, with the rows and columns identically labeled and
ordered, and where the off-diagonal elements indicate relationships between the
elements. Depending on the number and location of identified relationships, ele-
ments may be (Thompson 1967; Browning 2001):

• dependent (sequential if temporality is a parameter of the relationship),
• independent (or parallel),
• coupled,
• conditionally connected (contingent relationship).

A DSM may be binary or numerical with qualitative or quantitative assessment.
The binary DSM shows the existence of interaction or potential interaction between
two homogeneous elements, and corresponds to the adjacency matrix of the graph
which represents these elements and their interactions.

It may be enough to make some analysis and decisions, like identifying potential
propagation paths or decomposing the matrix into disjoint groups (partitioning).

Numerical DSMs offer of course the possibility to make deeper analysis and to
run advanced algorithms (see following Sections and Chap. 6). As introduced in
Chap. 1, three main types of project elements may be used to build DSMs:

• product-related DSMs, including components or functions (Pimmler and
Eppinger 1994),

• process-related DSMs, including project activities or processes (Eppinger et al.
1994; Yassine et al. 2003),

• organization-related DSMs, including actors, stakeholders, groups, or any level
of entities involved in the project (Lorsch and Lawrence 1972; McCord and
Eppinger 1993; Sosa et al. 2004).

The DSM modeling is equivalent to the graph modeling in terms of data
(Fig. 5.15). The primary benefit of matrix-based approaches is the compact, scal-
able, and readable nature of the matrix display format, even with complex structures
(Eppinger and Browning 2012).

The DSM is by essence composed of homogeneous elements, the same in rows
and columns. Classical examples use product functions, product components or
project activities. But these elements may be heterogeneous, like risks or decisions
(risks related to the product, to the process and to the organization are put together
in the same list).

Our scope is mainly to work on combination of different elements in order to
connect the numerous and heterogeneous dimensions of the project.

Domain Mapping Matrix The domain mapping matrix (DMM) is a rectangular
matrix used to link heterogeneous elements of a system (Danilovic and Browning
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2007). From a matrix point of view, it may serve to connect two DSMs across two
domains. Some examples of DMM are:

• components–functions matrix,
• actors–activities matrix, also called affiliation matrix or responsibility assign-

ment matrix,
• risks–risk owners matrix, also called risk affiliation matrix,
• customer requirements–product specifications: the quality function deployment

is also partially a DMM, the roof of the house of quality being a DSM (Akao
1990).

There are multiple uses of DMMs, connecting elements Xi to elements Yj (called
here XY matrix). First, it permits to establish connections between elements Xi

because they are connected to the same other element Yj.
It is done by multiplying the DMM by its transpose, in this case XY * XYT. The

other product XYT * XY gives the complementary information, the number of
common Xj for each Yi. It can be done with a binary matrix only (if interdepen-
dencies are too hard to estimate), just to show the existence of interactions between
Xi (Dong 2002).
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Fig. 5.15 The DSM corresponding to the previous 20-node graph
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Moreover, using a DMM and a DSM may provide powerful insights on indirect
relationships between elements. For instance, XY * YY * XYT gives information
about the elements Xi which are indirectly connected because they are connected
(through the XY DMM) to elements Yj which are themselves directly connected
(through the YY DSM).

Multi-Domain Matrix The term multi-domain matrix (MDM) has recently been
codified, even if previous works had proposed combinations of DSMs and DMMs
to connect more than one or two types of elements (Maurer 2007; Lindemann et al.
2009). This combination of multiple domains in a single big matrix has been called
periodic table of DSMs and DMMs (Danilovic and Browning 2007). We consider
two types of MDMs:

• The classical MDMs that are built from the assembly of homogeneous matrices
DSMs and DMMs, respectively (Fig. 5.16). They are generally obtained by
combining several elements from E, like product components, product func-
tions, tasks, actors, etc.

• The MDMs that are directly built from the analysis of relationships between
heterogeneous elements from E*, like risks and decisions (Fig. 5.17).

Many examples of the first type of MDM exist in the literature (Deubzer and
Lindemann 2009; Gorbea et al. 2008; Gürtler et al. 2009; Kreimeyer et al. 2007;
Lindemann et al. 2009). We are interested in developing the modeling and
exploitation of the second type of MDM. Other significant research works have
permitted to find innovative ways to gather or to treat such matrices, which are large
and heterogeneous by their very nature (Ahmad et al. 2009; Sosa et al. 2004;
Bartolomei et al. 2012).

The main difference between the two types of MDMs is that in the first case,
there are generally only three DMMs that are built, and the other three ones are
deduced by transposition (Fig. 5.16). The diagonal blocks of these MDM may be
symmetrical or not (the 3 DSM), but the non-diagonal blocks are generally sym-
metrical. With heterogeneous MDMs, the interaction between elements is oriented,
meaning that the MDM has no reason to be symmetrical (Fig. 5.17).

Note of the authors: In previous works, we called the risk–risk matrix a
DSM, but we made recently the distinction between homogeneous elements
(product components, project activities, project actors, etc.) and heteroge-
neous elements, like risks and decisions. Although it seems to be a single type
of object, it is in fact a mix of elements of different domains. This is why we
are now considering risk–risk matrix (RR) and decision–decision matrix
(DD) as an MDM rather than a DSM.

In the rest of the book, the examples will mainly use the second type of MDM.
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Fig. 5.17 Building MDM directly from a list of heterogeneous elements
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Fig. 5.16 Building MDM by combination of DSMs and DMMs
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The benefits of using matrices for complex project modeling Lateral relation-
ships stem from interactions between elements, such as flows of material or
information, at the same level. While a DSM is mainly used to represent the lateral
relationships between elements at a particular level of decomposition, it can also
show elements locations in a hierarchy. Figures 5.18 and 5.19 show the lateral
relationships between elements (black cells) at the desired detail level on decom-
position of branch X3 (whether at one or two levels of decomposition for Figs. 5.18
and 5.19, respectively). Decomposition can thus be represented either with a tree
diagram or with a DSM, either at a high level or at a lower level.

The main difficulty when using trees only is their incapacity to represent
simultaneously the hierarchical and lateral relationships between elements. The
example hereunder shows the problem for only one type of relationship and for
relationships with and between X1 sub-elements only (Fig. 5.20). The same rela-
tionships are displayed in a matrix (Fig. 5.21), showing the higher readability of
matrix approach in complex situations.

As introduced in Sect. 5.2.1, different models may be compared in order to
enrich one with other. For instance, a model based on elements from E space, like
product systems, process activities, and organizational entities has been done for an
automotive company in the context of New Vehicle Development (Jaber et al.
2014). Another model had been done in parallel by other departments in order to
capture interdependencies between project risks, elements from E*. The two models
are compared in order to analyze whether interdependencies on one side are
modeled or not in the other side, and whether it deserves to add this information or
not (Fig. 5.22). Indeed, in many cases, it does not mean that it exists. It does not
give the response, but it helps to ask the question.

5.2.3 Application to the Tramway Project with X = R:
Modeling the Risk–Risk MDM and the Actor–Risk
DMM

The example is introduced with X = R. Since R 2 E�, a single MDM is built, called
the RR matrix. It is built in two steps: first, the existence of potential interdepen-
dencies is analyzed in a binary version of the final matrix, called bRR. Then,
interdependencies are estimated and introduced in the numerical RR matrix.

5.2.3.1 Modeling the Binary Risk–Risk Matrix

As introduced in previous paragraph, the bRR matrix is the NR * NR square matrix
with bRRij = 1 when there is an interdependency from Rj to Ri and NR is the
number of risks. When the probability of Rj triggering Ri is zero, then bRRij = 0.
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In the Tramway Project, identification is done on direct cause or effect
relationship. But, interviewees were asked whether they thought this was a direct
link or if new intermediary elements deserve to be included in the model. The
approach was analytic, meaning that each row and column of the bRR has been
analyzed, asking risk owners and to experts or managers to give their opinion about
the existence of a potential interaction between Ri and Rj. This opinion may be
based on previous experience. Mismatches were identified, if for instance Ri

declared Rj as a cause, but Rj forgot to declare Ri as an effect. Each mismatch has
been solved quite easily.

Fig. 5.18 Matrix version of the previous breakdown structure showing the lateral relationships
between elements with a focus on X3

Fig. 5.19 Compacted version of the previous matrix showing only high-level details on elements
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When performing the risk interaction identification, new risks appeared, for two
reasons. Some were a consequence or cause of other risks already present in the
initial list; others were seen as intermediary risks which were useful to explain the
link between the two or more existing risks. In the end, the aggregation of local
cause–effect relationship identifications enables to display the global risk network.

Fig. 5.20 Representation of lateral relationships concerning X1 using the tree format XBS

Fig. 5.21 Representation of lateral relationships concerning X1 using the matrix format DSM
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Fig. 5.22 Mutual enrichment between two models based on the exploration of potential existence
of interdependencies
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A final meeting has been organized in which interviewees can propose final
refinements and changes in the matrix.

The earlier this risk interaction identification is performed, the better it permits to
facilitate discussions between people who would not have necessarily been put in
relation by the existing project organization. However, information may be neither
available nor reliable at the very beginning of the project, which implies a trade-off
between the necessity to do it early and the necessity to have reliable information.

As a whole, when performing this risk interaction identification process, 14 new
risks were identified (see Table 5.3).

This additional list managed at the project level represents an increase of nearly
32 % in the number of risks considered at the project level. This is a first significant
result, as it increases the identification efficiency index introduced by (Kloss-Grote
and Moss 2008). Six of the risks present in the initial list (R1, R8, R11, R15, R23, and
R34) were considered as poorly interrelated with others.

In every risk identification process, there is a limit when considering risks inside
or outside the project risk list. Downstream limits are generally product quality,
financial profit, and delivery time. It may also include objectives in the post-project
phases, like in this example the operation and maintenance.

Upstream limits are generally decided by experts and project decision-makers,
notably depending on the influence or capacity of action that they have on the root
causes. The example of R27 (track installation machine performance) is interesting,
since even though this risk has some inputs, none is included in the model. Namely,
the project director did not have any capacity to influence the performance of this
machine, so for him this was just an input.

The bRR matrix can then be built, as shown in Fig. 5.23, where two distinct
areas are visible in this matrix.

First, the light gray area on the up-left side of the matrix shows the interactions
between the 42 initially considered risks. Forty one marks are present in this area.
Second, the dark gray area on the down-right side of the matrix shows the inter-
actions added by the 12 additional risks considered at the project level. Eight marks
are present between the 12 risks, and 46 marks are present between those and the
initial 42 risks. This means that 95 interactions could have been neglected by
considering risks as a list and not a network.

5.2.3.2 Assessing Potential Interactions Between Tramway Project
Risks

This binary matrix needs to be transformed into a numerical one to assess the
strength of risk interactions. The approach used in this case is the pairwise com-
parison, which enables the numerical RR matrix to be built (Fig. 5.24).

The same persons were solicited. Starting from the binary version of the matrix
was easier than trying to build directly a numerical matrix from scratch. They
needed less time to think about the assessment of interactions for a reduced number
of cases (95 interactions identified instead of 56 * 56 theoretical cells).
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Table 5.3 14 risks added to the list after interactions analysis

Risk ID Risk Name Risk Domain Risk Owner

R43 Return profit decrease Financial A2

R44 Extra trains Contractual A4

R45 Pedestrian zones Technical A4

R46 Train performance Technical A4

R47 Waiting time at stations Contractual A3

R48 Depot delay Technical A4

R49 Error in the survey (topography) Technical A7

R50 Ticketing design delays Contractual A3

R51 Track installation delay Technical A4

R52 Reengineering/redesign Technical A3

R53 Slabs pouring delay Technical A3

R54 Initial specifications of CW (civil work) Technical A2

R55 Available cash flow decrease Financial A2

R56 Rolling stock delivery delay Technical A1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 x 0 0 x 0 0 x 0 x x 0 x 0 x 0 x 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 x 0 0 x 0 0 0 x 0 0 0 x 0 x x x x 0 0 x
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x x x 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 x 0 0 x 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 x 0 x 0 0 0 0 0 0 x 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0
30 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
35 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
39 0 0 0 0 0 x 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

43 0 x x x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 x 0 x 0 0 x 0 0 0 0 x 0 0 0 0 x x 0 x 0 0 0 0 0 0 0 0 x 0 x 0
44 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
46 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 x 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 x 0 0 0 x 0 0 0 0 0 0 x 0 0 0 0 x 0 0 x 0 0
53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
55 0 x 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 x 0 0 0 x 0 0 0 0 0 0 0 0 0 x 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 x x 0 0 0
56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Fig. 5.23 The Tramway project binary risk–risk (bRR) matrix
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Its density is quite low (3 % of non-null values) and no feedback loops are
present in it. There are 12 black cells, meaning that their value is high (it is very
likely that the cause triggers the occurrence of the effect) and 19 cells are gray,
meaning that their value is average. Number of light gray cells is 64, meaning that it
is unlikely, although possible, that the interdependence occurs.

5.2.3.3 Modeling the Ownership of Project Risks

Finally, the affiliation of actors to risks (AR matrix) is displayed as a DMM in
Fig. 5.25. A single actor may be assigned to a risk, but an actor may own several
risks. The ownership definition itself is not clearly defined and standard (sometimes
the owner is accountable for the occurrence of the risk, or for its consequences, or
for the management of actions to prevent the risk). In this case, the owner manages
the decisions and actions linked with the risk, both on its occurrence (prevention)
and its impact (protection, reparation, confinement).

Several actors are owners of numerous risks (up to 11), from one or more
domains. Some actors are owners of less and homogeneous risks, from only one
domain.

5.3 Using Topological Network Theory-Based Indicators
to Highlight Elements Due to Their Position
in the Network

This section aims at introducing complexity measures to highlight elements of a
network, not for their individual characteristics, but because of their position and
potential role in the network behavior. Several network theory-based indicators are
introduced in the generic case of an element X (X belonging to E or E*) with an
example of application to the Tramway project with X = R. The outcomes of this
analysis provide a support for decision-making, also called in this example risk
response planning, risk mitigation, or risk treatment. Details are available in (Fang
et al. 2012).

Several studies have focused on the modeling of complex systems from the
standpoint of network theory, mainly to understand how the structure of the system
potentially influences its behavior. Braha and Bar-Yam have applied some network
centrality measures to large-scale engineering design and product development
networks (Braha et al. 2006; Braha and Bar-Yam 2004a, b, 2007).

These works have provided two interesting results. First, they have shown by
analyzing large-scale product design and development networks that many of these
measures are strongly correlated. Second, they have shown that the robustness and
stability of complex engineering systems is closely linked with the existence of
hubs, and that the network behavior is sensitive to its structure.
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In addition, eigenstructure or eigenvector analysis has been used for identifying
key features in the engineering design iterations (Smith and Eppinger 1997) and for
exploring some hidden information in the complex product development projects
(Yassine et al. 2003). Sharman and Yassine identified patterns in product archi-
tectures, using DSM-based techniques (Sharman and Yassine 2004).

All these measures have been proven to be relevant for the analysis of complex
networks. Some of them are then tailored and applied in the area of project man-
agement, including reachability, interface-related, betweenness, and
eigenstructure-based indicators.

5.3.1 Reachability

Properties of a network can be highlighted by reachability indicators. This para-
graph introduces direct and indirect reachability indicators, with the application on
the Tramway project.

Fig. 5.24 The numerical RR matrix for the Tramway project
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5.3.1.1 Direct and Indirect Reachability Indicators

The degree of nodes provides information on the local potential connectivity of a
node X (Kreimeyer 2009). The number of outgoing/incoming edges is called the
activity/passivity degree of a node:

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11

R1 1
R2 1
R3 1
R4 1
R5 1
R6 1
R7 1
R8 1
R9 1
R10 1
R11 1
R12 1
R13 1
R14 1
R15 1
R16 1
R17 1
R18 1
R19 1
R20 1
R21 1
R22 1
R23 1
R24 1
R25 1
R26 1
R27 1
R28 1
R29 1
R30 1
R31 1
R32 1
R33 1
R34 1
R35 1
R36 1
R37 1
R38 1
R39 1
R40 1
R41 1
R42 1
R43 1
R44 1
R45 1
R46 1
R47 1
R48 1
R49 1
R50 1
R51 1
R52 1
R53 1
R54 1
R55 1
R56 1

Fig. 5.25 Affiliation matrix
of the Tramway project
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ADi ¼
X

j

XXij ð5:11Þ

PDi ¼
X

j

XXji ð5:12Þ

The reachability matrix (RM) is built using the Floyd’s sequential shortest path
iterative algorithm, with RMij = 1 if there exists at least one path from Xi to Xj

(Floyd 1962). This reachability parameter has been used in several studies in the
field of product development and project organization analysis (Feng et al. 2010;
Braha and Bar-Yam 2004a). The powers of the adjacency matrix (equivalent to
bXX) give information about potential paths of different lengths and about potential
loops in the network (Ledet and Himmelblau 1970; Warfield 1973; Tarjan 1972;
West 2001). The number of reachable nodes for a given Xi, called NRNi, indicates
the number of other nodes that Xi can impact directly and indirectly:

NRNi ¼
X

j

RMij ð5:13Þ

Similarly, the number of possible sources for Xi, called NPSi, counts the other
nodes that are connected or potentially connected to Xi:

NPSi ¼
X

j

RMji ð5:14Þ

These indicators on direct and indirect reachability degrees help understanding
the global potential causes and effects of a node. The gap between the local
potential impact and the global potential impact of a node expresses the potential
events that might not be detected with classical direct cause–effect analysis.

The existence of a potential path between nodes is useful for potential undesired
reaction chain detection, even without any information about either the likelihood
of the occurrence of the path, or its impact.

Considering the previously defined indicators, some analysis can be performed
using additional distance calculations. Two mono-axis distances are introduced
hereafter, to show the gap in terms of number of indirect predecessors (vertical
distance VDi) and successors (horizontal distance HDi):

VDi ¼ NRNi � ADi ð5:15Þ

HDi ¼ NPSi � PDi ð5:16Þ

Then, two distances combine these two measurements. The classical Euclidean
distance EDi represents the length of the segment between the initial plot of node Xi,
considering only direct relationships, and the other one, considering indirect
relationships:
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EDi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðNPSi � PDiÞ2 þðNRNi � ADiÞ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HD2

i � VD2
i

q
ð5:17Þ

But it does not help to emphasize additional risks, since the highest distances are
already detected by horizontal and vertical distances. More interesting is the indi-
cator called “Combined Distance” (CDi), which emphasizes nodes which change
both their horizontal and vertical position:

CDi ¼ HDi � VDi ð5:18Þ

5.3.1.2 Application to the Tramway Project Risk Network
Reachability Properties

Figure 5.26 has been built to compare direct and indirect reachability of risks,
respectively, in italic and in bold, considering simultaneously their causes and
effects. A gap between local and global indicators shows that a risk may have to be
kept under control, not for local reasons (its own criticality or the criticality of its
direct neighbors), but to avoid longer propagation chains involving a big amplifi-
cation of potential consequences.

Distances are calculated for the project risks (Table 5.4). Some insights come
directly from this table:

• In terms of direct/indirect reachable nodes, Max ADi = 5 (for R6 and R18) and
Max NRNi = 13 (for R6, R27 and R49; R18 is ranked sixth with NRN18 = 9),

• In terms of direct/indirect possible sources, Max PDi = 19 (for R2) and Max
NPSi = 50 (for R43; R2 is ranked third with NPS2 = 40).

Most risks have one or two direct predecessors and successors, implying that the
local connectivity of this network is not significant. But considering the gap
between direct and indirect topological indicators, new phenomena appear. The
risks with the highest horizontal distance are:

• R49 (error in the topography survey),
• R19 (responsibility of client on civil work delay),
• R27 (track installation machine performance),
• R16 (archeological findings).

They act as possible sources in the network, meaning that they may have indirect
consequences which are far higher and numerous than their direct local impact.
Risks with the highest vertical distance are:

• R55 (Available cash flow decrease),
• R43 (return profit decrease),
• R2 (liquidated damages),
• R52 (reengineering/Redesign).
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They act as accumulation risks, or absorbers as introduced by Eckert and
co-workers (Eckert et al. 2004), which is quite obvious for profit-related risks, and
more surprising for product-related risks like R52.
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Fig. 5.26 Direct and indirect reachability degree of risks
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Finally, the risks with the highest combined distance are:

• R13 (Reliability and availability targets),
• R39 (Risk on certification of equipment),
• R52 (Reengineering/Redesign),
• R10 (Travel time performance).

They act as transition risks, particularly for R13, R39, and R10. They have to be
considered as hubs in terms of potential propagation and in terms of interfaces for
the actors who own them. They are central to the network because of their influence
on its potential behavior.

5.3.2 Interfaces

As underlined previously, interfaces are one key factor of potential success or
failure of complexity management. This paragraph briefly introduces indicators
linked to direct and indirect interfaces between elements.

5.3.2.1 Interface-Related Indicators

These indicators help project managers identifying the interconnections between
different actors. It may notably improve the communication between these actors to

Table 5.4 Reachability indicators for key risks in terms of position in the network

Risk
Ri

ADi PDi NRNi NPSi Horizontal
distance

Vertical
distance

Euclidean
distance

Combined
distance

R43 0 13 0 50 0 37 37 0

R55 1 8 1 46 0 38 38 0

R2 2 19 2 40 0 21 21 0

R12 2 8 3 16 1 8 8.1 8

R52 2 6 3 20 1 14 14.1 14
R39 2 4 5 9 3 5 5.8 15
R13 2 3 6 8 4 5 6.4 20
R10 4 4 8 7 4 3 5 12
R27 4 0 13 0 9 0 9 0

R18 5 2 10 3 5 1 5.1 5

R6 5 0 13 0 8 0 8 0

R16 2 0 11 0 9 0 9 0

R19 1 0 11 0 10 0 10 0

R49 2 0 13 0 11 0 11 0
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enhance coordinated decision-making. The same kind of indicator can be calculated
for interfaces between element domains (Fang et al. 2012).

A local indicator is calculated as the total number of non-null cells of the XX (or
bXX) matrix in the area delimited by ownership. We call this indicator NDIkl, for
number of direct interfaces between Actors Ak and Al (see Fig. 5.27):

NDIkl ¼
X

i;j

XXij þXXji ð5:19Þ

Similarly, a global indicator, called NIIkl for number of indirect interfaces
between Actors Ak and Al, is calculated as the total number of non-null cells of the
RM previously introduced:

NIIkl ¼
X

i;j

RMij þRMji ð5:20Þ

5.3.2.2 Analysis of Interfaces Between Tramway Risk Owners

Figure 5.27 gives an illustration of such an indirect interface displayed on the RR
matrix.

It can be noticed that Risk R18 owned by Actor A2 has an interaction with R53

owned by A3, itself having an interaction with R43 owned by Actor A4. It means that
A2 and A4 have an indirect interface through two direct interfaces with A3.

Figure 5.28 shows the number of potential connections between risk owners,
from both local and global points of view. The gap between NDIkl and NIIkl is
showed by the distance of the plot (Ak, Al) from the diagonal.

The most significant gaps are obtained for the couples of actors displayed in the
following Table 5.5.

The most dangerous situation is when the gap is high and the NDI is weak.
Namely, actors may not be aware of the necessity to communicate since it is not
visible only with direct interfaces. The interfaces (A4, A11) and (A2, A10) may also
have to be supervised, even if A2 is already involved in many communication paths.

5.3.3 Betweenness

In network theory, the betweenness centrality is based on the idea that a node or an
arc in a network is central if it lies between many other nodes. The application on
the Tramway project enables some specific risks and risk interactions to be high-
lighted, which shows the complementarity of the different indicators.
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5.3.3.1 Conceptual Description of Betweenness Centrality Measure

Betweenness centrality denotes the number of pairs of nodes they lie between, or
the number of paths that contain them (Freeman 1977; Guimera and Amaral 2004).
It serves as assistance to identifying hubs in the network, particular nodes or
interactions which play the role of key passages for potential propagation. In this
case, the indicators are calculated following formulas using reachability matrix
RRM.

5.3.3.2 Tramway Project Betweenness Centrality Analysis

Table 5.6 displays the top five nodes and top five edges in terms of betweenness
centrality. R2 (Payment threshold) and R52 (Reengineering/Redesign) act as hubs
connecting many pairs of risks.

Fig. 5.27 Direct and indirect interfaces between risk owners
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The most important arcs are related to these top risks. R10 and R13 are the
sources of many events and should be treated with caution, mainly with preventive
or confinement actions (particularly the edge R10 ⟶ R13). Confinement actions
are quite new in the project management field, where the actions are focused
generally on risks only.

47
46 A2-A4
45
44
43
42
41
40
39
38
37
36
35
34
33
32
31

2A-1A03
29
28
27
26
25 A2-A3
24
23
22
21
20

4A-1A91
18

5A-2A71
16
15
14
13
12
11 A2-A7
10
9
8 A4-A11
7 A2-A10
6 A2-A9 A2-A8
5
4 A2-A11 A3-A4
3 A1-A11 A4-A5
2 A1-A10 A4-A9
1
0

0 1 2 3 4 5 6 7 8 9 10 11 12

Number of potential direct connections between pair of owners
N

um
be

r 
of

 p
ot

en
tia

l i
nd

ir
ec

t c
on

ne
ct

io
ns

 b
et

w
ee

n 
pa

ir
 o

f 
ow

ne
rs

Fig. 5.28 Graphical comparison of direct and indirect interfaces between risk owners
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5.3.4 Eigenstructure Analysis

According to eigenstructure analysis, the importance of a node is proportional to the
importance of its connected nodes. Once again, such indicators permit to confirm
previous results or to highlight surprising elements, elements that had not been seen
as important, either by individual importance or by other topological indicators.

5.3.4.1 Eigenvector Centrality Measure

Eigenvector centrality is a measure of the importance of a node in a network
(Bonacich 1972; Page et al. 1999; Katz 1953). The idea is that even if a node
influences directly only one other node, which subsequently influences many other
nodes, then the first node in that chain is highly influential (Borgatti 2005). It
assigns scores to the nodes based on the three following principles: (1) connections
to more nodes contribute to the score; (2) connections to important nodes contribute
to the score; (3) strong connections contribute to the score (Fang and Marle 2012b).
Calculating this eigenvector centrality implies to consider simultaneously inputs
and outputs of each node, which is done classically by considering the symmetrical
matrix built from the sum of the oriented interaction matrix and its transpose,
XX + XXT. Let xi be the score of Xi.

Using the eigenstructure principle, it can be formulated as follows, where x is the
vector composed of xi and λ is an eigenvalue of the symmetrical matrix:

ðXXþXXTÞ � x ¼ k � x ð5:21Þ

The Perron–Frobenius theorem asserts that a real square matrix with positive
entries has the unique largest real eigenvalue and that the corresponding eigen-
vector has strictly positive components (Perron 1907; Frobenius 1912). Finally, xi is
defined as the ith element of the eigenvector corresponding to the largest eigenvalue
λ* and is called the eigenvector centrality of Xi in the network.

Table 5.5 Highest gaps
between number of direct and
indirect interfaces between
risk owners

Couple of actors (Ak, Al) Gap = NIIkl − NDIkl
(A2, A4) +35

(A1, A2) +25

(A2, A3) +16

(A2, A5) +12

(A1, A4) +11

(A2, A7) +10
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5.3.4.2 Eigenstructure Analysis of the Tramway Project Network

Similarly to previous paragraphs, eigenstructure analysis results are compared with
the original risk assessments. In the Tramway project, the unique largest real
eigenvalue of the (RR + RRT) matrix is λ* = 1.48. In Table 5.7, risks are displayed
in two columns, ranked using criticality and eigenvector centrality. Several insights
come from this analysis:

• The accumulation Risks R2, R43, and R55 have obviously high eigenvector
centralities because they have many predecessors.

• The sources R7 (Traffic signaling, priority at intersections) and R16

(Archeological findings) are important because they are potential sources of
many other risks in the network.

• The transition risks, R10 (Travel time performance), R12 (Operating certificate
delay), and R18 (Civil work delay and continuity), with many inputs as well as
many outputs act as hubs in the risk network.

• R44 (Extra trains) is in the top-ten list because it has direct contacts with some
key nodes such as R2, R7, and R43, which enhance the measure of its influence
in the network.

Finally, this measure is complementary to previous reachability and betweenness
indicators. It can help to confirm the importance of key nodes due to their role in the
network behavior. Each indicator may be useful to highlight a specific risk for a
specific reason, but when all the indicators highlight the same risk, then confidence
is high that this risk should be supervised with more attention than its individual
assessment values could have suggested.

5.4 Analyzing Potential Complex Events That Could
Affect the Project

This section describes an approach which is complementary to the previous one.
Instead of analyzing a static snapshot of the network, this second type of analysis is
based on the anticipation of potential propagation of an initial event. Propagation
analysis techniques are introduced in order to highlight some elements of the

Table 5.6 The highest betweenness centrality measures

Rank Risk ID Betweenness centrality Arc ID Betweenness centrality

1 R2 82 R10 → R13 42

2 R52 60 R2 → R55 41

3 R10 56 R13 → R39 40

4 R12 48 R52 → R2 40

5 R13 48 R12 → R2 32
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network for their contribution to the network behavior. The example of the
Tramway project is developed in the second paragraph.

5.4.1 Different Types of Propagation Analysis for Different
Depths of Understanding of Network Potential
Behavior

Three types of propagation-based analyses are proposed:

• A local, step-by-step web-like navigation without specific tools, but with a
complete description of the direct environment of each element.

• A binary propagation to identify the existence only of a potential path.
• A numerical propagation to try to estimate the likelihood or magnitude of this

potential path.

5.4.1.1 Step-by-Step Propagation Analysis

The first way to deal with potential propagation is to focus on a single element,
showing all its interdependencies, but at a local level only. The idea is to give to the
actor who will own or contribute to this central element the information about all its
direct relationships.

It is then possible to focus on one of these directly connected elements, which
becomes the center of the diagram, and so on. This is similar to website navigation
and enables direct and indirect relationships to be displayed on a user-friendly,
complete (locally) and standard vision (Marle 2002).

Table 5.7 Comparison of
eigenvector centrality with
classical criticality

Ranking Risk criticality Eigenvector
centrality

Risk ID Value Risk ID Value

1 R43 3.1 R2 0.55

2 R37 2.7 R10 0.32

3 R55 2.7 R43 0.29

4 R2 2.5 R12 0.29

5 R3 1.9 R7 0.24

6 R40 1.5 R18 0.22

7 R12 1.5 R55 0.21

8 R18 1.5 R16 0.20

9 R29 1.5 R44 0.17

10 R7 1.3 R37 0.17
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For instance, Fig. 5.29 illustrates the case of complete representation of elements
connected to X11. One can see the classical interdependency of composition,
meaning that X11 is a son element of the group X1, and has itself broken down into
two sub-elements. As this type of interdependency is classically displayed verti-
cally, it is possible to use the same area to put elements connected to X1 with it (the
dotted box in Fig. 5.29). X11 is connected to X23 with the type of interdependency
I4. In this example, this can be a sequential link between two tasks. It is then
possible to focus on X23. The right part of Fig. 5.29 shows that the sequential link
between X11 and X23 is still displayed, but now the rest of the information is about
direct interdependencies with X23. The dotted box in the right section of the
Fig. 5.29 shows the classical area to display sequential interdependency, from left to
right. Finally, the user is interested in the element Y7, which X23 contributes to. It
can be an objective or a deliverable. Figure 5.30 shows the complete interdepen-
dency diagram centered on Y7, where X23 and even X11 are identified as direct
contributors. Y7 itself is declared as a contributor of two other elements, Y1 and Y2.
It is also possible to attribute a specific place to this type of interdependency, the
dotted box in diagonal of Fig. 5.30.

Behind the elements, there are actors. This means that this navigation from
element to element permits simultaneously to build communication paths between
actors. This is illustrated in Fig. 5.31 for direct connections, but the principle is the
same for longer chains.

5.4.1.2 Binary Propagation Analysis

The matrix displaying the existence of local interdependencies between elements is
bXX. The powers of bXX help showing the paths of different lengths connecting
the nodes of the network. The kth power of bXX shows the existence (and number)
of paths of length k:

Mk ¼ bXXk ð5:22Þ

It is possible to determine the existence (and number) of paths of length inferior
or equal to N by adding the different powers of bXX for k = 1 to N:

M0
k ¼

X

k

bXXk ð5:23Þ

These two series of matrices show several types of useful information:

• The identification of indirect consequences of an initial (un)desired event.
• The identification of indirect causes of a final (un)desired event.
• The detection of loops, which are characterized by the identification of a path

which has the same initial and final nodes.
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This identification is done without any idea of either the likelihood or magnitude
of the propagation, but in some situations it is enough to know about the existence
of the path to decide to make preventive actions.

Fig. 5.29 Navigation from X11-centered to X23-centered interdependency diagram

Fig. 5.30 Navigation to Y7-
centered interdependency
diagram
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5.4.1.3 Numerical Propagation Analysis

This paragraph enriches the previous ones with numerical information to determine
the potential likelihood and impact of a path, given information on local nodes and
local interactions. The risk is the element which appears naturally closest from the
requirements of this analysis. Thus, this paragraph introduces numerical propaga-
tion analysis techniques for X = R, but other elements may also be used, like tasks
using sequential interdependencies to propagate delays throughout the project
schedule. The critical point is the estimation and meaning of the edge and the
meaning of aggregating local nodes estimations. For instance, the aggregation of a
cost is meaningful, not the aggregation of quality indicators.

In the project risk network, the nodes are assessed in terms of:

• spontaneous probability (SP), the original risk probability evaluated by classical
methods without considering interactions,

• impact, assessed on qualitative or quantitative scales.

The edges are assessed in terms of transition probability (TP) from one risk to
trigger another one. The ambition is to detect the existence of potential propagation
chains in the network, and to assess the likelihood of this chain. The output is a
refined value for the occurrence likelihood of each risk in the network.

Fig. 5.31 Adjunction of
actor-related information on
X11-centered interdependency
diagram
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Significant work has been carried out in the field of product design change
propagation analysis by Clarkson and co-authors (Clarkson et al. 2004;
Ahmad et al. 2009; Giffin et al. 2009; Eckert et al. 2004, 2006; Keller et al.
2009).

There are two ways to estimate propagation effects through the risk network:

• A discrete event simulation-based propagation calculation, as detailed in Fang
and Marle (2012a).

• A mathematical matrix-based propagation calculation, as detailed in Fang and
Marle (2012b).

Both have given equivalent results on the studied applications, but it depends on
the structure of the RR matrix (scarcity, presence of loops, eigenvalues).

In this paragraph, only the mathematical formulation is presented. Some
assumptions are made in order to calculate risk propagation in the network:

• A risk may occur more than one time during the project (as witnessed in
practical situations). Risk frequency is thus accumulative if arising from dif-
ferent causes or if arising several times from the same cause.

• The structure and values of RR do not vary during the analysis time. The
network is supposed to be stable during the analysis.

A propagation step starting from Risk Ri is defined as the calculation of the
occurrence of risks that have direct cause–effect relationship with it (i.e., Rj such as
RRji ≠ 0). This can be calculated using the product of the spontaneous probability
vector SP by the interactions matrix RR. After m steps of propagation, the prob-
ability vector of risks propagated from the initial state is thus equal to RRm * SP.

Theoretically, considering infinite propagation steps, the total number of times a
risk may occur is equal to the sum of RRm * SP for all m. Some research papers
established sufficient conditions for the convergence of infinite product of matrix,
e.g., in (Bru et al. 1994; Daubechies and Lagarias 1992; Holtz 2000; Thomason
1977). RR is a matrix which is usually sparse and composed of transition proba-
bilities at small values less than 1, fulfilling these convergence conditions. Since
limit of RRm is equal to zero when m tends to +∞, a convergence can be observed
and expressed using the following formulation:

RF ¼ I� RRð Þ�1 � SP ð5:24Þ

where RF is the Risk Frequency vector, I is the identity matrix and (I − RR)−1 is
the inverse matrix of (I − RR).

Risk frequency represents the average occurrence of a risk during the project,
which may be greater than 1, knowing that a risk could occur more than once,
which is consistent with real-life situation.
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The propagation model can be used to anticipate the consequences of one or
more particular risks, described as a scenario. We simulate each scenario by setting
the spontaneous probability of certain risks to zero or one, and then all the potential
consequences of this scenario can be observed.

Similarly to risk probability, we can refine risk criticality by integrating all the
potential consequences in the network of a given risk. For each Risk Ri, the refined
criticality RCi can be calculated as follows:

RCi ¼
X

j

P RjjRi
� � � Gj ð5:25Þ

where P RjjRi
� �

is the probability of Rj as a consequence of the occurrence of Ri and
Gj is the gravity of Rj. The re-evaluation of risk characteristics such as probability
and criticality enables priorities and then risk response plans to be adapted.

5.4.2 Application to the Tramway Project

Results of the propagation analysis are compared with the original risk estimates
obtained by classical methods. Risks are prioritized using two indicators, respec-
tively, criticality and refined criticality, shown by decreasing value on Table 5.8.

The refined criticality has more or less changed taking into account the inter-
actions, and so did the rankings. First, several risks are dropped out of the top 10:

• R3 (Vehicle storage in another city),
• R40 (OCS installation),
• R29 (Additional poles overcost for Tramway Company).

Second, three risks appear in the new top list:

• R16 (Archeological findings),
• R41 (Banks stop financing the project),
• R10 (Travel Time performance).

Third, several risks have progressed in the ranking due to their position in most
likely or most critical propagation chains:

• R10 (Travel time performance) ranking has changed from 43 to 10,
• R2 (Liquidated damages) from place 4 to place 1,
• R18 (Civil Work delay and continuity) from place 8 to place 4.

Fourth, some risks have a lower importance, the most significant one being R37,
moving from second place to sixth.

Fifth, even without ranking swaps, the gaps between values may change
significantly:
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• R43 was initially superior to R37. After re-evaluation, R43 is still regarded more
critical than R37, but with a much larger gap. This may give confidence to the
decision-maker that R43 should be treated with a higher level of priority.

• On the opposite, R18 is still behind R43 after re-revaluation, but closer. This may
alert the decision-maker to be careful before giving resources to R43 instead of
sharing them with other risks like R18.

Moreover, some paths have been detected as possible amplifying reaction
chains, starting from an initial low gravity technical event like “civil work delay”
(R18) and finishing with a high-gravity financial event “return profit decrease”
(R43). This is the length and the heterogeneity of the paths which make them all the
more difficult to detect and manage.

The shift of priorities reflects the influence of intensity and position of risk
interactions in the network. It may change or confirm priorities, sometimes keeping
the same ranking but with different gaps. This means that, knowing that estimates
are uncertain and containing errors, decision-makers should take care of gaps
between risks declared as important and the ones which are just behind. It high-
lights the fact that the importance given to a risk is sensitive to the way we are
considering it, isolated or integrated in its interaction network.

5.5 Mitigating Potential Negative Consequences
of Complexity

This section combines classical risk mitigation strategies with new ones which are
specific to the issue of complexity. Classical mitigation actions are avoidance,
mitigation (reduction of probability and/or gravity), transfer and acceptance. Facing
the complexity of interactions, four additional strategies may be adopted: improving
the maturity of the element, changing the actors owning the elements, reducing the

Table 5.8 The most
important risks in terms of
criticality, with or without
considering interactions

Ranking Initial
Criticality

Refined
Criticality

Risk ID Value Risk ID Value

1 R43 3.1 R2 23.4

2 R37 2.7 R43 11.4

3 R55 2.7 R55 9.1

4 R2 2.5 R18 6.8

5 R3 1.9 R12 5.7

6 R40 1.5 R37 5.4

7 R12 1.5 R16 4.5

8 R18 1.5 R7 4.3

9 R29 1.5 R41 2.8

10 R7 1.3 R10 2.7
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complexity to make the project organization to cope with it, or changing this
organization to adapt to the current complexity (Marle 2014). This fourth strategy
will be detailed in the following Chap. 6.

5.5.1 Risk Response Planning Under Complex Contexts

Risk response planning consists in the identification and implementation of several
actions in order to avoid, transfer, or mitigate some risks. This a decision-making
process where the alternatives are possible actions and the decision criteria are the
potential expected benefits of the actions and their potential-associated losses (cost,
time, secondary effects, residual risks after the action). The problem with com-
plexity is that it involves phenomena which are difficult to anticipate and to manage
with classical methods.

First, it is difficult to anticipate potential indirect consequences of an event,
whether desired or not. For instance, a design change, a task delay or an actor
replacement may have indirect consequences which are difficult to embrace glob-
ally. Second, it is difficult to anticipate potential indirect consequences of an action.
Even if the action has a direct positive impact on the targeted element, it may have
negative secondary effects. Moreover, actions are generally chosen if they have the
highest impact on the most significant risks at the least cost. So, there is always a
trade-off between these parameters, with the issue of uncertainty on their
evaluation.

To understand the impact of an action on an element, it is helpful to identify both
the connection of this element with the rest of the network, and also the connection
of the action with other actions. This is why some research works are carried out on
this topic, in order to determine an action plan considering the complexity of the
project. This may be done without a particular calculation algorithm, like presented
here, or may be based on a more sophisticated algorithm like in (Fang et al. 2013).

5.5.1.1 Acting on Nodes

The main idea is to combine several types of actions on specific nodes, these nodes
being highlighted by classical or nonclassical indicators (previous sections).

Acting on project elements and their maturity This type of action consists in
improving maturity to reduce the main internal weaknesses of the project. More
details are available in (Gonzalez Ramirez 2009), but the basic short-term actions
are to implement correctly what is provided by the project office, or to simulta-
neously develop and implement something which was missing or immature. This
gap between current and required maturity levels will have more or less conse-
quences depending on the level of exposure to potential dangers. The more dangers
there are, the higher the required maturity is. As explained in Chap. 4, it is always a
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combination of internal weakness and external danger exposure that makes a node
vulnerable.

Acting on project actors The actors assigned to the nodes of a graph are involved
directly or indirectly in more or less interfaces. This means that an actor may be
assigned or reassigned, not only depending on classical factors such as skills or
motivation, but also depending on his/her capacity to manage complexity, that is to
say to manage numerous interfaces with heterogeneous risks. The identification of
actors who are in such a context is detailed in Marle and Le Cardinal (2010). The
main contribution is to identify complementary requirements of an actor’s
assignment depending on his/her position in the network. If the risk which is
managed by the actor is a source, a transition, or an accumulation risk, then the
characteristics of the actor should be slightly different.

A second type of actions consists in reassigning the same owner to several
interrelated risks, instead of having different actors for each risk of a chain. The
basic assumption is to consider that it will be easier for a single actor to consider
interactions, potential propagation, and then to make coordinated decisions on
several risks if she/he is owner of the whole. It depends on the capacity to find such
an actor, but it may help locally in dense parts of the risk network.

5.5.1.2 Acting on Edges and Chains in the Network

In classical methods, actions are decided on elements, like for instance risks having
the highest criticality or gravity. These actions correspond to the classical cate-
gories, which are avoidance, acceptance, mitigation, prevention, protection, etc.
Based on refined evaluations and priorities, an updated response plan is developed,
combining classical and innovative actions (Fig. 5.32).

Innovative actions include: (1) mitigation actions based on classical strategies
but applied to new elements, depending on their refined values and rankings;
(2) nonclassical mitigation actions, which mitigate propagation occurrence instead
of mitigating local problem occurrence. A complementary preventive action for
accumulation or transition elements is to cut off their input links or at least to reduce
the transition probability values. Instead of acting on an element, the action focuses
on its sources. Blocking the output links can be regarded as the action of confining
the further propagation in the network. This is well adapted to source and transition
elements. Instead of acting on the element, the action focuses on its consequences.
This does not avoid the local problem, but its propagation and amplification to the
rest of the project.
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5.5.2 Acting on Potential Complexity-Induced Phenomena
in the Tramway Project (X = R)

A portfolio of actions is implemented in the project, including classical and non-
classical actions. The ones coming from nonclassical analysis are presented here.

5.5.2.1 Improving the Processes That Lack Maturity

The risks related to “Law,” R6 (New local laws and regulations) and R14 (Permits
and authorizations), have been seen as a priority for this project, for two reasons.
First, it is mandatory to adapt to local specificities and changes. Second, at the
company level, this is a priority for future pre-project analyses. This is more a
long-term organizational improvement. Similarly, for the “Time management”
process-related risks (R2, R3, R9, R12, R18, R40, R48, R50, R51, R53, and R56),
short-term actions have been conducted to understand the potential causes and
effects of undesirables events, particularly focused on the delivery time conse-
quence. This is mainly due to the structure of the project, where everything is
transformed into delays and then penalties due to the nature of the contract. One of
the consequences of the research action described here was the consideration of the
14 additional risks in the project-level list (Risks R43 to R56), where five time
management-related risks were present.

Fig. 5.32 Illustration of the additional information brought by the collective importance concept
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5.5.2.2 Reassigning Some Risk Owners

Some of the risk owners were currently assigned to several but independent risks.
This means that they may face several potential propagation paths, without any
synergy or effort saving. Some ownership changes have been proposed in order to:

• give when possible more interrelated risks to the same person,
• have a person able to take into account the amount of direct and indirect

interfaces of some particular risks,
• balance if necessary the number of assignments per actor.

This analysis gave new insights:

• Actor A8 may strongly impact the project, far more than his initial assignments,
since he owns source risks.

• Actors A1, A5, A6, A7, and A9 are assigned to several independent risks. That
means that they have to manage interactions only with other actors.

Several assignment changes were thus proposed:

• Actor A2 takes charge of Risk R18 instead of A8, since A2 is already the owner of
R16 and R19.

• Actor A3 takes charge of Risk R32 instead of A5, since A3 is already the owner of
R51 and R48. It involves having only one interface between A2 and A3 for
managing the interactions between several risks.

• Actor A4 takes charge of Risks R5 and R46 instead of A1. This means that A4 is in
charge of managing several risks potentially triggering R10, which is an
important hub.

5.5.2.3 Acting on Some Nodes and Edges Due to Their Position
in the Network

The effects of classical and innovative actions on the global risk network are tested.
The reduction obtained on the refined frequency and criticality of all the risks after
the action is estimated:

• R12 is a transition risk with many causes and only two, but important direct
consequences which are financial risks, R2 and R55. Avoiding R12 could be
helpful to cut many potential paths.

• R27 “Track Installation Machine Performance” is low in terms of classical
criticality, but is a source of numerous and important risks, so it may be worthy
to use a non-innovative but non-risky track installation machine, in order to
estimate with more reliability the duration of track installation activity.

• R52 is a product-related risk, depending on multiple causes related to the train
performance, the customer requirements and the interface rail–wheel. In order to
prevent this risk, a more robust requirement definition should be made at the
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beginning of the project, including the specificities of the project (the city
topography and the special needs of the customer). Of course this has to be done
for every project, but in this case we contend that a particular effort should be
put on the reliability of specific components requirements, because of their
multiple consequences.

• Finally, we propose to act on the link between R10 and R13, which is quite
specific to the topological analysis, since we do not act on a node, but on an
edge. The impact caused by R10 is not avoided, but so are its indirect conse-
quences, where other technical product-related risks could have been activated.
It is feasible in this particular case to cut the transition between the two risks,
since there are complementary means to reach reliability and availability targets
(train size, train number) without redesigning the train and delaying the delivery
of operating certificate.

All the proposed actions are feasible: three of them come from the topological
and/or propagation analysis whereas only one could be easily identified through
classical analysis. The test of proposed actions shows significant reductions for the
previously introduced indicators. As an example, the new top five risks and risk
interactions in terms of betweenness centrality (BC) are given in Table 5.9, com-
pared to the values before actions, as already introduced in Table 5.6. The rankings
have changed and the values have significantly decreased. R52, R12, and R13 have
been dropped out the top five, meaning that their respective BCi have been reduced
by a factor superior to 3, and BC10 has been reduced by a factor 2. In terms of risk
interactions, the top five has considerably changed and reduced the total value,
meaning that cutting some key risks and the key interaction R10 → R13 has had
additional secondary effects on the structure of then network.

5.6 Chapter Conclusions and Perspectives

The proposed topology-based and propagation-based techniques provide the
decision-makers with useful information for understanding both local and global
behavior of the project network. These approaches are complementary to the
classical approaches based on individual importance analysis. There are several
benefits when using such a complementary approach to increase anticipation on the
global project behavior

Several critical risks identified by classical project risk analysis are confirmed by
the complementary analysis. This means that they are important because of both
their individual characteristics and role in the network.

In addition, some new risks are highlighted either by topological or propagation
analysis, or both, adding new important insights for decision-making in the future
risk response planning phase. For example, in the Tramway project case study,
many source risks like R16, R19, R6, R27, and R49 had not been identified as critical
in the classical analysis. Paying attention to these risks at the beginning of the
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project may help avoiding future problems with higher amounts at stake. Preventive
or confinement actions are more likely to be effective for this kind of risks.
Corrective or protective actions are often designed for accumulation risks like R43

and R55 to reduce losses. Avoidance or mix of strategies can be applied to transition
risks to mitigate risk propagation.

Moreover, important risk interactions are also identified and considered, like for
instance the arc R10 → R13. It could act as a separator between two parts of the
network which would become quasi-independent, so that risks in each part could
stay confined in this part, and would not propagate to the other side of the project.

Without this approach, the project manager may not have decided to launch
actions on these specific risks, highlighted for complementary reasons and not for
criticality only. Allocating resources and conducting actions on these key risks or
interactions can be efficient to mitigate propagation phenomena and reduce the
overall risk exposure.

The main originality here is to undertake actions also on risk interactions, and
not only on risks. Mitigation actions can be identified using the structure of the
network and the results of the propagation analysis. Breaking some links between
risks may be more effective than trying to avoid some risks.

Finally, if the project organization is not in line with the reality of complexity
and complex interfaces between risk owners, then their capacity of communication
and coordination is decreased. The problem of reshuffling project organization
considering risk interactions can be formulated as a clustering problem. It is the
object of next chapter. Several perspectives may be promising.

First, uncertainties exist in the assessment phase of evaluating risks and risk
interactions. The reliability of analysis results therefore needs to be considered.
A sensitivity analysis is performed to examine the effects of input uncertainties on
the outputs. We evaluated risks in (Fang and Marle 2012a) with three-level spon-
taneous probabilities (optimistic, most likely, and pessimistic value) scales.
Depending on the varying input values, the corresponding criticality and refined
criticality of each risk is obtained. It helps to enhance the robustness and the
reliability of the results and of the associated managerial suggestions. Future work
will dig this issue in order to provide the decision-maker with a sort of confidence
index.

Table 5.9 The top betweenness centralities after taking actions

Before
actions

After actions Before actions After actions

Rank Ri BCi Risk ID BCi Ri → Rj BCij Ri → Rj BCij

1 R2 82 R2 64 R10 → R13 42 R2 → R55 32

2 R52 60 R55 39 R2 → R55 41 R10 → R44 21

3 R10 56 R10 28 R13 → R39 40 R18 → R48 8

4 R12 48 R44 24 R52 → R2 40 R46 → R10 8

5 R13 48 R18 16 R12 → R2 32 R5 → R46 7
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Second, assumption is made that during the time of analysis, the network
remains stable. Future versions of models and tools will consider the dynamics of
the network by integrating updates in the project and its environment. Values on the
attributes and interactions of elements may change, and events may appear or
disappear. Another parameter which is not considered yet is the propagation time,
meaning that interaction between two elements is not supposed to be immediate,
but has a certain time of occurrence, and even certain duration.

Finally, other works have been done on the propagation of every type of events,
including desired ones (Marle et al. 2011). Namely, desired events may propagate
with indirect undesired consequences and reciprocally. This point has also to be
reinforced, to balance the analyses the notions of opportunities and purely negative
risks.
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Chapter 6
Adapting Project Organization
to Its Complexity

This chapter shows how it is possible to make drastic improvements to a project
without changing its elements or their interactions. Large benefits can be achieved
merely by changing the way elements are structured and actors are organized.

First, Sect. 6.1 introduces how to analyze project organizations with interde-
pendencies between elements and actors. This will serve to compare our clusters
proposals to the existing way project is organized.

Then, the next sections present how to reshuffle this existing project organization
in order to put together (as much as possible) interconnected elements, and thus
actors. Namely, whatever the chosen dimension and particularly when heteroge-
neous elements are modeled, there are always actors behind these elements (that
own them or contribute to their execution). Organizational reshuffling may involve:

• Clustering indirectly actors, since they own the elements which are clustered. In
this strategy, project elements are clustered through the use of some heuristics or
optimization techniques. Since they are owned by actors, it is thus possible to
form groups of actors because they are owners of the elements within a cluster.
This indirect organizational reshuffling will be applied in Sects. 6.4 and 6.5 on
two industrial projects.

• Clustering directly actors, like for instance in the forming of collaborative
decision-making groups or creative groups in a new product development
company. Sections 6.6 and 6.7 introduce two applications of the clustering of
interconnected actors to new product development projects, respectively in the
software and automotive sector.

6.1 Analyzing Current Project Organization
and Associated Issues Facing Complexity

Managerial implications of the existence of human groups with interdependencies
within and between the groups are discussed in this Section. The managerial issues
potentially associated to the management of a complex project are mainly related to
its inability to be broken down into independent parts. This is true for all types of
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systems, whether natural, technical, or human. The consequence is that, whatever
the way the system is broken down into, there will always be interdependencies
between the parts, here the organizational boundaries of the project decomposition.
Project can be decomposed into product-related elements, phases, or organizational
entities, but there will always be numerous interdependencies between actors that
do not belong to the same part. This implies risk of bad communication, bad
coordination, or local optimization.

Due to the number of interactions outside the official project structures, the
danger is that the communication and coordination between actors may not be
correct. The clustering increases the amount of interactions within clusters.
A desired consequence is an increase in organizational capacity, in terms of
communication and coordination between potentially interacting actors, and a
reduction of potential propagation of the occurrence of one or several risks. Two
types of parameters have to be analyzed and optimized or kept under control:
elements-related parameters and actors-related parameters.

The first parameters that seems important to analyze an existing organization or
to propose an alternative organization are the rates of interdependencies that are
respectively within and outside boundaries, called INTRA (for intracluster inter-
dependencies) and INTER (for interclusters interdependencies). Intuitively, the
more interdependencies within the cluster, the better the coordination is likely to be.
This maximization of INTRA value or minimization of INTER value could then be
an objective for the organization reshuffling. Particular attention should be paid to
interdependencies between two different actors.

Indeed, if the same actor owns the two interdependent elements, then it is
supposed that the communication and coordination risk is decreased.

But, this means that the optimal solution is to have only 1 group composed of
every element and every actor, which is often not manageable due to size issue.

Constraints shall then be added to keep under control different parameters related
to the number of elements to be included within the clusters (for the managers of the
clusters), to the number of clusters to manage (for the manager of the whole) and to
the number of clusters in which a single element can be included. Moreover, the
implication of actors that are behind the elements (as managers, owners, or con-
tributors) has also to be controlled, by limiting the number of assignments for a
single actor (for workload and scheduling issues) and the number of actors involved
in a cluster (for meeting effectiveness and collective decision-making issues).
Individual assessments of clusters in terms of elements and actors have to be made
and kept under control (under a maximal limit or in a certain interval).

Complementary performance parameters could then be introduced, considering
for instance the efficiency of clusters, meaning their INTRA value divided by the
number of actors (or elements). This could help comparing relatively clusters,
distinguishing big but inefficient clusters and lower in terms of INTRA but very
dense clusters. Last, a collective assessment of the configuration is useful to
determine the change (or carryover) between the initial and the proposed organi-
zations. Namely, in some situations, managers may be reluctant to switch to a
completely different organization, even if interdependencies are optimized to be at
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most within clusters. The organizational change parameter is also important to keep
the optimization in a certain limit.

The following Sects. 6.2 and 6.3 introduce respectively the global strategies and
the local solving approach using the indicators introduced here above.

6.2 Solving Strategies for Reshuffling Project
Organization to Improve Coordination Between
Elements Owners

This Section introduces the possible strategies to group elements taking into
account the number and strength of their interdependencies. The first global strategy
is to group elements into clusters, instead of breaking global network down. Then,
different types of data can be used, directly or indirectly related to actors that
manage elements.

6.2.1 The Global Strategy: Ascendant Clustering

This paragraph introduces classical literature on clustering and graph partitioning.
Clustering is known as the identification of patterns around which communities of
elements can be grouped (Gomez et al. 2011), which is a key issue in many
engineering and design problems (Alfaris et al. 2010; Li 2010). A clustering
approach is based on a solving technique (to obtain clusters) and a cluster validation
technique (to check if they fit with the targets and constraints of the problem).
Numerous methods are suitable for quantitative evaluation of the results of a
clustering algorithm, known under the term cluster validity.

Methods are based on approximate heuristics or optimization algorithms. They
may use algorithms to identify a globally optimal solution (Helmer et al. 2010;
Borjesson and Holtta-Otto 2014; Sherali and Desai 2005) or propose heuristics for
identifying clusters (Day et al. 2009; Stone et al. 2000; Fortunato 2010). For
instance, genetic algorithms have been used for clustering, even if the convergence
speed is slow due to the required chromosome length (Whitfield et al. 2002; Yu
et al. 2007; Jung and Simpson 2014; Kamrani and Gonzalez 2003). Two approa-
ches for constructing clusters exist (Jain and Dubes 1988): they can be progres-
sively built from singletons (often called hierarchical), or broken down from the
initial graph into smaller clusters (often called partitioning). Our choice is to work
on the assembly of individual vertices into clusters.

Schaeffer made an extensive overview of clustering methodologies, in which
two approaches are introduced: vertex similarity-based methodologies and cluster
fitness measure-based methodologies (Schaeffer 2007). They are based on either
similarity between elements (called here vertices) or performance of groups of
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elements. Whatever the chosen approach, the final partition of a data set requires
some sort of evaluation called cluster validity, either absolute or relative. Indeed,
algorithms take as input some parameters (e.g., number of clusters, density of
clusters) and attempt to define the best partitioning of a data set for these param-
eters. In our case, vertices can be related to product, process, organization, whether
on homogeneous elements (product components, tasks, actors) or heterogeneous
elements (risks, decisions).

6.2.1.1 Vertex Similarity-Based Criteria and Methodologies

These methods are based on a simple assumption: the higher the vertex similarity,
the stronger the need to cluster the vertices together. A cluster can contain identical
or similar elements, with a particular element called centroid and representative of
the group (Filippone et al. 2008). These measures are based on a similarity matrix
built from characteristics of the vertices. Rather than defining similarity measures,
dissimilarity measures such as distance measures are usually defined, for instance
the traditional Euclidean and Manhattan distances (Ben-Arieh and Sreenivasan
1999; Hennig and Hausdorf 2006). More advanced distance such as the Jaccard
distance (Dong et al. 2006; Jaccard 1901), the Levenshtein distance (Gusfield
1997), the Median distance, or the Ward’s distance can be used (Kuntsche 2003;
Everitt et al. 2011). The C index introduced by Hubert and Schultz is based on the
computation of three sets of distances between nodes (Hubert and Schultz 1976).
The first is the set of all the within-cluster distances, with m being the cardinality of
this set. The second is the set of the m smallest distances considering all the pairs of
nodes; similarly the third is the set of the m largest distances.

Some works thus focus on edges that are least central or most “between”
clusters, and remove them from the original graph in order to build the strongest
clusters with the remaining edges (Girvan and Newman 2002; Freeman 1977;
Clauset et al. 2004; Newman and Web 2003; Leicht and Newman 2008). Some
other coefficients can also be calculated to evaluate vertex similarity and perform
the corresponding clustering process. For instance, angle measures such as the
cosine similarity exist (Lakroum et al. 2005). Some important works even try to
compare such similarity measures and their impact on clustering operations
(Hartigan 1975; Yin and Yasuda 2006).

The modularity is an important measure utilized by many clustering algorithms.
Different modularity measures exist and have been developed and applied in dif-
ferent contexts, like the SMI (Singular Modularity Index), the WI (Whitney Index),
or the information-theoretic measure (Hölttä-otto and De Weck 2007; Van Eikema
Hommes 2008; Wang and Antonsson 2004; Guo and Gershenson 2004). For
instance, modularity is defined in (Leicht and Newman 2008) as

Q ¼ 1
m

P
i;j Aij � K in

i k
out
j

m

h i
dCi;Cj , where m is the total number of edges in the network,

Aij is defined to be 1 if there is an edge from j to i and zero otherwise, K in
i and Kout

j

are the in- and out-degrees of the vertices, dCi;Cj is the Kronecker delta symbol, and
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Ci is the label of the community to which vertex i is assigned.
K in
i k

out
j

m is the prob-
ability that an edge (i, j) does exist from node i to node j other modularity measures
exist, like the total coordination cost developed in several works
(Gutierrez-Fernandez 1998; Thebeau 2001; Borjesson and Holtta-Otto 2014).
Another concept of modularity is based on the minimum description length prin-
ciple (Yu et al. 2007; Helmer et al. 2010).

Vertex similarity measures are often defined by the structural characteristics of
the graph. Spectral clustering infers relations between the spectral properties and the
structure of the graph by analyzing eigenvalues and eigenvectors of the associated
matrix (Biggs 1994; Cvetkovic et al. 1995; Bühler and Hein 2009). Numerous
works exist on spectral clustering (Ng et al. 2001; Farkas et al. 2001; De Aguiar and
Bar-Yam 2005), some of them having recently showed that network spectra are like
fingerprints of the network, linking for instance linearly independent eigenvectors
to the number of clusters (Newman 2013; Peixoto 2013; Sarkar et al. 2013;
Platanitis et al. 2012). Another example is Durgaprasad who focused on the esti-
mation of parameter interdependencies through the use of graph theory to develop
suitable knowledge-based breakdowns structures for risk analysis (Durgaprasad
1997). Moreover, coefficients related to the adjacency matrix can be used, such as
the Pearson correlation (Rodgers and Nicewander 1988) or the Mahalanobis dis-
tance (Mahalanobis 1936). The concepts of adjacency, interdependency, or prox-
imity can be used to assess the importance of the relationship between two vertices
that could justify by including them in the same cluster.

6.2.1.2 Cluster Fitness Measure-Based Criteria and Methodologies

On the other hand, some clustering processes are based on cluster fitness measures
that is to say functions which assess the overall quality and relevance of a given
cluster or of a given global clustering solution. The global objective of these
methodologies is to identify clustering solutions which directly fulfill a certain
property. The partitioning can be done without knowing the number of clusters k in
advance, or requires this information like in the k-means method (McQuenn 1967).
Some techniques have emerged to determine k or an interval for k (Tan et al. 2007).
Kernel-based methods are used in cases when classical k-means partitioning
algorithms cannot be applied, and are based on the mapping of graph nodes to a
higher-dimensional space using a nonlinear function, the kernel (Gomez et al. 2011;
Camastra and Verri 2005).

For instance, methodologies based on graph density measures have been
developed in order to partition the initial graph into subgraphs, the density of which
should be inferior and/or superior to chosen values (Karp 1976; Kim 2003; Zotteri
et al. 2005; Aliguliyev 2009). But other cluster fitness measures are used as a
criterion for graph partitioning. Indeed, as noticed by Schaeffer (2007), “one
measure that helps to evaluate the sparsity of connections from the cluster to the rest
of the graph is the cut size. The smaller the cut size, the better isolated the cluster.”
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Indeed, cut size-based measures undoubtedly permit to quantify the relative inde-
pendence of a subgraph to the rest of the graph and have been used in many
clustering processes (Shi and Malik 2000; Kannan et al. 2001).

Finding the partition which minimizes cut-size (with restriction conditions on the
orders of the subgraphs) makes it possible to maximize the sum of the weights of
the edges which are internal to the clusters. The index proposed by Dunn is related
to the ratio between the maximum distance within a cluster and the minimum
distance between two clusters (Dunn 1973). Similarly, the Davies–Bouldin index
proposed measures the validity of the cluster as the average ratio between
within-cluster scatter and between-cluster separation (Davies and Bouldin 1979).
Xie and Beni have defined a validity index for fuzzy clustering schemes, based on
the normalized ratio between the compactness of a partition and its separation (Xie
and Beni 1991). Bezdek introduced two indices called the partition’s coefficient and
the partition entropy (Bezdek and Nikhil 1998; Bezdek 1981). Moreover, cluster
validity may be evaluated using relative criteria. The idea is to compare a clustering
structure to other clustering schemes, resulting from the same algorithm but with
different parameter values, or from other clustering algorithms.

The next paragraph introduces the approach to apply clustering to this problem.
We argue that no algorithm fits every context, and that the solution is to use a
flexible combination of several algorithms developed in and for different contexts
(Leicht and Newman 2008; Blondel et al. 2008; Borjesson and Holtta-Otto 2012;
Bühler and Hein 2009).

6.2.2 The Possible Strategies

Depending on decision-maker requirements and data structure, three strategies can
be used. The existing organization AG always serves as a comparison point with
proposed clusters. The aim is to propose an improved version of AG, called AC.
The final goal is always to put people together in connected groups, but this can be
done directly or indirectly with different data sets.

Strategy #1 consists of clustering interdependent elements {X} to obtain a
refined organization of these elements XC. Then, the affiliation of actors to clusters
is obtained knowing the affiliation of actors to elements. This strategy is applicable
when interdependencies are between elements.

Strategy #2 consists of clustering interdependent elements {A} to directly obtain
the refined organization AC. This strategy is applicable in two situations: where
actor–actor relationship may be directly identified and assessed, or by considering
that two actors are interdependent if the two elements they managed are
interdependent.

Instead of clustering square matrices XX or AA, strategy #3 consists of directly
clustering AX.

Practical applications of strategies 1 and 2 will be presented in Sects. 6.4–6.7.
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6.2.2.1 Strategy #1: Clustering Elements X and Deducing Groups
of Actors A

This strategy requires two types of data: the connections between elements {X}, XX
(or bXX if the existence only of interdependencies is by itself useful enough) and
the affiliation matrix AX. Clustering the XX matrix, called C(XX), enables clusters
of X to be proposed, XC. Figure 6.1 illustrates this with an application to risk
clustering and the obtaining of risk owners clusters knowing affiliation relationships
between risks and actors. The affiliation of actors to the connected groups is
obtained by multiplying AX and XC. Multiple applications of this strategy exist,
using homogeneous or heterogeneous elements.

Section 6.4 will introduce the application to a new plant construction with
X = R. Section 6.5 will bring a refinement of this strategy, called strategy #1b,
where groups of actors are considered as constraints to keep risk clustering under
control. This means that additional constraints are put in the problem, as described
in Sect. 6.3.1.3. An industrial application of strategy #1b is given on the Tramway
project already introduced in Chap. 5.

X01 X02 X03 X04 X05 X06 X07 X08 X09 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20 C1 C2 C3 C4 C5 C6 C7 C8
X01 X01
X02 X02
X03 X03
X04 X04
X05 X05
X06 X06
X07 X07
X08 X08
X09 X09
X10 X10
X11 X11
X12 X12
X13 X13
X14 X14
X15 X15
X16 X16
X17 X17
X18 X18
X19 X19
X20 X20

X01 X02 X03 X04 X05 X06 X07 X08 X09 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20 C1 C2 C3 C4 C5 C6 C7 C8
A1 A1
A2 A2
A3 A3
A4 A4
A5 A5
A6 A6
A7 A7
A8 A8
A9 A9
A10 A10
A11 A11

Fig. 6.1 Obtaining actors groups AC through the clustering of XX matrix and the use of affiliation
matrix AX
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6.2.2.2 Strategy #2: Clustering Actors via the Interdependencies
of Elements X They Are Assigned to

The main difference with strategy #1 is that clustering is applied directly to an
Actor–Actor matrix. Two sub-strategies are distinguished. First, the strategy #2a
where AA is obtained directly through direct analysis of interdependencies between
actors. Section 6.6 will introduce an example of application of strategy #2a.

Second, strategy #2b considers that interdependencies between elements {X}
shall be modeled through the interdependencies between the actors that manage
them. To analyze the impact of interdependencies between elements, it is proposed
to model indirect relationships at N levels of propagation, defining AAN as follows:

AAN ¼
X

AX � XXk � XA for k ¼ 0 to N ð6:1Þ

where XA is the transpose of AX and XXk is the kth power of XX.
Strategy #2b consists in clustering AAN, obtaining ACN, then comparing it with

AG. Figure 6.2 illustrates an example of application of strategy #2b with N = 1,
meaning that AA1 = AX * XX * XA. Section 6.7 will introduce an example of
application of strategy #2b with X = D and N = 2.

6.2.2.3 Strategy #3: Clustering Directly a Rectangular Matrix AX

The applications of clustering are not only focused on square matrices. Figure 6.3
shows an example of a rectangular matrix where rows and columns are reordered so
that two clusters emerge and some elements remain isolated.

Li and Chen widely addressed the topic of clustering rectangular matrices,
called incidence matrices or more generally here DMMs (Chen et al. 2005a,
b; Li 2010, 2011).

One key issue when connecting two elements of different natures is to be able to
assess their interaction. It may be a contribution rate or an influence rate, but it is
often difficult to quantify reliably. This explains why many approaches in this field
remain based on binary matrices, or at best using qualitative data.

6.3 Solving Approach for Clustering Square
Matrices XX or AA

This Section introduces a structured approach to solving the clustering problem.
Solutions are built into two steps, with an intermediary refinement of problem
parameters before a second solving run. It combines classical optimization
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techniques with the use of multiple problem configurations to test the sensitivity
and the robustness of proposed solutions. These tests may serve simultaneously as a
confidence index for emerging solutions and as a mid-term problem size reduction
before running a second solving step. Namely, practical applications are generally
close to the limit of algorithms presented here which generally work better with
problems of several tens of elements. The generic formulation of clustering XX
square matrix will be used in this section, even if X may be equal to A or not:

X01 X02 X03 X04 X05 X06 X07 X08 X09 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20
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X02
X03
X04
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X09
X10
X11
X12
X13
X14
X15
X16
X17
X18
X19
X20

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A1 A2 A3 A5 A6 A7 A8 A9 A10 A11
X01 A1
X02 A2
X03 A3
X04 A4
X05 A5
X06 A6
X07 A7
X08
X09 A9
X10 A10
X11 A11
X12
X13 C1 C2 C3 C4 C6 C7 C8
X14 A1
X15 A2
X16 A3
X17 A4
X18 A5
X19 A6
X20 A7

A8
A9
A10
A11

Fig. 6.2 Clustering Actor–Actor matrix obtained directly (#2a) or through the interdependencies
between elements actors are assigned to (#2b)
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• In the first case where X ≠ A, human groups are indirectly formed from AX and
XC. The approach aims at maximizing the level of interaction within each
elements cluster while respecting some constraints related to clusters and to the
human groups derived from these clusters.

• There is a slight difference if X = A. The AA matrix is clustered, which directly
gives human groups AC. The constraints related to elements and to actors are
then the same.

The problem formulation is first presented, and then the two successive solving
and analysis steps are introduced, until the final proposal to decision-maker. This
proposal takes into account the comparison with existing organization AG.

Fig. 6.3 Clustering of a rectangular AX matrix
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6.3.1 Formulating the Problem

The problem formulation is done by introducing the objective function and con-
straints on elements in the first two paragraphs. The third one shows that in the case
where X ≠ A, some constraints on the human groups AC derived from XC are to be
added.

6.3.1.1 The Objective Function

The generic notation XX will be used in the rest of the section, knowing that
X could be equal or not to A. NX is the number of elements {Xj} and NC is the
number of clusters {Ck}. NX is fixed and NC is a variable. XC is a NX × NC
variable matrix with each of its elements XCj,k (1 ≤ j ≤ NX, 1 ≤ k ≤ NC) being a
Boolean variable. For each element, the variable XCj,k being 1 means the presence
of element Xj in cluster Ck, while being zero means its absence. XC is our decision
variable. For the record, XX is a NX × NX matrix with its elements XXj1,j2 (1 ≤ j1,
j2 ≤ NX) representing the interaction value between elements Xj1 and Xj2, already
introduced before.

The objective function of the problem is defined by the sum of the values of all
interactions between elements which belong to a same cluster, which is a quadratic
integer problem:

max INTRA XCð Þð Þ ¼ max
X

1� k�NC

X
1� j1;j2�NX

XCj1;k � XCj2;k � XXj1;j2 ð6:2Þ

As shown in Fig. 6.4, elements interactions are counted if and only if both
elements belong to the same cluster (bold lines). Dotted lines show intercluster
interactions and are not counted.

Considering the CC matrix defined as the matrix product CX * XX * XC, it is
possible to reformulate the problem in a simplified version of the performance
indicator P(XC) using the diagonal cells of CC:

Fig. 6.4 Only intra-cluster interactions are counted (in bold)
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P XCð Þ ¼ INTRA XCð Þ ¼
XNC
k¼1

INTRA Ckð Þ ¼
XNC
k¼1

CCkk ð6:3Þ

A relative version of INTRA may be calculated by dividing by the total weight
of interdependencies in XX, called TW. INTRA′(XC) is then defined as:

P0 XCð Þ ¼ INTRA0 XCð Þ ¼ INTRA XCð Þ=TW ð6:4Þ

which enables relative performances in percentage to be compared.
More specifically, it may be interesting to focus on interdependencies between

two different actors, called bi-actor interdependencies or BAI. On the opposite,
interdependencies owned by the same actor are called MAI for mono-actor inter-
dependencies. BAI are the main source of risk of bad communication and coor-
dination, especially if they are not in a same organizational boundary (INTRA).
INTRA (and INTER) could then be broken down into INTRA|BAI and INTRA|MAI.
More precisely, the objective is to minimize INTER|BAI where the main risks exist.

The XX matrix is reordered knowing clustered configuration C = {Ck}. Then,
XX is redefined as the sum of XX|INTRA and XX|INTER as illustrated in Fig. 6.5.
Once this distinction is made, the mono- and bi-actor interdependencies are known

Fig. 6.5 Separating INTRA and INTER into two different matrices
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by considering the AA|INTRA and AA|INTER matrices, obtained as following (for
AA|INTRA):

AAjINTRA ¼ AX � XXjINTRA � XA ð6:5Þ

The diagonal cells of AA|INTRA are the mono-actor interdependencies within
organizational boundaries, the off-diagonal cells are the bi-actor interdependencies
within organizational boundaries. In the end, four values are obtained, the mono-
and bi-actor interdependencies which are respectively within and between clusters.
The aim is to minimize INTER|BAI obtained as the sum of the off-diagonal cells of
AA|INTER:

Min INTERjBAI
� � ¼ Min

X
i 6¼j

AA INTERij

�� !
ð6:6Þ

This analysis can be made for the existing organization with current groups and
for the proposed ones with calculated clusters. An illustration is presented in
Sect. 6.4.

6.3.1.2 Adding Constraints Related to Clusters

Constraints related to the inclusion of elements in clusters are described in this
paragraph. First, the number of elements may be limited for a given cluster:

8k 2 1. . .NC½ �;NX Ckð Þ ¼
X

1� j�NX

XCj;k �MaxðXjCkÞ ð6:7Þ

where NX(Ck) is equal to the number of elements in cluster Ck and Max(X|C) is a
vector of size NC with its kth value being the maximum number of elements the kth
cluster can contain. This constraint may be specific to each cluster Ck or generic and
can then be reformulated using a single value. The clustering operation is mainly a
trade-off between two conflicting parameters, the minimization of interactions
outside clusters, and the size of clusters. This may be considered whether as a
bi-objective optimization or a single-objective optimization under constraint. We
chose the second solution, because we think that going for maximization of intr-
acluster interactions is more important, albeit cluster size should of course be kept
under control, since the optimal solution of 1 cluster is obvious but practically
unmanageable. Similar constraints may be put to have a minimal number of ele-
ments Min(X|Ck), or an exact number of elements in a cluster NX|Ck.

The maximum number of clusters that an element can belong to is expressed as:
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8j 2 1. . .NX½ �;NC Xj
� � ¼ X

1� k\NC

XCjk �MaxðCjXÞ ð6:8Þ

where NC(Xj) is the number of clusters the jth element is included in. Classically,
clusters are disjoint, meaning that Max(C|X) is equal to 1 (an element may belong to
at most one cluster). This is mainly to keep under control the number of assign-
ments for actors that own the elements in the clusters. But it is possible to specify a
higher value for Max(C|X), knowing that this must be done carefully, since the main
consequence is to multiply the assignments for the actors that own these multi-
cluster elements.

The total number of clusters may also be a decision variable. Algorithms are
supervised or unsupervised, and as for Max(X|C), the decision maker may require a
maximal number of clusters, or an interval, or an exact number of clusters:

NCmin �NC�NCmax or NC ¼ NCreq ð6:9Þ

In some cases, the interdependency between two elements may be negative. This
means that the decision-maker may require to exclude negative values from the
proposed clusters. Generally speaking, it may be specified to have only in clusters
values superior or equal to a certain limit, whether equal or strictly superior to 0:

8k 2 1. . .NC½ �; 8j1; j2 2 1. . .NX½ �XCj1;k � XCj2;k � XXj1;j2 �Vmin ð6:10Þ

Finally, knowing that some configurations may include for instance more small
clusters than the existing organization, or knowing that the exclusion of negative
values may imply a suboptimal solution, it is not always sure to get an INTRA
value which is higher than those of initial organization. This is why a constraint
may be or not included to get necessarily a solution which improves the INTRA
value. For instance, this could imply that no solution in the first tested configura-
tions is feasible. As a consequence, other configurations must be tested, which
would potentially not have been the case without this constraint:

DINTRA� 0 ð6:11Þ

These constraints may serve in strategies #1a and #2 (where X = A). The next
paragraph introduces a refinement of strategy #1 considering constraints on actors
while clustering elements.

6.3.1.3 Strategy #1b (X ≠ A): Refining the Problem Definition
Considering Constraints on Human Groups Derived
from Clusters

NA is the number of actors of the considered organization. As introduced previ-
ously, AX is a NA × NX binary matrix with its elements AXi,j, (1 ≤ i ≤ NA,
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1 ≤ j ≤ NX) representing the ownership of elements for each actor. This enables
interactions between actors to be highlighted thanks to the existence of interactions
between the elements managed by these actors.

For instance, Fig. 6.6 shows that element X3 is connected to X6. Since actor A2

owns X3 and A1 owns X6, then A2 is connected to A1 by transitivity. AC is a
NA × NC variable matrix created from the matrix product of AX * XC, which gives
the number of times where each actor Ai is present in cluster Ck. AX * XC is

Fig. 6.6 Combining XX and AX matrices to deduce interactions between Actors

Fig. 6.7 Actors clusters are deduced from risk clusters and risk ownership
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normalized in order to get the information of the presence of actor Ai in cluster Ck,
without considering the number of elements that this actor owns in this cluster. This
matrix is not a decision variable, except in the case X = A where XC and AC are
identical; it is a consequence of the XC variable. Figure 6.7 shows how reshuffled
affiliation matrix AC is deduced from clustered (XC) and ownership (AX) matrices.

In a cluster of N elements, it is possible to have between 1 and N different actors
managing these elements, which is completely different in terms of group man-
agement. This is why the constraint of maximal number of actors per cluster, which
can be standard or customized by cluster, is introduced as:

8k 2 1. . .NC½ �;NA Ckð Þ ¼
X

1� i�NA

ACi;k �MaxðAjCkÞ ð6:12Þ

where NA(Ck) is the number of actors involved in Ck and Max(A|C) is a vector of
size NC with its kth element being the maximum number of actors in cluster Ck.
Similar constraints may be put to have a minimal or an exact number of actors in
clusters, respectively Min(A|Ck) and NA|Ck.

It is also useful to consider the number of groups to which an actor is assigned,
in order to avoid potential workload and schedule issues:

8i 2 1. . .NA½ �;NC Aið Þ ¼
X

1� k�NC

ACi;k �MaxðCjAiÞ ð6:13Þ

where NC(Ai) is the number of affiliations of actor Ai to clusters and Max(C|A) is a
vector of size NA with its ith element Max(C|Ai) being the maximum number of
groups the actor Ai can belong to. Namely, this constraint may be different for
different actors, depending on their role in the organization.

Because of this constraint, it becomes possible to relax disjunction constraint,
using a Max(C|X) strictly superior to 1 (see Eq. 6.8). Namely, in some cases, it is
worthy putting the same element into two or more clusters, because it is connected
with numerous other elements.

As for the number of clusters, the number of actors may also be a decision
variable. The decision-maker may require an incomplete reshuffling of the orga-
nization, specifying a maximal or a minimal or exact number of actors impacted by
the clustering:

NAmin �NAclust �NAmax or NAclust ¼ NAreq ð6:14Þ

Finally, a last constraint is introduced concerning the organizational change (or
carryover) which may be limited by the decision-maker (an example is given in
Sect. 6.6):

DORG�DORGmax ð6:15Þ
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We define CC(AC, AG) as the number of common couples between AC and
AG. CC ¼PNA

i;j¼1 ccij where ccij = 1 if and only if actors Ai and Aj simultaneously
belong to the same cluster and to the same organizational group.

It could have been possible to formulate a bi-objective function for the opti-
mization problem, maximizing INTRA while minimizing ΔORG. However, we
decided to keep the mono-objective problem of INTRA optimization, adding an
organizational constraint which can handle different values. ΔORGmax is equivalent
to CCmin.

Since the implementation of a cluster Ck requires the use of a certain number of
actors, it is possible to moderate the raw performance of the clustering algorithm by
the managerial efficiency, considering the previously described managerial con-
straints and modifying the performance indicator of Eq. 6.3 as follows:

P2 Ckð Þ ¼ INTRA Ckð Þ=NA Ckð Þ ð6:16Þ

Moreover, we consider also the INTER value between two clusters Ck1 and Ck2,
meaning the sum of edges for the couples of nodes where 1 belongs to Ck1 and the
other one belongs to Ck2. This corresponds to the non-diagonal cells of the pre-
viously introduced CC = CX * XX * XC matrix. The meaning of INTER is to
compare relatively INTER and INTRA in order to determine whether actors should
be leaders of their cluster or guests of another cluster. For instance, suppose that a
cluster Ck1 is implemented due to its high INTRA(Ck1) value. If INTRA(Ck2) is far
lower than INTER(Ck1, Ck2), then the actors in the cluster Ck2 could be guests of the
other cluster. Ck2 may be considered as not dense enough to justify to implement it
alone, but to run specific meetings with actors of Ck1 and Ck2.

This third performance index is then calculated as follows:

P3 Ck1;k2
� � ¼ 1000 � INTRA Ck1ð Þ= NA Ck1ð Þ � INTER Ck1;k2

� �� � ð6:17Þ

The factor 1000 is added so that the results are easily readable (notably in order
to facilitate estimations and comparisons). These complementary indicators permit
to compare proposed clusters solutions to themselves and to the initial configuration
AG, both in terms of raw performance (P index), of organizational efficiency (P2

index) and of role given to the actors (P3). P2 and P3 are not the object of the
optimization, but are used as control or adjustment variables for the assembly of the
final solution.

6.3.1.4 The Complete Problem Formulation

The problem formulation is summarized as follows, compiling several constraints
on elements and on actors which may be activated or not and corresponding to
previously introduced equations.
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Optimization objective:

max P XCð Þ ¼ INTRA XCð Þð Þ ¼ max
X

1� k�NC

X
1� j1;j2�NX

XCj1;k � XCj2;k � XXj1;j2

Min INTERjBAIð Þ ¼ Min
X
i6¼j

AAjINTERij

 !

P2 Ckð Þ ¼ INTRA Ckð Þ=NA Ckð Þ

P3 Ck1;k2
� � ¼ 1000 � INTRA Ck1ð Þ= NA Ck1ð Þ � INTER Ck1;k2

� �� �
Constraints on elements:

8k 2 1. . .NC½ �;NX Ckð Þ ¼
X

1� j�NX

XCj;k �MaxðXjCkÞ

8j 2 1. . .NX½ �;NC Xj
� � ¼ X

1� k\NC

XCjk �MaxðCjXÞ

NCmin �NC�NCmax or NC ¼ NCreq

8k 2 1. . .NC½ �; 8j1; j2 2 1. . .NX½ �XCj1;k � XCj2;k � XXj1;j2 �Vmin

DINTRA� 0

Constraints on actors:

8k 2 1. . .NC½ �;NA Ckð Þ ¼
X

1� i�NA

ACi;k �MaxðAjCkÞ

8i 2 1. . .NA½ �;NC Aið Þ ¼
X

1� k�NC

ACi;k �MaxðCjAiÞ

NAmin �NAclust �NAmax or NAclust ¼ NAreq

DORG�DORGmax

Once the problem is formulated, the next paragraph introduces the multiple
algorithms that will make calculations on multiple configurations.
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6.3.2 Solving and Analysis: Selection of Algorithms
and Configuration Parametrization

The problem is hard to be defined and hard to be solved. Indeed, there are many
possibilities to configure the problem parameters as well as many existing algo-
rithms which have been developed in particular contexts. This is why several
configurations are tested, using several algorithms, to test the sensitivity of pro-
posed outputs regarding the variation of inputs and tools. The problem is first
introduced with a single configuration, to introduce the different algorithms, then
configurations are varying and interpretation of results is made through a frequency
approach. Finally, alternative solutions are built from a single or from several
configurations, enabling comparisons to be made, between alternatives and with the
existing organization.

6.3.2.1 Optimizing for One Given Configuration Using Heuristics
or an Exact Algorithm

Authors addressed first this problem through heuristics which permitted to
approximate solutions to the problem (Marle and Vidal 2011; Marle et al. 2013).
Then, the addition of managerial constraints on actors and groups of actors per-
mitted to use optimization software to obtain a direct exact solution for problems
with approximately 60 risks (Marle and Vidal 2014).

Instead of selecting a single algorithm and optimizing in the space of possibil-
ities, our resolution strategy will be based on four well-known algorithms, devel-
oped in different contexts (Leicht and Newman 2008; Blondel et al. 2008;
Borjesson and Holtta-Otto 2012; Bühler and Hein 2009). This provides the benefits
of each of these algorithms, which may offer either large or dense or balanced
clusters, etc. Many authors and algorithms exist, as introduced in the previous
section. The choice has been done to promote complementary and relatively robust
algorithms. Indeed, since the structure of the data set is not known in advance, some
algorithms developed in a very particular context may be not relevant at all in
another configuration (dense matrix versus sparse matrix, presence of loops…).
Some algorithms are unsupervised and serve as an initial treatment. Then, the others
can be applied with more precise parameters and a more accurate idea of the
problem configuration. This is the object of the following paragraph.

Knowing the algorithms, two issues remain in the solving process. The first one
is the mix of constraints which are directly related to the risk clusters and indirectly
related to these clusters via the ownership relation between risks and actors. The
second one is the difficulty for the decision-maker to specify in advance the right
configuration of the problem. That is why, it is proposed in the following paragraph
to make these parameters vary, considering an approach based on multiple con-
figurations (similar to design of experiments).
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6.3.2.2 Testing Different Problem Configurations

There are numerous possible configurations for the clustering problem. The
parameters which may vary are mainly the constraints defined before, like the
maximum number of clusters for an element, the maximum number of elements in a
cluster, and the maximum number of actors in a cluster. This is difficult for the
decision-maker to know in advance which configuration could give the optimal
result. NConfig is defined as the total number of tested problem configurations. Let us
call Configl the lth configuration (1 ≤ l ≤ Nconfig), and XCl the proposed clusters
associated with Configl.

If we analyze the influence of four maximum sizes for human groups (four
different values for Max(A|C), 4, 6, 8, and 10 actors), and three maximal cluster
sizes (three values for Max(X|C), 8, 9, or 10), then we get NConfig = 4 * 3 = 12
configurations. Depending on the calculation time for each algorithm and each
configuration, more or less tests will be done, from tens to hundreds of configu-
rations. Indeed, the combinatory explosion of number of tests is quite quick: if NP
parameters may vary among NS states (the same number for each parameter), then
there are NSNP possibilities. With NS = 4 and NP = 4, we have 256 configurations.

The following paragraph introduces a technique to analyze and interpret the
stability of results obtained by calculation of selected configurations.

6.3.2.3 Interpretation of Results and Problem Parametrization
Refinement

A structured frequency-based approach is defined in three steps: (1) defining the
design of experiments to make some parameters of the problem vary; (2) running
the algorithms for the tested configurations; (3) calculating frequency-based indi-
cators and making decisions based on these indicators.

The XCl matrices associated with their respective configurations Configl can be
combined in order to know the percentage of times where elements (Xj1, Xj2) are put
together in a cluster. This index may be used to fix some variables and then reduce
the size of the problem, whether by preassigning together two elements in a same
cluster, or by excluding that two elements belong to the same cluster. A third use is
to determine transverse elements, which are interdependent with so numerous
elements that it is better to get them out of the problem. Finally, it may be used as a
confidence index to assist the final decision, by assessing the reliability of the
solution and its stability.

The matrix which indicates if two elements are put together in the configuration
Configl is called XXl. It is defined as follows:

XXl ¼ XCl � XCT
l ð6:18Þ

The global frequency matrix is defined as the sum of all XXl for all tested
configurations, divided by the number of configurations NConfig. We introduce the
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percentage of times where two elements are put in the same cluster, called common
cluster frequency index (CCFI). This corresponds to the non-diagonal terms of the
global frequency matrix ∑XXl:

CCFI j1; j2ð Þ ¼
PNConfig

l XXlðj1; j2Þ
NConfig

ð6:19Þ

In the case of cluster disjunction, XXl is binary. This means that CCFI may vary
between 0 and 1 (or 0 and 100 %). In the other cases, it is recommended to make
XXl binary by putting its non-null values to 1 as a classical normalization. The
interesting values are 0 and 100 %. CCFI = 0 means that the elements have never
been clustered together and 100 % means that they are always in the same cluster.
This can give an indication on the robustness of the decision whether to put together
two elements (if their CCFI = 1) or to keep them in separated clusters (if CCFI = 0).

It is complementary to the definition of the optimization problems, since it
considers the robustness of the decision. The closer to 1 the CCFI is, the more
robust is the decision to put them together. But, with an index of 70–80 %, this is
not a completely safe decision. The worst case is of course when an element has an
index of 50 % within two clusters. Some decisions can be made after this step 1:
some elements can be preassigned as together or separated by adding constraints to
the initial problem. This adds constraints but in return removes some variables from
the decision problem, making it lighter.

Some elements may never be associated with other elements, meaning that they
are never proposed in clusters. They can be excluded from the problem for step 2
and the matrix can be reordered to get these elements on the bottom-right corner.
The other interesting case is the transverse element, meaning that it is related to
numerous elements in the system, far more than the cluster size limit. Instead of
putting this element into a cluster, which could give the illusion of having to
manage its interfaces uppermost in this cluster, it is recommended to put it outside
the clustering problem.

This first analysis enables some variables to be fixed, whether by putting some
transverse elements out of the clustering problem or by putting some variables to 1
or 0, forcing two elements to be respectively together or separated. Then, a second
run is undertaken to refine and propose final recommendations to decision-maker.

6.3.2.4 Assembly of Solutions and Comparison to the Initial
Organization

Solutions may be directly proposed from a given algorithm and a given configu-
ration, or by assembly of pieces of solutions obtained with different solving con-
figurations. Indicators introduced in Sect. 6.3.1 is used to compare clustered
configurations to the existing organization.
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Finally, the managerial implications of clusters implementation are analyzed by
the decision-maker. The notion of ownership is particularly important, especially if
the person who is presumptive to lead the cluster does not the same authority level
than the other cluster members in the existing organization. The role of cluster
leader may be determined by the role in the cluster behavior of the elements the
person owns, not by her current position in the organization. The next paragraph
identifies patterns of clusters, which may give insights for possible recommenda-
tions for cluster ownership.

A last issue which arises is to assign names to clusters when dealing with such
heterogeneous groups. The objective of naming them is to facilitate discussions
about each cluster. The difficulty which is mostly encountered when naming
clusters is to find a denomination which makes sense regarding their constitution.
Indeed, interactions-based clusters are generally constituted of many heterogeneous
elements of different natures. As a consequence, it is not easy to give meaningful
names to them. However, when clusters are centered on a particular element,
whether as source or destination or hub, it is possible to give it a name inspired by
this element. For instance, a cluster could be named “Cluster of accumulation to
risk R55—Available cash flow decrease,” which underlines the necessity to drive
meetings regarding this final accumulation point.

6.4 Application of Strategy #1a with X = R: Clustering
Risks in a Project Organization

The clustering methodology is applied to a complex project consisting of designing
and implementing a new plant for a specific product related to CEA activity
(Pointurier et al. 2014). CEA (Commissariat à l’Energie Atomique) is the French
nuclear energy institution. The constrained and uncertain nature of this kind of
innovative project makes it obviously risky, with a strong importance of project risk
management.

6.4.1 Analysis of Current Project Organization

The project involves institutions on five different sites, with several divisions of the
CEA and external contractors, with different cultures and tools. The deliverable is
structured into three subsystems (SS1–SS3). Each of them contributes to the others
with structuring intermediary deliverables, notably the safety studies due to the
particular nature of raw material and outputs of this plant.

The project is managed at a system level (SYST) and is exposed to external
influences and risks (EXT). Five groups G1–G5 are considered (SS1, SS2, SS3,
SYST, and EXT, respectively), each of them including more or less project risks.
77 risks have been considered with 21 actors owning from 1 to 9 risks.
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495 potential interdependencies have been identified in the RR matrix. The risk
network corresponding to the graph version of RR is presented in Fig. 6.8. It
confirms the interest of using the DSM display of Fig. 6.9 since it is a compact way
to represent systems interdependencies, whatever their level of complexity. The red
box corresponds to SS3, the yellow box to SYS, the green box to EXT, the blue box
to SS1, and the orange box to SS2. As displayed on Figs. 6.8 and 6.9, many
interdependencies exist between the five families. SYS and EXT in particular are
characterized by a far higher number of interdependencies INTER groups than
INTRA group.

The size of the nodes (and their shade) is proportional to their centrality values
(related to the number and weights of neighbor edges). Centrality is just used here
as a visual indicator of the situation of risks within the current network and future
clusters.

Fig. 6.8 Representation of the existing risk network
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The affiliation of the 21 actors to the 77 risks enables the AR matrix to be built.
The Table 6.1 gives the main indicators concerning the existing configuration RG,
with the INTRA value and the number of risks and actors for each group Gi, i = 1–5.
It has to be noticed that by construction, actors are assigned to one group only,
except the actor A10 (EXP) that owns risks in two different groups (Table 6.2).

Fig. 6.9 Initial configuration with five groups of risks organized among the system decomposition

Table 6.1 Main values for
existing groups Gi

Group_Id INTRA NR NA

G1 316 13 4

G2 206 19 6

G3 438 22 6

G4 142 10 3

G5 66 13 3
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The counterpart of that decomposition among the system dimension is that many
interdependencies are between the groups. The total sum of interdependencies is
3404, meaning that the percentage of interdependencies within the groups is equal
to 34.3 %.

Among these interdependencies, another useful information is the amount of
interdependencies connecting two actors. As indicated in Sect. 6.3.1, this is cal-
culated by separating RR into RR|INTRA and RR|INTER. Then, two matrices
AA|INTRA and AA|INTER are calculated by multiplying AR by respectively
RR|INTRA and RR|INTER and by RA, the transpose of AR. Table 6.3 summarizes
these four values, indicating that among the INTRA interdependencies with a total
weight of 1168, 848 are between two different actors.

More than 90 % of interdependencies are between two different actors.
Moreover, two-thirds of the total interdependencies are between two different actors
of two different groups, making the coordination risk very high.

Table 6.2 Number of risks
owned by each actor in each
group

SS1 SS2 SS3 SYS EXT

A01 CLT 4

A02 RCR1 3

A03 CTN 3

A04 EDS 3

A05 RCR2 4

A06 OMP 5

A07 ARC 5

A08 ISS2 3

A09 COD 1

A10 EXP 1 1

A11 PRO 4

A12 ISS3 4

A13 DCH 3

A14 RCR3 9

A15 IBS 1

A16 PO 4

A17 ACP 1

A18 AIS 5

A19 DAM 6

A20 DTRI 3

A21 AS 4

Table 6.3 Analysis of types
of interdependencies within
existing organization

Type of interdependency INTRA INTER

Mono-actor interdependency 320 0

Bi-actor interdependency 848 2236
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This will be compared with our clusters in Sect. 6.4.3, in order to analyze how
much the objective of putting more interdependencies within the clusters, partic-
ularly for the bi-actor ones, is fulfilled.

Once the initial configuration is analyzed, the solving strategy is presented in the
following paragraph.

6.4.2 Solving Strategy and Problem Formulation
for the Risk Clustering

The strategy is the #1a, meaning that clustering will be applied on risks, without
considering constraints on the human groups. XC is the variable, no constraint on
AC is required by the decision-maker. One key issue is to specify optimization
problem parameters, both in terms of constraints and in terms of algorithm. But it is
very difficult for the decision-maker to specify a priori such parameters. The
unsupervised algorithms are run first, to give an order of magnitude of the size and
number of clusters that appear with this data set.

In step 2, constraints are defined to have between 4 and 7 clusters, with a
maximal size of 18 for the clusters. The disjunction constraint has been removed,
allowing risks to simultaneously be assigned to two clusters (if relevant). Several
scenarios have been built considering the possible values within this range for all
parameters. The interesting cases are when the risks are never clustered together and
when they are always proposed in the same cluster. This can give an indication on
the robustness of the decision to put them together, or to keep them in separated
clusters.

The formulation of the problem is in this case as following:

max P RCð Þð Þ ¼ max
X

1� k�NC

X
1� j1;j2� 77

RCj1;k � RCj2;k � RRj1;j2 ð6:2Þ

Min INTERjBAIð Þ ¼ Min
X
i6¼j

AAjINTERij

 !
ð6:6Þ

8k 2 2. . .NC½ �;NR Ckð Þ ¼
X

1� j� 77

RCj;k �MaxðRjCÞ ¼ 18 ð6:7Þ

8j 2 1. . .77½ �;NC Rj
� � ¼ X

1� k\NC

RCjk �MaxðCjRÞ ¼ 2 ð6:8Þ

4�NC� 7 ð6:9Þ

The results are shown in the following paragraph.
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6.4.3 Results: Aligning the Project Organization
to the Complexity of the Resulting System

For confidentiality reasons, anonymous information only is given on systems, risks,
and actors. The results of the different scenarios have been analyzed and compared,
in terms of performance (how many interactions are put within clusters, what is the
size of clusters and consequently the size of human groups) and similarity (how
many times are these risks proposed in the same clusters for different scenarios). In
the end, clusters have been picked up from different scenarios, which has enabled
the final solution to be closer from managerial reality.

As usual, the global clustered matrix is shown in Fig. 6.10, albeit such big
matrices are not easily readable. This is why a local analysis will be made

Fig. 6.10 Proposed configuration with 3 transverse risks and 5 clusters
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cluster-by-cluster in the next paragraph to deeply study their managerial conse-
quences. Particularly, the third cluster will bring a little innovation by including a
subcluster which could be implemented separately, with more frequent meetings for
the subcluster participants.

Three risks are proposed as transverse, meaning that their owners will act as
coordinators of numerous interfaces; their role has changed to become more global.
This is for three risks but only two actors, A4 (EDS) that belong to SS1 and A16

(PO) which is the Operations Pilot (PO in French) of the whole system. The fact that
PO is connected to many other risks is quite normal, since PO is at the System level.
For EDS, it is mainly due to the fact that SS1 is used after for the design of SS2 and
SS3, meaning that potential consequences of a failure in the SS1 design may affect
the whole project. So it is not surprising to find two risks related to SS1 as transverse.

Five clusters are proposed, in addition to the transverse risks called cluster C0

(even if it is not exactly a cluster). Fourteen risks are excluded from clusters. This
does not mean that risk owners should not communicate with others, but only that
this is not formalized as a structured and official way of working (with meetings and
documents/messages exchanges).

The analysis at a glance of the difference between clustered and initial config-
uration is shown in Table 6.4, where:

• The amount of bi-actor interdependencies which are within boundaries is
multiplied by more than 2, going from 25 to 61 % of total interdependencies.

Table 6.4 Comparison of
interdependency type sharing
between existing and
proposed configurations

Interdependency
type

Existing
groups

Proposed
clusters

BAI|INTRA 848 (25 %) 2038 (61 %)

BAI|INTER 2236 (66 %) 1032 (30 %)

MAI|INTRA 320 (9 %) 272 (8 %)

MAI|INTER 0 48 (1 %)

Table 6.5 Comparison of
performance indicators
between existing groups and
proposed clusters

Group_Id INTRA NR NA INTRA/NR INTRA/NA

G1 316 13 4 24 79

G2 206 19 6 11 34

G3 438 22 6 20 73

G4 142 10 3 14 47

G5 66 13 3 5 22

C0 404 3 2 135 202

C1 378 15 9 25 42

C2 116 7 4 17 29

C3 624 18 9 35 69

C4 576 16 9 36 64

C5 332 12 6 28 55
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• Simultaneously, the bi-actor interdependencies which are between organiza-
tional boundaries decreases from 66 to 30 %.

• The total amount of interactions within boundaries goes from 34 to 69 % (in-
cluding mono-actor interdependencies), meaning that the INTER values
decreases from 66 to 31 %.

Global indicators show that the amount of interdependencies and particularly
bi-actor interdependencies that have been included within clusters has been

Fig. 6.11 Graphical comparison of groups and clusters effectiveness and efficiency
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multiplied by 2 approximately. No precise correlation can be made with the
decrease of the risk of bad communication and coordination, but it seems to be
significant.

Having a look to clusters, it has to be noticed that they globally dominate initial
groups (see Table 6.5), except C2. This global improvement is both in terms of
effectiveness (the INTRA value which is the objective obtained for a certain number
of risks) and efficiency (the number of actors involved in clusters to obtain this
INTRA value). Figure 6.11 shows that C2 is a bit weaker than the other clusters and
even than the best groups G1 and G3. It will be up to the decision-maker to decide
whether C2 deserves to be implemented or not.

Finally, the analysis of clusters in terms of assignment shows that they are
naturally bigger than initial groups (see Table 6.6), since they mix people from
different parts of the project to connect them into a single cluster. However, as
shown in the last column of Table 6.6, the number of clusters per actor remains
low, except for two actors: the A16 (PO) that is assigned to five clusters including
the management of a transverse risk, and A14 (RCR3) that is assigned to three
different clusters. Once again, it will be up to the decision-maker and these actors
to decide whether this situation is acceptable in terms of multiple assignments
(and associated meetings).

Table 6.6 Analysis of assignments of actors to clusters

C0 C1 C2 C3 C4 C5 NC|A

A01 CLT 1 1

A02 RCR1 1 1 2

A03 CTN 3 1 2

A04 EDS 2 1 2

A05 RCR2 1 2 2

A06 OMP 2 1 2

A07 ARC 3 1 2

A08 ISS2 3 1

A09 COD 1 1

A10 EXP 1 1 2

A11 PRO 4 1

A12 ISS3 3 2 2

A13 DCH 3 1

A14 RCR3 1 3 4 3

A15 IBS 1 1

A16 PO 1 1 1 1 1 5

A17 ACP 1 1 2

A18 AIS 3 2 2

A19 DAM 2 6 2

A20 DTRI 1 1

A21 AS 1 2 2
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More than the differences between the global structures of proposed clusters
(more INTRA but more actors involved) and existing groups, some local differ-
ences are interesting. For instance, the actor A19 (DAM) is initially assigned to 6
risks in the group EXT, but after the clustering he is mainly assigned to cluster C5

which does not contain any other actor of the group EXT. This means that in some
cases, the initial system-based structure had put together independent people,
without any sense to belong to the same group.

The results show a huge improvement of INTRA (particularly for bi-actor
interdependencies) while decreasing a bit the organizational efficiency with slightly
bigger clusters. However, no organizational constraint had been required by the
decision-maker. The next paragraph will discuss this point, showing that their
managerial meaning is higher than the organizational constraints that they involve.

6.4.4 Managerial Implications

Except for C0, which is not really a cluster and has been immediately confirmed by
the decision-maker, each cluster has been analyzed in terms of benefits (interde-
pendencies) and costs (number of actors and number of assignments for the actors).

Fig. 6.12 Display of cluster C1 and its connections with the three transverse risks

6.4 Application of Strategy #1a … 235



The example of cluster C1 is presented here. It consists of 15 risks owned by nine
actors. In terms of performance, C1 is the limit between high and low performance
shown in Fig. 6.11, meaning that it is judged as good enough. The specificity of C1

is to be balanced between two subsystems (Fig. 6.12) with six risks from SS1 and 8
from SS2 (and a last risk at the system level). This mixed cluster only confirms the
need for a cross-organization between SS1 and SS2 on the design of the complex
object that will be produced. The system-related risk concerns the strategy of design
qualification of the produced object and gives even more meaning to the cluster.

To summarize, C1 is a combination of actors from subsystems 1 and 2, which
was exactly what was required to improve the coordination and integration of these
elements. C2 is focused on SS3 design including one risk related to SS1 and one
external risk. Cluster C3 is also mainly related to SS3, but more focused on the
exploitation phase. The cluster C3’ which is a subcluster of C3 but obtained with
other algorithms serves as a kind of steering committee for interfacing SS3 design
with the rest of the project. Namely, risks of C3’ are related to SS1 (2), SS3 (5), and
SYS (3). It is to be noticed also that the part of C3 which is not C3’ contains five
risks from SS3 but also 2 from SS2 and 1 from EXT, meaning that even a SS3
design-centered cluster contains diverse risks from other parts of the project. Cluster
C4 is globally centered on SS3 installation, but with a cost-oriented vision, rather
than technical-oriented. This means that several risks come from SS3 and several
others come from SYS or EXT. Finally, C5 ties SS2 to high-level events or deci-
sions related to SYS and EXT.

Globally, the decision-maker found managerial relevance to all proposed clus-
ters. This is due to the construction mode of the solution, since it has been built
from different solutions obtained from different algorithms, meaning that the
decision-maker validated the inclusion of each cluster in the solution. The clusters
C1–C5 contain, respectively, 9, 3, 8, 8, and 6 actors. Particularly, C3’ is a 9-risk
cluster with six different actors, and C3 is an 18-risk cluster containing C3’, but with
only two additional actors. But the proposal of running two different series of
meetings has been kept. The agenda is broader in the case of C3. The most
important point is that the proposed groups have been validated.

6.5 Application of Strategy #1b with X = R: Adding
Constraints on Actors Groups in the Risk Clustering
Problem

This section introduces the application of previously described concepts to the
Tramway Project organization. The description of the Tramway project is available
in Chap. 5. The situation corresponds to the application of strategy #1b with X = R.
Clustering is applied to RR matrix, and groups of actors AC are deduced knowing
AR affiliation matrix. The difference with strategy #1a applied in Sect. 6.4 is the
introduction of constraints on AC, even if RC remains the decision variable.
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6.5.1 Analysis of Current Project Risk Management
Organization

The current Project Risk Management Organization is analyzed through different
prisms. This permits to visualize natural communication and coordination paths
within existing groups.

First, in Fig. 6.13, groups are shown according to risk domain, since people have
roles and skills which are mainly consistent with the domain of the risk (contractual,
financial, technical, etc.). In this matrix:

Fig. 6.13 Current structure classified by domain
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• 44 % of interactions take place within groups, which is slightly better than in
previous case, but low enough to make the risk of bad communication and
coordination present.

• Domains are highly unbalanced, with two big domains and four small ones,
• The corollary of this unbalanced situation is that the first two domains contain,

respectively, 24 and 22 risks, which does not a priori help to manage them
simultaneously.

The other performance indicators of existing configuration will be compared
with the proposals in Sect. 6.5.3.

In Fig. 6.14, risks are reordered according to ownership. The meaning of a box is
that the same actor owns them. They may of course be of different domains and
different criticality values. Some of the boxes are empty of interactions. That means

Fig. 6.14 Current structure classified by ownership
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that people manage several independent risks, while some interactions exist with
other persons.

In this matrix, 15 % of interactions are MAI (mono-actor interdependencies).
This means that 85 % of interdependencies depend on the capacity of actors to
communicate and coordinate correctly, otherwise the corresponding decisions and
propagation effects might be missed.

A last matrix is displayed in Fig. 6.15, mixing the two previous parameters. The
risks are grouped first by domain, and then within each domain by ownership. This
shows that even domain-based meetings imply actors that are weakly related to
others. The problem is that many actors may have to be present, but for not so many
reasons. This means that the meetings may be meaningless and inefficient, since the
relationships between present actors are not numerous or strong or dense enough.

Fig. 6.15 Current structure, by domain and by ownership within domains
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The Table 6.7 shows the assignments of actors to domains in the existing
configuration. Four actors own more than seven risks, meaning that they have a
central role in the project risk management (column NR|A). The number of risks
does not give any idea of the criticality of these risks, but is a complementary
information. Actors have a relatively important number of assignments (column
ND|A in Table 6.7), with six actors with three assignments or more (max 4). For
instance, actors A06 and A07 have, respectively, four and three risks to manage and
four and three meetings to participate to. Even if assignments are dispersed, the
domains D1 and D2 are still composed of many actors (respectively 8 and 9), which
does not facilitate the efficiency of meetings.

Due to the number of interactions outside the official project risk meetings by
domain, the danger is that the communication and coordination between actors may
not be correct. The clustering will help to increase the organizational capacity to
cope with project complexity.

6.5.2 Solving Strategy and Problem Formulation
for the Risk Clustering Under Constraints on Risk
Owners Groups

The strategy #1 is used here with X = R, knowing interdependencies between risks
and not directly between actors. Additional constraints are put on number of actors
within clusters. Clustering is now made to optimize INTRA value while keeping
NA|C under control, which means that the solution will be suboptimal. In step 1,
several tests are made with different configurations, enabling frequency indicators
to be calculated. This helps to fix several preassignment variables for running step
2, where the disjunction constraint is removed. This allows risks to simultaneously

Table 6.7 Data related to assignments of actors to risks in each domain

D1 D2 D3 D4 D5 D6 ND|A NR|A

A01 2 6 2 8

A02 8 2 1 1 4 12

A03 4 2 1 3 7

A04 4 7 1 3 12

A05 3 1 1 3 5

A06 1 1 1 1 4 4

A07 1 1 1 3 3

A08 1 1 1

A09 1 1 2 2

A10 1 1 1

A11 1 1 1

NA|D 8 9 6 2 1 1

NR|D 24 22 6 2 1 1
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be assigned to two or three clusters, even if in the end, the most efficient solution is
to put these multiassignments risks as transverse.

The formulation of the problem is in this case as following:

max P RCð Þ ¼ INTRA RCð Þð Þ ¼ max
X

1� k�NC

X
1� j1;j2� 56

RCj1;k � RCj2;k � XXj1;j2

8k 2 1. . .NC½ �;NR Ckð Þ ¼
X

1� j� 56

RCj;k �MaxðRjCkÞ

8j 2 1. . .56½ �;NC Rj
� � ¼ X

1� k\NC

RCjk �MaxðCjRÞ

5�NC� 8

8k 2 1. . .NC½ �;NA Ckð Þ ¼
X

1� i�NA

ACi;k �MaxðAjCkÞ

8i 2 1. . .NA½ �;NC Aið Þ ¼
X

1� k�NC

ACi;k �MaxðCjAiÞ

NAclust ¼ 11

6.5.3 Clustering Results Testing Different Problem
Configurations

The resolution is made with different constraints on risk clusters (Max(R|C) and
Max(C|R)) and on human groups (Max(A|C), Max(C|A)). In order to analyze the
robustness of the proposed organization, different calculations have been run with
Max(R|C) varying between 6 and 10, and with different configurations for a given
vector Max(R|C). For instance, for Max(R|C) = 10, it is possible to test a
Five-cluster configuration with each of them with a size of 10, or to test an eight
cluster configuration with two clusters of 10, two clusters of 9, and so on. The first
conclusion is that the highest values are obtained for the highest Max(R|C). This is
essentially due to the presence of positive values only, and to the presence of
enough non-null values in the original matrix (no saturation). Second, for a given
Max(R|C), the best configuration is the one where the most clusters are fulfilled
(their size being equal to Max(R|C)).

But, it has to be noticed that in some cases, we found clusters with two or more
independent subclusters. This means that in terms of clustering value, it does not
bring anything, although in terms of human group coordination, it brings together
people who do not have interactions. It can then be counterproductive to “artifi-
cially” group people with not enough reasons to do it. This is why it is not rec-
ommended to consider the merging of smaller clusters to make a bigger one.

Then, the frequency indicators are calculated and put in the frequency matrix,
shown in Fig. 6.16. A red cell indicates that the risks Ri and Rj have been included
in the same cluster very often (more than 8 times of 10). An orange cell indicates
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that the two risks are together more than 1 time of 2 (and less than 8 on 10). This
gives information about the robustness of the decisions to assign some risks to
clusters (or to exclude to put them together). A discussion is introduced with the
decision-maker considering the proposed configuration and the complementary
robustness analysis given by the frequency matrix.

Once initial promising results are found, since numerous couples of risks are red
or orange, some refinements can be introduced. The presence of the Max(C|
A) constrain enables Max(C|R) to be relaxed, since the number of assignments for
the actor is kept under control by the first one. Figure 6.17 shows a test with Max(C|
R) = 3 instead of 1. The two risks R55 and R02 are proposed simultaneously into
respectively two and three clusters.

Fig. 6.16 Frequency Matrix built with the different tested configurations
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First, it has to be noticed that the presence of risk R02 in three clusters simul-
taneously is of course impossible to display except with a tip. Here, we decided to
duplicate R02. It permits to show INTRA interdependencies of R02 within the three
considered clusters. The counterpart is to show INTER interdependencies between
clusters 2 and 3 (Fig. 6.17), which is not the case. Even if it is hard to display, the
calculated indicators take of course this situation into account.

But even there, these two risks and a third one, R43, are connected with so many
different risks in different clusters that it could be relevant to put them out of the

Fig. 6.17 Modified clusters with relaxation on Max(C|R) constraint

6.5 Application of Strategy #1b with X = R: Adding Constraints … 243



Fig. 6.18 Clustered configuration with three transverse risks

Table 6.8 Comparison of
performance of clusters and
domains

INTRA NR NA INTRA/NR INTRA/NA

C0 208 3 3 69 69

C1 76 10 4 8 19

C2 21 5 4 3 5

C3 27 9 6 3 5

C4 24 5 4 5 6

C5 11 4 4 3 3

C6 22 6 5 4 4

D1 129 24 8 5 16

D2 42 22 9 2 5

D3 18 6 6 3 3

D4 0 2 2 0 0

D5 0 1 1 0 0

D6 0 1 1 0 0
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clustering problem. Finally, the three risks R02, R43, and R55 are considered as
transverse, as displayed on Fig. 6.18.

The extraction of three risks of the clustering problem enables some changes to
be made. However, the managerial constraints (limitations of number of actors per
cluster and number of clusters per actor) do not permit once again to get the highest
amount of interdependencies within clusters. Nevertheless, it is preferable to get
manageable groups rather than adding a low-level interdependency while
decreasing the efficiency of the organization (since the highest ones are included
within clusters, so those added in second round are not so worthy).

In the end, six clusters are proposed in addition to the three transverse risks
called C0 as in Sect. 6.4. Table 6.8 gives details about INTRA, NA and NR values,
both for proposed clusters and initial domains. Clusters size is between 4 and 10
and the number of actors is between 4 and 6 (except C0 of course).

As shown in Table 6.9, the number of assignments per actor did not really
change compared to initial configuration by domains. However, the number of
actors per cluster has significantly changed, kept under control with a single cluster
with 6 actors and the other ones with less. For memory, meetings by domains
contained respectively 8, 9, 6, 2, 1, and 1 actor(s). This was simultaneously
unbalanced and with unmanageable extreme values. 1 actor means that this actor is
isolated and 8 or 9 actors is still manageable, but more difficult to run than 5 or 6.

The best cluster C1 is better than the best domain D1 and the other clusters C2–

C6 are better than the other domains D2–D6. One can say that the clustered con-
figuration dominates the existing domain-based configuration.

In the end, only 42 risks are proposed within clusters, meaning that 14 are
excluded. They have basically very few and weak interdependencies with other
risks, mainly with the transverse ones. It is exactly the mission of these actors to
manage interfaces with all the risks, included those which are not grouped into
formal clusters.

Table 6.9 Data related to assignments of actors to risks in each cluster

C0 C1 C2 C3 C4 C5 C6 NC|A NR|A

A01 0 0 1 1 0 1 1 4 4

A02 1 3 0 3 1 0 1 5 9

A03 0 1 2 1 2 0 0 4 6

A04 1 5 0 2 0 0 2 4 10

A05 0 0 0 0 1 1 1 3 3

A06 0 1 1 0 0 1 0 3 3

A07 0 0 0 1 1 0 1 3 3

A08 0 0 0 1 0 0 0 1 1

A09 1 0 1 0 0 0 0 2 2

A10 0 0 0 0 0 0 0 0 0

A11 0 0 0 0 0 1 0 1 1
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Clusters form groups of risks which seem to be relevant in the task of assisting
project risk management. The next paragraph will analyze the managerial meaning
and implications of proposed clusters.

Fig. 6.19 The biggest cluster
C1 focused on performance
issues and consequences

Fig. 6.20 The cluster C2

focused on local constraints
and associated consequences
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6.5.4 Proposals and Managerial Implications

As in Sect. 6.4, clusters are analyzed in terms of managerial meaning and imple-
mentation difficulty. The first one is composed of 10 risks owned by four actors
only, mainly actors A2 and A4. The Fig. 6.19 shows the interdependencies between
these risks, with three edges in red since their value is high. Critical risks are also in
red in order to highlight the relative independence between the individual and
collective importance.

C1 includes performance targets, like “travel time performance” (R10) and “re-
liability and availability target” (R13). Consequences of failures on these targets are
to have to provide “extra trains” (R44) or to have delays in the delivery of the
“operations certificate” to start the operation phase (R12). Moreover, if this delay is
due to an internal failure, like the “track installation machine” (R27), then some
troubles could occur in terms of “over-costs” (R42) and “relationships with banks”
(R41). We are in the case where cause-and-effect multilevel chains are highlighted in
terms of occurrence likelihood (existence of edges with non-negligible values) and
of potential impacts (criticality of the nodes).

Cluster C2 is smaller with five risks only, albeit including four different actors
too. Figure 6.20 shows that this cluster is centered on design issues related to local
constraints, mainly “changes in local laws and regulations” (R6). The actor A1 that
owns this risk has then to be strongly related to the other actors that are potentially
affected by the occurrence of these risks.

Cluster C3 is similar to C1 in terms of size with nine risks owned by six actors. Its
density is lower, with less INTRA value using more actors. However, its meaning is
very interesting for the decision-maker since it is focused on Civil Work delay and its
consequences (some of its consequences). The Civil Work delay risk R18 is central to

Fig. 6.21 The cluster C3

focused on civil work delay
and associated consequences
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the cluster, with multiple consequences on the delivery date of the different packages
of the project (depot delay R48, energizing delay R32, track installation delay R51 and
slabs pouring delay R53). Some causes are added, like “noise and vibration attenu-
ation” (R21) for “slabs pouring delay”. Some consequences are also added, like
“vehicle storage in another city” (R3) in case of “depot delivery delay.” Figure 6.21
shows the relationships between actors, with A8 being central to the others. Actors A4,
A7, A3, and A1 are potentially impacted and A2 acts more like a source.

The Cluster C4 is client-oriented, in terms of consequences of both initial
requirements issues and behavioral issues during the project when they have to
contribute (Fig. 6.22). It is composed of a reaction chain from risk R33 “fare

Fig. 6.22 The cluster C4

focused on R33 and R17

Fig. 6.23 The cluster C5

focused on consequences of
R38
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collection requirements issue” to risk R50 “ticketing design” intertwined with
another reaction chain from R17 “discrepancies with the client” to R14 “permits and
authorizations.” The latter is important since the client can be the source of a delay
in a phase if permits and authorizations are given out of schedule, and simultane-
ously they can blame the company for the delay at the end of this phase with the
contractual penalties. The company has to be clearly aware of the causes of R14 (in
C4) and its consequences (R2, mainly because the work had started late, but in fact
all the procurement and construction phase may be affected). The problem with the
current organization is that five risks are owned by four actors.

The cluster C5 is composed of four risks only and is focused on the interface
between Rolling Stock and tracks (R38) and its consequences (“non-compliance of
Rolling Stock” R25 followed by “rolling stock delivery delay” R56 and “track
insulation issue” R31). As shown on Fig. 6.23, the 4 risks are owned by four
different actors.

Finally, the last cluster C6 displayed on Fig. 6.24 is about topographical survey
issue and its consequences, both in terms of civil work issues and claims (R29

“additional poles” and R22 “claim from the subcontractor”), and in terms of train
redesign risk (R5 “behavior in slopes” and R46 “train performance”). Five actors
own the six risks of this cluster. It is to be reminded that initially the list was
composed of 42 risks only. The risks R43 to R56 were not formalized, meaning that
the work on interdependencies brought not only the edges but some nodes closer
from the managers’ eyes. Some chains contain one or more of these risks, meaning
that without them it would have been particularly difficult to make the connection
between the source and the final effect.

In this research, managers including project managers and project office mem-
bers have been at the origin of the work, not the operational risk owners. Then, the
support from top management was present, but the actors involved operationally in
the process had to be convinced, with two main issues, the interest and the
difficulty/additional energy. Currently, risk management receives moderate atten-
tion within the firm and the following issues need to be underlined. In the first
place, risk lists were elaborated since they must be done, but no real attention was
paid to them and they were not sufficiently exploited. Second, risk management was

Fig. 6.24 The cluster C6

focused on R49 and its
consequences and R22 and its
causes
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still too often considered as an academic pursuit which was not necessary appli-
cable to day-to-day project management. Third, some risk owners (in terms of
responsibility) had been assigned too quickly and without an in-depth analysis of
the required skills and experience. Indeed, risk owners belonged to varied hierar-
chical levels in the company structure, and some risk owners were responsible for
one risk, while other ones were responsible for more than 10. Several benefits
emerged from this study.

First, we assisted the process of capturing data and running calculations,
explaining the concepts and involving the actors, but remaining leaders of the
process. Second, the outputs of the first proposed configurations showed potential
phenomena that corresponded to the experience of some risk owners, who declared
that our highlighted risks seemed to be closer from reality (or at least from what
they lived before). This means that they trusted our proposal and found a potential
interest to applying it.

At the end of the process, the approach received support from risk owners,
project office members (in charge of proposing and deploying methods for projects)
and top managers. Of course, some improvements were asked, either to get the
possibility to be more precise on the definition of the desired configuration (to put
more parameters in the model), or to simplify some aspects of the approach (par-
ticularly for explanation or training, and more generally for appropriation by
company members without the participation of researchers).

6.6 Application of Strategy #2a: Clustering Actors
in a Creative Organization

Clustering has been applied in order to transform an organizational matrix into a
reshuffled organizational matrix, where actors are put together into small groups in
order to provide the maximal creativity potential. Details are in (Sosa and Marle
2013), where the principles of creative team familiarity and the raw clustering
results are presented. The aim of this Section is to bring complementary analysis on
the case study compared to the description of the case and to the previous Sects. 6.4
and 6.5.

The overall objective is to maximize positive levels of dyadic creativity inside
the clusters. This permits to form clusters of individuals who have reported positive
tendencies to generate creative ideas associated with their task-related interactions.
Groups are made of individuals who report generating creative ideas after inter-
acting with each other for task-related matters. This alternative organizational form
suggests groups of people that, if put together in a temporary assignment like a task
force or brainstorming session, are likely to trigger creative ideas on each other
based on their prior experiences interacting for task-related matters. Two decisions
are addressed:
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• The complete (or global) clustering: the decision-maker wants to reorganize the
entire organization in order to maximize the grouping of positive creative
interactions.

• The incomplete (or local) clustering: the decision-maker wants to form several
clusters which do represent a percentage (for instance 20 %) of the total
organization.

The structure of the future organization can be decided in advance, by fixing the
number and size of clusters (possibly keeping the existing structure), or may be
proposed by the algorithm (unsupervised case).

In this case study, the organizational change ΔORG has been analyzed in terms
of trade-off with the INTRA value improvement. The other specificity of this case is
the existence of negative values, meaning that people judge other actors as cre-
ativity blockers, and the problem formulation has to take this into account.

6.6.1 Analysis of Current Organization and Its Creativity
Potential

This research has been implemented in a firm developing software for business
customers. The development department is organized into eleven groups: eight
development groups (i.e., programmers); one quality control group; one architec-
ture and management group; and one support group responsible for documentation
and information systems support. Technical communication patterns are captured,
both within and across organizational groups associated with the development of
the seven products in the firm’s portfolio. Respondents reported 632 product-related
interactions in which actor Ai “went to” actor Aj for product-related information on
a 58 * 58 matrix. This results in a communication network density of 19 %.

These data are documented into the Actor–Actor matrix (AA) whose
off-diagonal marks (AAi,j) indicate whether the person in row i went to person in
column j to request product-related information during the last year and express the
opinion of actor Ai about the easiness to generate novel creative solutions and/or
ideas when interacting with Aj. Since we are interested in maximizing the likelihood
of generating creative outcomes when people interact with each other, three types of
interactions are distinguished:

• Negative creative interactions that hinder the generation of creative ideas on the
recipient measured by the three disagreements assessment in our original
Likert-scale. There are 44 (or 7 % of) task-related interactions with negative
levels of creativity,

• Neutral creative interactions that do not significantly impact the generation of
creative ideas on the recipient as measured by the neutral statement in our
original Likert-scale. There are 221 (or 35 % of) task-related interactions with
neutral level of creativity,
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• Positive creative interactions that trigger the generation of creative ideas on the
recipient as measured by the three agreement statements on our original
Likert-scale. There are 367 (or 58 % of) task-related interactions with positive
level of creativity (20 % of low level and 38 % of medium and high level).

The total INTRA value inside existing organizational groups is 215. It must be
noted that this group includes negative values, which may be excluded in clustering.

6.6.2 Solving Strategy and Problem Formulation
for the Actors Clustering

Three elements are specific to this case: the presence of negative values which may
imply the existence in the algorithm of a constraint to exclude them (the Vmin con-
straint), and the wish of the decision-maker to make an organizational change which
is under control (the ΔORGmax constraint). Moreover, the decision-maker wanted to
test incomplete configurations. That means that NC may be decided in order to cover
or not the complete organization. In the end, the problem is formulated as follows:

max P ACð Þ ¼ INTRA ACð Þð Þ ¼ max
X

1� k�NC

X
1� j1;j2�NA

ACj1;k � ACj2;k � AAj1;j2

NCmin �NC�NCmax or NC ¼ NCreq

8k 2 1. . .NC½ �;8j1; j2 2 1. . .NA½ �ACj1;k � ACj2;k � AAj1;j2 �Vmin

ΔINTRA ≥ 0 is not always applicable because of the Vmin constraint, which
makes many solutions unfeasible. The two constraints are correlated.

8k 2 1. . .NC½ �;NA Ckð Þ ¼
X

1� i�NA

ACi;k �MaxðAjCkÞ

8i 2 1. . .NA½ �;NC Aið Þ ¼
X

1� k�NC
ACi;k �MaxðCjAiÞ ¼ 1

NAmin �NAclust �NAmax or NAclust ¼ NAreq

DORG�DORGmax

One of the main characteristics of this case is the huge number of solving
strategies, since it is possible to combine the inclusion/exclusion of several con-
straints, like the presence of negative values, the complete/incomplete reshuffling,
and the organizational change limit. The next paragraph introduces some significant
configurations and results.
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6.6.3 Results: Testing Different Solutions by Combining
Cluster Performance and Organizational Change

This paragraph illustrates the different tests used to analyze the sensitivity of the
results to the initial parameters.

Table 6.10 Sensitivity analysis to inclusion or exclusion of negative values

Code DCmin Smax INTRA (% of
initial value)
(%)

% of total
potential
value (%)

% of neg.
values
(%)

% of Actors
in clusters
(%)

A6A −1 6 103 37.3 0.9 78

A6E 0 6 104 37.6 0.0 78

A8A −1 8 119 43.2 1.6 83

A8E 0 8 116 42.0 0.0 81

A9A −1 9 129 46.9 1.8 88

A9E 0 9 124 44.9 0.0 83

A10A −1 10 140 50.8 1.0 90

A10E 0 10 133 48.4 0.0 90

A12A −1 12 145 52.6 1.9 79

A12E 0 12 146 53.0 0.0 84

Fig. 6.25 Optimization with existing configuration and inclusion of negative values
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6.6.3.1 The Influence of Vmin on the Optimal INTRA Value

First, the influence of negative values is analyzed. We ran 10 simulations with
inclusion or not of negative values (E for Exclusion and A for Allowance) and with
different Max(A|C), respectively 6, 8, 9, 10, and 12. A configuration is called A9A
for a maximal size of 9 and the allowance of negative values. That means that half
of the tests were done with Vmin = 0, and half of the tests were done with Vmin = −1.
A comparison is made between these simulations, with the results given in
Table 6.10. It shows that in unsupervised algorithms, results may be very close,
especially in the case of big clusters.

However, when the configuration has more constraints, like using the existing
11-group configuration, the constraint of exclusion of negative values may exclude
so many unfeasible solutions that the optimal space remains under the initial INTRA
value, as illustrated in Figs. 6.25 and 6.26. The gain in terms of INTRA by
increasing organizational change exists until a certain limit (Fig. 6.25), but while

Fig. 6.26 Optimization with existing configuration and exclusion of negative values

Fig. 6.27 Trade-off between INTRA optimization and organizational change for a given
configuration
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excluding negative values, it is impossible to reach INTRA = 100 % of the initial
value. Namely, the existing configuration is unfeasible regarding the expressed
constraints.

6.6.3.2 Analyzing the Influence of the Organizational Change
Constraint While Looking for Complete or Incomplete
Solutions

The organizational change may be a constraint for the decision-maker. The algo-
rithm is run with an initial ΔORGmax constraint, which is progressively relaxed in
order to obtain better solutions in terms of INTRA. Figure 6.27 shows the results for
an example of a complete configuration (five clusters of exactly 11 actors), with
negative values authorized. There is a clear tradeoff between the run for more
INTRA and the will to keep the organization stable. A particular point is identified
with a slope change, meaning that further organizational changes do not bring
enough additional INTRA value.

It is not obvious that implementing the best complete configuration is the best
global solution. Namely, the clustering algorithm has been designed in order to
maximize the value. But, in order to bring additional value, it is necessary to make

Fig. 6.28 Pareto frontier of INTRA/ΔORG tradeoff with complete and incomplete configurations
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some changes in organization. So, there is a possibility that a tradeoff will be
required between both criteria.

That is why, we decided to test two ways for designing incomplete
configurations:

• The optimization of configurations with k clusters, k = 1–4. Namely, the
maximal value was found for a configuration with five clusters, so we argue that
an incomplete configuration cannot be with more than 4 clusters.

• The extraction of incomplete configurations from complete configurations. If a
clustered configuration is designed as a list of clusters {Ck}, k = 1 to NC, then it
is possible to extract other configurations, like {C1}, {C1, C2}, {C1, C3, CNC},
and so on.

It gives a lot of possibilities, but many of them are dominated solutions. We give
in Fig. 6.28 hereunder an extract of the tested configurations, which shows
non-dominated solutions.

The obvious trend is that the more clusters there are, the higher INTRA value is
and the more the organization changes. However, detailed results show that some
incomplete configurations can be proposed as non-dominated solutions and thus as
a credible alternative to the decision-maker. For instance, a single cluster config-
uration C1.1 is a non-dominated solution in the area of low organizational change
but low INTRA improvement. The area of high INTRA improvement mainly
consists of five-cluster configurations, even if two three-cluster configurations are
also present.

From the previous graph, we are able to isolate three main areas: the area of low
change-low value, the area of high value-high change and the intermediary area. The
choice is then between two extreme solutions and a compromise between these
extremes. If the decision-maker chooses to bring the maximum creativity value to his
organization, then he knows that the best solution is in the up-right part of the graph.
If his priority is not to break existing organization, then he could implement a
solution in the low-left part of the graph, or even keep the current organization AG.

6.6.4 Proposals and Managerial Implications

The conclusion is that the more robust solutions are in the extreme areas, and that
the choice may be reduced to two solutions, the complete five-cluster configuration
which has the highest possible value (C5.1) and the one-cluster configuration (C1.1).
Both are optimal in terms of value in their category. The intermediary area does not
appear as an interesting solution because it is not enough good in INTRA to justify
the investment of managing the required organizational change.

It is interesting to notice that solutions obtained by extraction of complete
configurations give essentially dominated solutions. It is also interesting to notice
that current organization AG is a candidate for the low-left area, even if we consider
that configuration C1.1 is the best candidate in this area. The difference is in the
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mindset of the decision-maker. If the goal is to propose a single task force, then C1.1

is really adapted. If the goal is to get creativity improvement while carrying-over at
most the organization, then changing a single cluster may not be the best solution.
Indeed, people who do not participate to this creative task force could feel outside
the announced improvement. Our opinion is that C1.1 should be implemented if and
only if it is clearly expressed that only a single task force will be created and that the
rest of the organization is not concerned.

This approach does not aim at forming teams based solely on traditional criteria:
the diversity of the potential members’ backgrounds, how well members get along,
and how long team members have been working together. Instead, the quality of the
communication patterns of individuals in the organization is considered as an
important input to the process of assembling creative teams. Forming creative teams
is an important topic for successful new product development.

6.7 Application of Strategy #2b with X = D: Clustering
Directly Connected Actors in a New Product
Development Project Organization

Numerous decisions have to be made in early processes of New Product
Development projects. They often involve tens to hundreds of actors, with a dif-
ficulty to run in parallel numerous collaborative groups, for coordination and
meeting scheduling reasons. The aim of this application is to facilitate collaborative
decision-making by grouping actors according to the relationships they have due to
the decisions they are assigned to. Clusters are proposed with different configura-
tions in order to provide decision-makers with several alternatives of comple-
mentary organizations designed for efficient collaborative decision-making. This
application has been done through actual data in the automotive industry (Marle
et al. 2014).

6.7.1 Analysis of Current Decision-Making Organization

Vehicle development projects are very long and complex, with the participation of
between 1500 and 2000 project members. Usually, this type of project can take
between 2 to 4 years when concurrent engineering is used as a basic organizational
hypothesis. Early design stages can be long as 8–10 months. They are delimited by
two milestones. The overall early design stage integrates 73 decisions organized
into 13 collaborative decision-making processes. The data gathering process rep-
resents a result of several working groups integrating 30 cross-domain project
members. Some of these processes are: innovation integration process,
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manufacturing and supply chain feasibility and scheduling, design style, economic
optimization, and purchasing.

Collaborative decisions integrate members from different domains, mostly
engineers. There are totally 64 different decision-makers (in this paper addressed as
actors) participating in the 13 processes. Figure 6.29 shows affiliations of actors to
decisions and of decisions to groups (some of these actors contribute to the process,
even if not assigned to collaborative decisions). It permits to visualize three
matrices in one, respectively AD, DG, and AG. The DMM actor-decision matrix
(AD), usually known as responsibility assignment or affiliation matrix and the
DMM decision-group matrix (DG) are combined to obtain the DMM Actor–Group
Matrix (AG).

One can observe that project manager and other key members participate in
almost all groups (themselves consisting of several decisions), whilst some other

Fig. 6.29 The affiliation matrices AD, DG, and AG
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actors participate to fewer groups. Maximum number of decision-makers in one
group is 11, if actors that contribute to or are concerned by the decisions are not
counted. Groups are difficult to implement, due to their size (particularly when
including contributors) and their number. Indeed, it is very time-consuming for
people, with intertwined meetings and decisions and potential issues like meeting
sequence.

The interactions between these decisions are represented as a Decision–Decision
matrix in Fig. 6.30. The Decision–Decision Matrix (DD) is defined as an MDM
since decisions are heterogeneous elements. Black cells represent information flow
between decisions; if for one decision previous data is needed yielding from another
decision, then this is represented as decisionDi impactingDj. The 13 boxes represent

Fig. 6.30 The decision–decision matrix DD
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the current organization DG. The two milestones are, respectively, the first/last row
and column of the matrix, since decisions are also connected to these milestones.

The network of direct connections between actors due to their assignment to
their respective decisions is shown hereafter in Fig. 6.31. This network is obtained
by multiplying AD by its transpose.

The size of the node (and its color) is proportional to the number and the weight
of its direct edges. The network is composed of very interrelated parts, difficult to
cut into disjunctive clusters.

Fig. 6.31 The network of direct relationships between actors (Marle et al. 2014)
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6.7.2 Solving Strategy and Problem Formulation
for the Decision-Makers Clustering

Strategy #2b considers interdependencies between actors through the interdepen-
dencies between the elements they manage. To analyze the impact on relationships
between actors of the interdependencies between elements, it is proposed to model
indirect relationships at N levels of propagation, defining AAN as follows:

AAN ¼
X

AD � DDk � DA for k ¼ 0 to N ð6:20Þ

where DA is the transpose of AD and DDk is the kth power of DD.
Several proposals are made to consider variations in the problem configuration

and the use of several algorithms instead of a single one. The final choice is made
considering the relevance of the clusters (within-clusters total value, size of the
clusters, density of the clusters, number of clusters), in order to keep the algorithmic
solution applicable to real-life project. This generation of several alternatives
enables comparisons and sensitivity analysis to be made. Finally, a complementary
organizational configuration AC is chosen.

The problem formulation is summarized as follows, compiling several con-
straints on elements and on actors:

max P ACð Þ ¼ INTRA ACð Þð Þ ¼ max
X

1� k�NC

X
1� j1;j2�NA

ACj1;k � ACj2;k � AAj1;j2

P2 Ckð Þ ¼ INTRA Ckð Þ=NA Ckð Þ

P3 Ck1;k2
� � ¼ 1000 � INTRA Ck1ð Þ= NA Ck1ð Þ � INTER Ck1;k2

� �� �
8k 2 1. . .NC½ �;NA Ckð Þ ¼

X
1� i�NA

ACi;k �MaxðAjCkÞ

8i 2 1. . .NA½ �;NC Aið Þ ¼
X

1� k�NC

ACi;k �MaxðCjAiÞ

6.7.3 Results: Testing Different Problem Configurations
and Different Algorithms

In this case, tests have been done not only on different problem configurations, but
also on different matrices, AA0 and AA2. The aim is to analyze the influence of
indirect relationships between actors (at two levels maximum) on the proposed
solutions. No constraint has initially been applied on cluster size for first tests, and
then several sizes (from 10 to 18) have been introduced to test the sensitivity of the
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solutions. Figure 6.32 shows the clustering results for AA0. Whatever the algorithm
and the configuration, a 9-actor cluster is systematically proposed, called the kernel
of the network. It means that it is not only strongly connected (Intracluster inter-
actions) but also strongly connected to the rest of the network.

First, it shows a very dense cluster C1. Second, 21 actors are connected to the
kernel C1, respectively in C2 and C3. They deserve to create a discussion group with
the actors of the kernel C1, for INTER-connection reason (outside the cluster).
Cluster C2 could also be implemented as a working group of 11 actors, but its
density is judged too low. Third, a 16-actor cluster C4 is proposed where interac-
tions are mainly within the cluster, and not outside. This is a cluster built for
INTRA-connection reason (called Intra-only on Fig. 6.32).

18 actors are not proposed to be included in any group. Of course, this does not
mean that they would not continue to contribute to the decisions they are assigned

Fig. 6.32 The clusters for AA0
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to, but not as a specific collaborative working group. The performance indicators
are calculated using Eqs. (6.16) and (6.17) for the clusters and the initial groups, as
summarized in Table 6.11.

Several elements may be highlighted with these results. First, the initial orga-
nization is far from efficient due to multiple assignments of actors to multiple
groups. They are involved in numerous meetings, but with many connections
outside the groups, which is a factor of loss of time and potential loss of coordi-
nation. This is visible with the P3 performance indicator in Table 6.11, which is 11
at most for initial groups. That means that the majority of interdependencies are
outside the boundaries. For instance, group G7 has an INTRA of 1490 and an INTER
of 15053, approximately 10 times more. As an element of comparison, C1 as an
INTRA of 1724, similar to G7, but an INTER of 486, 4 times less than its INTRA and
30 times less than INTER(G7).

Another indicator is the total number of assignments, counting the number of
times the actors are involved in the 13 groups. This is equal to 148, compared to 46
for the clusters. The clustered organization must be better by construction, since the
clusters disjunction constraint allows actors to be assigned to only one
group. However, existing organization has too many multiple assignments, with an
average of 2.3 assignments per actor.

Moreover, the clusters C1 and C4 are very dense and relatively isolated (P3)
compared to the other clusters and groups. Since all the actors will remain in the
organization (in a cluster or not), the question is then to know how to implement

Table 6.11 Results in terms of INTRA, INTER, NA, and P

Id INTRA(Ci) NA(Ci) P2(Ci) INTER(Ci) P3(Ci)

C1 1724 9 191.5 486 394.1

C2 58 11 5.3 412 12.8

C3 8 10 0.8 74 10.8

C4 126 16 7.9 25 315

G1 1988 21 94.7 16,908 5.6

G2 1956 13 150.4 16,976 8.8

G3 2056 20 102.9 16,979 6.1

G4 1652 11 150.2 15,752 9.5

G5 896 13 68.9 11,839 5.8

G6 416 6 69.3 8667 8

G7 1490 9 165.6 15,053 11

G8 616 6 102.7 10,041 10.2

G9 2074 13 159.5 17,212 9.3

G10 1594 12 132.8 15,450 8.6

G11 40 5 8 2909 2.7

G12 1164 13 89.5 13,442 6.7

G13 174 6 29 5566 5.2
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clusters C1 and C4, and particularly what to do with the rest of the decisions and
actors.

The case N = 0 is compared with N = 2, clustering AA2. N = 1 could help to
show some intermediary differences with N = 0 and N = 2, but the analysis of
influence of interdependencies between decisions is thus more spectacular by
comparing the extreme values. Figure 6.33 shows the clustering results for AA2.

Fig. 6.33 The clusters for AA2 with a kernel and three other clusters

264 6 Adapting Project Organization to Its Complexity



Clusters are called C’1 to C’4. Three things are important. First, the kernel is the
same. This means that relationships are stronger between these nine actors, what-
ever the propagation level (it is noticeable that AAN uses the sum of the different
powers of DD, meaning that cumulative influence is studied).

Second, clustered actors are the same but in a different way. Consequently,
non-clustered actors are the same, there is no change on this point while considering
or not indirect relationships.

Third, pieces of clusters are found in respective configurations with N = 0 or
N = 2. For instance, C’3 composed of {A8, A15, A16, A17, A18, A19, A22, A23, A25,
A27} is strictly included in C4. The rest of C4 is a subcluster of C’2. This pack of
actors {A20, A21, A24, A35, A42, A43} is always proposed together, but whether with
C’3 or with {A10, A26, A29, A31, A37, A45, A60, A61, A62}. This recombination takes
into account the slight change of relative importance of actors’ relationships due to
consideration of indirect relationships. However, the global structure is similar.
Table 6.12 analyses respective clustering results with N = 0 and N = 2. In order to
be comparable, the result of a configuration is analyzed in the other configuration
(the clusters C1–C4 as if they were applied to AA2 instead of AA0).

This table shows that for N = 2, results are slightly different. This is mainly due
to the change in the matrix structure AA2, which contains more INTER value
whatever the configuration chosen. To illustrate this, the configuration C1–C4 has
been applied to AA2, which shows in Table 6.12 that it is not the best configuration
for N = 2. C’1 to C’4 are apparently weaker than C1–C4, but the context is different,
so things have to be analyzed separately.

Table 6.12 Comparative results in terms of performance indicators

INTRA INTRA/TW
(%)

NA P2 = INTRA/
(TW * NA)

INTER P3 = INTRA/
(NA * INTER)

C1 1724 59 9 65.1 932 205.5

C2 58 2 11 1.8 812 6.5

C3 8 0 10 0.3 142 5.6

C4 126 4 16 2.7 50 157.5

C’1 5289 49 9 54.7 4130 142.3

C’2 553 5 15 3.4 3046 12.1

C’3 68 1 10 0.6 361 18.8

C’4 35 0 10 0.3 1237 2.8

C1(AA2) 5289 49 9 54.7 4390 133.9

C2(AA2) 232 2 11 2.0 3007 7.0

C3(AA2) 30 0 10 0.3 1067 2.8

C4(AA2) 248 2 16 1.4 925 16.8

C’1(AA0) 1724 59 9 65.1 972 197.1

C’2(AA0) 130 4 15 2.9 702 12.3

C’3(AA0) 42 1 10 1.4 36 116.7

C’4(AA0) 14 0 10 0.5 286 4.9
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Finally, C’3 is the densest cluster after the kernel. Knowing that P3(C4) is lower
than P3(C’3), this means that C’3 is the most performant part of C4. The other part of
C4 is a part of C’2, which is less performing than C4. This means that this com-
plementary part of C4 is more performant than the rest of C’2. In the end, the
assignments are analyzed, to know where actors are in terms of decisions. This
enables the final decision to be made which consists of keeping C4 as a single
group, since it is the best solution to get another compact group (dense enough to
deserve to be an implemented cluster). The other clusters are considered as occa-
sional guests of C1 and C4 meetings respectively, as explained hereunder.

The clusters of actors imply grouping decisions, due to the assignments of these
actors. For C1, there are two types of decisions: the ones when they are leaders,
inviting other actors as guests; and the ones when they are guests. In the first type,
there are still two subgroups of decisions, depending on the density of assignment.
Therefore, we propose to split decisions associated to C1 into two subgroups. This
means two series of meetings, but subgroups contain respectively 32 and 19
decisions; so a single group could also have been judged as practically intractable.
C4 involves a 6-decision group involving 16 actors.

The 13 remaining decisions may be considered using three strategies:

• A single group, with less consistence and the only advantage to propose less
meetings to people, but knowing that their connections are lower than in the
other groups,

• 13 singletons, meaning that each decision is managed independently with its
affiliated actors. This increases the number of assignments but may also increase
the efficiency of decision-making for each decision,

• The current organizational groups, knowing that decisions of groups 1, 3, 4, 5,
11, 12, and 13 are present.

With regard to these strategies, we have the choice for the 13 remaining deci-
sions between 1 group, 13 groups, or 7 groups. There are slight differences, but the
performance of the overall configuration is always far better than the initial orga-
nization; hence the result is not sensitive to this choice. The most important
resulting fact is that with a 9-actor group (plus occasional guests), 51 decisions (on
a total of 70) can be managed in a coordinated and collaborative way; and with an
extra 16-actor group, 6 additional decisions are grouped consistently. The man-
agerial implication of implementation of one of these scenarios is discussed in the
next paragraph.

6.7.4 Proposals and Managerial Implications

The proposed approach highlights several strategies with the possibility of imple-
menting one or more clusters, involving multiple decisions to be made with
coordination. However, whatever the chosen scenario, it is always far more per-
formant than the initial configuration AG, since the latter had the major

266 6 Adapting Project Organization to Its Complexity



disadvantage to assign many actors to almost every group. The disjunction con-
straint between clusters really permits to focus for a given actor on less groups, and
thus reduce drastically the number of assignments and meetings compared to AG.

Comparing clustering results for AAN with the initial organization AG enables
interesting remarks to be done. First, the kernel is very important in terms of
intra-value and inter-value. It is constituted of important members of the project
(project manager, prototype design manager, technical project manager, design
process manager, etc.). However, this nine-actor group was not currently formed in
the existing project organization.

Second, the other implemented cluster C4 permits to group 16 actors with less
assignments, which is a gain compared to AG. For the rest of the actors, it is not
mandatory to make them participate to groups which would be not dense enough to
deserve the effort. They are simply guests when some specific meetings require
their presence, which can be more efficient and easier to coordinate.

Third, the management and composition of proposed groups is that they are
always composed of permanent members (clusters) and temporary guests. Members
of C1 need to participate to other decision groups (but far less than in AG) and
actors outside of C1 need to participate punctually to some C1 meetings. The
proposed decision groups corresponding to actors’ clusters are as follows: a
32-decision DG1 and a 19-decision DG2 managed by C1, a 6-decision DG3 man-
aged by people of C4, and a last 13-decision DG4 whose leadership has to be
defined. By counting the total number of actors involved in each proposed decision
group, we find the following results showed in Table 6.13.

Comparing clustering strategies enables interesting remarks to be done. First, the
kernel obtained by clustering AAN is important, since it is constituted of project
manager, prototype design manager, technical project manager, design process
manager, etc. However, this 9-actor group was not currently formed in the existing
project organization.

To be more precise, several actors have a specific role in the network structure
when considering or not indirect connections:

• Actors of the kernel that are involved in numerous decisions and are involved in
2 series of meetings, inviting respectively 14 and 13 actors to coordinate
themselves about 32 and 19 decisions. They are for instance A44 (Design
manager), A46 (Prototypes manager), A52 (Engine Design project manager), A55

(Quality manager) or A09 (Procurement manager). They were of course

Table 6.13 Composition of
decision groups within actors’
clusters

Decision
group

Number of
decisions

Members Guests

DG1 32 9 (C1) 14

DG2 19 9 (C1) 13

DG3 6 16 (C4) 3

DG4 13 21 0
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important in the initial organization, but their role as key interface, and even
hubs for coordinating decisions, is emphasized.

• Actors of C4 are coordinating a series of 6 decisions which are strongly related
to the others. C4 includes for instance actors A20 (Vehicle quality engineer), A21

(Subsystem quality engineer), A24 (Platform manager), meaning that it is more
technical-oriented.

• On the opposite, some actors were apparently important to the coordination
activities in the project, but at this stage, their role as interface is not so strong as
in further ones. It is the case for actors A54 (Vehicle Project Manager), A6

(Vehicle architect), A56 (Reliability manager) and A11 (Part Purchase manager)
that are put together in C’4 (or split into C2 and C3), meaning that they are guest
members of meetings piloted by the kernel.

Building these matrices can be an interesting support to spring the discussion on
information flows and sharing. We believe that these matrices can be used as an
easy way to discuss the necessity of information flows (relationships between
different decisions in view to deliverables and information to be shared). Therefore,
there is a possible implication onto data gathering process that can be more verified
and collaborative. We believe that this approach can effectively support manage-
ment of new product development projects and related teams in early phases.

The methodology proposes groups of actors involved in numerous and inter-
dependent decisions. These groups are formed using classical clustering algorithms,
applied to original matrices, combining the decision–decision interdependencies
and the actors’ affiliation to decisions. The first results show different reasons to
group actors and different roles of these actors in the network structure and
behavior. Particularly, a kernel of nine actors has been identified. Two kinds of
recommendations can be done after this analysis. Groups can be formed, for two
main reasons, Intraconnections and Interconnection with the kernel. Moreover,
recommendations for simplifying assignments can also be proposed, with two main
strategies: reassigning people in order to have less actors involved in decision
chains, and reducing redundancy (the same actors assigned to the same decisions).
Future works will be done to test reassignment strategies and their impact on the
structure complexity. This is a kind of mitigation action against the risk of
non-coordination and non-communication due to this complexity level.

6.8 Chapter Conclusions: Managerial Implications
and Theoretical Challenges

As a whole, particular attention should be paid to some specific phenomena which
are related to the complex structure of the risk network:

• possible long chain reactions, especially when the propagation chain is com-
posed of heterogeneous elements (in terms of class, value, or risk ownership);

• loops, since they introduce the possibility of amplification of an initial event;
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• accumulators, since they are likely to be the final expression of numerous
propagation chains;

• sources, since they are likely to trigger many propagation chains,
• hubs, since they concentrate several propagation chains and may be controlled

focusing on a single node (if possible).

Our clustering approach permits to suggest an organizational structure which is
complementary to the existing one(s). The interest of having different structures is
to organize meetings with different groups of actors that will exchange on specific
aspects of the project (tasks or work packages, risks, decisions). It is up to the
manager to define the number and frequency of group meetings, depending on the
complementarities and relevance of each structure.

Since our clustering approach encourages people to meet together and
communicate/coordinate better, we consider that the overall
communication/coordination performance improvement is proportional to the
performance of our algorithms. Indeed, the amount of interactions within the
clusters (which is maximal) is a factual parameter. It determines a maximum
potential for communication and coordination within clusters and a minimum risk
of non-communication and/or lack of coordination at the interfaces between
clusters. However, this potential should be confirmed during the meetings and the
day-to-day management of the project. If people are unable to agree and to
coordinate, this will remain an untapped potential. It therefore refers to other
aspects, such as the possible assignment of relevant cluster animators, the use of
meeting conducting techniques, collaborative decision-making techniques, general
team management, etc. In the end, it is difficult to propose an objective measure
of this capacity, notably because it is a potential capacity. Nevertheless, what is
particularly important is that the risk of non-communication at interfaces is
effectively reduced, since its probability decreases. There are less possible
non-communication situations and the ones that are remaining are the less
important ones (regarding their occurrence probability).

The reconfiguration of an organization raises the issue of element ownership and
cluster ownership. Indeed, it appears that within clusters, there are numerous dif-
ferent owners belonging (often) to numerous different domains. Interfaces between
actors are then highlighted and need to be managed. The point is to improve
coordination between all the owners within a same cluster. This reconfiguration
may make owners more aware of the possible implications of the decisions they
make, within and outside the cluster.

If management has a strategy to achieve early integration of actors and decisions
in order to detect and to mitigate potential propagation phenomena, then the use of
this approach has to be done from the very beginning of the project. As a project is
dynamic, whether in its objectives, components or context, this approach has to be
used very early in the process, but also at different occasions and situations during
the project. To enable appropriation of the approach, managers have to be com-
mitted to the both technical aspects, matrix-based modeling of project network
complexity and optimization-based decision-making. They have to be convinced
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and to create a context where the technical methodologies associated with the
approach are understood, accepted, and approved by engineers and managers.

Several perspectives appear to be promising. A first managerial suggestion
comes from the industrial practitioners who participated in the Tramway project
case study. They proposed that, for each cluster, all the risk owners that are present
in it should initiate discussions during a first meeting and then nominate/vote for a
risk cluster owner (RCO). The RCO is accountable for facilitating coordination
between the interrelated risks and for anticipating the potential behavior of this part
of the risk network.

A second discussion is about the effort of realigning project organization on its
actual complexity. Changing the way actors interact and are organized, including
sometimes their physical location, is not costless and riskless. This means that the
decision to implement, either as temporary or permanent structures, the comple-
mentary organizations proposed in this Chapter, has to be made considering ben-
efits and costs.

A last research question will be to study the extent to which efficiency and
robustness are maximal if the project organization is aligned on the structure and
architecture of the product, or on the structure and architecture of processes, or on a
mix of those. Particularly, modeling a complex project system with multidimen-
sional elements like risks may be promising since it would permit to align naturally
the project organization on the global and multidimensional complexity of this
project. This cannot be achieved with mono-dimensional models.
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