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Chapter 1
Introduction

Abstract  It is often said that religious faith consists of three dimensions (belong-
ing, behaving, and believing). Yet, beliefs have long been neglected in research on 
physical and mental health. This chapter provides basic information about the his-
tory of research on religion and health in the U.S. and the extent of this neglect, with 
respect to research on mental health, as background for understanding the book’s 
focus. It also explains the importance of the book’s historical perspective on the 
development of theories of organic evolution, religious and secular reactions to 
them, and the development of Evolutionary Psychiatry, which is based on Charles 
Darwin’s theories of evolution. This is followed by a discussion of the reasons for 
the author’s interest in religious beliefs and mental health (more specifically, psy-
chiatric symptoms), the purpose of different parts of the book, and the religious 
beliefs examined in the book. A brief summary of the basic tenets of Evolutionary 
Threat Assessment Systems Theory is then presented, including the central premise 
that instinctive, emotional, and cognitive brain systems evolved at different points 
in our evolutionary heritage to assess the potential threats of harm posed by a dan-
gerous world, and that psychiatric symptoms are the product of these brain systems. 
Finally, the chapter divides research on ETAS Theory into four different levels of 
analysis related to its propositions about behavior, the neural correlates of psychiat-
ric symptoms, the specific neural organization and functioning of ETAS, and the 
evolutionary origins of psychiatric symptoms.

Keywords  Dimensions of religion • ETAS Theory • Evolutionary psychiatry • 
Levels of analysis • Religious beliefs • Threat assessment

1.1  �Religious Belonging, Behaving, and Believing

It has often been said that religious faith consists of three dimensions: belonging, 
behaving, and believing [1–4]. Early U.S. research on the relationship between reli-
gion and health mainly focused on belonging; that is, the degree to which health was 
associated with belonging to different religious faiths, especially Judaism, 
Mormonism (Latter Day Saints), and Seventh-Day Adventism [5].
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U.S. research in the 1960s began to examine the association between health and 
religious behavior, particularly how often adults in the general population attended 
church or other religious services [6]. This was usually measured by simply asking 
“How often do you attend Sunday worship services?” [7]. Since then, religious 
attendance has continued to be one of the most commonly used measures of reli-
gious faith in research on physical and mental health in the U.S., according to the 
comprehensive Handbook of Religion and Health [8].

Although researchers have developed many other measures of religion over the 
years, an analysis of studies in the Handbook of Religion and Health conducted by 
psychologists Kathleen Galek and Matthew Porter [9] found that belonging to a 
religion (religious affiliation) and religious behavior, in the form of attending ser-
vices, were major measures of religion in more than two-thirds of U.S. studies of 
mental health. In contrast, they found that religious beliefs were measured in less 
than 10% of the studies. Perhaps, this discrepancy may be attributed to the fact that 
researchers find it difficult to measure beliefs for some reason. Indeed, Dr. Neal 
Krause, who did sociological and psychological research on religion and health for 
decades, once said: “The difficulty in studying religious beliefs in research on reli-
gion and health arises from the fact that there are so many of them” (p. 268) [10]. 
On the other hand, Crystal L. Park [11], a psychology professor at the University of 
Connecticut, observed that even when researchers attempt to measure religious 
beliefs they often confound beliefs with other aspects of religious faith. The purpose 
of this book is to summarize what U.S. research has found about the relationship 
between religious beliefs and mental health, and to put those findings into a theo-
retical context that explains how and why religious beliefs affect mental health, 
especially psychiatric symptoms. I think research on beliefs is essential for under-
standing the relationship between religion and mental health because beliefs are 
stored and processed in the brain; therefore, they can directly affect other brain 
processes.

1.2  �Personal Perspective and the Book’s Organization

My own involvement in research on religious beliefs and mental health began in 
2004, leading to the publication of a 2006 study on belief in life-after-death and 
psychiatric symptoms in the U.S. general public [12], which I co-authored with Dr. 
Neal Krause, a professor at the University of Michigan School of Public Health, Dr. 
Christopher G. Ellison, then a sociology professor at The University of Texas at 
Austin, Dr. Harold G. Koenig, a professor of psychiatry at Duke University, and Dr. 
Kathleen Galek, who was then a clinical researcher at The HealthCare Chaplaincy 
in New York City. The study found a strong salubrious1 association between belief 
in life-after-death and several classes of psychiatric symptoms.

1 I use the words salubrious and salutary interchangeably throughout out the book when referring 
to the beneficial or advantageous effects of belief s or other variables on mental health.
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I was so struck by the findings of the study that I felt driven to determine how 
belief in life-after-death could affect psychiatric symptoms. Having been trained as 
a physiological psychologist, I was particularly determined to find a plausible bio-
logical mechanism through which religious and other beliefs could affect psychiat-
ric symptoms. Some readers may ask why I wanted to investigate the relationship 
between religious beliefs and psychiatric symptoms at all, since psychiatric disor-
ders form the extreme end of the spectrum of mental health. The answer to this 
question is two-fold: the first answer addresses my interest in psychiatric symptoms 
and the second answer addresses my interest in the relationship between religious 
beliefs and psychiatric symptoms.

First, I have been intrigued with psychiatry since I read Sigmund Freud’s 
Psychopathology of Everyday Life [13] in the 1960s. Contrary to what one might 
think, psychiatric symptoms are not the extreme end of a continuum of mental 
health, they are an everyday experience. Part III explains the reasons why all of us 
experience psychiatric symptoms in our daily lives as a result of our evolutionary 
heritage. Clinical psychologists and psychiatrists since the 1980s have written 
books and articles proposing that psychiatric symptoms are the by-product of brain 
mechanisms that have evolved to protect us from harm. Their ideas formed the 
foundation of Evolutionary Psychiatry or Darwinian Psychiatry, which should not 
be confused with Evolutionary Psychology. Because psychiatric symptoms are 
rooted in our evolutionary history, all of us exhibit psychiatric symptoms to some 
degree; however, most of us do not have symptoms that are so severe that we need 
psychiatric help to deal with them.

Second, as I mentioned earlier, although researchers have studied the relation-
ship between various aspects of religion and mental health, few have studied the 
relationship between religious beliefs and mental health. This seemed to me to be an 
important gap in the research because I thought one had to show that religion is 
represented in the brain to be able to make a causal connection between religion and 
mental health. Unlike religious practices, religious affiliation, and various other 
measures of religion, I felt sure that religious beliefs must be located somewhere in 
the brain, and therefore, that they could affect psychiatric symptoms. As discussed 
in Part III, some of the same clinical psychologists who have proposed that psychi-
atric symptoms are the result of brain mechanism that evolved to protect us from 
harm also have proposed that psychiatric symptoms are related to beliefs about the 
dangerousness of the world. Thus, I thought religious beliefs might alter one’s per-
ception about the dangerousness of the world.

A 2007 theoretical article by me and my colleagues titled, “Beliefs, Mental 
Health and Evolutionary Threat Assessment Systems in the Brain,” described how 
different parts of the brain, which assess threats of personal harm, cause psychiatric 
symptoms, and how beliefs influence psychiatric symptoms through their effects on 
threat assessments [14], which is the central premise of this book. Part III gives a 
much more detailed description of these notions than the original theoretical paper 
did and briefly describes the proposed evolutionary origins of causal beliefs. In 
doing so, Part III lays the foundation for interpreting the results described in Part IV, 
which indicates how different religious beliefs can ameliorate or exacerbate 
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psychiatric symptoms, according to ETAS Theory. Since the publication of the 2007 
article, I have come to think that ETAS may be the embodiment of Aaron Beck’s 
concept of “modes.” Beck, an American psychologist who was one of the founders 
of cognitive behavior therapy, said in a 1996 article that: (a) a mode is “a network 
of cognitive, affective, motivational, and behavioral components,” (b) modes “are 
derivatives of ancient organizations that evolved in prehistoric circumstances and 
are manifested in survival reactions,” and (c) some modes are expressed “in an 
exaggerated way in psychiatric disorders” (p. 2) [15]. Beck initially described the 
concept of modes in his 1985 book about anxiety disorders and phobias [16].

Part IV of the book provides comprehensive coverage of U.S. studies on the 
relationship religious beliefs and mental health, many of which were published by 
Chris Ellison, Neal Krause, and Harold Koenig. I focus on U.S. research in Part IV 
because the vast majority of studies on religious beliefs and mental health have been 
conducted in the U.S. Research findings from outside the U.S. are presented when 
they fill in important gaps in American research. Most of the research results are 
primarily based on Christian samples because the vast majority of Americans are 
Christians. I originally tried to integrate findings from other counties with those 
from the U.S., but I found that my descriptions of research from outside the U.S. 
sounded more like the sidebars of newspaper and magazine articles, which did not 
fit in well with the main topics that I wanted to cover.

As the claim of ETAS Theory that religious beliefs affect mental health is based 
on evolutionary psychiatry, and evolutionary psychiatry is based on Darwin’s evo-
lutionary theories, I thought it would be helpful to devote a small portion of the 
book (Part II) to Darwin’s three books about evolution and science’s and society’s 
reactions to them. Since the concept of evolution is controversial, if not an anathema 
to many religious individuals, and this book is predicated on the theory that reli-
gious beliefs affect evolved brain systems that govern mental health, I thought it was 
reasonable to place the conflict between evolutionary theory and religious faith in a 
historical context in Part I of the book. The current conflict is briefly discussed in 
Part II.

The Chaps. 25 through 30 of Part V summarize the key points made in each of 
the chapters in Parts I–III and summarize and discuss the major results presented in 
Part IV in relation to ETAS Theory. Hence, if you are not particularly interested in 
some topic, you are in a hurry, or you find a chapter to be tedious, you can skip a 
chapter or an entire section of the book, and read one or more of the summaries 
provided in Part V. For other readers, Part V is a helpful review of all the major top-
ics and research findings. The final chapter of Part V offers suggestions for future 
research on ETAS Theory.

In all, then, the book consists of five sections or parts. Part I describes the intel-
lectual and religious environment preceding the development of theories of organic 
evolution and the contemporaneous context in which early ideas about evolution 
emerged. Part II focuses on Charles Darwin’s theories of evolution and scientific 
and social reactions to them. Part III describes the empirical and theoretical founda-
tions of evolutionary psychiatry and ETAS Theory, and Part IV describes research 
findings on the relationship between religious beliefs and mental health, which I 
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interpret in light of ETAS Theory. The chapters in Part V summarize the major 
points made in Parts I through IV and describe possible avenues of further research 
related to ETAS Theory. Before describing the basic elements of ETAS Theory, I 
will briefly enumerate the religious beliefs discussed in Part IV of the book.

1.3  �Religious Beliefs Examined in This Book

As already mentioned, Part IV, which is the heart of the book, describes the results 
of primarily U.S. studies on religious beliefs and mental health. Chapter 15 on 
American beliefs about life-after-death and God is the lead chapter in Part IV 
because I thought it was necessary to summarize research on these topics as many 
of the studies described in Part IV are about the association of mental hea (Chaps. 
16, 17 and 18) and belief in God (Chaps. 19, 20 and 21). Chapter 18 examines the 
effects of various beliefs about the afterlife on mental health and Chap. 19 examines 
the effects of various beliefs about God on mental health. Chapters 20 and 21 focus 
on different beliefs about one’s relationship with God.

Research on individuals’ beliefs about their relationship with God led to the 
development of the concept of “spiritual struggles,” which originally encompassed 
beliefs about having a poor relationship with God. The use of the term has since 
been expanded to include having conflicts with members of one’s religious congre-
gation and having doubts about one’s religious faith [17–19]. My own search of 
Google Scholar identified close to 100 articles with “spiritual struggles” in their 
title. Research results about mental health and beliefs about one’s relationship with 
God are presented in Chap. 20 and results about mental health and religious doubt 
are presented in Chap. 23.

The subsequent chapters of Part IV report the results of local, regional, and 
national studies on the relationship between other religious beliefs and mental 
health. Specifically, Chaps. 22 and 24 summarize study results demonstrating 
empirical relationships between mental health and: (a) believing life has meaning 
and purpose; (b) believing that one has been forgiven by God; (c) belief in human 
an supernatural evil; and (d) believing that the Bible is literally true. Chapter 24 also 
presents evidence that believing the Bible is literally true encourages people to seek 
help for mental-health problems from clergy and discourages people from seeking 
help from mental-health professionals.

1.4  �Brief Summary of ETAS Theory

Evolutionary Threat Assessment Systems Theory (ETAS Theory) proposes that 
some areas of the vertebrate brain have evolved at different points in time, partly to 
assess potential threats of harm, including portions of the brain stem, the basal gan-
glia, the limbic system, and the prefrontal area of the cortex (the PFC) (see Chaps. 
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9, 10 and 14), Potential threats of harm include dangerous situations, predators, and 
members of one’s own species. The evolution of these successive brain structures 
increased the flexibility of reactions to threats, including the ability to assess a wider 
range of threats and to initiate a wider range of responses to threats. Because of their 
evolutionary origins, these four areas of the brain process information about poten-
tial threats differently: the PFC assesses threats using cognitive processing; areas of 
the limbic system, notably the amygdala, use affective processing; and areas of the 
basal ganglia and the brain stem use instinctive processing.

Threat assessment systems underlie certain types of psychiatric symptoms, as 
explained in Chaps. 11 and 12. Most of these symptoms involve fear, which is pro-
duced by the amygdala − a small limbic structure (see Chap. 10). Specifically, psy-
chiatric symptomology reflects the action of different kinds of proximate 
mechanisms that evolved to assess different kinds of threats of harm (see Chaps. 11 
and 12). As such, psychiatric symptoms represent evolutionary adaptations that 
once were essential for survival.

Areas of the PFC involved in threat assessments (particularly the ventromedial 
PFC) can moderate threat assessments from subcortical structures and can reduce 
the activity of the amygdala, and therefore, fear (see Chap. 14). Threat assessments 
made by the PFC are influenced by stimuli that promote a sense of security and 
safety. As the PFC (especially the vmPFC) also is involved in the processing of 
beliefs, beliefs can affect threat assessments, and hence, psychiatric symptoms (see 
Chap. 14). These beliefs include basic beliefs about the nature of the world at large 
(e.g., the world is a dangerous place), the nature of people (e.g., human nature is 
basically evil or basically good), and beliefs that offer a sense security and safety 
(e.g., a caring and loving God). Extensive evidence of the link between beliefs and 
psychiatric symptoms is presented in Chap. 13; the role of security and safety on 
threat assessment is described in Chap. 14.

Beliefs interact with each other to moderate threat assessments and psychiatric 
symptoms. For example, believing in guardian angels (which provide a sense of 
safety) may offset the pernicious2 effect of believing in supernatural demons (which 
pose a threat of harm) on anxiety. Finally, anxiety-related symptoms affect other 
aspects of mental health, including psychological well-being and positive 
emotions.

1.5  �Levels of Analysis of ETAS Theory

ETAS Theory can be viewed from four different perspectives or levels, each of 
which is associated with its own methodological approach: (I) psychological and 
sociological research to test behavioral predictions from ETAS Theory; (II) research 

2 I use the word pernicious throughout the book to refer to the harmful, injurious, or deleterious 
effects of beliefs or other variables on mental health.
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in cognitive-affective neuroscience to confirm the association between psychiatric 
symptoms and brain structures implicated by ETAS Theory; (III) detailed neuro-
anatomical and neuro-physiological research to define specific ETAS and to deter-
mine their operation at the neural level; and (IV) comparative anatomical and 
comparative behavioral research to examine the evolutionary origin of psychiatric 
symptoms, as proposed by ETAS Theory.

Level I falls squarely within the realm of this Springer series, “Religion, 
Spirituality and Health: A Social Scientific Approach,” in that it provides a theoreti-
cal framework within which to understand the relationship between behavior and 
health (particularly mental health), just as Identity Theory and Attachment Theory 
do. The fundamental tenets of Level I are that: (a) perceptions of threat underlie 
psychiatric symptoms; (b) a sense of safety can ameliorate psychiatric symptoms; 
(c) beliefs about the world (including religious beliefs) moderate psychiatric symp-
toms; and (d) anxiety-related symptoms affect other aspects of psychological well-
being and positive emotions. Level I encompasses common psychological and 
sociological concepts, such as self-esteem, self-efficacy, social support, and differ-
ent types of social relationships. Analysis at this level does not require that one 
accept ETAS Theory’s propositions about the brain or evolution. However, ETAS 
Theory’s evolutionary perspective offers valuable insights into the nature of psychi-
atric symptoms, just as the evolutionary assumptions of Attachment Theory, which 
is described in detail in Chap. 21, provide insight into the nature of human relation-
ships that are widely applied in social science research, including research on 
religion.

Level II is a cognitive neuroscience perspective (more properly called cognitive-
affective neuroscience in this context), which is another necessary element of 
research to achieve the goal of understanding the relationship between religion, 
spirituality and health. I expect some other books in this series also will take this 
perspective, which is becoming increasingly common in studies that attempt to inte-
grate knowledge and research methodology from psychology and neuroscience. 
This perspective examines the role of brain processes and brain structures on behav-
ior, in this case, measures of mental health (such as positive emotions and psycho-
logical well-being) and mental illness (particularly psychiatric symptoms). This is 
the level of analysis needed to determine the associations among brain structure, 
brain function, psychiatric symptoms, and beliefs predicted by ETAS Theory. The 
interpretation of research findings from Level II (like those from Level I) do not 
require one to accept ETAS Theory’s assumptions about the evolutionary origins of 
cognitive, affective, and instinctive processing, or the evolutionary origins of the 
neural structures associated with them. However, this level of analysis is predicated 
on a recognition of the importance of neuro-affective brain systems, which have 
been the stepchild of neuroscience research.

Level III is the neuro-operational level of analysis, which is needed to understand 
the detailed neural organization and neural functioning of ETAS. This level of anal-
ysis requires a much finer analysis of the neural circuits comprising individual 
ETAS underlying specific psychiatric disorders and research on how the neural cir-
cuits operate. Level IV is the evolutionary level of analysis to understand the evolu-

1.5  Levels of Analysis of ETAS Theory
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tion of ETAS. This level of analysis entails comparative research on the anatomy 
and behavior of different classes of vertebrates, orders of mammals, and families of 
primates to establish the points in geological time in which the proximate mecha-
nisms underlying different psychiatric symptoms arose.
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Chapter 2
Greek Philosophy, Early Christian Theology, 
Purpose, and Change

Abstract  This chapter examines the main philosophical and religious beliefs of the 
Western world, from the 5th Century (BCE) through the 13th Century (AD), that 
posed obstacles to the development of the concept of organic evolution. These 
include Plato’s and Aristotle’s belief in teleology (that everything in nature has a 
purpose), Plato’s concept of immutable forms, Aristotle’s Scala Naturae, and the 
later Christian belief that the Hebrew Bible’s Book of Genesis (which describes how 
God created the world in six days) is literally true. The chapter also describes 
Thomas Aquinas’ integration of Aristotle’s philosophical ideas into Christian theol-
ogy to achieve the goal of 13th Century Scholasticism to reconcile reason and reli-
gious faith. Collectively, these philosophical and religious beliefs portrayed the 
world and all the creatures in it as being immutable (i.e., unchanging), which pre-
cluded the possibility of organic evolution. The chapter also introduces Aristotle’s 
four causes, which are the forerunners of the modern concepts of proximate and 
ultimate causes.

Keywords  Aquinas • Aristotle • Augustine • Bible • Book of Genesis • Immutability 
of species • Natural History • Plato • Scala Naturae • Teleology

2.1  �Greek Philosophers

Historians frequently trace the origin of scientific ideas back to the philosophers of 
ancient Greece [1–5]. Hence, it is not surprising that some historians trace the roots 
of the modern theory of organic evolution to the 5th Century (BCE) Greek philoso-
pher, Empedocles of Agrigentum [6–10].1 The surviving philosophical writings of 
Empedocles consist of two poems, one of which appears to be related to evolution-
ary theory because it proposed that animals arose through a series of episodes in 
which individual animals were spontaneously created with a random combination 
of body parts. These random assemblages of body parts mostly produced monstrosi-
ties that were unable to survive and thrive. Over time, a series of such creatures 

1 Agrigentum was a Greek city in Sicily.
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spontaneously appeared, died off, and disappeared from the earth until new animals 
eventually appeared that were able to thrive and reproduce [10–13].

Modern evolutionary theory is, to some extent, similar to Empedocles’ theory in 
that it claims that new types of animals have arisen over time by random variations 
in physical characteristics that help them to survive and reproduce. However, 
Empedocles’ ideas do not seem to me to foresee the development of the evolution-
ary theories of the 18th and 19th Centuries (AD) or anticipate the questions that 
those theories attempted to address. Rather, it seems to me that Empedocles was 
trying to explain why the fantastic creatures described in Greek mythology no lon-
ger existed in his time. His explanation was that these creatures, which consisted of 
odd combinations of body parts, existed for awhile and then disappeared. Such crea-
tures in Greek mythology included Centaurs, which had the head and torso of a 
human and the hindquarters of a horse, the Minotaur, which had the head of a bull 
and the body of a man, and the Griffin, which had the body of a lion and the head 
and wings of an eagle – not to mention the winged flying-horse Pegasus [14, 15]. All 
these creatures and many more mythological creatures were supposed to have 
existed at some point in time, according to the ancient Greeks, yet they no longer 
existed in Empedocles’ time. Hence, it makes sense that he tried to explain their 
appearance and disappearance. However, Empedocles’ theory was not embraced by 
other Greek philosophers and there is no reason to believe it ever influenced future 
evolutionary theorists.

The Greek philosopher who can rightly be said to have had a substantial influ-
ence on the history of evolutionary theories is Anaxagoras, a contemporary of 
Empedocles. Anaxagoras had his own theory of the origin of life, but this theory 
does not appear to have had any more of an effect than Empedocles’ theory did on 
the development of theories of organic evolution, i.e., the origin and transformation 
of life on earth. What had a profound effect on the development of future evolution-
ary theories, however, was Anaxagoras’ belief that all natural processes serve a 
purpose and that they reflect the product of a divine intelligence [12, 16, 17]. The 
effect of Anaxagoras’ belief was to impede the acceptance of theories of organic 
evolution and, possibly, to delay the development of such theories.

Although Anaxagoras’ writings, like those of Empedocles, are fragmentary, the 
later Greek philosophers Plato and Aristotle accepted Anaxagoras’ concept that all 
natural phenomena serve a purpose – a concept which is called teleology. This tele-
ological interpretation of nature has been common throughout history, even among 
people who are not familiar with the philosophy of Anaxagoras, Aristotle, or Plato. 
The American paleontologist Henry Fairfield Osborn identified Anaxagoras as the 
first known historical figure explicitly to express a belief in “Intelligent Design” 
[10]. Intelligent Design – the apparent purposefulness of the “design” of animals 
and plants – is used by some people today as an argument against the modern theory 
of organic evolution.

The 5th Century (BCE) Greek philosopher Plato, who is one of the most influen-
tial philosophers of the Western world [18, 19], presented his own ideas about the 
creation of the universe in Timaeus [20]. The Timaeus describes a divinely created 
universe that is both rationale and purposeful. In it, Plato also expands on an idea he 
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introduced in his earlier Phaedo [21],2 that all things that exist in the world are 
reflections of intangible, unchanging forms. In a word, Plato’s immutable forms are 
the permanent essence of things, whereas the material objects that reflect them are 
only transitory, imperfect shadows of these forms [20, 22]. One might think of 
Plato’s forms as the prototypes of material objects, or perhaps, even the causes of 
material objects [22].

2.2  �Aristotle

Aristotle, a student of Plato, was a naturalist as well as a philosopher, and one of the 
world’s first scientists [5, 10]. Aristotle proposed two general principles that influ-
enced the study of nature or Natural History, as it is often called,3 for over 2000 
years [10]. The first, which embraces the teleological stance of Anaxagoras, is that 
everything in nature exists for a purpose [23–25]. Or, as he said in De Anima (On 
the Soul), “nature does nothing in vain” [26]. Based on this principle, Aristotle 
explicitly rejected Empedocles’ idea that animals were created by, or could ever be 
created by, random processes [27].

Aristotle’s second principle was that nature forms a continuous progression 
from lifeless things (e.g., rocks) to plants, to different types of animals, and ulti-
mately to humans. This conception of nature has been called the Scala Naturae, 
which literally means the “Ladder of Nature” in Latin. The concept also has been 
called the “Chain of Being” [5, 28]. While Aristotle’s History of Animals describes 
the anatomy and behavior of different kinds of animals that are associated with their 
relative positions on the Scala Naturae, the underlying dimension of the Scala 
Naturae is best described by Aristotle in On the Soul, because the scale is actually 
based on his theory of the faculties or the powers of the soul [23, 26]. To Aristotle, 
the soul is the essence of life, and it governs the behavior and abilities of different 
types of things. Inanimate objects lack a soul, so they form the lowest rung of the 
ladder of life. The souls of plants and animals differ with respect to four faculties or 
functions (nutrition, sensation, locomotion, and intellect) [26], and these differ-
ences partly determine their place on Aristotle’s continuum of perfection. Though 
some historians doubt that Aristotle believed his classification of animals in his 
History of Animals should be viewed as a true hierarchy of nature, the Scala Naturae 
influenced scientific thought well into the 19th Century (AD) [29]. The American 
historian Charles Singer [5] illustrated the Scala Naturae in his A History of 
Biology, based on Aristotle’s descriptions [5]. Singers’ illustration has been recon-
structed in Fig. 2.1.

2 The brief discussion of forms in Phaedo introduces its main topic, which is the question of 
whether the human soul is immortal.
3 A naturalist is someone who studies nature, or Natural History; Natural History is generally 
defined as the observation of plants and animals in their wild state.

2.2  Aristotle
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As you see in the figure, rocks and minerals lie at the bottom of the ladder, with 
plants being the next step up on the ladder. Sponges and related sea animals are just 
above them because Aristotle recognized they were animals, but they did not have 
the power of locomotion. Cetaceans are higher on the ladder than amphibians, rep-
tiles, and birds because cetaceans give birth to live offspring (vivipary), whereas 
amphibians, reptiles, and birds lay eggs (ovipary). Aristotle considered vivipary to 
be a more perfect form of producing offspring than ovipary. Humans are at the top 
of the ladder because of their intelligence, and mammals are lower than humans 
because they are less intelligent than humans.

Another aspect of Aristotle’s writings has had long-term consequences for philo-
sophical, religious, and scientific thinking. That is, his ideas about the causes of 
things. Aristotle described four meanings of the term cause in his books on Physics 
and Metaphysics [27, 30]. The first is a thing’s material cause: What is it made of? 
Aristotle’s examples of the material causes of things are the bronze used to make a 
statue and the silver used to make a cup. His second cause, which is called the for-
mal cause of things, is its form or pattern: What is it? or What is its essence? Aristotle 
offers the example that the essence of an octave in music is its 2:1 ratio. More com-
plex examples would by the formula of a chemical compound, the blueprint of a 
house, and the human genome. The third cause is a thing’s efficient cause; that 
which has caused something to happen, such as the father of a child, the sculptor of 
a stature, or the builder of a house. Who made it? Aristotle’s fourth cause is the 
“final cause” of things. Why was it made? or What is its purpose? Aristotle’s final 
cause embodies the concept of teleology. The first three of Aristotle’s causes are 

Aristotle’s Classification Modern Classification

Man
Vivip arous Quadrupeds

Cete

Humans
Mammals
Cetaceans

(e.g., dolphins, porpoises, whales)

Amphibians, Reptiles, Birds
Fish, Cephalapods

(e.g., cuttlefish, octopus, squid)
Crustacea

(e.g., crabs, lobsters, shrimp)

Arthopods (terrestrial)
(e.g., insects, spiders)

Plants
Rocks, Minerals

Mollusks
(e.g., clams, oysters, snails)

(e.g., sea anenomes, sponges)

Ovipara
Malacia

Malacostroca

Entoma

Ostracoderma

Zoophyta
Plants

Inanimate Matter

Fig. 2.1  Reconstruction of Charles Singer’s illustration of Aristotle’s Scala Naturae and the 
equivalent modern terms
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similar to what are now called “proximate causes,” whereas Aristotle’s fourth cause 
is now called the “ultimate cause” of something − its purpose.

Greek became the second language of educated Romans by the 1st Century 
(BCE) [31], so the major works of some Greek philosophers, notably Aristotle, 
were not translated into Latin. As few people read Greek after the fall of Rome in 
the 4th and 5th Centuries (AD) and few of Aristotle’s writings were in Latin, 
Aristotle’s ideas were lost for centuries to European philosophers and theologians, 
who mainly read Latin [31, 32]. However, Aristotle’s works had been translated into 
Arabic and they were highly regarded by Arab scholars [10, 31]. The body of 
Aristotle’s writings began to be translated from Arabic into Latin in Europe at the 
beginning of the 13th Century (AD) [31].

2.3  �Christian Theology and Creation

Early Christian theologians cast Natural History in a Biblical context [10]. Hence, 
as Christianity began to spread through Europe in the 5th Century (AD), theologi-
cal and philosophical thought about the origin of life was dominated by the descrip-
tion of creation given in the first Book of Moses in the Hebrew Bible – or Old 
Testament [33]. Called the Book of Genesis, the first book of the Bible describes 
how God created the world in six days. For centuries, most Christians believed the 
Book of Genesis was a literal account of creation, and many Christians still believe 
this is true.

Yet, even as Christianity began to spread, the 5th Century theologian Aurelius 
Augustinus, the Bishop of Hippo,4 wrote several commentaries on Genesis that 
rejected the idea that it gives a factual account of creation [34]. Augustine chal-
lenged the belief that God created the world and all its creatures in six days as 
described in the Book of Genesis [35, 36]. Instead, he suggested that creation might 
have continued through natural processes that God had created [31]. His rejection of 
a literal interpretation of the account of creation told in the Book of Genesis and his 
suggestion that creation might continue through natural processes had important 
implications centuries later regarding the development of evolutionary theories 
[10]. Augustine raised another issue that had implications for evolutionary theory. 
Even though Augustine believed that God was immutable (i.e., unchanging), he felt 
that nothing in the Book of Genesis implied that God’s creations were immutable 
[36]. In fact, he explicitly stated, that unlike God himself, all of God’s creations 
were subject to change, in particular, a gradual change from the imperfect to the 
perfect [10, 35].

Although few of Augustine’s contemporaries seem to have accepted his notion 
about the mutability of plants and animals, his critique of the Book of Genesis [35, 
36] undermined the belief that the Holy Scriptures (especially, the Old Testament of 

4 Hippo was a Roman city in what is now Algeria, Africa. Augustine is also referred to as Saint 
Augustine and Augustine of Hippo.

2.3  Christian Theology and Creation
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the Bible) are the literal word of God, and opened the door to the idea that the events 
described in the Old Testament are subject to interpretation. Augustine’s other writ-
ings reinforced the Platonic conceptions of God, humans, and the world at large, 
which had seeped into Christian theology, including beliefs about the body and 
soul, goodness, and unchanging “Platonic Forms” [37]. Thus, various aspects of 
Plato’s philosophy came to have a major influence on later Christian theologians 
[38, 39].

With the re-discovery of Aristotle’s writings in the 13th Century, his ideas began 
to permeate European philosophy [38]. Despite the many differences between 
Aristotle’s beliefs and Christian beliefs [38], the 13th Century (AD) theologian 
Thomas Aquinas attempted to find common ground in these sets of beliefs and to 
integrate Aristotelian philosophy into Christian theology [40]. In the process, 
Aristotle’s conception of the soul as a vital force was replaced with the Christian 
concept of an immortal soul [29], which Plato himself had endorsed in Phaedo [21]. 
Aquinas’ ultimate goal was to demonstrate that faith was compatible with reason 
and, in fact, that reason supported Christian beliefs. Aquinas’ opus, Summa 
Theologica, relies heavily on Aristotle’s ideas, including his four causes and his 
Scala Naturae [40, 41].

2.4  �Christian Theology and Evolution

Aquinas was one of the most prominent leaders of the Medieval philosophical 
movement called Scholastic Philosophy or Scholasticism [31]. Scholasticism arose 
in the 11th Century to become a dominant force in the major Catholic universities 
of Europe during the 13th Century. Before the translations of Aristotle in the 13th 
Century, Scholasticism was primarily based on early Christian theologians, espe-
cially Augustine, and Latin translations of the works of Plato [31, 42]. The goal of 
Scholasticism was to reconcile faith and reason or, more prosaically, to establish 
Christian dogma on a logical basis [31]. To do so, the scholastics relied on the 
authority of Greek philosophers, particularly Plato and Aristotle. Because it relied 
exclusively on ancient authority, Scholasticism was a philosophy of argument rather 
than of observation [31]. Hence, while Aquinas may have reconciled science and 
faith, Scholasticism did nothing to advance science [29].

Two aspects of Christian dogma undermined the concept of organic evolution. 
The first was the teleological beliefs of Plato and Aristotle that everything in nature 
exists for a purpose, which implies that all things exist in harmony with nature. The 
second was that Aristotle’s Scala Naturae was accepted by Christian scholars as an 
expression of the belief that God’s creations reflect God’s perfection. The Scala 
Naturae, which represented a static unchanging system of nature that did not allow 
for the possibility of change, was widely accepted until the 19th Century [43]. 
Augustine held a minority view that creation continued beyond the description 
given in the Book of Genesis and that creatures might change over time [35]. Even 
though Aquinas’ theological analysis in his Summa Theologica led him to conclude 
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that the multiplicity of the creatures of the world must be the direct result of God’s 
creation, he discussed Augustine’s beliefs that God’s creations are subject to change 
and, thus, that God’s creatures have the potential to change [38, 40].

Hence, the position of Aquinas favored the traditional view of an unchanging 
world created by God, but it could accommodate the contrarian view of Augustine. 
Nevertheless, Scholasticism itself was a barrier to scientific progress, and, therefore, 
a barrier to evolutionary thought. By adopting ancient authority as the ultimate 
source of scientific knowledge, it essentially closed the door on contemporary sci-
ence. As the historians Sedgwick, Tyler and Bigelow [31] note, although the “thir-
teenth Century saw a great revival of natural history, [it was] chiefly in the form of 
huge encyclopedic compilations, rarely containing original observations” [p. 217]. 
Thus, while Aquinas’ theology was open to the study of nature, Scholasticism sti-
fled it as scientific enterprise [29]. More barriers to the concept of evolution arose 
when the influence of Scholasticism declined in the Catholic Church and the 
Protestant Reformation promoted the belief that the Book of Genesis was literally 
true [10].

2.5  �Chapter Highlights and Comments

In this first chapter, I have tried to provide the reader with an overview of key 
philosophical and religious ideas from the ancient Greeks up to the 13th Century, 
which by and large, exerted the greatest influence, directly or indirectly, on the 
later development of evolutionary theory. Aristotle not only influenced science, 
especially Natural History, but also Christianity, through the writings of Thomas 
Aquinas. By the end of 13th Century, both religion and science in Europe accepted 
two basic beliefs that would be barriers to the development of evolutionary theory: 
(1) that the world and the plants and animals that inhabit it were created by God as 
described in the Book of Genesis, and (2) that plants and animals have not changed 
since they were created by God  – the belief than plant and animal species are 
immutable.
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Chapter 3
The Reformation and The Enlightenment

Abstract  This chapter examines key scholars’ ideas related to organic evolution 
during the historical periods known as The Reformation and The Enlightenment. 
The Protestant Reformation, which began in the early 16th Century, ended the 
Roman Catholic Church’s control over learning and Christian theology. The 
Reformation’s rejection of Scholasticism revitalized interest in science, but its 
emphasis on the Bible as the core of Christian theology turned the study of Natural 
History into Natural Theology, which saw the hand of God in every aspect of nature. 
While significant advances were made in biology and zoology during the 16th and 
17th Centuries, as demonstrated by the research of John Ray and the systemization 
of these fields by Carolus Linnaeus, the chapter explains how belief in Biblical lit-
eralism and belief in the immutability of plant and animal forms, hampered the 
development of ideas about organic evolution. Much of the chapter is devoted to 
explaining how the writings of The Enlightenment thinkers Georges-Louis Leclerc 
Buffon and Erasmus Darwin during the 18th Century set the stage for the theory of 
organic evolution proposed by Charles Darwin in the 19th Century.

Keywords  Buffon • Biblical literalism • Common ancestor • Darwin • Immutability 
of species • Natural History • Natural Theology • Protestant Reformation

3.1  �The Reformation

At the beginning of the 16th Century, virtually all learning in Europe depended 
upon the Catholic Church and its universities. However, the Protestant Reformation, 
which began early in the 16th Century, ended the Roman Catholic Church’s control 
over learning, as well as its control over Christian theology [1]. Martin Luther, the 
Catholic priest and theologian who started the Reformation, stressed the supremacy 
of scripture in Christian theology and rejected Scholasticism’s goal to found 
Christianity on reason, saying that he learned little from Scholasticism, and what he 
did learn he had to unlearn [2]. Instead, Luther emphasized that Christians should 
find their faith in the Bible, which was believed to be the literal word of God.
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The Reformation coincided with an increased interest in Natural History [3], and 
its rejection of Scholasticism [4] seems to have revitalized the biological sciences 
[5]. Many of the naturalists of the period were Protestant clergy [3] who turned 
Natural History into Natural Theology, as a way to understand God through his 
creations [4], and religious beliefs were expressed in the writings of many 16th 
Century Naturalists [6, 7], the most prominent of which was John Ray.

An ordained Anglican priest [8], John Ray saw the hand of God at work in the 
design of every creature, and his book The Wisdom of God Manifested in the Works 
of Creation epitomized the blending of science and religion that was traditional in 
Natural Theology [9, 10]. He was particularly struck by the way God had fashioned 
each kind of animal so that it is ideally suited or adapted to the environment in 
which it lives [9, 11, 12]. This perspective was the hallmark of Natural Theology, in 
which every plant and animal provided proof of the purposiveness of creation [4]. 
Ray believed each species was created by God and that each species was the same 
at it was on the day of its creation; that is, that species were immutable [8]. Ernst 
Mayr, a renowned evolutionary biologist has called The Wisdom of God, “not only 
a powerful argument [for] design but also very sound natural history” (p. 104) [4]. 
Mayr thought that, in its time “design was really the only possible explanation for 
adaptation in a static ‘created’ world” (p. 104) [4].

The Reformation’s acceptance of scriptural supremacy made the Bible the cen-
terpiece of Natural History [12], and this was reflected in a wide range of popular 
beliefs about the world. An often cited example is the 17th Century belief that the 
earth is only several thousand years old [13]. The origin of this belief is attributed to 
a 1650 book published by Archbishop Ussher of Ireland [14]. Based on his literal 
reading of the events in the Old Testament, Archbishop Ussher claimed that the 
earth was created in 4004 BC [15]. The belief that the earth is only several thousand 
years old was widely held until the later part of the 19th Century, and some people 
still believe this is true [16].

3.2  �Carl von Linnẻ (Carolus Linnaeus)

The Swiss naturalist Carl von Linnẻ, better known by his Latinized name Linnaeus, 
developed a systematic method for classifying plants and animals, which was built, 
in part, upon Rays’ work [17]. Linnaeus’ father, who was a minister, had a large 
garden where he introduced his son Carl to botany. So, despite his family’s expecta-
tions that he would go into the ministry, the interest in botany that he developed as 
a child prevailed in Linnaeus’ choice of careers [6, 18].

Linnaeus became prominent in science because he developed a taxonomic sys-
tem of classifying plants and animals, which he introduced his 1735 book Systemae 
Naturae. Linnaeus used a binomial wording system (or nomenclature) in which 
different kinds of plants and animals are given a two-part name: one for their species 
and one for the next broader category or group of organisms (i.e., plants or animals) 
to which they belonged  – their genus. Linnaeus’ binomial nomenclature, which 
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uniquely identifies each species by its genus and species names, is still used today. 
The genus name of the “big cats” of Africa, for example, is Panthera, with the lion 
being named Panthera leo, the leopard being named Panthera pardus, and the jag-
uar being Panthera onca.

Linnaeus’ original system consisted of four levels, or taxa, which were expanded 
by later taxonomists to create the seven levels that are used today (see Table 3.1). 
The table shows the taxonomic relationship between horses and asses (donkeys), 
using this expanded taxonomic system of classification [8, 19].

While the horse and the ass easily can be distinguished from one another and are 
classified as separate species, they are sufficiently similar to one another that they 
are classified as belonging to the same genus, Equus, as shown in Table 3.1. As 
such, they also fall into the same Family (Equidae) and the same Order 
(Perisodacytyla: which means they have an odd number of toes). They both are 
mammals because they are warm-blooded (as are birds) and they are viviparous 
(whereas birds are oviparous). It goes without saying, that they are both vertebrates 
(or chordates) because they have a spinal cord, and of course, they are animals.

Linnaeus believed for most of his life that God created all the species of plants 
and animals and that they had not changed since their creation [6, 20, 21]. Because 
of his scientific prominence, this belief came to be accepted as part of scientific 
thinking [17, 22], and the immutability of species became the central argument 
against the concept of organic evolution [17, 22]. Indeed, the evolutionary biologist 
Ernst Mayr has said that Linnaeus’ belief in the immutability of species made the 
origin of species (i.e., how species evolved) a scientific problem which it would not 
have been otherwise [4].

3.3  �The Enlightenment

The last decade of the 17th Century is generally recognized as the beginning of the 
intellectual movement called the Age of Enlightenment [23–25], in which people 
tried to understand the reasons behind everything and questioned accepted beliefs 
about the world and traditional institutions, including governments and religions  
[4, 13, 23, 24]. However, this was not an “Age” in which people relied on the  

Table 3.1  Comparison of the 
taxonomic classification of 
the horse and the ass

Horse Ass (Donkey)

Kingdom Animalia Animalia
Phyla Vertebrata Vertebrata
Class Mammalia Mammalia
Order Perisodacytyla Perisodacytyla
Family Equidae Equidae
Genus Equus Equus

Species cabbalus asinus

3.3  The Enlightenment
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reasoning of ancient philosophers; it was an era of empiricism that grew out of the 
empiricism that followed the rejection of Scholasticism by the Protestant 
Reformation. Nevertheless, “To the extent that Christianity was based on divine 
revelation rather than human reason, it lost its credibility among enlightened think-
ers” (p. 13) [13].

In the field of Natural History, enlightened thinkers questioned accepted reli-
gious beliefs about nature of the world [13, 23, 24]. Three such men challenged the 
concept of the immutability of species that had become ingrained in Christian theol-
ogy and science, laying the philosophical and scientific groundwork for the modern 
theory of organic evolution. The men were Georges-Louis Leclerc Buffon, Erasmus 
Darwin, and Jean-Baptiste de Monet Lamarck [21, 26]. I discuss Lamarck’s contri-
bution to evolutionary theory in Chap. 4.

3.3.1  �Georges-Louis Leclerc Buffon

The French mathematician and naturalist Georges-Louis Leclerc Buffon (also 
known as the Comte de Buffon) was born in the same year as Linnaeus [6]. He was 
raised in a Catholic family, he attended a Jesuit school, his two brothers were 
Catholic monks, and his sister was a Catholic nun [27]. Yet, it is not clear whether 
Buffon himself was religious. Like other Enlightenment thinkers, Buffon acknowl-
edged the existence of God [4, 13, 27], but he firmly believed that science should be 
founded on physical principles, and he rejected Christian theology as an explanation 
of the creation of the world [4, 13].

While Linnaeus systematized Natural History, Buffon popularized it [4, 6, 21], 
publishing three dozen volumes of his encyclopedic Historie Naturelle during this 
lifetime [6, 13, 21]. When the first three volumes were published in 1749, Historie 
Naturelle was the talk of the Paris salons and Buffon became an instant celebrity 
[27]. The first three volumes covered Buffon’s ideas about the history of the earth, 
the formation of the planets, and human development, and he continued throughout 
his career to combine the traditional descriptive approach of Natural History with 
his own sweeping interpretations of the available evidence in all areas of Natural 
History.

Though some historians have questioned Buffon’s contributions to the develop-
ment of evolutionary theory [28], others have noted that his extensive writings dis-
cuss every major topic that Charles Darwin discussed in his 1859 book on evolution 
[21, 29], and that Buffon’s writings set the stage for Charles Darwin and other 19th 
Century evolutionary theorists, including his protégé, Jean-Baptiste de Monet 
Lamarck [4]. One of his major contributions to evolutionary theory was his idea that 
variations in physical form within a species could result in the development of dif-
ferent species through gradual steps, similar to the way in which domestication has 
produced numerous variants of the same species, such as breeds of dogs. He  
also noticed the tendency of animals to multiply faster than their food supply,  
which promotes competition among animals [21]. Moreover, he recognized  
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that the earth was much older than Archbishop Ussher had proposed [15, 21, 29], 
and that the great age of the earth would have made it possible for wild animals to 
change in form over time [21, 29].

Buffon presented some of his evolutionary speculations in 1766 (Historie 
Naturelle, volume 14), proposing that the more than 200 species of mammals that 
were known in his time may have descended from less than 40 original mammalian 
species [11, 13] through a process he called “degeneration” [13, 21, 30]. He sug-
gested, for example, that all known cats (e.g., leopards, lions, tigers, and even 
domestic cats) had descended from a common ancestor through physical changes in 
response to differences in the climate and different aspects of the environments in 
which they lived [13]. Some of his other writings implied, at least, that climatic dif-
ferences throughout the world could lead to the degeneration of many different spe-
cies from a common ancestor.

The initial publication of Historie Naturelle in 1749 not only caught the attention 
of the public, it caught the attention of the Catholic Church, and Buffon received a 
letter from the Faculty of Theology at the Sorbonne complaining that his ideas 
about the origin of the earth and planets contradicted the Book of Genesis [27, 31]. 
He published a retraction in Volume 4 of Historie Naturelle [27, 32] to avoid further 
trouble with the Catholic Church.

Historians have said that Buffon’s often cryptic and ironic writing style and his 
occasional refutations of his own arguments when interpreting evidence also were 
intended to avoid having further trouble with the Catholic Church [21, 27, 32, 33]. 
The modern historian Loren Eiseley described the sometimes frustrating experience 
of reading Buffon’s theoretical ideas, complaining: “He brought forward an impres-
sive array of facts suggesting evolutionary changes and then arbitrarily denied what 
he had just been at such pains to propose” (p. 39) [21] (see below1). A 19th Century 
historian, who wrote about Buffon just 20 years after Darwin published his Origin 
of Species in 1859, was more sympathetic than Eiseley was to Buffon’s situation 
during the 18th Century, saying: “Whenever he has shown us clearly what we ought 
to think, he stopped short on religious grounds” (p. 115) [30].

3.3.2  �Erasmus Darwin

There are historians who say Erasmus Darwin would not have a place in history 
were it not for the fact that he was Charles Darwin’s grandfather [4, 21]. However, 
Erasmus Darwin was quite famous in his own time as a leading figure of The 
Enlightenment [34–37], and he helped to advance and expand upon Buffon’s ideas 

1 Buffon’s description of the Ass provides a classic example of Eisely’s complaint about Buffon’s 
writing. Buffon begins by saying: “If we consider this animal with some degree of attention, he 
appears only to be a horse degenerated” after which he devotes over 200 words to support his 
hypothesis. Then, he devotes another 250 words to rebutting his own hypothesis, finally conclud-
ing: “The Ass is then an Ass, and not a horse degenerated”.
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that species changed over time in response to the environments in which they live 
[21, 30, 34, 35].

Erasmus Darwin first gained fame in 1753 for a poem he wrote about the death 
of the Prince of Wales [34]. His poetry brought him even greater acclaim in later 
life, especially The Botanic Garden, which made him the most renown poet of the 
time in Britain [34–37]. The two-part poem popularized science through poetry. 
Part I, The Loves of Plants (1789) described sexual reproduction in plants. Part II, 
The Economy of Vegetation (1791) emphasized the self-regulating economy of the 
natural world, and covered a wide of range topics in natural history, including some 
of his evolutionary ideas [37].

A practicing physician, when Erasmus Darwin published his book Zoonomia in 
1794 he became Britain’s leading medical writer [34]. Zoonomia described the cir-
culatory, digestive, and motor systems, physiological functions, and a number of 
diseases and other ailments [34, 35, 38]. In addition, the book, which was published 
six years after the death of the Comte de Buffon, laid out Dr. Darwin’s ideas about 
evolution in a chapter titled “Of Generation” [38].

Erasmus Darwin thought that all living things shared a common ancestor, and 
that new types of plants and animals had developed over “millions of ages” [37]. 
Changes in form occurred as species of plants and animals improved their ability to 
meet the demands of the environments in which they lived, with the improvements 
of each generation being passed along to the next generation [34, 37, 38]. Dr. 
Darwin thought that animals had three primary “wants”  – security, hunger, and 
lust – and that animals were changed by their efforts to gratify these wants. Certain 
kinds of animals, for example, developed colored skin (e.g., many insects and liz-
ards) or feathers (e.g., owls) as camouflage that conceal them, turtles developed 
armored shells that protect them from attack, and birds developed wings that enable 
them to escape from predators [30, 35, 38]. Other animal species have diversified in 
form, which enhances their ability to satisfy hunger, according to Dr. Darwin. For 
instance, elephants developed an elongated nose that makes it possible for them to 
pull tree branches down so they can eat the leaves. Whole orders of other animals 
have changed in some way to gratify the “want” of hunger. Carnivores, for instance, 
developed strong jaws and claws over many generations that make it easy for them 
capture and kill prey; some birds developed short, hard beaks that make it possible 
for them to crack seeds, and other birds developed long beaks that make it possible 
for them to pick insects out of the soil. All this diversification occurred very gradu-
ally over a vast number of generations, according to Dr. Darwin [30, 38].

Dr. Darwin thought the gratification of lust has unique effects because it reflects 
competition for mates rather than for resources (e.g., food). This has led to distinc-
tive male physical characteristics that can aid males in monopolizing access to 
females, such as weapons (e.g., horns or tusks) that enable males to fight one another 
for access to females [30, 38]. His grandson Charles Darwin later called the process 
of behavioral and morphological changes associated with reproductive competition 
“sexual selection” [37, 39, 40].

Dr. Darwin described several lines of support for his evolutionary ideas. First, the 
breeding of domestic animals demonstrates that the behavioral and structural 
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characteristics of animals can be transformed from one generation to the next. For 
example, different breeds of horses have been created over generations for different 
purposes, such as strength (e.g., Clydesdale and Jutland) and speed (e.g., 
Thoroughbred), and different breeds of dogs have been created for their speed (e.g., 
Dalmatian and Greyhound), strength (e.g., Husky and German Shepherd), and sense 
of smell (e.g., Beagle and Bloodhound). Second, as Linnaeus himself recognized, 
new species could be created by hybridization, the mating of two different but simi-
lar species [18, 38]. Third, the individuals of some species transform themselves 
during their lives, such as tadpoles, which change into frogs, and caterpillars, which 
change into butterflies [38]. Finally, Darwin believed that the structural similarities 
across the vertebrate species, including man, suggested they had a common ancestor 
[38].

Erasmus Darwin was not religious, and some have called him anti-Christian 
[35]. Although Dr. Darwin had more freedom to express his unorthodox ideas than 
Buffon did [30], Darwin was publically criticized for his “transformist view of bio-
diversity” [41] and his “blasphemous evolutionary ideas” [37]. His evolutionary 
ideas, which he sketched out in Zoonomia, were expanded upon in yet another 
poem that was published in 1803, a year after his death: Temple of Nature; or, The 
Origin of Society [34, 37].

3.4  �Chapter Highlights and Comments

While the Protestant Reformation probably encouraged scientific progress in some 
fields, it also imposed constraints on science by making the Bible the centerpiece of 
Natural History in the form of Natural Theology. Nevertheless, naturalists like John 
Ray and systematists like Linnaeus helped to advance Natural History, although 
their belief in the immutability of species probably impeded recognition of the fact 
that animals and plants have evolved over time. Moreover, Ernst Mayr has argued 
that Linnaeus’ belief in immutability posed a barrier to evolutionary ideas that they 
would not have faced otherwise. The thinkers of the Age of Enlightenment under-
mined the influence of religious dogma on science to some extent, just as the 
Protestant Reformation had undermined the influence of Scholasticism on science. 
Both the Comte de Buffon and Dr. Erasmus Darwin made important contributions 
to the development of evolutionary theory, and they publicly presented their evolu-
tionary ideas even though they were counter to the prevailing cultural norms and 
religious beliefs of their times.
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Chapter 4
19th Century Evolutionary Thought Before 
Charles Darwin

Abstract  The chapter describes ideas that undermined and fostered the concept of 
organic evolution during the first half of the 19th Century. The prevailing Western 
view about nature at the beginning of the 19th Century was expressed in Reverend 
William Paley’s popular 1802 book, Natural Theology. The book was based on the 
idea that animals are so well suited to the environment in which they live that they 
must be the result of a Divine plan, and it presented the often repeated analogy that 
the parts of the body are like the parts of a watch, which are so complicated and 
inter-related that they must be the product of an “intelligent and designing Creator.” 
By 1809, however, the French zoologist Jean Baptiste Lamarck, who is recognized 
as the founder of evolutionary theory, published his Philosophie Zoologique, which 
claimed that forces of nature, not the direct hand of God, had molded plants and 
animals to adapt them to the worlds in which they live. As the chapter explains, 
Lamarck offered two theories of what he called, transformism, which changed gen-
erations of animals over vast amounts of time from one form of animal into another 
form. Although Lamarck’s theories were never widely accepted, Philosophie 
Zoologique was the best argument at that time for organic evolution, and it even 
traced the evolution of modern animals from a common ancestor. Despite the rejec-
tion of Lamarck’s theories, his book seemed to spur others to develop theories of 
evolution that culminated in Charles Darwin’s Origin of Species.

Keywords  Adaptation • Common ancestor • Evolution • Intelligent Design • 
Natural Theology • Lamarck

4.1  �Geology and the Fossil Record

By the beginning of the 19th Century, two lines of geological evidence were con-
verging that were ultimately crucial for helping to establish the scientific basis of 
organic evolution. One was that the earth is extremely old, and the other was the 
recognition that fossils are the remains of extinct animals and plants [1].1 At the 

1 Fossils are created in sedimentary rock when minerals slowly replace the organic matter that 
comprise and animal or plant.
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time, however, fossils were just pieces of a puzzle whose importance was not recog-
nized by most naturalists [2–6].

Late in the 18th Century, some naturalists who were studying the earth’s geology 
came to realize that the massive layers of exposed rock observed throughout Europe 
must have taken vast amounts of time to accumulate [2, 4]. This conclusion was 
primarily predicated on geological evidence that suggested that the topographical 
features of the earth were the products of uniform, continuous processes, like those 
that occur today, such as erosion, deposition, and volcanism. As these processes are 
very slow, they concluded that the earth must be very old [4, 5, 7].

Many of these rock formations in Europe contained stone impressions of the 
bodies of plants and animals, which came to be called fossils. Fossils had been rec-
ognized as the remnants or traces of plants and animals by several philosophers of 
ancient Greece, [1, 8, 9] but some later naturalists dismissed them as flukes of nature 
that were not actually what they appeared to be [10]. As most of the fossils discov-
ered in Europe up until the 19th Century were the petrified remains of shellfish and 
many of these were found in rock beds that were far away from the sea, their exis-
tence implied that the land was once submerged [8, 10]. The increasing numbers of 
fossils found during the 17th and 18th Centuries were taken by Christian scholars 
and theologians as proof of the Biblical Flood of Noah. Fossils of land animals, 
which were relatively rare, were assumed to be animals that perished in the flood, 
and fossils of sea creatures, which were very common, were assumed to be animals 
that were stranded on land and died when the flood waters receded [1, 8, 10]. During 
the early part of the 19th Century, it became evident that fossils represented not just 
individual animals that had died, but entire species of animals that had died off and 
no longer existed, i.e., that species had become extinct.

4.2  �William Paley’s Natural Theology

In 1802, the prominent Anglican priest and theologian William Paley published a 
book in England titled, Natural Theology; or Evidences of the Existence and 
Attributes of the Deity, Collected from the Appearances of Nature [11]. Natural 
Theology expanded upon the themes John Ray expressed in The Wisdom of God – 
i.e., that God designed each plant and animal species to fit perfectly into the habitat 
in which it lives. Natural Theology makes the frequently repeated analogy that the 
parts of the body are like the parts of a watch, which are so complicated and inter-
related that they must be the product of “Intelligent Design,” or as Paley put it, an 
“intelligent and designing Creator,” (p. 154) and “an intelligent, designing mind” 
(p. 280) [12].

Paley uses the human eye as an example of a biological contrivance (i.e., some-
thing skillfully crafted to serve a particular purpose) that is so complicated that it 
had to be created by a Divine craftsman. The eyes of every animal are fashioned for 
its own peculiar way of life, such as the eyes of fish, which are be best suited for life 
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underwater. Paley described hundreds of examples of how the anatomy of different 
kinds of animals makes them uniquely adapted to their environmental niche, and he 
explicitly believed that no law of nature could account for such diverse adaptations. 
The evolutionary biologist Ernst Mayr has praised Natural Theology as “an excel-
lent introduction to natural history and the study of adaptation” (p. 397) [9]. Indeed, 
Mayr said that Natural Theology, as a scientific and theological endeavor, was a 
necessary development in Natural History because Divine creation offered the only 
explanation for adaptation until adaptation was recognized to be the product of evo-
lution [9].

The book was popular among the British public and British academic circles, the 
latter of which opposed even discussing the possibility of organic evolution. 
European academics were more open to evolutionary ideas. During the last decade 
of the 18th Century and the first decade of the 19th Century, several philosophers 
and naturalists in Germany, Italy, and France speculated about the origin of life on 
earth [8, 13, 14]. Hence, the time was right on the Continent, if not in Britain, for a 
comprehensive theory of the evolution of life [14].

4.3  �Jean Baptiste de Monet Lamarck

Jean Baptiste Lamarck, who was born in 1744, attended a Jesuit college before join-
ing the French army. He subsequently attended medical school and eventually 
turned to the study of botany in Paris in 1778, where he met the Comte de Buffon. 
Buffon mentored him and helped him to obtain membership in the French Academy 
of Science in 1779 and a position at the Royal Garden in Paris in 1781 [15]. In the 
midst of the French Revolution, the revolutionary government reorganized the 
Royal Garden into the Museum of Natural History in 1793 and Lamarck became a 
professor of, essentially, insects and worms [15–18]. Although he knew little about 
the subject matter at the time, he mastered the field and developed a classification 
system for what he called invertebrates [18], i.e., animals without vertebral columns 
[19, 20].

Lamarck is recognized as the founder of evolutionary theory because his 1809 
book Philosophie Zoologique [21] contains the first thorough formulation of the 
causes of organic evolution and the first attempt to trace a possible path of descent 
from a common ancestor across the animal kingdom (Fig. 4.1) [15, 22–24]. Although 
Lamarck had thought that species were immutable, he changed his mind based on 
the evidence that fossils were extinct species of animals. Lamarck refused to believe 
that nature would be so fickle as to allow species to become extinct [23, 25, 26], 
writing in Philosophie Zoologique: “I am still doubtful whether the means adopted 
by nature to ensure the preservation of species or races have been so inadequate that 
entire races are now extinct or lost” (p. 44) [27]. So, Lamarck thought there must be 
a reason, other than extinction, why some animals had disappeared. His explanation 
was that the species that apparently had become extinct, had instead, evolved to 
become other species. His Philosophie Zoologique (Zoological Philosophy in 
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English) presents two theories of evolution [23, 25, 26], which became known in 
France as tranformisme and transformism in England [26].

Though some historians have questioned Lamarck’s religious commitment [17, 
18, 28], he began his book with a statement that is similar to the viewpoint of Saint 
Augustine: “Assuredly, nothing can exist but by the will of the Supreme Author, but 
can we venture to assign rules to him in the execution of his will? May not his infi-
nite power have chosen to create an order of things which should evolve in succes-
sion all that we know as well as all that we do not know?” (p.  36) [27]. Some 
historians have concluded that Lamarck’s words were sincere, citing related pas-
sages from Lamarck’s other writings that indicate he was a pious man [29, 30]. 
Other historians share the view that Lamarck was religious [16], whereas some 
think he was a deist who [26, 31], like Buffon, sought to separate divine action from 
material explanations of causation in the natural world [31].

Fishes
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Annelids
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Insects
Arachnids
Crustaceans
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Fig. 4.1  Redrawing of the main features of Lamarck’s figure in Philosophie Zoologique “showing 
the origins of various animals”
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Like the Comte de Buffon and Erasmus Darwin before him, Lamarck believed 
the earth was very old, and the dramatic changes that humans can produce in domes-
ticated animals through selective breeding provide evidence that wild animals also 
could change dramatically in behavior, shape, size, and other characteristics over 
vast amounts of time [27]. Over time, species of animals could transform into 
entirely new species; species could change so much that they could form new gen-
era, and new genera could change so much they could form new families of animals, 
and so on. Given enormous amounts of time, families could form new orders and 
new orders could form new classes of animals.

Lamarck thought that all 13 classes of animals that were recognized in his time 
were related to one another in some way, and he traced the origin of most of them 
back to worms, based on a series of anatomical comparisons. I have redrawn his 
path of common descent from worms to the different Orders of mammals recog-
nized in his day in Fig.  4.1.2 Lamarck hypothesized that the transformation of 
worms branched off into two lineages, one of which led to Insects, Arachnids (spi-
ders), and Crustaceans (e.g., crabs, lobsters, and shrimp). The other lineage eventu-
ally led to the evolution of fish, reptiles, birds, and various kinds of mammals. This 
general scheme reflects Lamarck’s first theory of transformation, i.e., that lower 
forms of life progressed into higher forms in terms of complexity and perfection 
[21, 27]. Like Aristotle, Lamarck thought plants and different kinds of animals 
formed a hierarchy of life that represented degrees of perfection. Unlike Aristotle, 
Lamarck did not think this was a static hierarchy. Instead, he thought that there was 
a natural force in living things that drove them to perfect themselves [23, 25–27].

Lamarck’s study of geology also led him to realize that since the earth constantly 
changes, plants and animals must be able to adapt to these changes in order to sur-
vive and thrive [16, 23, 25, 26]. Hence, the basic premise of Lamarck’s second 
theory of transformation is that animals are indirectly affected by changes in their 
environment, such as climatic changes, and that they are transformed as they attempt 
to adapt to these changes [23, 25–27]. Like Erasmus Darwin, Lamarck believed that 
three main needs drove transformation in response to the environment: nourishment, 
reproduction, and self-self-defense. Unlike Erasmus Darwin, however, Lamarck 
considered adaptation to the environment to be an anomalous process that interfered 
with the normal progression of increasing complexity and perfection. Formally, 

2 The reader should keep in mind the figure reflects Lamarck’s best guess about descent from a 
common ancestor, when the true ancestry of Fish was not known. Lamarck was partially correct in 
thinking that Reptiles evolved from Fish, although Reptiles actually evolved from Amphibians, 
which had evolved from Fish. He is also correct that Birds evolved act least indirectly from 
Reptiles. Monotremes, which are primitive mammals, evolved from Reptiles, not from Birds. 
Lamarck also mistakenly thought that land mammals (the Ungulate Mammals and Unguiculate 
Mammals) evolved from Cetacean Mammals, which are sea creatures; Cetacean Mammals actu-
ally evolved from Ungulate Mammals, which lived on land. The Cetacean Mammals have adapted 
to spend their entire lives in water, having flipper-like front limbs and broad tails with horizontal 
flukes: e.g., dolphins, porpoises, and whales. Like other mammals, however, they breath air and are 
warm-blooded and viviparous. Ungulate Mammals are animals with hooves, such as antelope, buf-
falo, deer, horses, and pigs. Unguiculate Mammals are animals that have nails or claws rather than 
hooves; most of the species of Unguiculate Mammals are carnivorous, such as bears, cats, wolves.
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Lamarck’s second theory consists of a set of three propositions, from which are 
deduced two general laws. Briefly, Lamarck’s second theory states that: (a) animals 
alter their behavior to adjust to environmental demands; (b) that these behavioral 
changes modify structures, such as muscles, bones, and other organs; (c) that struc-
tures that are used more often in adapting to the environment will be strengthened, 
whereas those that are used less often will deteriorate; and (d) the modifications of 
the structures of parents are transmitted to their offspring. This has led the theory to 
be called “the theory of the inheritance of acquired characteristics” [23, 24], which 
has been definitively refuted by scientific research [23].3

4.4  �Between Lamarck and Darwin

Although Lamarck’s theories were never fully accepted and even some of his col-
leagues criticized them, they did influence the thinking of philosophers and other 
scientists, and Lamarck’s theories were a breakthrough in advancing the concept of 
organic evolution [9, 15]. Lamarck’s first theory envisioned the concept of descent 
from a common ancestor, and his second theory embodied evolutionary change in 
response to the demands of life. Both these concepts were major themes in Charles 
Darwin’s 1859 Origins of Species.

The zoologist Kamales Kumar Misra identified six theories of evolution that 
were proposed between Lamarck’s Philosophie Zoologique and Darwin’s Origins 
of Species, which addressed, or failed to address, three key elements of evolution: 
common descent, gradual change, and “speciation” (i.e., the differentiation of new 
species) [15]. None of these six theories, however, was accepted by the scientific 
community. At least two other naturalists presented ideas that anticipated the argu-
ments that Charles Darwin published his 1859 Origins of Species, but these ideas 
received little attention at the time [10].

By the 1830’s, the assemblages of fossils in different geological strata led to the 
development of a crude scale of geological time based on sequential layers of rock 
[1, 2, 32], which suggested that the earth was several hundred million years old 

3 Formally, the theory consists of a set of three propositions, from which are deduced two general 
laws. The three propositions are: (1) That every considerable and sustained change in the surround-
ings of any animal involves a real change in its needs. (2) That such change of needs involves the 
necessity of changed action in order to satisfy these needs, and, in consequence, of new habits. (3) 
It follows that such parts, formerly less used, are now more frequently employed, and in conse-
quence become more highly developed; new parts also become insensibly evolved in the creature 
by its own efforts from within.

The two laws are: First. that in every animal which has not passed its limit of development, the 
more frequent and sustained employment of any organ develops and aggrandizes it, giving it a 
power proportionate to the duration of its employment, while the same organ in default of constant 
use becomes insensibly weakened and deteriorated, decreasing imperceptibly in power until it 
finally disappears. Second, that these gains or losses of organic development, due to use or disuse, 
are transmitted to offspring, provided they have been common to both sexes, or to the animals from 
which the offspring have descended.

4  19th Century Evolutionary Thought Before Charles Darwin
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[32–35]. This time-scale provided more than ample time for the successive changes 
in animals to create new species, genera, families, orders, and classes of animals, as 
Lamarck had proposed. These layers of rock also indicated that successively 
younger rock strata contained progressively more advanced animals, which implied 
a gradual transformation towards increased complexity [3, 9, 36]. Finally, the fact 
that many fossil specimens were similar in some ways but different in other ways 
from existing animals lent support to the notion that many species of ancient ani-
mals had become extinct [3, 36].

Although no theory of evolution had yet attained scientific acceptance, the 1844 
book Vestiges of the Natural History of Creation [37] prompted popular interest in 
Britain about the possibility of evolution. The book, which was anonymously pub-
lished by a philosophically inclined author and journalist named Robert Chambers 
[38], summarized the existing geological evidence of the time to argue that life on 
earth had gradually evolved as Lamarck had proposed over an extremely long period 
of time. The Vestiges created a furor in intellectual circles in Britain, where it was 
condemned by British theologians as Godless and heretical, and by British scien-
tists as “foolish fantasies” and “a work of fiction.” However, because it received so 
much attention it became a best seller among the general public who seemed more 
open to its ideas [9, 10].

4.5  �Chapter Highlights and Comments

The present chapter discussed how the conception of the world expressed by Natural 
Theology was widely accepted in England at the beginning of the 19th Century. By 
the middle of the century, however, the British public had been exposed to and 
expressed a strong interest in ideas that contradicted the worldview of Natural 
Theology. In the meantime, Jean Baptiste Lamarck presented the first systematic 
theories of the evolution of plants and animals in his 1809 book Philosophie 
Zoologique. Although Lamarck’s theories were not well received in the scientific 
community in Europe, and they received little attention in England, his book pre-
sented the first thorough formulation of the causes of organic evolution. Despite the 
poor reaction to Lamarck’s book, philosophers and naturalists began publishing 
their own ideas about organic evolution, which included some of the elements that 
were central to Charles Darwin’s 1959 treatise on evolution. The notion of organic 
evolution was “in the air” during the 19th Century, as the American historian Edward 
J. Larson put it [3]. I think this is a very important point, since some people may 
think that the theory of evolution can be dismissed as the product of a single indi-
vidual. In all likelihood, a comprehensive theory of organic evolution, akin to 
Darwin’s, would have been published before the end the 19th Century even if 
Darwin had never published his Origin of Species.

4.5  Chapter Highlights and Comments
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Chapter 5
Charles Darwin’s Origin of Species

Abstract  The chapter traces the development of Charles Darwin’s ideas about the 
concept of organic evolution, discusses the reasons why he delayed publishing his 
ideas for many years, and describes the major elements of the theories of evolution 
presented in his 1859 book, On the Origin of Species by Means of Natural Selection. 
The influence of his grandfather’s ideas about evolution is also discussed, as well as 
the common themes found in Charles Darwin’s Origin of Species and the writings 
of Erasmus Darwin (his grandfather), the Comte de Buffon, and Jean-Baptiste 
Lamarck. These similarities include their emphasis on the similarities between the 
breeding of domesticated plants and animals (which Charles Darwin called Artificial 
Selection) and the natural processes underlying the evolution of wild plants and 
animals (which Charles Darwin called Natural Selection). The chapter discusses 
key elements of Darwin’s theories of evolution, including that: (1) animals repro-
duce at a rate that exceeds their food resources, (2) which creates competition for 
resources, (3) that members of a species vary in terms of their inherited characteris-
tics, (4) that some inherited characteristics enhance survival and reproduction, (5) 
that such adaptive characteristics are inherited by offspring, (6) which leads to the 
spread of these adaptive characteristics within the population, such that (7) succes-
sive generations of the descendants of members of the original species may become 
sufficiently different from their ancestors that they become a different kind of ani-
mal over time through the accumulation of adaptive characteristics.

Keywords  Adaptation • Common ancestor • Darwin • Evolution • Natural Selection 
• Origin of Species

5.1  �Development of Darwin’s Ideas

Charles Darwin was born into an affluent English family in 1809 [1, 2], the same 
year Lamarck published his book about evolution, Philosophie Zoologique [3]. In 
1825, Charles went to Edinburgh University, where his older brother Robert was 
studying medicine, to try his hand at medicine too. While there, he did coursework 
in geology and zoology and became interested in Natural History, especially inver-
tebrate sea animals, which he studied throughout the rest of his life. Abandoning the 
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idea of becoming a physician, Darwin enrolled in Cambridge University in 1827 to 
study for the clergy, where he continued to pursue his interest in Natural History [2].

The idea of becoming a clergyman was his father’s idea, as had been the idea of 
becoming a physician and, as Darwin wrote in his autobiography, the idea of becom-
ing a clergyman “died a natural death” (p. 40) when he had an opportunity to be a 
naturalist [4]. However, Darwin said in his autobiography: “I did not then in the 
least doubt the strict and literal truth of every word in the Bible”(p. 40) [4]. 
Nevertheless, as his private notebooks indicate, by the time he was developing his 
ideas about evolution he no longer believed in the major tenets of Christianity [5, 6].

Darwin’s opportunity to become a naturalist came shortly after graduating from 
Cambridge University in 1831, when he joined the crew of the British Navy’s HMS 
Beagle [1, 2], which sailed around the world between December of 1931 and 
October 1836 [2, 7]. Most of the voyage was devoted to exploring the east and west 
coasts of South America, where Darwin made detailed observations of the geology 
and collected specimens of terrestrial and aquatic plants and animals. The Beagle 
also stopped at Atlantic and Pacific islands, including the now famous Galapagos 
Islands off the coast of Chile [8]. The scientific papers Darwin wrote based on the 
voyage brought him acclaim within the British scientific community, and his popu-
lar description of the expedition in his The Voyage of the Beagle became a bestseller, 
making him a prominent scientific figure among the British public [2].

Charles Darwin’s observations during the voyage led him to think about the pos-
sibility of evolution, which he called “transmutation,” and he began a series of 
“transmutation notebooks” in March of 1837. The first entry in his first notebook 
was “Zoonomia,” the name of his grandfather’s book [9], under which Charles wrote 
comments about some of the things his grandfather (Erasmus Darwin) wrote in 
Zoonomia. In particular, he noted that his grandfather said sexual reproduction 
results in variation among offspring, whereas asexual reproduction does not pro-
duce variation [10, 11]. Within a year, Charles Darwin developed his concept of 
Natural Selection in which he envisioned individual variation as the raw material 
that made evolution possible [11]. Despite the apparent connection between 
Charles’s idea and his grandfather’s ideas about variation, Charles often denied that 
his grandfather’s writings about evolution had influenced his own ideas. Indeed, he 
said in his autobiography, although he admired Zoonomia when he was younger, 
when he was older he “was much disappointed [at] the proportion of speculation [in 
the book] being so large [compared] to the facts given [in Zoonomia]” (p. 25) [4]. 
This observation by Charles Darwin about Zoonomia appears to have had a great 
influence on him, even if his grandfather’s ideas did not, because Charles spent 
decades amassing facts to support his own speculations about evolution before he 
published On the Origin of Species by Means of Natural Selection, or the 
Preservation of Favoured Races in the Struggle for Life in 1859. Presumably, 
Charles gathered as many facts as he could because he feared his theory of evolution 
would be attacked, just as his grandfather’s theory had been.

Charles Darwin became convinced of the transmutation of species in 1837 [7], 
but he did not formulate his concept of Natural Selection until 1938, after reading 
An Essay on the Principle of Population by an economist named Thomas Malthus 
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[1, 2, 4]. Malthus argued that animal and human populations, if unchecked, natu-
rally reproduce at a rate that outstrips their food supply, which creates a “struggle 
for existence” in which some individuals will win and some will lose [12]. Darwin 
reasoned that if the individuals comprising a species must compete for their exis-
tence, and individuals within a species vary to some degree, some individuals will 
be better than others at competing for necessary resources (such as food). Since 
those individuals that are more successful in such competition should be more likely 
to survive and reproduce, they should pass their helpful or advantageous character-
istics on to their offspring [1, 13], a process that the English philosopher and Herbert 
Spencer later called “survival of the fittest” [14]. Thus, Darwin argued, over succes-
sive generations individuals with these advantageous characteristics should become 
more common than individuals without these advantageous characteristics, as the 
latter would be less likely to survive and reproduce [13]. He thought that this shift 
in the characteristics of increasing numbers of individuals over successive genera-
tions could lead to the creation of new species.

Charles Darwin, like his grandfather Erasmus Darwin, the Comte de Buffon, and 
Lamarck, saw the process of evolutionary change as being analogous to the selec-
tive breeding of domesticated plants and animals. The practice of selective breeding 
of animals, or Artificial Selection as Charles called it, over thousands of years had 
created new and very different varieties of dogs, horses, cattle, etc., by breeding 
only those individuals that had the particular characteristics which the breeder 
thought were desirable. Likewise, Charles Darwin thought nature has selected those 
animals with characteristics that enhance survival and reproduction, and this pro-
cess over time has yielded, different varieties, species, genera, and families of ani-
mals, and so on [1].

5.2  �Darwin’s Delay in Publishing

Although Charles Darwin initially articulated his theory of evolution in 1938, he did 
not publish anything about it until 1859 [1, 2], when he published The Origin of 
Species [13]. Authors have offered a number of possible explanations for this long 
delay. One explanation, which I already mentioned, is that he wanted to collect all 
the facts he could to support his theory before presenting it [15]; this is consistent 
with the comment in his notebook that his grandfather’s book Zoonomia contained 
more speculation than facts [1, 2]. Another related explanation, which I alluded to 
earlier, is that Charles was sensitive to the social climate of his time [1, 15], and he 
was acutely aware that the transmutation of species was a politically and religiously 
controversial topic in Britain [16].

Darwin finally wrote a long, detailed essay about his theory in 1844 [2], the same 
year the Vestiges of the Natural History of Creation was published [17]. Darwin 
expressed concern to friends that his book about transmutation would be as fiercely 
attacked and as readily dismissed as the Vestiges had been by the British establish-
ment [2, 18]. Darwin hoped, however, that the Vestiges might have made organic 
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evolution a more socially acceptable notion in Britain than it had been previously 
[18], as suggested by the popular appeal of the Vestiges [6, 9].

Darwin finally gave his full attention to writing his book in 1854 [2], around the 
same time a Welch naturalist named Alfred Russell Wallace was developing his own 
ideas about the how new species could arise [2]. Darwin received an essay from 
Wallace in 1858 describing his own ideas about the evolution of species, along with 
a letter asking Darwin for his opinion about the essay. Darwin was astonished by the 
similarity of Wallace’s theory to his own theory [2], and he had friends make 
arrangements for Wallace’s paper and a portion of his own 1844 paper to be read at 
a meeting of the Linnean Society in London [2, 15], so that both he and Wallace 
could share credit for the theory. The incident finally prompted Darwin to publish 
his Origin of Species in 1859 [2].

5.3  �Darwin’s Origin of Species

The Origin of Species begins by describing the nature of individual differences in 
domestic and wild animals, as well as plants, and how variations in individual char-
acteristics underlie the modification of species over time. Like his grandfather, 
Buffon, and Lamarck, Charles Darwin used the domestication of plants and animals 
as evidence that the morphology of plants and animals could change dramatically 
over time. Like them, he argued, if morphological and behavioral changes could be 
produced in animals by humans through selective breeding (i.e., Artificial Selection), 
they certainly could be produced by nature. Unlike his grandfather, Buffon, and 
Lamarck, however, Charles Darwin was able to offer a mechanism (i.e., Natural 
Selection) that he claimed could select which individuals of a species would survive 
and reproduce in a way analogous to Artificial Selection [13].

Darwin said that believed the “diversity of inheritable deviations of structure is 
endless” (p. 12) [13] in plants and animals and that individual variation in charac-
teristics made it possible to modify plants and animals by Artificial Selection. This 
is most clearly seen in the breeding of dogs, cattle, and other animals for specific 
characteristics. Though Buffon, Lamarck, and Erasmus Darwin had all made the 
analogy between changes in animals produced by selective breeding and changes in 
wild animals, which they proposed were produced by evolution, Charles Darwin 
was able to make a more compelling case for this analogy because: (a) he had a 
mechanism for evolutionary change (Natural Selection); (b) he provided more 
extensive evidence of the changes produced by selective breeding; and (c) he under-
stood selective breeding better than they did because he talked to many animal 
breeders and he conducted his own experiments on the selective breeding of pigeons. 
The use of the analogy between selective breeding (Artificial Selection) and evolu-
tion (Natural Selection) in The Origin of Species was particularly well-suited for its 
British audience because many British people were familiar with breeding plants 
and pigeons and the British gentry were particularly familiar with the breeding of 
livestock, hounds, and horses [1].

5  Charles Darwin’s Origin of Species
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The Origin of Species also discusses how individual differences among wild ani-
mals creates great diversity even within the same species, such that some groups of 
animals that are recognized as varieties of a species could just as easily be classified 
as sub-species of the species. Charles Darwin thought that these varieties or sub-
species were incipient species and could change so much over time that they would 
be recognized as separate species  – a view shared by Lamarck [3, 13]. Charles 
Darwin stressed, to varying degrees, that the capacity of nature to modify plant and 
animal characteristics depends on the existence of various natural forces impinging 
on every organism, including: (a) climatic fluctuations and their effects on food and 
other resources; (b) competition for resources among members of the same species; 
and (c) other forces, such as prey-predator and host-parasite relationships. Buffon, 
Lamarck, and Erasmus Darwin had stressed, to varying degrees, the influence of 
these same natural forces on evolution, but Charles Darwin embodied these natural 
forces in the concept of the “struggle for existence.” He said, because animals and 
plants face a struggle to survive, “any variation, however slight … if it be in any 
degree profitable to an individual of any species, will lend to the preservation of that 
individual, and will generally be inherited by its offspring” (p. 61) [13]. The off-
spring, then, will also have a better chance of surviving. This is the essence of 
Darwin’s theory of Natural Selection. In The Origin of Species, Darwin often refers 
to such profitable variations as adaptations [13].

According to Charles Darwin, Natural Selection works solely by preserving 
structural variations that, by chance, happen to benefit an individual in the struggle 
for existence; that is, those modifications that help an animal or plant survive and 
have offspring. As these beneficial modifications are inherited by an individual’s 
offspring, they accumulate over time to make successive generations of offspring 
better suited (or better adapted) to their environment. However, Natural Selection 
does not produce the best possible way to adapt to environmental conditions. For 
example, the wings of bees, birds, and bats reflect different structural mechanisms 
that have evolved to enable flight, but they may not be the best way for an animal to 
fly. Natural Selection can only preserve modifications to existing structural compo-
nents (i.e., bones, muscles, nerves, etc.) that, by chance, enhance survival and repro-
ductive success (which is sometimes referred to as “increased fitness”).

As these modifications accumulate over successive generations, individuals tend 
to diverge from their ancestral forms. This is a central element of Darwin’s theory, 
which he repeatedly called his “theory of descent with modification.” He claimed 
that this divergence accounts for the hierarchical organization of animals observed 
in the Linnaean and subsequent classification systems [19]. Such taxonomic sys-
tems, he thought, were classifications of genealogy that reflect descent from a com-
mon ancestor.

Some of the best evidence Darwin presented for descent from a common ances-
tor was the anatomical evidence that different animals share homologous or corre-
sponding organs and structures. In vertebrates, for example, homology is readily 
apparent in the structural order of the bones of the limbs [13]. Each forelimb and 
hindlimb is composed of a series of bones that are arranged in the same serial order 
across all the vertebrate species. Even though the bones may differ in shape and 
size, their arrangement is always the same regardless of the vertebrate’s species, 
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genus, order, or class. The same homologous bones even exist in the same arrange-
ment in the fins of fish because all vertebrates share a common ancestor with fish. 
This structural evidence for common descent was apparent, then as it is now, not 
only in the homologies among existing vertebrates, but also in the homologous 
structures of extant species and extinct species (i.e., fossils).

In addition to demonstrating the feasibility of evolution and presenting a plausi-
ble mechanism of evolution, The Origin of Species undermined the central tenants 
of Natural Theology that each animal is perfectly designed and ideally suited for the 
world in which it lives [1, 13]. Darwin noted, for example, that there are numerous 
cases in nature of animals with rudimentary organs that no longer serve a purpose: 
snakes have the rudimentary bones of a pelvis and hind limbs even though snakes 
cannot use them to walk; cave-dwelling animals have rudimentary eyes that are 
incapable of vision; and some island-dwelling birds have rudimentary wings that 
are no longer capable of flight. Darwin’s explanation was similar to Lamarck’s 
explanation that organs would atrophy from disuse over many generations because 
they no longer served a purpose. Darwin claimed that these and numerous other 
examples of animals that have useless organs or other structures indicated that ani-
mals were not perfectly designed.

A central argument in The Origin of Species is that different types of animals 
came to be the way they are, not by Divine design, but by a very slow process of 
gradual evolution over vast amounts of time. Darwin presented several lines of evi-
dence to dispute Divine design. One, as just mentioned, was the fact that some ani-
mals have useless structures, which undermine the notion that their anatomy reflects 
the work of a Divine  clock-maker. Another was that some animals grow organs 
during their embryonic development that disappear before they are born, which, to 
him, was further evidence of an imperfect design rather than a Divine design. 
Instead of being the result of design, Darwin proposed, animals and plants came to 
be the way they are by chance: (a) they inherit characteristics that happen by chance 
to enhance their survival and reproductive success; (b) these adaptive characteristics 
(adaptations) are passed along to (are inherited by) their offspring; and (c) hence, 
these adaptive characteristics are spread within the breeding population. Evolution 
does not produce the best design of a structure for a function or purpose because 
Natural Selection can only modify already existing structures to perform new func-
tions; it cannot “go back to the drawing board” to create something “from scratch” 
that would produce the best fit between structure and function [20].

5.4  �Chapter Highlights and Comments

Charles Darwin’s Origin of Species explains how animals and plants could change 
in form over time by a process he called Natural Selection. Like, Buffon, Erasmus 
Darwin, and Lamarck, his explanation hinged, in part, on the analogy between evo-
lution and the selective breeding of domestic animals that has been practiced for 
thousands of years. To summarize Darwin’s argument: (1) animals reproduce at a 
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rate that exceeds their food resources; (2) this creates a “struggle for existence” for 
resources between members of the same species, as well as between different spe-
cies; (3) members of a species vary in terms of their inheritable, individual charac-
teristics (“diversity of inheritable deviations”); (4) in the struggle for existence, 
some of these inherited characteristics will enhance survival and reproduction 
(adaptive characteristics or adaptations); (5) these adaptive characteristics will be 
inherited by offspring and enhance their likelihood of survival and reproduction; (6) 
this will lead to the spread of these adaptive characteristics within the breeding 
population; and (7) successive generations of the descendants of members of the 
original species may become sufficiently different from their ancestors that they 
become a different kind of animal over time through the accumulations of adaptive 
characteristics [13, 21, 22]. This process applies not only to the emergence of differ-
ent species, but also to the emergence of different genera, families, orders, classes, 
etc., as adaptations accumulate over time. This process forms the basis for both the 
concept of evolution, in general, and the concept of descent from a common ances-
tor, which were both explicitly proposed by Erasmus Darwin and Lamarck, and 
implied by Buffon.

Although I only alluded to the fact that Alfred Russell Wallace developed a the-
ory of evolution that was similar to Charles Darwin’s theory, Henry Fairfield 
Osborne published the major elements of their theories side by side to show how 
similar their theories were [23]. These similarities made it inevitable that a theory of 
evolution closely akin to Darwin’s would have been published in the 19th Century 
even if Darwin had not published his Origin of Species. Beyond establishing the 
feasibility of evolution, The Origin of Species severely undermined the central 
tenets of Natural Theology: (1) that each animal is perfectly suited to its environ-
ment by Divine design; and (2) that the match between an animal and its world 
could not be achieved by natural means.
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Chapter 6
Reactions to Darwin’s Origin of Species

Abstract  The chapter describes the initial reaction of the British general public to 
the 1859 publication of Charles Darwin’s Origin of Species, the immediate and later 
reactions of the scientific community, and the 20th Century response of Conservative 
Christians in the U.S. The British public had a generally favorable reaction to Origin 
of Species when it was first published, and it has been said that the British public 
widely accepted that the theory of evolution was true within a decade of the book’s 
publication. As the chapter explains, Darwin’s “theory of descent with modifica-
tion” was widely accepted among scientists in Britain and the U.S. by the 1870s, but 
many biologists were not convinced that Darwin’s “theory of Natural Selection” 
was the mechanism of evolution until the early 20th Century, when the field of 
genetics showed that individual characteristics were expressed through and trans-
mitted by genes and that random mutations in genes could produce significant 
changes in genetic characteristics upon which Natural Selection could act. The 
chapter also describes that most Christian denominations came to accept the theory 
of evolution, but strong objections to the theory arose among Conservative Christians 
in America in the early 1920s. Their objection to the concept of evolution, which is 
predicated on their literal interpretation of the description of God’s creation of the 
world in the Book of Genesis, has been expressed in educational movements in the 
U.S. that oppose the teaching of evolution in the public schools, including “Creation 
Science” and “Intelligent Design.”

Keywords  Adaptation • Common ancestor • Darwin • Evolution • Intelligent 
Design • Modern Synthesis • Natural Selection • Origin of Species

6.1  �Initial Reactions to the Origin of Species

When Darwin’s Origin of Species was published in 1859, it was immediately con-
troversial in religious and scientific circles [1], just as the Vestiges had been. 
However, the logic of Darwin’s arguments, the depth and breadth of the evidence 
from many different fields that he included in The Origin of Species, and his synthe-
sis of that evidence made a compelling case for the reality, not just the theory of 
evolution. Moreover, the Vestiges had, it seemed, made the British public more 
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receptive to the concept of organic evolution [2], and the public’s primary reaction 
to The Origin of Species was, according to some scholars, more one of fascination 
than anything else [3]. The Times of London published a very favorable review of 
the book’s central premise, leaving it to scientists to decide its ultimate fate [2]. 
Within a decade of its publication, the British public generally accepted the theory 
as being true [4]. The concept of organic evolution also was readily embraced in 
Germany, although it was rejected in France [5].

By the 1870s, Darwin’s “theory of descent with modification”(i.e., descent from 
a common ancestor) was widely accepted among scientists in Britain and the United 
States [2, 6], and some historians say that it was accepted as a scientific fact by then 
[7]. Whether they considered evolution to be a plausible theory or a fact, scientists 
overwhelmingly rejected the idea that plants and animals were created by God as a 
valid explanation of the origin of species [2, 4]. Nevertheless, many biologists were 
not convinced that Darwin’s “theory of Natural Selection” was the mechanism of 
evolution until the 20th Century [2, 8].

6.2  �Creation Science and Intelligent Design

As the scientific community came to endorse evolution, the Roman Catholic Church 
and most Protestant denominations also came to accept or, at least, tolerate it, claim-
ing that God used evolution as a means to create the diversity of life on earth [9, 10]. 
However, Conservative Christians in America, who believed in the literal truth of 
the Old Testament, including the Book of Genesis, sought to ban the teaching of 
evolution in American public schools [2, 10]. The movement had some success in 
the 1920s, convincing the legislatures of several states, including Arkansas and 
Tennessee, to prohibit the teaching of evolution in public schools [9, 10]. In 1968, 
however, the U.S. Supreme Court said it was unconstitutional to ban the teaching 
of evolution [9, 10], based on the “Establishment Clause” of the First Amendment 
of the U.S. Constitution, which is generally described as the “separation of Church 
and State.”1

“Creation Science,” which was created in the 1920s to promote the belief that the 
Book of Genesis was literally true, included the beliefs that the earth was created 
several thousand years ago, as Bishop Ussher had proclaimed, and that fossils are 
the result of the great flood described in the Bible [9, 11]. Creation Science was used 
in a second wave of Conservative Christian efforts in the 1970s and 1980s to attack 

1 The first amendment to the U.S. Constitution begins with the following clause, which has come 
to be known as the “Establishment Clause”: “Congress shall make no law respecting an establish-
ment of religion, or prohibiting the free exercise thereof.” The U.S. Supreme Court has interpreted 
this clause to mean than no government entity in the U.S. should promote or hinder the practice of 
religion, and that allowing the expression of religious beliefs and practices in public schools con-
stitutes the promotion of religion by the government. Banning the teaching of evolution in public 
schools because it is contrary to the story of creation in the “Book of Genesis” thereby constitutes 
the promotion of religion by the government. The first ten amendments to the U.S. Constitution are 
called, collectively, the “Bill of Rights.”

6  Reactions to Darwin’s Origin of Species
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the teaching of evolution in response to the Supreme Court decision that prohibited 
the ban on teaching evolution in American public schools. The political goal of 
proponents of Creation Science was to have Creation Science taught in public 
schools whenever evolution was taught. One of the rationales for doing so was to 
assure that students were given a balanced perspective about the creation of plants 
and animals, including humans. This movement had some success, in that Arkansas 
and Louisiana passed laws in the early 1980s mandating that Creation Science be 
taught along with evolution in public schools [9, 10, 12]. However, these laws were 
struck down by the U.S. Supreme Court in 1987, when the Court ruled that Creation 
Science was not science but religion, and that the purpose of the Arkansas and 
Louisiana laws was to advance the religious belief that humans were created by a 
supernatural being [9–12].

Yet, a dissenting Supreme Court opinion argued that the people of a state had the 
right to present secular evidence against evolution in the public schools [9]. Hence, 
Creation Science was recast as “Intelligent Design” in the early 1990s [9, 11], as a 
way to get religion into the classroom [10]. The advocates of Intelligent Design 
claimed that some forms of life, notably humans, are too complex to have been cre-
ated by the chance processes of evolution, and that they must have been created by 
design [9, 11, 13, 14]. Moreover, they argued, since evolution is only a theory, 
teaching Intelligent Design in conjunction with evolution is a way to promote stu-
dents’ critical thinking [9]. Although a federal judge stopped the teaching of 
Intelligent Design in a Pennsylvania school district because it is fundamentally the 
same thing as Creation Science, the Supreme Court has not addressed the issue [12].

The U.S. appears to remain unique in the Western World with respect to its rejec-
tion of the reality of organic evolution [15, 16], and efforts have continued to under-
mine the teaching of evolution in public schools. A 2009 study by The Pew Research 
Center reported that State laws in Louisiana, South Carolina, Tennessee, and 
Wisconsin allow local school districts to decide if Intelligent Design should be 
taught in science classes. As of 2009, the school board of Cobb County, Georgia, 
placed stickers on school biology books that said “evolution is a theory, not a fact.” 
Although the state school board of Kansas no longer warns students that evolution 
is just a theory, it cautions them that it is controversial, and the state of Alabama 
continues to place stickers on biology books that evolution is a “controversial 
theory” [17].

6.3  �The Modern Synthesis

As mentioned above, although scientists accepted Darwin’s “theory of descent with 
modification,” many scientists remained skeptical that Darwin’s “theory of Natural 
Selection” was the mechanism of evolution. The problem was twofold: the source 
of variation upon which Natural Selection supposedly worked was not known and 
the mechanism of inheritance was unknown. Answers to these questions did not 
begin to emerge until the science of genetics was developed in the early 1900s, 
when the botanical experiments of a Moravian monk named Gregor Mendel were 

6.3  The Modern Synthesis
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rediscovered [5, 18, 19]. Mendel had published a little noticed scientific paper in 
1866 that summarized the findings of his decade of research on the inherited char-
acteristics of pea plants (e.g., stem length, flower position, shape and color of seeds) 
and described the basic rules or laws of inheritance in plants that he had derived 
from his research [19, 20]. By 1918, mathematicians began to develop models of 
genetic variation based on Mendel’s laws, which showed that the inheritance of 
adaptive characteristics in plants and animals spread within a population, as pre-
dicted by Charles Darwin’s theory of Natural Selection [2, 4].

Yet, a complete understanding of evolutionary processes was not achieved until 
the mechanism of inheritance (i.e., the gene) and the major cause of variations in 
individual characteristics (random mutations in genes) were discovered [21]. These 
discoveries allowed Theodosius Dobzhansky to put the mathematic models of evo-
lution into concrete terms in his 1937 book, Genetics and the Origin of Species, 
which explains how genetic variations drive the evolutionary process [2, 4, 21].

In the meantime, evolutionary biologists clarified concepts that had been ill-
defined or loosely used when describing Darwin’s theory of Natural Selection, par-
ticularly the concepts of adaptation and fitness. The modern concept of fitness is 
defined as the degree to which a trait or characteristic of an organism contributes to 
the ability to survive and reproduce [22]. Therefore, a trait is considered to be adap-
tive, “if it contributes to the fitness … of an organism” [22]. Ernst Mayr provides a 
more formal definition of adaptation: “an adaptation is a property of an organism, 
whether a structure, physiological trait, behavior, or any other attribute, the posses-
sion of which favors the individual in the struggle for existence” (p.  179) [22]. 
Adaptations are believed to arise by chance and to be maintained within a species 
by Natural Selection. That is, an adaption does not arise to serve a purpose in the 
teleological sense. Instead, the fact that some change in a characteristic turns out to 
serve a useful purpose that promotes fitness, leads to its selection and spread (or 
diffusion) in a population [22]. Contrary to Lamarck’s theory that evolution was an 
active process in which organisms strove to perfect themselves, Charles Darwin 
thought adaptation was a passive process that was not driven by a striving for per-
fection and was not under the control of the individual organism [22].

Although I have only alluded to different components of the theory of evolution 
Darwin presented in The Origin of Species, Mayr [23] identified five distinct theo-
ries about evolution in Darwin’s Origin of Species. The first is the theory of evolu-
tion, per se, that species change into a new form over time, and the second theory is 
that the process of evolution is gradual, as opposed to occurring in bursts, as some 
recent theories have proposed [24, 25]. Mayr further distinguished these two theo-
ries from the theory of common descent (i.e., that all animals and plants have a 
single common ancestor), and he explained that all three of these theoretical con-
cepts are independent from the theory (which I have not until now mentioned) that 
the evolution of species causes an increase in the number of species, which increases 
organic diversity. Finally, Mayr made the distinction, between the theory that 
evolution occurs and the theory of how evolution occurs, which Darwin claimed 
was Natural Selection [23]. The gradual nature of evolution was, of course, specifi-
cally proposed by both Darwin’s grandfather and Lamarck.

6  Reactions to Darwin’s Origin of Species
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6.4  �Chapter Highlights and Comments

Although the part of Darwin’s theory that is called “the theory of descent with 
modification” was accepted relatively quickly by scientists and the public, it took 
many years and the discovery of genes and gene mutations for the process of evolu-
tion to be fully understood. While most people have come to accept that organic 
evolution is a fact, some American Christians continue to be opposed to the concept 
of evolution because it is contrary to their religious beliefs, especially their belief 
that the Book of Genesis is literally true

It should also be kept in mind that Darwin’s theories of evolution are not static 
and that evolutionary theory continues to evolve. For instance, whereas Charles 
Darwin proposed that evolution is a very gradual process, more recent theories have 
proposed that evolution is a sporadic process in which very little change in species 
may occur over long periods of time, until some dramatic environmental change 
provides the opportunity for new species to proliferate [24, 25].
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Chapter 7
Darwin’s Descent of Man and The Expression 
of Emotions

Abstract  The chapter discusses the major topics presented in Charles Darwin’s 
books The Descent of Man and The Expression of Emotions. As the chapter explains, 
the primary scientific importance of The Descent of Man is that it extends the evo-
lutionary concept of descent from an ancient common ancestor, which was pro-
posed by Charles Darwin, Erasmus Darwin, the Comte de Buffon, Jean-Baptise 
Lamarck and others, to humans. However, by the time The Descent of Man was 
published, two other books had already made the claim that humans had evolved 
from lower types of animals. The other major contribution of the book, from a psy-
chological perspective, was its claim that the mental abilities of animals and humans 
differ only in degree, not in kind, a concept that has come to be called the theory of 
the “continuity of mind.” As the chapter explains, the major contribution of The 
Expression of Emotions, which has been called the first book on Evolutionary 
Psychiatry, is that it explicitly extends the concept of the continuity of mental abili-
ties in humans and other animals to the experience and expression of emotions. The 
chapter describes the parallels Darwin saw between the human and animal expres-
sion of anger, fear, and other emotions.

Keywords  Common ancestor • Continuity of mind • Darwin • Descent of Man • 
Expression of Emotions • Evolutionary Psychiatry

7.1  �Darwin’s Descent of Man

Darwin wrote two more books about evolution after The Origin of Species. One was 
The Descent of Man, and Selection in Relation to Sex [1] and the other book was 
The Expression of Emotions in Man and Animals [2]. Volume 1 of The Descent of 
Man formally extends the theory of common descent to humans, which Darwin 
avoided doing in The Origin of Species, and Volume 2 presents his theory of sexual 
selection, which greatly expands upon his grandfather’s idea that competition for 
mates has led to unique adaptations among the males of many species that enhance 
their reproductive success.

The critical evidence that Darwin presents in The Descent of Man to demonstrate 
the common descent of humans from lower animals is the same kind of morphologi-
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cal evidence he presented in The Origin of Species to demonstrate the descent of 
other animals from a common ancestor. This evidence included, for example, the 
fact that the functions and structures of the skeletal, muscular, circulatory, digestive, 
and respiratory system are all fundamentally the same across all classes, orders and 
families of vertebrate species, including humans [1, 3, 4]. These similarities are 
particularly strikingly when one compares the skeletal systems of humans and other 
vertebrate animals.

After describing the anatomical similarities between humans and other animals 
in The Descent of Man, Darwin turns his attention to similarities in their “mental 
faculties,” arguing that humans and animals share basic instincts, including self-
preservation, sexual love, and a mother’s love for her child, and that other animals 
experience many of the same emotions that we do. Darwin even claimed that 
humans and animals shared “more intellectual faculties,” such as curiosity, imita-
tion, attention, memory, reason, and language. Although “articulate language,” as 
Darwin called it, was obviously unique to humans, he recognized that other animals 
communicated through vocalizations, gestures, and other means. To the extent that 
humans and animals differed in mental faculties, Darwin believed the differences 
were a matter “of degree and not of kind” (p. 105) [1]. This expression encapsulates 
what is now called the theory of the “continuity of mind” [5, 6].

The publication of The Descent of Man in 1871 was not as controversial as The 
Origin of Species was in 1859, partly because other books had already been pub-
lished in Britain, which proposed that humans had evolved the way as other animals 
had evolved and, therefore, that humans had a common ancestor with other ani-
mals.1 In fact, two such books about human evolution were published in 1863 by 
Darwin’s scientific colleagues and long-time supporters: Thomas Huxley’s The 
Evidence as to Man’s Place in Nature, and Charles Lyell’s The Geological Evidence 
of the Antiquity of Man [7, 8].

7.2  �Darwin’s Expression of Emotions

Darwin’s third book about evolution, The Expression of Emotions [2], has been 
called the first book on “evolutionary psychiatry” [9], and it seems to have prompted 
some early psychiatrists, most notably Sigmund Freud, to speculate about the evo-
lutionary origins of mental disorders [10, 11]. The Expression of Emotions expands 
on the concept, which was mentioned several times in The Descent of Man [1], that 
animals and humans have similar mental faculties, particularly with respect emo-
tions. Since it is considered by some to be the first book on evolutionary psychiatry 
(e.g., [9]), I will devote more time to it than I did to The Descent of Man.

1 Darwin proposed in The Descent of Man than humans descended from the “Old World” monkeys 
in Africa before the apes diverged from the monkeys. We now know that humans evolved from 
apes long after the apes evolved from “Old World” monkeys.

7  Darwin’s Descent of Man and The Expression of Emotions
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The Expression of Emotions has been called a “Milestone in Natural History” 
(p. 6) [12], because it extensively describes the actions of animals and humans that 
Darwin believed conveyed emotional states, or “states of mind,” as he usually 
referred to them. The book covers a wide range of emotions in animals and humans, 
with several chapters concentrating on anger and fear, and other chapters discussing 
joy, love, and pain. The book attempts to demonstrate the similarity of emotional 
expressions across animal groups (i.e., species, genera, and classes of animals) and 
humans.

Although Darwin included a variety of species of animals in his analysis, his 
examples were primarily drawn from domestic animals and wild animals that were 
held in captivity. Many of the latter observations were anecdotes from zoo keepers. 
To obtain information about the expression of emotions by native peoples through-
out the world, Darwin mailed surveys to missionaries and other Europeans in foreign 
countries. He also showed people pictures and paintings that were intended to depict 
different emotions, and asked them to identify what each depicted emotion was.

7.2.1  �Expressions of Fear and Anger

Darwin described two nearly universal behavioral expressions of fear. The first is 
trembling of the muscles, and the second is standing motionless (or “freezing”) for 
a time “in order” for an animal “to collect it senses and to ascertain the source of 
danger, and sometimes for the sake of escaping detection” (pp. 77–78) [2]. Much 
like frightened animals, Darwin says, “The frightened man at first stands like a 
statue motionless and breathless … The heart beats quickly and violently, … The 
skin instantly becomes pale, … [and] the hairs … on the skin stand erect; and the 
superficial muscles shiver” (p. 290) [2].

Darwin used the words anger and rage almost interchangeably, considering rage 
to be a more intense state of mind than anger. In humans, he said, “Rage exhibits 
itself in the most diversified manner. The heart and circulation are always affected; 
the face reddens or becomes purple, with the veins on the forehead and neck dis-
tend” (p. 240) [2]. Darwin gave examples of rage in various animals, and described 
how the human expression of rage is much like that of apes.

7.2.2  �Expression of Other Emotions

Darwin emphasized the importance of facial expressions in human emotions, which 
he sometimes compared to the facial expressions of other primates. His descriptions 
included the positioning of the eyebrows, eyelids, and lips, the degree to which the 
mouth is open, and the muscles that control them. Darwin noted that the facial 
expressions exhibited in surprise and astonishment were very similar to the facial 
expressions exhibited for fear.

7.2  Darwin’s Expression of Emotions
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The Expression of Emotions also contains descriptions of joy in animals, which 
Darwin thought was expressed through laughter in other primates, in addition to 
humans, and he mentioned that chimpanzees and orangutans were observed to grin 
or smile when laughing. Although other mammals may not laugh, Darwin described 
how some make seemingly joyful sounds during meetings between parents and off-
spring, as well as other members of their own social group. Darwin recognized that 
laughter does not always express joy in humans, and he comments on the fact that 
humans frequently employ a forced laugh to conceal their actual state of mind, 
including shame or shyness. The book also devotes a great deal of space to the 
description and discussion of disgust in animals and humans.

7.2.3  �Common Descent of Emotions

Darwin believed “that the chief expressive actions, exhibited by man and by the 
lower animals, are … innate or inherited – that is, [they] have not been learnt by the 
individual” (p. 351) [2]. Being innate, they “cannot be said to depend on the will of 
the individual” (p. 353) [2]. Although Darwin thought the similarities in the expres-
sions of emotions by different animals demonstrated common descent, it was not as 
easy to demonstrate the common descent of behaviors as it was to demonstrate the 
common descent of structures as he had done in The Origin of Species and The 
Descent of Man. Thus, The Expression of Emotions provided extensive descriptions 
of the similarities in the expression of emotions and the muscles used in their 
expression, as well as numerous pictures of emotional expressions. However, mus-
cles and bones can only tell us so much about emotions [13, 14] because emotions 
are seated in the brain [15, 16], and though the gross anatomy of the brain was 
known when The Expression of Emotions was published, the relationship between 
brain structure and function was not [17].

7.3  �Chapter Highlights and Comments

Darwin’s second book about evolution, The Descent of Man, extends the theory of 
common descent to humans and expands upon his grandfather’s notion that compe-
tition for mates has lead to unique adaptations among males of a species that 
enhance their reproductive success. Darwin introduced the ideas that human and 
animals have similar mental faculties (now called the theory of the “continuity of 
mind”) [5, 6] in The Descent of Man, and expanded upon this with regard to emo-
tions in The Expression of Emotions. However, knowledge about the overt expres-
sion of emotions provides only a limited understanding of emotions, which are 
products of the brain.

7  Darwin’s Descent of Man and The Expression of Emotions
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Chapter 8
Reactions to The Expression of Emotions

Abstract  The chapter describes how psychologists and biologists reacted to 
Charles Darwin’s The Expression of Emotions, which has been called the first book 
on Evolutionary Psychiatry. The reactions of psychologists have been mixed over 
the years. Evolution became an element of the Functionalist school of American 
psychology in the early 20th Century, but evolution was ignored by the Behaviorist 
school of American psychology for the rest of the century. As the chapter explains, 
it was not until the end of the century that a group of U.S. researchers began the field 
of Evolutionary Psychology to apply evolutionary principles to understand the cog-
nitive processes underlying human culture and social relationships, including gen-
der roles, mate selection, and parental investment. The Expression of Emotions and 
evolutionary theory, in general, had a more profound and sustained effect on the 
field of ethology, which originated in Europe as a branch of biology that studies the 
evolutionary adaptiveness of instinctive behavior in animals. The chapter introduces 
the ethological concept of fixed-action patterns in animals, which has implications 
for understanding certain human psychiatric symptoms, as discussed in later chap-
ters. The chapter also explains the relationship between Aristotle’s four causes and 
the modern scientific concepts of the proximate causes (or proximate mechanisms) 
and the ultimate causes of behavior (and anatomy), and gives examples of the proxi-
mate causes and ultimate causes of territorial aggression in animals and eating in 
humans.

Keywords  Continuity of mind • Ethology • Evolutionary psychology • Expression 
of Emotions • Fixed-action patterns • Proximate cause • Ultimate cause

The publication of The Expression of Emotion led, directly or indirectly, to the 
development of several schools of thought and scientific fields. The first field that 
can be directly linked to the book is comparative psychology [1], which was founded 
by a young colleague of Charles Darwin, George J. Romanes. Romanes wrote a 
series of books, not about animal emotions, but about animal intelligence, which 
primarily consisted of compilations of anecdotes about animal behavior [2–4]. 
Romanes completely accepted the “theory of continuity of mind” at face value. 
Hence, he seems to have seen intelligence in every creature and everything they did 
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[2], saying of microscopic animals: “No one can watch the movements of [proto-
zoa] without feeling it difficult to believe that these little animals are not actuated by 
some amount of intelligence” (p.  18) [5]. The British psychologist William 
McDougall [3] appears to have taken the opposite message from The Expression of 
Emotions, as he believed that human behavior was mainly the product of innate or 
native abilities [6].

8.1  �American Psychology

American psychology has been inconsistent in its reaction to Darwin’s Expression 
of Emotions and his theory of evolution, in general. Several prominent American 
psychologists endorsed Darwin’s theory of evolution around the turn of the century 
[7]. These like-minded psychologists and the philosopher and psychologist John 
Dewy created the Functional school of psychology, or Functionalism, in the 1890s 
to apply Darwin’s approach to the study of the mind and mental processes [3, 7]. 
However, the brief ascendance of Functionalism in American psychology was 
undercut by John B Watson, who founded Behaviorism in 1913 [8]. Watson sought 
to change American psychology from a science of consciousness, or mind, to a sci-
ence of behavior [9]. He not only dismissed the notion of studying consciousness in 
animals, he dismissed the notion of studying it in humans, saying that conscious-
ness should be abolished from psychology [9]. Later Behaviorists claimed that all 
behaviors were learned and they denied the existence of innate or instinctive behav-
ior except for simple reflexes [10, 11]. B.F.  Skinner, who came to personify 
Behaviorism [12, 13] and its emphasis on learned behavior, claimed to accept that 
evolution had shaped animals over time, but he ignored its influence on animal 
behavior and doubted its influence on human behavior [14–16].

Behaviorism was the major force in American psychology until the 1970s [3, 17] 
when renewed interest emerged in the study of the mind [17], and by the 1980s 
cognitive psychology dominated psychological research in the U.S. [17]. A small 
group of these researchers began the field of “evolutionary psychology” to apply 
evolutionary principles to the cognitive processes underlying human culture and 
social relationships [18–22], including gender roles, mate selection, and parental 
investment, which are phenomena that are closely tied to Darwin’s theory of sexual 
selection [19, 23].

Although evolutionary psychologists are obviously interested in the degree to 
which evolution has influenced human psychology, their interest to date has been 
relatively narrow, and most of their research does not directly address mental health, 
per se. However, one research topic in evolutionary psychology is particularly per-
tinent to mental health – i.e., the human ability to detect cheating in social relations 
[21]. Since humans are highly social animals, reciprocity in social exchanges is 
extremely important; thus, cheating (i.e., non-reciprocity) can be advantageous.[21] 
Leda Cosmides and John Tooby, two of the founders of evolutionary psychology, 
have suggested that both cheating and the ability to detect cheating have evolved 

8  Reactions to The Expression of Emotions
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relatively recently in humans [21]. Their analysis of cheating and its detection is 
quite interesting although they ignore paranoia, which appears to be a very old 
mechanism to detect cheating that probably antedates the evolution of humans. 
Their later analysis of fear is also superficial, [24, 25] in that it seems to imply that 
fear evolved as an adaptation in humans, when fear actually evolved in our ancient 
animal ancestors as a warning signal of potential danger.

There are several basic assumptions of evolutionary psychology that have been 
the subject of criticism. One assumption is that the period of earth history called the 
Pleistocene [20, 26], which extended from roughly 1.8 million years ago to 11,000 
years ago [26], is a critical period for human adaption. Evolutionary psychologists 
call this period the “Environment of Evolutionary Adaptedness” because they 
believe this is the timeframe in which current humans evolved adaptations that led 
to their unique reproductive success and allowed them to populate the world. This 
may be a reasonable assumption with respect to the evolution of certain aspects of 
human cognition; however, it minimizes the importance of the adaptations of our 
animal ancestors that occurred during the vast periods of geological time before the 
Pleistocene [27]. Another assumption is that Natural Selection would have favored 
the evolution of specific cognitive systems, or “modules,” to solve specific types of 
problems, rather than a general problem-solving system, as psychologists long have 
presumed [19, 28]. While neuroscience research has identified numerous special-
purpose neural circuits in sub-cortical areas of the brain, which evolved long before 
the Pleistocene, there is no evidence of special-purpose neural circuits in the corti-
cal areas that are involved in cognition [27, 29] Finally, the presumption of evolu-
tionary psychology that human adaptations for addressing social relationships are 
primarily cognitive excludes the interplay between emotional and cognitive brain 
systems, as I will discuss later [27].

8.2  �European Ethology

The modern field of ethology began to take form in the 1920s and 1930s, with the 
research of the European naturalists Karl von Frisch [30], Konrad Lorenz [31, 32], 
and Nikolaas Tinbergen [33, 34] who jointly won the 1973 Nobel Prize in “Medicine 
or Physiology” for their naturalistic research on animal behavior. While American 
Behaviorists studied learning in college students and domesticated (i.e., laboratory) 
rats [35, 36], European ethologists studied innate behavior patterns in insects, fish, 
birds, and other wild animals [30, 31, 33, 34, 37]. Like students of Natural History 
before them, ethologists devote a great deal of time to observing animals in their 
natural environments to make detailed descriptions of the animal in its world [38–
40]. It is only after extensive observation that ethologists conduct “naturalistic” 
experiments to examine how the instinctive behaviors of different species of ani-
mals are adaptive [40].

Konrad Lorenz realized the key to understanding instinctive behaviors (i.e., 
inherited behaviors) was to identify discrete sets or units of behavior that were rigid-

8.2  European Ethology
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ity performed in specific sequences by individuals of the same species, which he 
called fixed-action patterns [1, 32, 40, 41]. Fixed-action patterns are used for many 
types of functions, including nest-building, grooming, courtship and mating, and 
agonistic behaviors (e.g., attack, threat, defense, and submission). Agonistic behav-
iors are used in establishing and maintaining social hierarchies and territory. Fixed-
actions patterns are not only highly ritualized, they often are very repetitive.

Fixed-action patterns are also called “species-specific” behaviors because they 
are performed in nearly the exact same way by all members of the same species [40, 
42]. However, many so-called “species-specific” behaviors actually are quite simi-
lar across related species and the commonalties among the fixed-action patterns of 
different species have been used to provide evidence of their common evolutionary 
heritage, similar to the way in which common anatomical features are used to dem-
onstrate common descent [1, 42–45]. This is possible because the ritualistic (or 
stereotypical) nature of fixed-action patterns provides a kind of structure to behavior 
that permits units of behavior and combinations of units to be compared across spe-
cies, genera, families, and orders of animals [45, 46].

As the behavioral branch of biology [40], a key question in ethology is: What is 
a given behavior for? [32, 40] which corresponds to Aristotle’s final cause. In mod-
ern terminology, Aristotle’s final cause [47, 48] is called the ultimate cause or distal 
cause of something. Within biology, including ethology, another way of expressing 
this question is: How is this characteristic (a structure or behavior) adaptive for an 
animal? Another type of question one may ask about a behavior or other character-
istic is: How does it work? This type of question refers to what is called a proximate 
cause of something. Just as Aristotle proposed different ways of considering the 
cause of something, so do modern biologists. The proximate causes of modern sci-
ence (also called proximate mechanisms) are grossly similar to Aristotle’s first three 
causes in that they define how the ultimate cause is achieved.

The ethologist Robert Hinde illustrated different perspectives one might take in 
trying to answer questions of causation, using the thumb as an example: “Why does 
your thumb move in a different way than the other fingers?” Hinde’s first response 
to this question illustrated an answer from the perspective of proximate causes or 
proximate mechanisms: The thumb moves in a different way than the other fingers 
because of “differences in the skeletal structure and muscle attachments between 
the thumb and the other fingers.” Another of his examples illustrated an answer from 
the perspective of ultimate cause: The thumb moves in a different way than the other 
fingers because “an opposable thumb makes it easier for us to pick things up, climb 
trees, and so on“ (p. 21) [46]. One might ask a similar question about animal behav-
ior: Why do male animals of the same species fight each other? Based on Darwin’s 
theory of sexual selection, the ultimate cause is to secure access to females in order 
to reproduce. However, the proximate causes, at different levels of explanation, may 
be: (a) to defend their territory; (b) because they respond aggressively to the sight or 
odor of nearby males; (c) increased testosterone levels at certain times of the year 
make them aggressive; (d) the presence of another male activates the part of the 
brain that elicits aggression; or (e) part of their brain is genetically programmed to 
attack another male. A question more in keeping with our everyday experience, 
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might be, Why do we eat? The ultimate cause is to obtain the nourishment we need 
to live. However, the proximate causes, may be: (a) the sight and smell of food; (b) 
our blood sugar is low; (c) we feel a sense of hunger; (d) a part of the brain that 
monitors blood sugar triggers hunger; or (e) part of the brain is genetically pro-
grammed to trigger hunger when our blood sugar is low.

Finally, Hinde makes a very important point concerning evolution when he dis-
cusses that Natural Selection does not act on specific traits or characteristics, but on 
individuals. As such, selection reflects a balance between different adaptations, 
some of which may have potentially adverse as well as beneficial effects on an indi-
vidual, and some of which may conflict with one another, but collectively enhance 
survival and/or reproductive success [46].

8.3  �Chapter Highlights and Comments

Darwin’s book, The Expression of Emotions, initially caught the attention of psy-
chologists, but interest in evolution among American psychologists has fluctuated 
over the years. The current field of evolutionary psychology reflects the post-
Behaviorist surge in interest in the mind among American psychologists, and it has 
re-introduced evolutionary principles to psychology. However, it has focused on 
putative human adaptations that are assumed to have evolved very recently in geo-
logical time. Ethology, a branch of biology, has made significant contributions to 
our understanding of the evolution of innate behavior in animals, which as we will 
see, have important implications for understanding the relationship between the 
brain and behavior, including psychiatric symptoms. The concept of proximate 
mechanisms is particularly important for understanding the evolutionary basis of 
psychiatric symptoms.
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Chapter 9
Brain Evolution and Emotions

Abstract  The chapter explains the American neuroscientist Paul MacLean’s con-
cept of the “Triune Brain,” illustrates its basic structure, and discusses the evolution 
and functions of the major brain structures involved in instinctual and emotional 
behavior in animals and humans. These include the brain stem and basal ganglia, 
which form the most primitive parts of the brain, and are involved in self-protection 
and other basic functions needed to survive. The basal ganglia, for instance, is 
known to control species-specific, fixed-action patterns related to eating, drinking, 
courtship, and territorial behaviors in lizards. The limbic system, which MacLean 
thought evolved in early mammals and incorporated many of the functions of the 
brain stem and the basal ganglia in animals, has been implicated in at least six basic 
emotions in mammals: anger/aggression, fear, grief, lust/mating, maternal love, and 
joy. As the chapter explains, emotions, which probably did not exist until the evolu-
tion of the limbic system, provided mammals with superior flexibility to respond to 
life challenges and other circumstances. The chapter further explains that the evolu-
tion of the neocortex added even greater flexibility to respond to a variety of life 
situations by inhibiting the more or less automatic reactions of the brain stem, basal 
ganglia, and the limbic system. Finally, the chapter introduces the idea that the 
expansion of the neocortex reflects the evolution of causal beliefs about the nature 
of the world in our primitive human ancestors.

Keywords  Basal ganglia • Brain • Brain stem • Causal beliefs • Emotions • 
Evolution • Evolutionary psychiatry • Limbic system • MacLean • Neocortex • 
Triune Brain

9.1  �The Triune Brain and Behavior

The American physician and neuroscientist Paul D. MacLean coined the term “evo-
lutionary psychiatry” and established its neuro-anatomical foundations [1–3]. 
MacLean started publishing his ideas about the association between evolution and 
psychiatric problems in the late 1940s and early 1950s [4, 5]. Over the years, 
MacLean developed and elaborated the premise that the human brain is composed 
of three distinctive “brains” that evolved at different points in time [1, 2, 6, 7]. 
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MacLean’s concept of the “Triune Brain” is depicted in Fig. 9.1 [2, 6–8], which 
shows the left half of the human brain. Although MacLean’s model is a gross sim-
plification of the anatomy of the brain, it is generally accurate and it is useful for our 
purposes in that it illustrates that newer parts of the brain evolved by developing 
outside of already existing brain systems [9]. MacLean called the oldest part of the 
brain of modern mammals the reptilian brain (shown in black) because it is structur-
ally and functionally similar to the brain of reptiles. He thought the paleomamma-
lian brain evolved in early mammals and the neomammalian brain evolved in 
modern mammals. The size of the neomammalian brain depicted in his model 
reflects its expansion during the evolution of primates and humans. Figure  9.2 
shows the common technical terms used in reference to the brain regions illustrated 
in MacLean’s model [9]. Many species of animals do not even have a brain [10] and 
the brains of vertebrate species vary greatly in terms of their complexity [11, 12]. 
The brain stem, which is part of MacLean’s reptilian brain, extends roughly from 
the arrow marked “Spinal Cord” to the arrow marked “Brain Stem” in Fig. 9.2. It 

Fig. 9.1  Adapted drawing 
of Paul MacLean’s “Triune 
Brain” (Maclean, 1967)  
[8]

Fig. 9.2  Adapted drawing 
of Paul MacLean’s “Triune 
Brain” (Maclean, 1967)  
[8], replacing his 
terminology with 
commonly accepted 
terminology. Additional 
brain areas have been 
labeled

9  Brain Evolution and Emotions
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probably evolved in primitive early fish [13] to regulate vital reflexes, such as heart 
rate, respiration, sleeping, and eating, and to coordinate reflexive muscle activity, 
which it still controls in humans and other vertebrates. The cerebellum, which also 
is involved in muscle movements, is not a central feature of MacLean’s model.

The other portion of MacLean’s reptilian brain (the black bulge above the brain 
stem) contains the basal ganglia, whose main structures are the striatum and the pal-
lidum. The basal ganglia evolved in later fish [14, 15] and they are the capstone of 
brain development in early amphibians and some reptiles [15]. Although their struc-
ture is similar in amphibians, reptiles, and mammals [14–18], their structural elabo-
ration from amphibians to reptiles probably contributed to the increased behavioral 
repertoire of reptiles [15]. The basal ganglia are known to control species-specific, 
fixed-action patterns related to eating, drinking, courtship, and territorial behaviors 
in lizards [2, 19]. They also are known to control the highly repetitive, fixed-action 
patterns used for digging and grooming in mammals [20–24].

9.2  �The Triune Brain and Emotions

MacLean, who coined the terms “limbic system” [25] and “paleomammalian brain,” 
referred to the limbic system as the paleomammalian brain because of its prominent 
role in the evolution of mammalian behavior, even though limbic structures existed 
in a rudimentary form in reptiles, amphibians, and some fish [2, 9, 13, 26]. 
MacLean’s research indicated that the limbic system is associated with maternal 
behavior in mammals and he expanded our knowledge about its role in emotions, 
which had been established by the classic work of James W. Papez in 1937 [27]. The 
limbic system is closely connected to the brain stem [28] and the basal ganglia in 
animals, and as the limbic system evolved it incorporated some of their functions 
[29, 30], especially the regulation of species-specific behaviors related to mating, 
territoriality, and self-defense, which were and still are, to some extent, controlled 
by the basal ganglia [31]. Further animal research has confirmed MacLean’s find-
ings [32] that the limbic system is involved in maternal behavior in mammals [31, 
33]. It also receives extensive internal (e.g., visceral) and external (e.g., visual, audi-
tory and, and olfactory) sensory input [2, 9].

Although many neuroscientists dismiss the idea that the limbic system is, itself, 
a neural circuit or system, the structures that the term encompasses are involved in 
a number of emotional systems. Indeed, Jaak Panksepp, an American psychologist 
and neuroscientist, has indentified six basic emotional systems in mammals that 
involve limbic structures: (1) anger and aggression, (2) fear (3), grief, (4) courtship 
and mating, (5) maternal care, and (6) play and joy [9, 33–35]. One of the major 
evolutionary adaptations of the limbic system is that it provided mammals with 
superior flexibility to recognize and respond to immediate threats of harm and other 
life challenges compared to the primitive brain of reptiles [9].

9.2  The Triune Brain and Emotions
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9.3  �The Neocortex

Early mammals, which evolved 280 million years ago or so, were about the size of 
a mouse or rat, and they had disproportionately small brains for their size [36]. Their 
neocortex was also small and thin [36, 37]. As mammals evolved, the neocortex 
became larger due to an increase in its number of layers and the development of 
specialized areas of the cortex [9, 36, 37].

The size of the neocortex increased tremendously in the primates [38, 39], which 
first appeared in the fossil record around 60 million years ago [40]. There are two 
major hypotheses about the increase in the size of the neocortex [38, 41–43]. One 
hypothesis is that the enlargement of the neocortex reflects the increased cognitive 
ability of primates to adapt to environments with different ecologies. The other 
hypothesis is that the enlargement of the neocortex reflects the increased cognitive 
ability of primates to deal with more complex social relationships [38, 41]. There is 
support for both hypotheses and it is likely that both factors influenced cortical evo-
lution to some extent [41–43].

In any case, the neocortex, like the limbic system before it, added greater flexibil-
ity to the functioning of lower brain systems [9]. This greater flexibility is partly due 
to the capacity of cortical structures to inhibit the activity of subcortical structures 
[9, 44]. Although the neocortex is involved in the regulation of emotions [33, 45, 
46], the generation of emotions is thought to be the product of subcortical structures 
in the limbic system, basal ganglia, and brain stem [2, 9, 33]. An area of the neocor-
tex called the prefrontal cortex (PFC), which has reciprocal connections with the 
brain stem [45], the basal ganglia [47–49], the and limbic system [47–51], is thought 
to be involved in the regulation of emotions in non-human primates and other 
mammals.

The size of the human brain has continued to increase since the human lineage 
separated from the other primates 3.5 million years ago [52]. The neocortex, in 
particular, has grown much larger in humans, and it is even larger than the neocortex 
of the “great apes,” who are our nearest living relatives [53]. Specific areas of the 
cortex also have enlarged in humans, especially the PFC [54–56]. One reason for 
the larger size of the PFC in humans is the fact that it is involved in language [57], 
but another reason is that the human PFC has extensive interconnections with other 
brain areas [54]. These neural interconnections include connections with the brain 
stem, basal ganglia, and the limbic system [50, 51, 58–60], which may have allowed 
the PFC to extend its control over the subcortical structures that generate innate 
defensive reactions and fear.

A 2007 book by the British evolutionary biologist Dr. Lewis Wolpert [61, 62] 
proposed that much of the increase in the size of the human neocortex is attributable 
to the manufacture and use of tools by early members of our own species (Homo 
sapiens) and our immediate human predecessor (Homo erectus) [63–65]. Homo 
habilis, which evolved before and overlapped in time with Homo erectus [63–65], 
was given its Latin name (the English equivalent of “handy man”) by its discovers 
(archeologist Mary Leakey and paleontologist Louis Leaky) because of the large 
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quantity of stone tools uncovered in association with its fossilized remains [64, 65]. 
Wolpert argued that tool use and tool making led to the development of causal 
beliefs about why things happen and how things work, which, along with the later 
evolution of language, greatly contributed to the expansion of the human neocortex 
[61, 62]. I will talk more about Wolpert’s ideas in Chap. 13.

9.4  �Chapter Highlights and Comments

The gross structure of the modern mammalian brain roughly reflects the evolution-
ary development of the brains of later mammals and the early mammals and reptiles 
that preceded them. Here, I have attempted to explain how the different regions of 
Paul MacLean’s “Triune Brain” are involved in the processing of emotions. The 
brain stem is the most primitive portion of the brain, and the basal ganglia, which 
evolved later, are both involved in innate defensive behaviors, which are so primi-
tive that they probably evolved before emotions, per se, existed. The primary emo-
tional area of the brain, the limbic system, is involved in several distinct emotional 
systems, including aggression, fear, and grief.

The evolution of the limbic system created a more flexible response to environ-
mental challenges to survival. The evolution of the neocortex provided even greater 
flexibility, partially through its capacity to inhibit the activity of subcortical struc-
tures. The area of the neocortex called the prefrontal cortex is the principal area of 
the cortex regulating emotions, especially fear.

The increased size of the neocortex in humans and other primates appears to be 
the result of several factors, including the social complexity or primate social groups 
and the need to adapt to environments with different ecologies. However, the even 
greater expansion of the human neocortex has been attributed to the evolution of 
causal beliefs about the nature of the world and the subsequent evolution of 
language.
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Chapter 10
Fear in the Animal and Human Brain

Abstract  The chapter summarizes current knowledge about the brain structures 
involved in fear in animals and humans. The periaqueductal gray of the brain stem 
is the most primitive structure known to be involved in defensive and fear-related 
behavior in animals and fear in humans. The basal ganglia are also involved in 
defensive and fear-related behavior in animals, but their role in human fear is not 
clear. As the chapter explains, the amygdala, which is a part of the limbic system, is 
the neural nexus of fear in the brain, and it appears to be the primary source of fear 
in mammals, including humans. Fear as we know it may not have existed before the 
evolution of the amygdala. The amygdala generates fear as part of its function to 
assess potential threats of physical harm and to warn us about them. The chapter 
explains how the amygdala, which is said to operate under the “better safe than 
sorry principle,” tends to over-react to ambiguous stimuli as if they are threats, and 
therefore, produces fear even when something may not actually pose a threat of 
harm. This over-reaction can be countered by the prefrontal cortex, which makes it 
own threat assessments and can suppress the fear generated by the amygdala if it 
decides the fear is not justified.

Keywords  Amygdala • Basal ganglia • Brain • Brain stem • Defense • Fear • Limbic 
system • Prefrontal cortex • Self-defense • Uncertainty

10.1  �Fear in the Animal Brain

Figure 10.1 shows the major structures of the brain that are known to be involved in 
emotional behaviors in animals: the brain stem, the basal ganglia, the limbic system, 
and the prefrontal cortex (PFC). The PFC is set off from the rest of the neocortex by 
two grays lines in the figure. The arrow labeled “Brain Stem” points to the top of the 
brain stem, as in Fig. 9.2 [1].

The general location of three structures that play important roles in fear have 
been added to the figure. The round gray circle in the PFC is the ventromedial pre-
frontal cortex (vmPFC). The white oval in the limbic system is the amygdala, and 
the white line in the brain stem is the periaqueductal gray (PAG).
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10.1.1  �Brain Stem

Early vertebrates were aquatic and they relied mainly on olfaction or other chemical 
senses to detect potential threats [2, 3]. Their simple brains, which were comparable 
to the brain stem, probably detected general threats posed by noxious chemicals 
using the concentration of a chemical to determine the proximity of danger. They 
may have assessed the presence of predators, which posed a specific threat to them, 
in a similar way.

As vertebrates evolved, vision began to play a larger role in threat detection. 
Fixed-action patterns, which already existed in primitive vertebrates, appear to have 
taken on a special role in intra-specific (with-in species) communication in fish, 
since they typically perform certain fixed-action patterns in response to specific 
visual signals or displays related to reproduction and aggression [4]. For example, 
extensive ethological research has demonstrated that specific signals (called sign 
stimuli) that denote threat automatically elicit specific defensive fixed-action-
patterns in fish and other vertebrates.

Although I know of no research that directly connects brain stem activity to self-
defense in fish, amphibians, or reptiles, limited research on mammals indicates that 
the brain stem clearly is involved in self-defense. The specific brain-stem structure 
involved in self-defense is the PAG, which activates innate, reflexive reactions to 
threats, including freezing and flight [5–11]. Animal research also shows that the 
reaction of the periaqueductal gray to threats is independent of input from higher 
brain structures [12, 13], which is not surprising since it evolved long before them.

Neocortex

Limbic System

Basal
Ganglia

PFC

vmPFC

Amygdala

Brain Stem
PAG

Fig. 10.1  Adapted drawing of Paul MacLean’s “Triune Brain” showing key brain areas involved 
in fear and self-defense
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10.1.2  �Basal Ganglia

As mentioned previously, the basal ganglia are known to be involved in the territo-
rial behaviors of lizards. The most extensively studied behaviors are fixed-action 
patterns related to social threats in agonistic encounters, including dominance/sub-
ordinance relationships in lizards [14–18]. The basal ganglia also have been found 
to be involved in defensive behaviors in fish [19].

10.1.3  �Limbic System

Emotions, as we know them, probably did not exist before the existence of the lim-
bic system. The evolution of emotions allowed animals to respond to the physical 
and social environment with greater flexibility because a given stimulus can elicit an 
emotion rather than a specific response and emotions prepare an animal to make a 
range of possible responses. Fear, is a case in point. The perception of a predator 
elicits fear in an animal, and fear prepares the animal to flee from the predator, pre-
pare to fight it or try to scare it away, freeze in place to avoid detection, or hide from 
in it in some other way [20]. The specific reactions depend on the proximity of the 
predator [20].

The amygdala, which is a part of the limbic system, is the neural nexus of fear in 
the brain [21], probably evolved from the bed nucleus (another limbic structure) that 
is found in amphibians, reptiles, and birds [22], and is involved in fear in humans, 
particularly anxiety [23]. However, the amygdala appears to be the primary source 
of fear in mammals, including humans [24–26]. The amygdala generates fear as part 
of its function to assess potential threats of physical harm and to warn us about 
them. One should keep in mind, of course, that we cannot be sure that other mam-
mals experience fear as we do, but they certainly appear to experience fear, based on 
their behavior.

The amygdala interacts with the other subcortical structures, especially the PAG 
of the brainstem [27, 28] and the bed nucleus of the limbic system [22, 23, 29]. The 
amygdala also interacts with other limbic structures, such as the anterior cingulate 
cortex (ACC) and the insula [26, 30, 31], which are also involved in fear [26, 31]. 
Many studies have reported that an area of the limbic system called the hippocam-
pus is involved in fear, but most of these studies have investigated “fear condition-
ing” (i.e., learned fear), and the hippocampus plays a critical role in learning. Hence, 
the hippocampus does not seem to be essential to the experience of fear. Similarly, 
many studies have reported that a brain area called the thalamus, which is near the 
limbic system, is involved in fear. However, this is due to the fact that the amygdala 
processes visual and auditory input from the thalamus [32, 33], which is a prelimi-
nary processing center of visual and auditory stimuli, and the function of the thala-
mus is not unique to emotional or fear-related stimuli.

10.1  Fear in the Animal Brain
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10.1.4  �Prefrontal Cortex

The PFC is divided into several regions (dorsolateral, dorsomedial, orbitofrontal, 
and ventromedial PFC), all of which have been implicated in emotional processing 
[34–38]. Research shows that the PFC alters the expression of species-specific 
defensive behaviors controlled by the periaqueductal gray [39], and that it modu-
lates fear by moderating the activity of the amygdala in rodents [39–42], monkeys, 
and other primates [43–45]. A 2006 article by Quirk and Beer reviewed animal and 
human research that suggests the ventromedial PFC (vmPFC) is the specific PFC 
structure that regulates the amygdala, and that increased activity in the PFC reduces 
the activity of the amygdala, thereby reducing fear [46, 47].

10.2  �Fear in the Human Brain

10.2.1  �Brain Stem

Patients with a problem called propopanosia, or blindsight, cannot recognize faces 
because of damage to their visual cortex. Yet, a 1999 study found that a patient with 
blindsight was able to recognize the emotions expressed in pictures of faces, despite 
the fact the patient did not recognize the facial expressions themselves, and he was 
not consciously aware of the facial expressions [48]. Subsequent neuroimaging 
research indicated that this is possible because the brain stem has its own visual 
input (that does not depend on the neocortex) through which it is able to detect 
emotional facial expressions, such as fear. This makes sense since the brain stem of 
animals had to interpret and respond to visual input from the eyes long before the 
visual cortex evolved. Other neuroimaging research has found that the periaqueduc-
tal gray of the brain stem in humans reacts to fear-related visual stimuli [13] and the 
threat of imminent physical harm [49]. This assessment of sensory information is 
passed along to the amygdala.

10.2.2  �Basal Ganglia

Even though the basal ganglia are involved in the defensive behavior of animals, the 
evidence of their involvement is human fear is limited. Experimental research has 
shown that the area of the basal ganglia called the striatum is involved in learned or 
conditioned fear in humans [50–52], and that it is active during the anticipation and 
avoidance of physical harm [53–56]. Other research indicates that the striatum and 
another part of the basal ganglia called the globus pallidus react to pictures of angry 
and fearful faces [57, 58]. Overall, then, the research suggests that the basal ganglia 
have a limited role in human fear. This is not unexpected, since they antedate the 
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evolution of the amygdala, which is the primary source of fear in humans and other 
mammals. Nevertheless, future research may find that the basal ganglia play a larger 
role in human fear than current research suggests.

10.2.3  �Limbic System

The amygdala has long been suspected to be the major source of fear and anxiety in 
humans, based on the results of animal research and some clinical evidence [32, 59]. A 
growing body of research, especially neuroimaging studies, has confirmed this suspi-
cion [60]. The human amygdala, which looks somewhat like an almond and is about 
the size of an almond, consists of a dozen or more regions that have connections to vari-
ous parts of the brain [33]. One of these regions, the central nucleus, is known to be 
connected to the bed nucleus, which appears to play a role in human anxiety [23, 29].

The human amygdala is thought to assess or evaluate stimuli for different kinds 
of emotional content [61], including positive and negative emotions. Experimental 
studies have shown that positive emotional (or pleasant) stimuli tend to decrease the 
activity of the amygdala, whereas negative emotional stimuli tend to increase its 
activity [61], especially fear-related (i.e., threat-related) stimuli [62, 63]. Although 
human research has primarily used visual stimuli to study the amygdala, the amyg-
dala of humans and other mammals assesses and responds to visual, auditory, gusta-
tory, and olfactory stimuli [34, 61].

The most commonly used visual stimuli in human research on the brain’s reac-
tions to emotions are pictures of facial expressions, including faces expressing 
anger, disgust, fear, happiness, and sadness [64, 65]. There is some evidence that the 
amygdala responds differentially to the emotional expressions of happiness and 
sadness [65, 66], but it clearly reacts more strongly to anger and fear [61, 66–68]. 
The amygdala’s reaction to an angry face probably reflects its assessment that the 
person in the picture poses an immediate threat of harm, whereas its reaction to a 
fearful face probably reflects its assessment that the facial expression indicates a 
potential threat of harm is nearby [66, 68, 69]. Related research indicates that the 
human amgydala also reacts to bodily expressions of fear and anger exhibited by 
other people [67].

The amygdala’s reaction to certain kinds of threatening or fear-eliciting stimuli, 
such as snakes and spiders, is unconscious and occurs without cortical or cognitive 
input [61, 62, 70, 71]. The amygdala’s response to such stimuli is essentially auto-
matic [70], and its assessment of danger appears to be based, in part, on information 
from other subcortical structures [71]. This information includes sensory input that 
travels along neural circuits that go directly to the amygdala [32, 33, 60], and infor-
mation from the brain stem [70, 72]. The amygdala also reacts to the facial expres-
sion of fear in the absence of conscious awareness [65, 73], based on input from 
subcortical structures, including the brain stem [71, 74]. The amygdala’s conscious 
response to fear activates two other areas of the limbic system: the ACC and the 
insula [63, 68, 70].

10.2  Fear in the Human Brain
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It must be kept in mind that the amygdala operates under the “better safe than 
sorry principle”; therefore, it responds to ambiguous stimuli that may or may not 
pose a threat of harm as if they are dangerous [75, 76]. Since the amygdala has its 
own memory, it also may generalize what constitutes a threat from specific stimuli 
or situations that have posed a threat in the past [33, 60]. Moreover, the amygdala 
treats unpredictability, the inability to control current events, and uncertainty about 
future events as forms of threat [75, 77–82].

10.2.4  �Prefrontal Cortex

The PFC of humans is best known for its role in awareness [37, 83], language [37, 
84], reasoning [37, 85], and its “executive” control over cognitive processing, 
including decision making [37, 86, 87]. However, it also has a central role in the 
regulation of emotions [37, 87], especially fear [41].

The PFC attends to threat-related stimuli [88] and it is involved in the conscious 
assessment of threats of harm [89]. Like the amygdala, it reacts to pictures of threat-
ening faces and to auditory stimuli that are fear-related or signal a threat of harm 
[90]. Although animal research implicates both the vmPFC and the orbitofrontal 
PFC (OFC) in the processing of fear in primates [91, 92], the vmPFC is particularly 
important in processing and regulating fear in humans [93, 94].

Research has demonstrated that the vmPFC modulates amygdala activity, and 
therefore, fear [46, 95]. Although there is evidence that all the regions of the PFC 
modulate amygdala activity to some degree [70, 96],1 recent research indicates that 
the vmPFC is essential for controlling the amygdala and, consequently, human fear 
[94]. Specifically, the vmPFC directly inhibits the activity of the amygdala [94, 97]. 
Some researchers have suggested that the vmPFC assigns emotional values or 
valences to stimuli, and that stimuli with positive emotional valences increase its 
activity [93]. This increased activity, in turn, decreases the activity of the amygdala, 
suppressing fear when the vmPFC does not concur with the assessment of the amyg-
dala that a stimulus poses a threat of harm. The mechanisms by which the vmPFC 
makes decisions about potential threats will be discussed further in Chap. 14.

10.3  �Chapter Highlights and Comments

Emotions probably did not exist before the existence of the limbic system, and 
defensive behaviors in lower animals were elicited automatically before the evolu-
tion of emotions. The periaqueductal gray of the brain-stem, which is involved in 
self-defense in animals, also is involved in the human recognition of threatening 

1 The dorsomedial PFC, which has been implicated in fear and anxiety in a handful of human stud-
ies, will be discussed in Chap. 14 with respect to threat assessment and anxiety.
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stimuli. Similarly, the basal ganglia, which are known to be involved in territorial 
defense in lower animals, are activated during the anticipation and avoidance of 
physical harm; however, they do not appear to be involved directly in human fear. 
Fear, itself, may not have existed before the evolution of the amygdala (which is part 
of the limbic system), although something similar to fear may have existed. In any 
case, numerous animal and human studies have demonstrated that the amygdala is 
the primary source of fear.

As the amygdala operates under the “better safe than sorry principle” it over-
reacts to ambiguous stimuli, in that it tends to identify stimuli as potential threats, 
and therefore, produces fear even when they may not actually pose a threat of harm. 
There is good evidence that the amygdala even reacts with fear to the perceived 
inability to control current events and to the perceived uncertainty or unpredictabil-
ity of future events.

Different areas of the prefrontal cortex have been implicated in defensive behav-
ior and fear in animals and humans. One particular area of the prefrontal cortex (the 
vmPFC) makes its own threat assessments, which can override the threat assess-
ments of the amygdala and other subcortical structures. Thus, the vmPFC can sup-
press fear generated by the amygdala if the vmPFC decides the fear is not 
justified.
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Chapter 11
Anxiety Disorders as Evolutionary 
Adaptations

Abstract  The chapter examines the thesis, first advanced by clinical psychologists 
and psychiatrists in the 1970s and 1980s, that psychiatric symptoms are rooted in 
our evolution history. This premise has come to be called Evolutionary Psychiatry. 
Key among the early advocates of evolutionary psychiatry was the American psy-
chiatrist Randolph M. Nesse who believed that many psychiatric disorders, particu-
larly anxiety disorders, are expressions of proximate mechanisms that are adaptive 
for survival. This chapter explains how seven anxiety disorders reflect fears that 
evolved to protect us from different sources of dangers: acrophobia, agoraphobia, 
small animal phobias, general anxiety, society phobia (anxiety), panic attack, and 
obsessive compulsive disorder. The prevalence rates and age of onset of subclinical 
levels of these classes of psychiatric symptoms in the general public are presented 
wherever possible, and estimates are given regarding when some of the proximate 
mechanisms underlying these symptoms probably evolved in our animal or human 
ancestors. The chapter also explains that these proximate mechanisms are prone to 
making “false alarms,” much as smoke alarms do, because they operate under the 
“better safe than sorry principle.” A major point of the chapter is the same as the 
major premise of evolutionary psychiatry, i.e., that all people have subclinical levels 
of various psychiatric symptoms because the proximate mechanisms that produce 
them once were and may still be important for survival. The chapter also notes that 
the theoretical focus of evolutionary psychology on the last 1.8 million years of 
human existence is obviously inadequate for understanding how tens of millions 
and hundreds millions of years of evolution have molded human behavior.

Keywords  Acrophobia • Age of onset • Agoraphobia • Anxiety disorders • 
Evolutionary Psychiatry • Fear • Fixed-action patterns • OCD • Panic attack • 
Prevalence • Proximate mechanisms • Psychiatric disorders • Threat of harm
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11.1  �Background

A handful of clinical psychologists and psychiatrists in the 1980s attempted to 
explain the evolutionary roots of specific classes of psychiatric symptoms, the first 
of whom was the American psychiatrist Randolph M. Nesse [1]. Nesse explained 
how certain psychiatric disorders [2], particularly the anxiety disorders, result from 
the operation of proximate brain mechanisms that are adaptive characteristics which 
helped our ancestors to survive [3–6]. Nesse’s basic premise is that anxiety disor-
ders are associated with fears that have evolved to protect us from different sources 
of danger [3, 4].

Two articles by Nesse described a dozen or so subtypes of anxiety and the types 
of harm they protect us from [3, 4]. Table 11.1 lists eight of these subtypes of anxi-
ety and their corresponding threats of harm, according to Nesse.1

11.2  �Fear of Small Animals

Nesse thought fear of small animals served an obvious survival function because 
many kinds of small animals can cause us harm. It is not surprising, therefore, that 
animal phobias are very common [7–9] and that they begin in childhood and persist 
through adulthood [10–13]. Fear of snakes and spiders are especially common, 
despite the fact that most snakes and spiders are not poisonous. Nevertheless, because 
some are dangerous, the simplest and safest thing to do is to avoid all snakes and 
spiders. As snakes and spiders are so different in their appearance, behaviors,  
and habitats, humans probably have evolved separate proximate brain mechanisms  

1 The descriptions of the types of threat generally paraphrase Nesse’s descriptions and take into 
account the different descriptions he used in his 1990 and 1998 papers, as well as descriptions 
offered by other theorists about some of these threats.

Table 11.1  Anxiety subtypes and the threats they address in human evolutionary history

Subtype of anxiety Type of threat posed

Small animal phobias Possibility of physical harm posed by small animals
Acrophobia Threat of injury from falling from a height
Panic attack Imminent attack by a predator or human enemy
Agoraphobia Environment in which an attack may occur
Society phobia (anxiety) Threat to social status or group membership
Excessive cleaninga Health threat posed by infectious diseases
Excessive hoardinga Threat of lack of food or other resources
General anxiety Unspecified threats

aNesse actually used the terms “obsessive cleaning” and “obsessive hoarding,” but his use of the 
term “obsessive” is not consistent with current usage in psychiatry, so I replaced “obsessive” with 
“excessive”
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to avoid snakes and spiders, although a Swedish study found people who are afraid 
of snakes tend to be afraid of spiders and vice versa [7]. I am not aware of any 
research on fear of spiders in primates other than humans, but there is evidence that 
some primates share our innate fear of snakes [14]. It has been suggested that fear of 
snakes evolved in primates about 20 million years ago [14], whereas fear of small 
animals and insects evolved in humans about 70,000 years ago [15].

Even though most small animals are not poisonous, they can spread disease, so 
separate brain mechanisms may have evolved to avoid insects and rodents or other 
small animals. Such proximate mechanisms do not identify animals that are harm-
less (negative instances of potential harm); they only provide algorithms or rules for 
identifying animals that can cause harm (positive instances of potential harm). 
These mechanisms do not need to be very good at differentiating between harmless 
and dangerous animals, as it is better for survival to treat a harmless animal as if it 
is dangerous (“a false positive”) than it is to treat a dangerous animal as if it is harm-
less (“a false negative”). Nesse called this defensive strategy the “smoke detector 
principle” (p. 402) [3], and the cognitive psychotherapist and evolutionary theorist, 
Paul Gilbert, called it the “better safe than sorry principle” (p. 147) [16]. As Gilbert 
explains, the proximate brain mechanisms to assess threats have “evolved to mini-
mize the cost of mistakes, but not mistakes themselves” [17]. Thus, “warning 
alarms” may go off somewhat too often, or be too intense, but this is required to 
assure adequate protection from harm [3].

The 1990–1992 National Comorbidity Survey (NCS) found almost 6% of 
Americans (15–55 years old) met the criteria for a diagnosis of animal phobia at 
some time during their lives (i.e., the lifetime prevalence rate), making it the most 
common phobia among Americans [18]. More important, in my view, the study 
found that over 22% of the people surveyed said they had a fear of animals some-
time during their lives, which did not meet the threshold for being a clinical diagno-
sis of animal phobia (i.e., they had subclinical symptoms) [18]. This indicates that 
the proportion of people who had a fear of animals sometime during their lifetime 
was nearly four times higher than the proportion of people who were diagnosed 
with animal phobia during their lifetime. Likewise, a 2011 Canadian survey found 
that the percentage of adults who had a fear of animals during the past 12 months 
(the 12-month prevalence rate), who did not meet the criteria for a clinical diagnosis 
of animal phobia, was roughly four times higher that the percentage who met the 
criterion for a clinical diagnosis of animal phobia during the past year [10].

I think these findings are very important because they show that symptoms of 
animal phobia are far more common among the general public than one might 
expect based on the relatively low rate of clinical cases of animal phobia. The rea-
son why the prevalence rates of clinical cases of animal phobia is far less than the 
subclinical rates of fear of small animals is that a person must meet several stringent 
criteria to receive a clinical diagnosis for any psychiatric disorder. For cases of ani-
mal and other phobias, the criteria are that: (1) the fear is persistent and excessive; 
(2) the phobic stimulus always evokes anxiety; (3) the person recognizes the fear is 
unreasonable or excessive; (4) the phobic stimulus is avoided or endured with 
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intense anxiety; and (5) avoiding the stimulus or distress from exposure to the stim-
ulus significantly interferes with the individual’s normal activity [2].

11.3  �Acrophobia (Fear of Heights)

The function of acrophobia (fear of heights) is obvious, once you accept Nesse’s 
perspective. The fear of heights is a mechanism for avoiding high places from which 
one could fall and suffer serious injury or death. If an individual experiences acro-
phobia when already in a high place, such as looking out the window of a tall build-
ing, s/he may freeze, just as many animals do when are frightened; in natural settings 
freezing could keep an individual from falling [6]. The survival value of acrophobia 
presumably accounts for the fact that acrophobia is the second most common pho-
bia in the U.S [11, 18]. Like animal phobia, the NCS found the rate of Americans 
who had a fear of heights (20%) sometime during their lifetime was four times 
higher than the rate of Americans who qualified for a diagnosis of acrophobia (5%) 
sometime during their lifetime [18]. This is because the diagnosis of acrophobia is 
based on the same type of stringent criteria as those used for animal phobia. National 
surveys of adults in other Western countries have reported even higher lifetimes 
rates of nonclinical fear of heights: Germany = 28% [19]; Iceland = 41% [20].

11.4  �Panic Attack and Agoraphobia

Panic attack entails the experience of extreme fear when no potential source of 
physical harm is present [1, 4, 5]. A person having a panic attack exhibits signs of 
fear like the behaviors Darwin described in The Expression of Emotions [21], 
including momentary immobility, or freezing [1, 5]. The most common symptoms 
are feeling one’s heart pounding, sweating, difficulty breathing, and shacking and 
trembling; less common symptoms are a sensation of smothering, chest pain, tin-
gling in the hands or feet, and feeling faint or dizzy [5, 22, 23]. Fear of dying or a 
sense of “unreality” also are common [5, 22, 23].

Many symptoms of panic attack are similar to the so-called “fight or flight” reac-
tion to threat, which is produced by the autonomic component of the peripheral 
nervous system.2 These bodily sensations are mainly superficial signs of fear, 
whereas the emotion of fear, itself, is produced by a brain structure called the amyg-
dala (which is part of the central nervous system). The fact that panic attacks often 

2 The nervous system is divided into two parts: the central nervous system (which is located entirely 
within the skull and spinal cord), and the peripheral nervous system. The peripheral nervous sys-
tem is further divided into two parts, the somatic and the autonomic nervous systems. The somatic 
nervous system controls the skeletal muscles and the autonomic nervous system regulates the 
internal organs and controls their related muscles.
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involve “freezing,” which is a common anti-predator behavior in mammals, sug-
gests that it reflects a reaction to a non-existent predator. It also suggests that panic 
attack may reflect an adaptation to predatory threats that could have evolved in the 
early mammals that first appeared on earth roughly 280 million years ago [24], or in 
modern mammals, which appeared about 100 million years ago [25–27].

Individuals experience their first panic attack between their mid-teens and their 
early 30s [5, 22, 28], and the first attack usually occurs in a public place [4, 5, 29]. 
Most people quickly flee the site of the panic attack and go home [29]. Although 
panic attacks often occur during stressful times in a person’s life, the attack seems 
to “come out of the blue,” and the person cannot point to something that precipitated 
the attack [1, 5, 29]. A national survey of Americans between 15 and 54 years of age 
found roughly 15% had at least one panic attack in their lifetime and 4% had a series 
of repeated attacks within a month of their first attack [30].

Nesse thought panic attacks were normal in the sense that they represent evolu-
tionary adaptive responses to a life-threatening danger, such as the imminent attack 
of a predator, but they were abnormal in that panic attacks occur when no such 
threat is actually present. He hypothesized that the threshold for perceiving situa-
tions as threatening was an inherited trait that was normally distributed among indi-
viduals (as any inherited trait is), and that individuals who suffer from panic attacks 
are at the extreme end of the distribution in which the threshold of what constitutes 
a threat of harm is very low. Nevertheless, he suspected that there must be some-
thing wrong with a proximate mechanism that triggers such intense defensive reac-
tions when there is no immediate, identifiable threat of harm. Given that panic 
attacks mostly occur in public places and rarely occur at home, Lelliot et al. thought 
panic attacks might reflect a general fear of the dangers posed by being outside 
one’s territory or home-range [29]. This might help explain why panic attacks occur 
when there is no obvious source of immediate danger.

Nesse initially thought agoraphobia was a learned fear of being in open spaces 
that developed because of repeated panic attacks [1, 5]. After each attack, an indi-
vidual would avoid the place where the attack occurred and this would quickly 
generalize to become a fear of being outdoors. There is research to support Nesse’s 
notion that individuals’ avoid the locations in which they have had a panic attack 
[29], but there seems to be no research to support the notion that agoraphobia is a 
learned reaction to repeated panic attacks. Moreover, a large U.S. study found that 
half the individuals who had repeated panic attacks did not develop agoraphobia 
[30], and numerous studies of clinical and community samples have identified peo-
ple who suffer from agoraphobia who have never had a panic attack [31]. Thus, 
agoraphobia may be a learned fear in some individuals, but an unlearned fear in 
others. If agoraphobia represents fear of being harmed when outside the safety of 
one’s home-range or territory [6, 29], its evolutionary roots could be very ancient, 
as most lizards and many fish exhibit territoriality.

11.4  Panic Attack and Agoraphobia
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11.5  �Social Phobia (Social Anxiety)

Social anxiety may represent fear of being rejected by a social group and the conse-
quences of being rejected [32]. Like most primates, humans have evolved to live in 
close social groups, and close social relationships are important for providing protec-
tion from harm, child rearing, and acquiring and sharing food and other resources 
[33–36]. However, social groups inevitably entail social hierarchies [3, 16, 33, 34], 
which are created and maintained in sub-human primates and other vertebrates by 
agonistic behaviors, including threats of aggression and actual aggression by domi-
nant animals in conjunction with submissive behaviors by subordinate animals [33, 
36, 37]. Social hierarchies in humans are established along a number of dimensions, 
including ability, beauty, intelligence, and wealth, as well as formal hierarchies that 
exist within business, military, political, professional, religious organizations [16]. 
Higher status within a group is usually associated with more resources, be it money, 
power, or prestige, whereas lower status is associated with fewer resources. However, 
since expulsion from a group can completely bar access to resources, it usually is 
better to accept one’s subordinate status and submit to the social norms of the group, 
which in humans, may include dress, speech, customs, beliefs, etc. [6, 38].

Americans primarily develop social anxiety sometime between their early teens 
and mid-20’s [28] and its lifetime prevalence is roughly 13% [28, 39]. Social anxi-
ety entails the fear of acting in ways and being in situations that will make us less 
attractive to, and/or more likely to be rejected by others [40]. Any type of social 
encounter can evoke social anxiety, from things that many people find stressful 
(e.g., public speaking, job interviews, or dealing with authority figures) to more 
mundane things (e.g., dating, returning an item to a store, or walking into a room in 
which people are already present) [40, 41]. Shyness, a key characteristic of social 
anxiety, generally helps one to win social acceptance, but it also tends to ensure that 
one has subordinate rank within a social group [6, 40].

Since the evolution of social groups has been particularly important for the suc-
cess of primates [42], the evolutionary origin of social anxiety may date back to the 
evolution of monkeys over 50 million years ago, or at least back to the split between 
monkeys and apes around 20 million years ago [43, 44]. Whenever the brain mecha-
nisms underlying social anxiety evolved, they surely had to arise before our human 
ancestral line diverged from the modern apes.

11.6  �Obsessive-Compulsive Disorder

Nesse’s anxiety subtypes of excessive cleaning and hoarding in humans fall within 
the broader psychiatric classification of obsessive-compulsive disorder (OCD) [45], 
which includes hoarding, sexual and religious obsessions, cleaning/washing associ-
ated with fears of contamination, and the fear that one has not done something that 
could cause severe harm [46, 47]. OCD consists of obsessive thoughts that harm 
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will come if an individual does not perform certain behaviors, which are called 
compulsions or compulsive acts. The obsessive thoughts are associated with anxiety 
and the compulsive acts are performed to reduce anxiety [48]. Persons with OCD 
realize that their obsessive thoughts and compulsive acts are irrational but they can-
not stop them. While some of the compulsive behaviors that were just mentioned 
may not have obvious survival value, cleaning and hoarding clearly do. In animals, 
grooming serves to reduce the likelihood of infections, and hoarding serves to refur-
bish stores of foods because of seasonal fluctuations in resources, as seen in squir-
rels and other small mammals that hoard food for the winter.

Although it has been suggested that compulsive hoarding and washing evolved 
in humans just 70,000 years ago [15], the psychiatrist Dan J. Stein saw a strong 
parallel between the pattern and functions of human and animal forms of hoarding 
and washing (also called self-cleaning and grooming) behaviors [49]. The psychia-
trist Martin Brune also saw a parallel between human compulsive behavior acts and 
animal behavior from an ethological perspective. Research on ethology has 
described behaviors called “displacement activities,” which are seemingly irrele-
vant fixed-action patterns that are exhibited when an animal is apparently faced with 
two competing motivations, such as fight or flight [50]. Niko Tinbergen gives the 
example of a seagull engaged in agonistic behavior with a male rival, which – appar-
ently torn between attacking the rival or fleeing from it  – exhibited fixed-action 
patterns related to nest-building [50, 51]. Other research has reported comparable 
displacement activities in rats, which have been observed to suspend fixed-action 
patterns related to territorial aggression, briefly, to engage in fixed-action patterns 
normally involved in self-grooming or digging. Brune proposed that at least some 
compulsive acts in humans are displacement activities, which would help explain 
why some compulsive acts have no immediately obvious survival value in relation 
to the situation in which they are exhibited. Though Brune did not suggest that OCD 
is related to aggression or social conflict, other psychiatrists have done so [52].

Other authors also have noticed the similarity between the repetitive nature of 
obsessive-compulsive acts, such as cleaning and washing, and the repetitiveness of 
fixed-action patterns used by many mammals to groom themselves and perform 
other functions [53–55]. Poliment et al. regard the fact that these fixed-action pat-
terns evolved in mammals over 100 million years ago as evidence that the evolution-
ary roots of OCD extend far back in time [53].

The 2001–2003 National Comorbidity Survey Replication (NCS-R) found that 
symptoms of OCD usually begin in Americans between the mid-teens and late 20s. 
Although the lifetime rate of clinical cases of OCD in the U.S. is less than 3% [56, 
57], close to 30% of Americans say they have experienced obsessions or compul-
sions sometime in their lives [47]. Checking is the most common symptom of OCD 
among Americans, closely followed by hoarding. Cleaning/washing is far less com-
mon [47].

11.6  Obsessive-Compulsive Disorder
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11.7  �General Anxiety

Marks and Nesse’s suggestion that “General anxiety probably evolved to deal with 
threats whose nature cannot be defined very clearly” (p. 249), [6] is consistent with 
animal research which indicates that general anxiety is a response to ill-defined 
animate and inanimate threats of harm [58, 59]. It is, furthermore, very similar to 
Sigmund Freud’s notion that anxiety is “free-floating fear” in which we cannot 
make a connection between a particular threat of danger and our sense of fear [60]. 
Christian Grillon of the National Institute of Mental Health recently defined fear as 
“a response to an impending identifiable danger” and anxiety “as a state of constant 
apprehension about future harm” (p. 422) [61]. One function of general anxiety or 
generalized anxiety disorder (GAD) seems to be to increase vigilance in order to 
recognize potential threats of harm in our surroundings [6].

The onset of the GAD in the U.S. commonly occurs when people are in their 
early teens through their late 30s, with the first onset of GAD being very rare after 
age 40 [56, 62]. The lifetime prevalence of GAD is typically estimated to be 4–6% 
based on national studies [39, 56], however, the lifetime rate is higher if the clinical 
criteria of a GAD diagnosis are less stringent. The estimates of 4–6% are based on 
GAD attacks that last at least 12 months; if attacks lasting only one month are 
included, the estimated lifetime prevalence is closer to 13% [62]. I am not aware of 
any estimates of the lifetime rate of symptoms of general anxiety among Americans 
who do not meet the clinical criteria of GAD.

11.8  �Chapter Highlights and Comments

Randolph M. Nesse introduced the notion that psychiatric symptoms are evolution-
ary adaptations that involve proximate mechanisms that evolved to protect us from 
various sources of harm. Most proximate brain mechanisms underlying anxiety dis-
orders activate specific or general fears that are commonly experienced by the gen-
eral public, and the proportion of individuals who have symptoms of anxiety 
disorders far exceeds the proportion of individuals who are diagnosed with anxiety 
disorders.

Although evolutionary psychology views the last 1.8 million years as a critical 
period of evolution for understanding human behavior, evolutionary adaptations 
going back possibly 100’s of millions of years have a great influence on human 
behavior today. For example, primates share our innate fear of snakes [14], which 
suggests that our fear of snakes may have evolved as a proximate mechanism to 
protect us from harm 20 million years ago. Social anxiety may represent the action 
of proximate mechanisms that evolved between 20 and 50 million years ago, and 
panic attack and agoraphobia may represent the action of proximate mechanisms 
that evolved in mammals between 100 and 280 million years ago. Given our com-
mon descent from animal predecessors, I think ethological research may provide 
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unique insights into many types of anxiety symptoms, including general anxiety, 
agoraphobia, panic attack, and OCD.
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Chapter 12
Other Psychiatric Disorders as Evolutionary 
Adaptations

Abstract  This chapter explores the evolutionary roots of three classes of psychiat-
ric symptoms that are not anxiety disorders: depression, somatization, and paranoid 
ideation. Although depression might seem to be the least likely psychiatric disorder 
to be an evolutionary adaption, the chapter discusses over a half dozen theoretical 
articles that propose that it is. The chapter also describes how the proximate mecha-
nisms underlying different types of paranoid delusions (i.e., persecutory and jealous 
delusions) may have evolved from different modes of evolution, Charles Darwin’s 
“Natural Selection” and “Sexual Selection,” respectively. The end of the chapter 
discusses why the proximate mechanisms underlying anxiety disorders and other 
psychiatric disorders, which evolved to protect us from harm, do not seem to be 
adaptive to us in everyday life, including the frequency, intensity, and duration of 
symptoms, and the fundamental problem that the mechanisms trigger fear and anxi-
ety when no real threat of harm exists. Finally, the chapter highlights some of the 
shortcomings of evolutionary psychology, which is interested in only the last 1.8 
million years of human evolution.

Keywords  Depression • Evolution • Evolutionary Psychiatry • Paranoia • 
Prevalence • Proximate mechanisms • Psychiatric disorders • Somatization • Threat

A number of other psychiatric disorders, aside from the anxiety disorders, have 
been identified as being the product or byproduct of evolutionary adaptations or 
adaptive characteristics that have had survival value for our ancestors. These disor-
ders include depression, somatization, and paranoid ideation.

12.1  �Depression

Major depressive disorder (MDD) is defined as having five or more of nine types of 
symptoms during the same 2-week period [1]. In brief, the nine types of symptoms 
are: (1) feeling sad or empty most of the day or nearly every day; (2) markedly 
reduced interest or pleasure in anything; (3) unintentional significant weight loss or 
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weight gain; (4) insomnia or hypersomnia almost every day; (5) psychomotor agita-
tion or retardation; (6) fatigue almost every day; (7) feelings of worthlessness or 
guilt; (8) inability to think or concentrate; and (9) frequently thinking about death.

Depression might seem to be the least likely psychiatric disorder to be an evolu-
tionary adaption; yet over a half dozen theoretical articles have proposed that it is 
[2–9]. Most of these theories propose that depression mainly evolved to deal with 
social losses, including the loss of social status, social rejection, and the termination 
of social relationships [2–6, 10]. The American psychologist and neuroscientist 
Jaak Panksepp believes that depression is associated with an innate “GRIEF” sys-
tem in the brain that evolved more than 100 million years ago to regulate social 
relationships, including infant-parent attachment, and that depressive symptoms are 
triggered when social bonds are broken [10].

Some theorists believe depression serves a more general purpose to deal with any 
kind of major loss, such as the loss of resources [4–6], whereas others believe it 
evolved to deal with any unfavorable circumstances, including unsatisfactory social 
relationships [8]. I suspect Panksepp is right that depression is related to a brain 
system that evolved for maintaining social bonds and was adaptive for dealing with 
social and other kinds of losses.

Those who hold the theoretical view that depression is a reaction to the loss of 
social status see it as part of the process of submission in social competition, which 
was originally an adaptation for maintaining group membership and reducing the 
risk of physical harm from combat [2–4, 9]. Others think its function is to provide a 
temporary respite to adjust to loss [6, 10]. Theorists who have a more cognitive 
perspective on the function of depression believe it is adaptive because it creates a 
useful, albeit painful, time-out to assess an apparently bad situation, recruit personal 
and social resources to address the situation and to develop a plan for future action 
[5, 6, 8]. Most theorists agree that depression is maladaptive for humans in the 
short-term partly because humans tend to ruminate about events, which probably 
prolongs depression and may contribute to recurring episodes of depression [11].

The chance of an American having an episode of MDD sometime during his or 
her lifetime is estimated to be between 17% and 19% [12, 13]. The first episode of 
MDD (which does not include bipolar disorder), usually occurs between the late 
teens and the late 30s. General anxiety tends to be comorbid with depression, with 
persons who suffer from depression being likely to suffer from anxiety [13].

12.2  �Somatization

Two evolutionary theories have been proposed to explain somatization, which 
entails symptoms of pain, gastrointestinal and other somatic symptoms that cannot 
be traced to a physical cause. The term somatization was first applied to complaints 
of motor and sensory deficits of an unexplained origin that were initially called 
hysteria and hysterical neurosis [14, 15]. Somatization belongs to a class of psychi-
atric disorders that has been called “somatoform disorders” and more recently 
“somatic symptom disorders,” which include pain disorder (feeling pain that does 
not have a medically identified cause) and hypochondriasis (excessive fear of 
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having a serious disease), among other things [1]. Other related disorders that can-
not be medically explained are chronic fatigue syndrome, fibromyalgia (widespread 
muscle pain and stiffness), and irritable bowel syndrome (chronic abdominal pain 
and related symptoms) [14, 16, 17].

To receive a diagnosis of somatization disorder, a person must have multiple 
somatic complaints that cannot be medically explained and first occurred before the 
age of 30. These include at least four pain-related symptoms, two gastrointestinal 
symptoms, one sexually related symptom, and one pseudoneurological symptom (a 
symptom that appears to have a neurological basis, e.g., paralysis or loss of sensa-
tion in some area of the body) [1, 18].

A review of research from 24 countries found the 12-month prevalence rate of 
somatization ranged from 0.8% to 2.9%, with a lifetime prevalence of 5.9% [17]. 
However, the prevalence rate was much higher when less stringent diagnostic crite-
ria were used. Regional and national surveys in the U.S. in 1980s suggest that its 
lifetime prevalence is less than 1% or 2% [16, 19–21]. A large epidemiological 
study conducted in California also found a lifetime prevalence rate of less than 1% 
for somatization disorder. However, the lifetime prevalence rate was 4.4% for an 
abridged definition of somatization, which required the presence of fewer symp-
toms than those required for a clinical diagnosis of somatization disorder [22]. A 
later study using the same definition found that 22% of patients seeking primary 
healthcare at a health clinic in New Jersey had “abridged somatization” [23].

One evolutionary theory of somatization claims it is related to social competition 
[3]. Simply put, it says the competitor who de-escalates, or submits, in a social 
competition instinctively (and unconsciously) develops somatic complaints to 
reduce the chances of injury, in what may be considered the metaphorical equivalent 
of claiming: “I am too sick to retaliate” (p. 5) [3]. Interestingly, current psychoana-
lytic theories claim that somatization arises from internal emotional conflicts, and 
that somatic symptoms either lie outside the realm of cognitive control or reflect 
impaired cognitive functioning [24, 25].

The other evolutionary theory of somatization proposes that it is an adaptation to 
detect internal rather than external threats of harm. Although Isaac Marks and 
Randolph Nesse drew comparisons between the adaptiveness of psychiatric symp-
toms and immune responses, they did not think that any psychiatric symptoms were 
directly related to immune responses [26]. Yet, this is essentially the evolutionary 
interpretation of somatization proposed by American physician Professor Robert 
Dantzer, who thinks somatization reflects the malfunction of a brain system that 
monitors and assesses threats to the internal environment [27].

12.3  �Paranoid Ideation

Paranoid ideation represents a basic distrust of people, which is typically expressed 
as the belief that people (or someone in particular) will deceive, exploit, or harm 
you, or that they are actively doing so, when there is no concrete evidence that this 
belief is true. Technically, false beliefs such as these are only called delusions when 

12.3  Paranoid Ideation



106

they demonstrate a clear break from reality [1, 18]. Before discussing paranoid ide-
ation, generally, I should mention that there is a category of psychiatric disorders 
called delusional disorders, which as its names implies, specifically addresses delu-
sions. This diagnostic category includes, among others, persecutory, jealous, gran-
diose, erotomatic, and nihilistic types of delusions. I will try to describe the essence 
of each one of these delusional disorders in a short sentence. Persecutory delusions 
are beliefs that a person or persons are trying to harm you in some way. Jealous 
delusions entail the belief that your spouse or lover is being unfaithful. Grandiose 
delusions encompass beliefs that you are exceptional in some way that other people 
fail to recognize. Erotomatic delusions are beliefs that someone of higher social 
status is in love with you. Nihilistic delusions are beliefs that something catastrophic 
will happen. The diagnosis of a delusional disorder assumes that the delusion 
reflects a severe form of psychosis other than schizophrenia [1, 28].

Apart from the diagnosis of delusional disorder, itself, delusions commonly 
occur in two types of psychiatric disorders: schizophrenia, which is a form of psy-
chosis, and paranoid personality disorder, which is not. Both have lifetime preva-
lence rates of less than 4% among Americans [21, 29–31]. Other studies have found 
that the 12-month prevalence rates of non-psychotic paranoid ideation in the U.S. 
may be 2–3 times higher than the rate of diagnosed cases of paranoia [32, 33], and 
a nationwide U.K. survey found that the 12-month prevalence rate of sub-clinical 
paranoid ideation was nearly 19% [34]. However, since paranoid personality disor-
der is one of the least studied of the personality disorders [29], the lifetime preva-
lence rate of sub-clinical levels of paranoid ideation among Americans has not been 
investigated.

The two most common types of paranoid ideation are: (1) persecutory delusions, 
which entail beliefs about deceit, exploitation, and/or physical harm; and (2) jeal-
ousy delusions, which entail beliefs about sexual infidelity. At first glance, jealous 
delusions or ideation about sexual infidelity might seem only to involve deceit. 
However, from an evolutionary perspective, paranoid ideation about sexual infidel-
ity may be a response to a perceived threat to one’s reproductive success, which 
entails exploitation in the sense that one may be unintentionally committing one’s 
own resources to increase someone else’s reproductive success. Taken by itself, 
exploitation seems to correspond to the threat of cheating in social exchanges [35], 
and persecutory delusions could reflect a primitive mechanism for detecting such 
cheating. Refined measures of paranoid ideation may make it possible to differenti-
ate among these different, but related, functions of paranoia.

Thus, paranoid ideation, in general, may represent the action of at least three dif-
ferent proximate brain mechanisms, which probably evolved in our primate 
ancestors: one mechanism for detecting potential physical harm by members of 
one’s own species (conspecifics), one mechanism for detecting exploitation by 
cheating in social exchanges, generally, and one mechanism for specifically detect-
ing exploitation by cheating in sexual relationships (i.e., infidelity). If so, one would 
expect that the first two mechanisms would have evolved by Natural Selection, and 
the last one would have evolved by sexual selection.
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The social systems of non-human primates are far more complex than the social 
systems of many other animals, and some theorists believe that the complexity of 
primate social relationships drove the evolution of the cognitive abilities of primates 
[36–39]. As the social exchanges that occur within groups of monkeys and apes take 
many forms (e.g., cooperation in child rearing, foraging, grooming, territorial 
defense), one would expect that the evolution of proximate mechanisms to detect 
cheating in social exchanges would have occurred long before the evolution of mod-
ern humans or our immediate human ancestors, as evolutionary psychologists 
believe [35].

It seems to me, it is possible that one particular form of social exchange may 
underlie persecutory paranoid ideation; that is, the development of agonistic alli-
ances or coalitions within social groups, which is unique to primate social groups 
[40–46]. These alliances have been observed among lower ranking males in groups 
of monkeys, baboons, and chimpanzees in natural situations. The apparent purpose 
of these alliances is twofold. One purpose of male alliances is to overthrow the 
dominant male within the group. As the social cognitive abilities of primates needed 
to form alliances to defeat a dominant male evolved, the cognitive ability to detect 
such alliances surely did too; hence, this detection mechanism may be the source of 
persecutory paranoid ideation.

The other related purpose of agonistic alliances in male primates is to gain repro-
ductive access to females by defeating the dominant male. Therefore, the dominant 
male’s need to recognize this threat to its reproductive success could likewise under-
lie paranoid jealousy. However, since female primates usually mate with multiple 
males within a group, and since restricting access to females is a common function 
of territoriality in many animals, the biological roots of sexual jealousy may date 
back beyond the evolution of primate social systems. On the other hand, paranoid 
jealousy may not have evolved until our primate ancestors evolved a system of 
male-female pair-bonding.

Finally, it is noteworthy that several European studies have found positive cor-
relations between the prevalence and severity of social anxiety and paranoid symp-
toms in both clinical populations and the general public [47–51]. Hence, I think it is 
possible that the association between social anxiety and paranoid ideation is the 
result of their shared evolutionary heritage, in which social anxiety evolved to 
address the threat of rejection from one’s social group and paranoia evolved to 
address the various types of threats posed by group members. One must keep in 
mind, however, that a presumably cohesive primate group may consist of two or 
more competing subgroups vying for power and resources, and paranoia may repre-
sent a mechanism that monitors threats posed by one subgroup to another subgroup 
(i.e., subgroup “insiders” and “outsiders”).

12.3  Paranoid Ideation
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12.4  �Problems with Proximate Mechanisms

Of course, the fact that psychiatric disorders result from the operation of proximate 
brain mechanisms that are adaptive does not mean that psychiatric disorders them-
selves are adaptive [4, 52]. The symptoms may be adaptive for survival generally, 
but the fact that symptoms can become so frequent, so intense, or so prolonged that 
they interfere with a person’s life is not an evolutionary adaptation.

The frequent occurrence of anxiety and related symptoms, such as paranoia, is a 
side effect of the operating characteristics of the brain mechanisms for detecting 
threats of harm. Since the detection and assessment of potential threats must be 
rapid to ensure protection from harm, decisions about what poses a threat are biased 
towards identifying danger even when none exists. Hence, threat assessment mech-
anisms produce many “false alarms,” in that they identify something as potentially 
dangerous when it is not dangerous [53–60]. These repeated false alarms may seem 
to be malfunctions, even though the proximate mechanisms are operating properly, 
and they certainly can be distressing, but that is how the mechanisms work.

Similarly, the intensity level of reactions to threat (i.e., the symptoms) may be 
appropriate from an evolutionary perspective even though the level of intensity is 
disruptive. Two obvious examples of the disruptive effects of the intensity of 
response to potential threats are panic attack and agoraphobia.

The prolonged duration of symptoms may be attributed to at least two causes. I 
alluded to the first cause in connection to depression. Since proximate mechanisms 
for detecting threats have evolved to react to immediate short-term threats, their 
prolonged activation can be problematic [61]. For most animals, once a threat no 
longer exists the mechanism underlying the threat assessment returns to its normal 
baseline. However, because humans have the ability to think about the past and 
future, they can activate self-defense mechanisms when no potential threat exists 
[52, 62].

The other cause for the prolonged activation of some psychiatric symptoms may 
be that there is no “off-switch” for our threat detection mechanisms. Since assess-
ments of threats are usually based on little tangible evidence and ambiguous stimuli 
[57], the proximate mechanisms of threat assessment systems rarely get definitive 
feedback that no threat actually exists, so anxiety tends to persist over time [53]. 
Indeed, a 2012 experimental study supports the notion that the persistence of OCD 
symptoms results from the inability of compulsive acts to provide definitive neural 
feedback that the source of potential harm has been eliminated [63].

Finally, it is possible that some proximate mechanisms that cause psychological 
distress are no longer adaptive, or are less important than they once were. Paul 
Gilbert suggests this might be the case for the mechanisms underlying social anxi-
ety. Although humans evolved to live in small, relatively stable social groups, simi-
lar to many primates, our mechanisms for detecting social threats may not function 
well in larger societies in which we have more extensive social interactions [64–67]. 
Thus, our assessment of social threats may not be appropriate in the social systems 
in which we live now.
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12.5  �Chapter Highlights and Comments

Depression, somatization, and paranoid ideation are thought to be evolutionary 
adaptations, although paranoid ideation seems to me to fit more neatly into Nesse’s 
conception of psychiatric disorders as adaptations that protect us from harm than do 
the other two. Whatever the adaptive value of depression, it appears to be an adapta-
tion to social loss.

Evolutionary psychology, which is an outgrowth of cognitive psychology, 
assumes that the last two million years of human evolution encompass the critical 
period for understanding human nature. Thus, for example, it posits that a cognitive 
mechanism evolved in humans to detect cheating in social exchanges within the past 
two million years [35], while ignoring the fact that social exchanges within primate 
groups have been occurring for 30 million years or more. I suspect that primates 
evolved a proximate mechanism for detecting cheating in social exchanges long 
before humans evolved and that the operation of this mechanism and related mecha-
nisms are manifested in paranoid ideation.

It is noteworthy that several studies have found positive correlations between the 
prevalence and severity of social anxiety and paranoid symptoms [47–51]. I think 
this correlation may reflect the shared evolutionary heritage of social anxiety and 
paranoia, in which social anxiety evolved as a result of the effects of potential rejec-
tion from one’s social group and paranoia evolved as a result of the possible harm 
that can be caused by group membership.

Despite the adaptive value of psychiatric symptoms, this does not mean that 
psychiatric disorders themselves are adaptive, since the frequency, intensity, and/or 
the duration of symptoms are distressing and disrupt a person’s life. The operating 
characteristics of the proximate mechanisms for detecting threats contribute to this 
distress, such as the frequency of “false alarms.” In addition, the influence of cogni-
tion on these basically innate systems can further contribute to psychological dis-
tress. Finally, the fact that these proximate mechanisms were adaptive in the past 
does not mean that all of them are still adaptive today.
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Chapter 13
Beliefs and Psychiatric Symptoms

Abstract  The chapter begins with an historical description of the nature of beliefs, 
including the philosophical perspective that beliefs represent linguistic propositions 
about the nature of the world that are either true or false, and the Platonic and 
Aristotelian concepts of phantasia and doxa. The first section of the chapter also: (a) 
connects phantasia and doxa to Lewis Wolpert’s concepts of weak and strong causal 
beliefs, and describes human research findings indicating (b) that beliefs more com-
monly take the form of mental models than linguistic propositions, (c) that people 
are born with certain beliefs about the world, and (d) that individuals may simulta-
neously hold contradictory beliefs. The second section links Wolpert’s strong causal 
beliefs to so-called folk beliefs about inanimate and animate objects, which are 
thought to be inherited. The third section describes how folk beliefs are thought to 
underlie certain religious beliefs and how folk beliefs about biology probably con-
tributed to both  the historical rejection and acceptance of the concept of organic 
evolution. The following section presents clinical and research evidence that nega-
tive beliefs about the world, including negative beliefs about people, underlie many 
psychiatric disorders, such as general anxiety, social anxiety, obsessive-compulsive 
disorder, and personality disorders. The final section discusses the processing of 
beliefs in the brain, particularly the role of the ventromedial area of the prefrontal 
cortex.

Keywords  Aristotle • Brain • Causal beliefs • Dysfunctional beliefs • Evolution • 
Folk beliefs • Logic • Prefrontal cortex • Psychiatric symptoms

13.1  �The Nature of Beliefs

Plato and Aristotle thought there were two types of beliefs: phantasia and doxa [1, 
2]. Phantasia is the product of perception, whereas doxa is the product of abstract 
thought. Aristotle claimed that doxa is uniquely human, but that some animals are 
capable of phantasia. Although the beliefs that many people hold simply reflect the 
beliefs they were taught, Aristotle proposed a method to develop and evaluate 
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beliefs using syllogistic reasoning (or syllogisms1), which is the central element of 
deductive logic ─ i.e., the formal philosophical system for developing and testing 
rational beliefs [3–7].

Research on non-human primates (mainly  monkeys and apes) indicates that 
some species may develop expectations (or beliefs) about the behavior of other 
members of their own species based on observational learning, but their level of 
reasoning is limited to their immediate observable situation [8, 9]. There is no con-
crete evidence that monkeys or apes hold beliefs about the world or engage in logi-
cal reasoning as we do [10]. Thus, Aristotle’s presumption that doxa is unique to 
humans seems to be true, since even the great apes do not appear to engage in the 
kind of abstract reasoning that characterizes deductive logic or deduction.

The concepts of phantasia and doxa seem to be similar to the concepts of “weak” 
and “strong” causal beliefs discussed by the British evolutionary biologist Lewis 
Wolpert in 2007 [10]. Wolpert, like the American psychologist David Premack, said 
there are two types of perceived causal relationships: arbitrary causal relations and 
natural causal relationships. Wolpert called beliefs about such relationships, “weak 
and “strong” causal beliefs, respectively. Beliefs about arbitrary causal relationships 
are the product of associative learning processes that humans share with other ani-
mals (like phantasia). These weak causal beliefs arise from observing the repeated 
pairing of events that have no obvious connection. Strong causal beliefs, which are 
unique to humans (like doxa), “are preprogrammed into our brains so that we have 
evolved the ability to have a concept of forces acting on objects” (p. 27) [10]. These 
causal beliefs became critical for our survival [10].

Historically, beliefs have been considered to be propositions or statements about 
the nature of the world that can be true or false [11–16], and it was considered irra-
tional for a person to hold two contradictory beliefs simultaneously [13, 16–18]. 
Although deductive logic was long regarded to be the mechanism through which 
rational beliefs are developed [6, 16, 19], traditional conceptions about beliefs have 
changed. First, beliefs are now regarded by many scholars and researchers be to 
mental representations [12, 13, 20–23], or mental models of the world that are not 
necessarily linguistic [14, 23, 24]. Second, it is now recognized that individuals may 
rationally hold contradictory beliefs. This is so because beliefs are not absolute, and 
the truth or falseness a belief often is not evident [16, 17, 25]. Hence, as extensive 
research has shown, individuals may hold multiple contradictory beliefs with vary-
ing degrees of certainty [11, 18, 25–29]. Moreover, individuals are able to assign 
numerical values to express their degree of certainty in a particular personal belief 
that they have [10, 25, 26, 28], just as one can express one’s certainty in the belief 
that something will happen, such as your belief that you will get a promotion, or win 
the lottery, or that your favorite baseball team will win the World Series.

1 Irving Copi’s Introduction to Logic provides a number of examples of syllogisms, including the 
following one:

All citizens are residents.
All voters are citizens.
Therefore: All voters are residents.

13  Beliefs and Psychiatric Symptoms
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13.1.1  �Folk Beliefs

Folk beliefs are essentially what Professor Lewis Wolpert called strong causal 
beliefs [10]. Research since the 1980’s has shown that very young children have 
implicit mental models or basic beliefs about the nature of world. One conclusion 
that may be drawn from this research, which Wolpert emphasized, is that we inherit 
beliefs about the nature of animate and inanimate objects [10, 30]. Since beliefs 
help us deal with the world under conditions of uncertainly, including gaps in our 
knowledge [10, 12, 30, 31], it obviously would be adaptive for us to be born with 
basic conceptions about the characteristics of objects [10, 30].

These innate mental models, which include beliefs about physical, psychologi-
cal, and biological phenomena, have come to be known as “naïve beliefs” or “folk 
beliefs,” including folk physics, psychology, and biology, respectively [32–34]. 
Wolpert proposed that strong causal beliefs began to evolve when humans began to 
use and manufacture tools,2 so folk physics presumably evolved in humans before 
other folk beliefs did [10]. Folk physics includes beliefs about the physical charac-
teristics of objects, the motion of objects, and most importantly, the concept that one 
thing can be the cause of another thing [30, 32, 34–37].

After early humans developed causal beliefs about tool use, according to Wolpert 
[10], they developed causal beliefs about other things, especially after the evolution 
of language, which led the human brain to develop a need to understand the causes 
of everything we observe in our world. Folk psychology, for example, includes our 
a propensity to believe that other beings have beliefs and desires that are similar, in 
a general sense, to our own [32–34, 38–40], and that other humans and animals have 
the power of agency, i.e., the ability to perform intentional acts [38, 40]. In short, we 
believe that people and animals are conscious, and that they think the way we do 
and act for the same reasons we do.

Research has identified a number of different types of human beliefs about ani-
mals (called folk biology) [30, 32]. For instance, we are strongly inclined to hold the 
three related beliefs that (a) each species or genus of animal is an unchanging “natu-
ral kind,” (b) that no kind of animal can become another kind of animal, and (c) that 
the offspring of any natural kind of animal are the same natural kind as their parents 
[30, 34]. These three beliefs probably contributed to the reluctance of naturalists in 
the 18th and 19th Centuries to reject the concept of the mutability of species (regard-
less of their religious beliefs) and, therefore, to reject the concept of organic of 
evolution.

The belief that each animal represents its own “natural kind” implies that each 
kind of animal has a unique essence that makes it what it is in terms of its appear-
ance, behavior, and lifestyle, even though individual animals of the same kind differ 
from one another and individual animals may change in their appearance, behav-
iors, etc., over the course of their lifespan [30, 34]. This belief seems to me to be 
much like Plato’s concept of forms that said each thing is a reflection of its universal 

2 Although some primates and other animals use tools, Wolper suggested that tool use may have 
been acquired through associative learning.
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essence. These three beliefs collectively suggest that certain kinds of animals can be 
grouped into intuitive natural hierarchies (“folk-biological categories’) of similar 
animals [30]. Taken together, they also provide a framework for making inferences 
about expected similarities in the characteristics of similar natural kinds and 
expected differences in the characteristics of different natural kinds [30].

These beliefs may have spurred Natural Theologians like John Ray to try to estab-
lish natural taxonomic systems within the context of the Book of Genesis, whereas 
they spurred naturalists like Buffon, Lamarck, Erasmus Darwin, and Charles Darwin 
to seek natural explanations for these intuitive hierarchies, which led them to the 
concept of descent from a common ancestor. Hence, these folk beliefs about biology 
probably posed barriers to accepting the concept of organic evolution, itself, but 
these same beliefs may have facilitated accepting the theory of evolution by com-
mon descent once Charles Darwin clearly described how evolution could occur.

13.1.2  �Religious Beliefs as Folk Beliefs

Wolpert claimed that “once causal beliefs evolved in relation to tools, and once 
language evolved, it was inevitable that people would want to understand the causes 
of all the events that affected their lives, from illness, to changes in climate, to death 
itself … and this could have led to religious beliefs” (p. 118) [10]. He also suggested 
that religious beliefs “provide answers to difficult questions and can give order and 
meaning to situations even when explanations are absent” (p. 120). Moreover, they 
can offer “an explanation of evil events” which “helps to maintain religious obser-
vance” (p. 120) [10].

Several anthropologists and psychologists have proposed that many religious 
beliefs reflect a natural human tendency to presume that actions or events are caused 
by agents, even when no agent is apparent [33, 34, 41, 42]. These naïve or folk 
beliefs about agency tend to assume that harmful supernatural agents (e.g., angry 
ancestors, evil gods, or demons) are the cause of negative life events, and beneficent 
supernatural agents (e.g., supportive ancestors or gods) are the cause of positive life 
events [33, 34, 41]. Such beliefs are facilitated by the fact that humans tend to create 
causal explanations (or beliefs) based on very little information about the actual 
causes of events [33, 34]. Gods and demons are typically believed to be human-like 
beings, just as our deceased ancestors are human beings [34, 43, 44]. Thus, some 
people will attribute natural disasters to Gods’ anger and some survivors of natural 
disasters will attribute their survival to God’s grace. Other people believe that the 
devil is the cause of human evil, so some people demonize members of other social 
groups, especially if they are competitors.

The anthropologist Pascal Boyer and his colleagues generally link belief in 
supernatural agency to the principle that it is “better to be safe than sorry” in saying 
that we have a “agency-detection system” that is biased towards the “over-detection 
of agency” [43, 45]. I would call this concept the “over-attribution” rather than the 
“over-detection” of agency in that we attribute a cause to an agent even though there 
may be no causal connection, or even an actual agent. The anthropologist Scott 
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Atran and psychologist Ara Norenzayan also link the “better safe than sorry prin-
ciple” to the attribution of evil to humans, especially outsiders. They see the attribu-
tion of evil as a cognitive manifestation of this principle, which they believe evolved 
in humans because the members of our genus (Homo3) probably posed a greater 
threat of harm than that posed by predators during human evolution [33]. Thus, 
Atran and Norenzayan claim it was adaptive to evolve a proximate mechanism to 
make us wary of other “humans,” just as it was adaptive to evolve a mechanism to 
make us wary of predators [33, 34]. However, what these theorists apparently fail to 
recognize is that such an “agency-detection system” simply represents the overlay-
ing of a cognitive system upon preexisting emotional and instinctive “threat detec-
tion” or “threat assessment” systems that arose in animals eons before the evolution 
of cognition or humans [33, 34, 41, 45].

Another religious belief that has been cast as a folk belief is belief in life-after-
death, which I will discuss in Chaps. 15, 16, 17, and 18. A central point of the social 
scientists who have linked religious beliefs to folk beliefs is that all supernatural 
beliefs are intuitive rather than rational; thus, they cannot be refuted by the rules of 
logical reasoning that normally govern explanations of causation [33, 34, 45].

13.2  �Beliefs and Psychiatric Symptoms

Aaron T.  Beck, the founder of cognitive therapy, published a book in 1985 that 
claimed, based on clinical evidence, that anxiety disorders are associated with 
beliefs about the dangerousness of the world, and that patients’ excessive thoughts 
about potential harm are a crucial element in anxiety disorders [46]. Other authors 
have also characterized the key feature of general anxiety to be the belief that the 
world is a dangerous place (e.g., [47])

Beck and his co-authors said that “The anxious patient is so sensitive to any 
stimulus that might be taken as indicating an imminent disaster or harm that he is 
constantly warning himself, as it were, about the potential dangers” (p. 31) [46]. 
Because virtually any stimulus may be perceived as dangerous or threatening, Beck 
and his colleagues thought a perceived threat can trigger an alarm, which causes 
anxious individuals to experience frequent “false alarms” that keep them in a con-
stant state of emotional distress. The book proposed that the preoccupation with 
danger that anxious patients exhibit is the product of the rules (or beliefs) they use 
to evaluate situations. These rules, which often seem to operate outside of conscious 
awareness, include such beliefs as:

“Any strange situation should be regarded as dangerous.”
“A situation or a person is unsafe until proven to be safe.”
“It is always best to assume the worst.”[46, p. 63]

3 The earliest known species that is considered to be sufficiently similar to us (Homo sampiens) to 
be placed in the same genus (Homo) as us is Homo habilis. In all, there are seven species that have 
been classified as belonging to the genus Homo, including our own species.

13.2  Beliefs and Psychiatric Symptoms
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Beck et al. also described different beliefs held by patients with agoraphobia, all 
of which reflect the core belief held by individuals with agoraphobia that a catastro-
phe can occur at any time when they are outside their homes [46]. The association 
between agoraphobia and panic attack is reflected in the observation that individuals 
with panic disorder believe that ordinary physical and emotional experiences are 
harbingers of catastrophic events [48, 49].

Other beliefs that Beck et al. [46] mention are specifically about people (e.g., 
“Strangers despise weakness”) and personal responsibility (e.g., “My security and 
safety depend on anticipating and preparing myself at all times for any possible 
danger”; “My survival depends on my always being competent and strong”). In 
their later writings, Beck and his colleagues called these kinds of beliefs “dysfunc-
tional beliefs.”

A subsequent book by Beck and Freeman [50] described the “dysfunctional 
beliefs” underlying different personality disorders. For example, individuals with 
narcissistic personalities believe “I don’t have to be bound by the rules that apply to 
other people,” whereas people with paranoid personalities believe “Other people 
will try to use me or manipulate me if I don’t watch out.” These and other dysfunc-
tional beliefs held by people with various personality disorders were confirmed in 
subsequent research on clinical samples by Beck and his associates [51–54].

Borderline personality disorder is more complex, consisting of three different 
dimensions of beliefs [51, 53]: dependency (hopelessness, weakness, and needi-
ness), distrust of others, and the belief that one should act preemptively to thwart a 
threat. The latter includes the specific belief that “People will get me if I don’t get 
them first.” Distrust of others is expressed in a number of ways that imply that 
people pose a threat of some kind, for example [53, p. 171]:

“People will take advantage of me if I give them the chance.”
“I have to be on my guard at all times.”
“If people get close to me, they will discover the real me and reject me.”

The first two of these three beliefs are expressions of paranoid ideation [55, 56]. 
Similar paranoid beliefs occur in persecutory paranoid ideation: e.g., “I cannot trust 
anyone”; “People talk about me behind my back”; Someone has it in for me”; and 
“Someone is trying to steal my ideas” [56]. Other dysfunctional beliefs underlie 
other forms of paranoid ideation, such as jealousy ideation in which a person 
believes his/her sexual partner is being unfaithful [57].

Research and clinical observations indicate that dysfunctional beliefs are associ-
ated with many other psychiatric disorders. These include bipolar disorder [58], 
eating disorders [59], hypochondriasis [60, 61], social anxiety [62–64], obsessive-
compulsive disorder [65, 66], and post-traumatic stress disorder [67].

Like borderline personality disorder, social anxiety disorder and obsessive-
compulsive disorder (OCD) are associated with multiple dimensions of beliefs. The 
dysfunctional beliefs in social anxiety have been categorized in several ways, includ-
ing beliefs about oneself and beliefs about others [68–71]. Some researchers think 
OCD involves up to six dimensions of concerns and related beliefs [65, 72]. First 
and foremost, however, are the beliefs that world is unsafe and that some serious 
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harm is going to occur [65, 66, 73, 74]. Two other key features of OCD entail an 
exaggerated belief that one is responsible for causing whatever harm might occur 
and intolerance of uncertainty, i.e., the belief that it is necessary to be certain about 
future events [65, 66].

As early as 1967, Beck introduced a cognitive model that explained how depres-
sion was the result of three types of negative beliefs [75]. These are beliefs about 
one’s self (e.g., “I am completely useless”), beliefs about the world, especially one’s 
life (e.g., “My life is a mess”), and beliefs about the future (e.g., “Things will never 
get better”). The basic tenets of Beck’s theoretical model of depression are widely 
accepted and supported by research [76–79].

13.3  �Beliefs and the Brain

The brain has been called a belief-generating machine [34, 80]. Obviously, the brain 
does not just generate beliefs; it must store them someplace [5, 25, 81]. Yet, is not 
clear where beliefs are stored. Memories of personal experiences and knowledge 
are thought to distributed throughout the brain’s neocortex [82, 83]. However, 
researchers view beliefs and knowledge as separate forms of memory [84–86]. 
Knowledge is said to be stored in explicit memory, which is conscious and primarily 
verbal, whereas beliefs are said to be stored in implicit memory, which may be 
unconscious, non-verbal, and emotional in nature [84]. Unfortunately, very little 
research has been done on the storage or processing of beliefs in the brain [87].

Even though memories seem to be stored throughout the neocortex [82, 83], two 
areas of the neocortex ─ the medial temporal lobe and the prefrontal area of the 
frontal lobe ─ are specifically involved in storing and retrieving long-term memo-
ries [82, 83]. Although it is not evident whether these two cortical areas also partici-
pate in the storage and retrieval of beliefs to and from long-term memory, recent 
neuroimaging studies indicate that a part of the frontal cortex called the prefrontal 
cortex (PFC) is active in processing some types of beliefs in working memory 
[88–91].

Three recent neuroimaging studies have investigated the activity of the ventro-
medial area of the PFC (the vmPFC) while individuals performed a task in which 
they had to decide whether a statement expressing a belief (which was visually 
presented) was true or false [89–91]. The three studies included some religious 
beliefs, and two of the studies included participants who were non-religious persons 
and religiously committed Christians. All three studies found the vmPFC was active 
during the processing of beliefs, but none of them found differences in vmPFC 
activity between religious and non-religious beliefs or between religious and non-
religious study participants. However, one of the studies found that other areas of 
the brain, including some involved in emotions, were activated more when partici-
pants agreed with the religious beliefs that were presented [89]. Other research 
suggests that beliefs can influence the functioning of the vmPFC, as will be dis-
cussed in Chap. 14 [92].

13.3  Beliefs and the Brain
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13.4  �Chapter Highlights and Comments

I drew a parallel in the beginning of the chapter between the Greek concepts of 
phantasia and doxa [1, 2] and the concepts of “weak” and “strong” causal beliefs 
advanced by the British evolutionary biologist Lewis Wolpert [10]. Wolpert pro-
posed that animals and humans both have weak causal beliefs (as Aristotle claimed 
for phantasia), but strong causal beliefs were unique to humans (as Aristotle claimed 
for doxa). Wolpert traced the origin of strong causal beliefs to the evolution of tool-
making in humans, and he claimed that strong causal beliefs are preprogrammed in 
the human brain [10].

Though beliefs were historically thought of as propositions about the nature of 
the world that must be true or false, research has found: (a) that individuals can hold 
multiple contradictory beliefs at the same time, and (b) beliefs often consist of men-
tal models of the world rather that statements about it. Other research indicates that 
people may inherit basic beliefs about animate and inanimate objects, commonly 
called folk beliefs, which appear to be essentially what Wolpert called strong causal 
beliefs. Some folk beliefs appear to underlie religious beliefs regarding the attribu-
tion of causation to supernatural forces and attitudes towards other humans.

Research and clinical evidence has demonstrated that anxiety and other psychi-
atric disorders are associated with beliefs about the dangerousness of the world, and 
that these beliefs often lie outside of consciousness. Such dysfunctional beliefs have 
been identified in cases of depression, general anxiety, social anxiety, bipolar disor-
der, eating disorders, hypochondriasis, obsessive-compulsive disorder, and post-
traumatic stress disorder.

Finally, recent research has discovered areas of the brain that are involving in 
processing beliefs, particularly the vmPFC. This findings is quite important because, 
as discussed in earlier and later chapters, the vmPFC is involved in modulating fear, 
which underlies many psychiatric symptoms.
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Chapter 14
Evolutionary Threat Assessment Systems 
Theory

Abstract  The first section of the chapter provides an overview of theoretical arti-
cles supporting Evolutionary Threat Assessment Systems Theory (ETAS Theory). 
The second section summarizes the results of an extensive review of research on the 
brain areas that have been implicated in seven classes of psychiatric disorders: small 
animal phobias, depression, general anxiety, social anxiety, panic attack, paranoia, 
and obsessive-compulsive disorder. The next two sections provide evidence that 
partially confirms the association predicted by ETAS Theory between these classes 
of psychiatric symptoms and several areas of the brain (the brain stem, the basal 
ganglia, the limbic system, and prefrontal cortex) and graphically depict these asso-
ciations to illustrate four possible models of possible ETAS. The rest of the chapter 
explains how ETAS operate and covers a number of topics that are important for 
understanding the operation of ETAS. These include the role of the ventromedial 
prefrontal cortex (vmPFC) in deductive reasoning and threat assessment, the influ-
ence of beliefs on the vmPFC’s decision-making, the degree to which a sense of 
safety affects threat assessments, and the vmPFC’s sensitivity to safety cues, as well 
as sources of safety, including supportive social relationships, familiar places, self-
esteem, and self-efficacy.

Keywords  Aversive amplification circuit • Beliefs • Brain • ETAS Theory • 
Evolution • Logic • Psychiatric disorders • Safety • Self-esteem • Self-efficacy • 
Social support • Threat • Threat assessment

14.1  �Background

A 2007 theoretical article by me and my colleagues proposed that the proximate 
mechanisms underlying many psychiatric disorders involve neural circuits connect-
ing the basal ganglia, the limbic system, and prefrontal cortex (PFC), which we 
called “Evolutionary Threat Assessment Systems” [1]. Figure 14.1 shows the model 
of ETAS that the article proposed. The figure shows that the PFC, the limbic system, 
and the basal ganglia are inter-connected, as described in Chaps. 9 and 10, that each 
of them receives separate sensory input and input from other cortical areas, and that 
the threat assessments of each brain area is influenced by past experience. Beliefs, 
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however, only have a direct effect on the PFC, which evaluates the threat assess-
ments of the limbic system and basal ganglia. The article did not provide evidence 
about the degree of involvement of these brain regions in different psychiatric dis-
orders and we did not include the brain stem in our theoretical model. However, the 
2007 article did explain that multiple brain mechanisms or systems for threat assess-
ment obviously are needed to detect the many different kinds of threats that we and 
other animals face, and that different classes of psychiatric symptoms represent the 
reaction of these systems to various kinds of potential threats of harm.

Since the publication of our 2007 paper, a number of theoretical articles have 
been published that endorse the basic premise of ETAS Theory that psychiatric 
symptoms in patients with mental illness and the general public are the product of 
threat assessment systems that evolved for self-protection [1–11]. Most of these 
articles as well as other articles [12–17] support the theory’s proposition that regions 
of the PFC, limbic system, basal ganglia, and brain stem are involved in threat 
assessments. Different authors have discussed different types of threat assessment 
systems in the brain, including systems that address the threat of predators, conspe-
cifics (members of one’s own species), and disease [3, 4, 6, 9, 17], but numerous 
other threat assessment systems certainly must exist [1, 18].

The unique feature of ETAS Theory, which differentiates it from other theoreti-
cal models of threat assessment systems, is that ETAS Theory explains how beliefs 
influence psychiatric systems by influencing the brain systems that make threat 
assessments. I will return to this point, shortly.

Experience

Sensory Input

Sensory Input

Prefrontal
Cortex

Limbic System
Assessment of

Potential Threats

Basal GangliaSensory Input

Beliefs
Other Cortical

Input

Fig. 14.1  Original model of Evolutionary Threat Assessment Systems presented in the 2007 theo-
retical article by Flannelly et al. in the Journal of Nervous and Mental Disease; see reference list 
for citation; reproduced by permission
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14.2  �Brain Regions Involved in Different Psychiatric 
Disorders

I recently conducted an exhaustive literature review of studies that have examined 
the potential involvement of the PFC, limbic system, basal ganglia, and the brain 
stem in different classes of psychiatric disorders. My review was limited to those 
disorders I discussed in Chaps. 11 and 12 about psychiatric symptoms being evolu-
tionary adaptations. Unfortunately, there are so few studies on acrophobia, agora-
phobia (without panic attack), and somatization that the existing evidence is 
insufficient to determine what brain regions may be involved in them, and thus, they 
are not included in Table 14.1. Substantial evidence of involvement is indicated in 
the table by a large checkmark (“✔”) and limited evidence of involvement is indi-
cated by a small checkmark (“✓”).

The review found that all four brain regions are involved in panic attack, social 
anxiety, and major depression to some degree. A quick glance at the table shows that 
the PFC is implicated in all the disorders and the limbic system is strongly impli-
cated in all the disorders except obsessive-compulsive disorder (OCD). The amyg-
dala is implicated in every disorder in which the limbic system is involved except 
OCD, although the research does not identify if different regions of the amygdala 
are active in different disorders.

The evidence is strong that the brain stem (particularly the periaqueductal gray - 
PAG) is involved in panic attack, but the evidence is weak that it is involved in social 
anxiety and major depression. On the other hand, the evidence is strong that the 
basal ganglia are involved in social anxiety and major depression, but weak that the 
basal ganglia are involved in panic attack. The areas of the limbic system that are 
most consistently implicated in social anxiety and major depression are the amyg-
dala, the anterior cingulate cortex (ACC), and the insula. Research also consistently 
implicates the ventromedial area of the PFC (the vmPFC) in panic attack, social 
anxiety, and major depression, and there is recent evidence that the dorsomedial 
PFC (dmPFC) may be involved in social anxiety [19].

There is solid evidence that the PFC, the limbic system, and the basal ganglia are 
involved in paranoid ideation, although what specific parts of these brain regions are 
involved is not clear. There has been less research than one might expect on the 

Table 14.1  Involvement of different brain regions in psychiatric disorders that are thought to be 
the product of evolutionary adaptations

Psychiatric disorder Prefrontal cortex Limbic system Basal ganglia Brain stem

Panic attack ✔ ✔ ✓ ✔
Social anxiety ✔ ✔ ✔ ✓
Major depression ✔ ✔ ✔ ✓
Paranoid ideation ✔ ✔ ✔
General anxiety ✔ ✔
Animal phobia ✔ ✔
Obsession-compulsion ✔ ✓ ✔ ✔

14.2 � Brain Regions Involved in Different Psychiatric Disorders
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brain structures underlying generalized anxiety disorder, but what research there is 
strongly implicates the PFC and limbic system. There is also strong evidence that 
the vmPFC and the amygdala play a role in general anxiety, and some evidence that 
the dmPFC may be involved as well [19].

Extensive research has been conducted on small animal phobia, especially fear 
of snakes and spiders. This research strongly implicates the PFC and the limbic 
system in the fear of snakes and spiders, but none of this research implicates the 
basal ganglia or the brain stem in either of these phobias. The latter finding aligns 
with the notion that fear of small animals is a relatively recent adaptation, having 
developed long after the evolution of the brain stem and basal ganglia. For example, 
it has been suggested that fear of snakes evolved in primates about 20 million years 
ago [20], whereas fear of small animals and insects evolved in humans about 70,000 
years ago [21]. The part of the limbic system most often implicated in all the 
research is the amygdala; I found one study that implicated the bed nucleus [22]. 
There is some evidence that the vmPFC and the dorsolateral PFC also play a role in 
both phobias.

Although there is some evidence that OCD involves limbic structures (namely, 
the ACC and insula), it is the only disorder listed in Table 14.1 that does not involve 
the amygdala. The fact that the amygdala is not involved in OCD may seem odd, 
since OCD is classified as an anxiety disorder and the amygdala is thought to be the 
primary source of anxiety/fear in humans. The basal ganglia have long been impli-
cated in OCD, and research confirms the involvement of the striatum and the pal-
ladium of the basal ganglia in OCD. There is also strong evidence that the brain 
stem plays some part in OCD. Although the PFC is active in OCD, there is no evi-
dence, to date, that the vmPFC is involved.

14.3  �ETAS in the Brain

The extensive inter-connections among the PFC, the limbic system, the basal gan-
glia, and the brain stem, including the specific structures I have mentioned [23–28], 
are thought to form overlapping neural circuits that comprise ETAS and produce 
psychiatric symptoms. However, few neuro-anatomical models of different classes 
of psychiatric symptoms have been developed. To date, conceptual models of struc-
tural connections have only been presented for social anxiety and OCD, to the best 
of my knowledge [13, 14, 29–31]. Those models are more detailed than the ones I 
present below, and they include brain structures associated with sensory processing, 
which I have ignored.

Figure 14.2 updates the model of ETAS presented in Fig. 14.1 by including the 
brain stem, but it greatly simplifies the model by eliminating the sources of input 
used by the different brain regions (the PFC, limbic system, basal ganglia, and brain 
stem) to make their threat assessments. Instead, Fig. 14.2 merely illustrates the basic 
interconnections among these four brain regions. Collectively, the four regions are 
proposed to create a number of threat assessment systems that make the evaluations 
that underlie psychiatric symptoms. The model is hierarchical with respect to the 
historical evolution of each region and the top-down control that higher brain 
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regions exert on the activity of the lower brain regions. The other three ETAS mod-
els are based on the best evidence that currently exists about the association between 
the four brain regions and different classes of psychiatric symptoms.

The model for panic attack (Fig. 14.3) is identical to the general model shown in 
Fig. 14.2, except that it indicates the weak evidence for basal-ganglia involvement 
in panic attack by showing weaker connections (dashed lines) between the basal 
ganglia and the other brain regions. Likewise, the model for both social anxiety 
disorder (SAD) and major depressive disorder (MDD), which is shown in Fig. 14.4, 
illustrates the weak evidence for brain stem involvement in these disorders by show-
ing weaker connections between the brain stem and the other regions. Given the 
current state of the evidence, a model for paranoid ideation would eliminate the 
connections with the brain stem, and models for general anxiety and small animal 
phobia would also eliminate connections with the basal ganglia.

Finally, the ETAS model for obsessive compulsive disorder (Fig. 14.5) illustrates 
the fact that I could find relatively little evidence that the limbic system is involved 
in OCD, and I could find no evidence that the amygdala is involved in OCD. This 

Fig. 14.2  Schematic 
general model of ETAS, 
showing the theoretical 
involvement of four key 
brain areas in psychiatric 
symptoms

Fig. 14.3  Schematic 
ETAS model of panic 
attack, indicating the actual 
involvement of four key 
brain areas based on 
current evidence
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seems odd at first, because the amygdala, which is considered to be the nexus of fear 
in the brain, does not seem to be involved in the anxious thoughts that are a critical 
component of OCD. The limbic system (which includes the amygdala) may not be 
involved in OCD because the basal ganglia are much older than the limbic system. 
Thus, the sense of fear associated with OCD may be generated by the basal ganglia 
themselves or possibly by the brain stem’s periaqueductal gray, different portions of 
which have been implicated in assessing different types of threats [32]. However, 
there is no reason to think that the “fear” generated by the basal ganglia or the PAG 
is the same “fear” that is generated by the amygdala, if such different sources of 
“fear” exist.

The repetitive behaviors exhibited in OCD are an obvious hallmark of a problem 
with the basal ganglia, which control repetitive ritualized behaviors (i.e., fixed-action 
patterns) in animals. Since the basal ganglia evolved long before cognition, the anx-
ious thoughts in OCD seem to reflect the overlaying of cognition upon a disturbance 
in a much older brain region that is associated with instinctive behaviors serving 
self-protection and other survival functions.

Fig. 14.4  Schematic 
ETAS model of SAD and 
MDD, indicating the actual 
involvement of four key 
brain areas based on 
current evidence

Fig. 14.5  Schematic 
ETAS model of OCD, 
indicating the actual 
involvement of four key 
brain areas based on 
current evidence
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14.4  �The Operation of ETAS

Before describing how ETAS function, we must consider related avenues of research 
about the PFC, especially the vmPFC, that I have not touched on yet. I summarize 
these limited but important research results about the vmPFC in the next three 
sections.

14.4.1  �The vmPFC in Deductive Reasoning and the Influence 
of Beliefs

Research has established that the PFC is involved in inductive logic and deductive 
logic (or reasoning) [33–37]. The dorsolateral PFC (dlPFC) seems to be mainly 
involved in inductive reasoning [33, 36], which is the generation or extrapolation of 
rules or hypotheses from specific instances [33, 36, 38, 39]. Researchers have pro-
posed that there are two brain systems involved in deductive logic in humans [39, 
40]. One system, which uses language and abstract reasoning [40] seems to be com-
parable to Aristotle’s concept of doxa [41, 42]. The other system, which may be 
comparable to Aristotle’s concept of phantasia [41, 42], is shared by humans and 
some other animals [40]. This second deductive system, which does not rely on 
language [43, 44], involves areas of the PFC [43, 44], including the vmPFC [45].

The second system of deductive reasoning is not strictly logical and it can be 
influenced by beliefs [40, 46, 47]. Research indicates that the deductions of the 
vmPFC are particularly prone to being influenced by beliefs about the world [40, 
47]. Unlike the traditional view of deductive logic as a binary decision about 
whether a belief or statement is true or not, this second system is probabilistic in its 
decision-making [39], which is consistent with the suggestion that the vmPFC 
assigns valences to stimuli when assessing if they pose a threat [48]. Within the 
context of deductive decision-making, I interpret the notion of the vmPFC assigning 
a valence to a stimulus as the vmPFC assigning a probability of the degree to which 
a stimulus poses a threat of harm. The assignment of such probabilities is influenced 
by beliefs about the world.

14.4.2  �Threat, Safety, and the vmPFC

A 1993 article by Paul Gilbert, the British clinical psychologist and evolutionary 
theorist, proposed that safety is not just the absence of threat, and that the human 
brain contains both a threat system and a safety system, the latter of which evolved 
in the context of social relationships, especially mother-infant relationships [49]. 
Gilbert’s idea of a safety system is based on John Bowlby’s concept of an attach-
ment system that underlies mother-infant bonding and close adult relationships, 
which will be described in Chap. 21. In short, Gilbert believes that relationships 
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with people who are supportive and helpful promote a sense of safety [49]. As 
Gilbert explained in a later paper, a sense of safety alters the processing of potential 
threats, such that “one can feel relatively safe even in the presence of threat stimuli” 
(p. 110) [50]. Whether or not a specific safety system exists is not critical to ETAS 
Theory, but the concept of safety is, as is Gilbert’s notion that social relationships 
can provide a sense of safety.

Research has shown that attachment relationships can reduce a sense of threat 
[51, 52], that the vmPFC is responsive to safety cues [52], and that the vmPFC and 
other areas of the PFC are involved in attachment and social emotion [51, 53–58]. 
Just as the vmPFC may assign probabilities about the threat posed by a stimulus, it 
may assign probabilities about safety, which are also influenced by beliefs.

Like Gilbert, the Canadian psychologist Stanley Rachman has theorized about 
the interplay between safety and threat across the spectrum of anxiety disorders, 
especially general anxiety disorder and agoraphobia [59, 60]. Rachman believes a 
sense of safety is provided not only by social relationships, but also by situations 
and other aspects of human experience. A person’s home, for example, is a source 
of safety that inhibits fear in persons with agoraphobia, just as an animal’s territory 
seems to provide a sense of safety or security [61].

Although there has been very little research on the association between psychi-
atric disorders and “a sense of safety,” per se, there is substantial evidence that posi-
tive social relationships have a salutary association with mental health. For example, 
a large national survey of American adults conducted in 2001–2005 found that 
people’s perceptions that they have supportive social relationships had a salutary 
association with general anxiety, social anxiety, major depression, panic attack, and 
specific phobias, such as fear of small animals [62].

This study and many others like it have confirmed, what is called, the “stress 
buffering effect” of supportive social relationships (called “social support”) on men-
tal health. Based on the theoretical framework of psychologists Richard Arnold and 
Susan Folkman, stress buffering refers to the hypothesis that the perceived avail-
ability of social resources (i.e., perceived social support) reduces one’s assessment 
of the severity of threats posed by adverse events in one’s life [63]. Many large-scale 
surveys in America, Europe, and elsewhere have found that emotional support 
(believing that people care about you) is as least as important for one’s mental 
health as tangible or instrumental support (believing that people will help you finan-
cially or do something that you need to be done) [e.g., 64–67]. I suspect that survey 
findings of the salutary association between social support and mental health are 
linked to neural coding of safety, although this type of social research does not pro-
vide evidence for that connection. However, a 2011 study of 100 community-
dwelling American adults provides evidence for such a connection in that it 
demonstrated the association between amygdala activity and trait anxiety was medi-
ated by perceived social support [68]. The study’s results showed that social support 
was associated with lower amygdala activity, which in turn, was associated with 
lower anxiety.

Psychological characteristics of individuals, such as self-esteem and self-efficacy, 
also provide a sense of personal safety because they enhance the belief that an indi-

14  Evolutionary Threat Assessment Systems Theory



133

vidual has the personal resources to deal with adverse life events effectively. Thus, 
like social support, self-esteem and self-efficacy should buffer against the anxiety 
produced by various threats of harm encountered in the world. Indeed, a 2001 study 
by Chris Ellison and his colleagues [69] demonstrated that social support, self-
esteem, and self-efficacy each had unique salutary effects on psychological well-
being and psychological distress that countered the pernicious effects of adverse life 
events.

Though the brain and behavioral mechanisms that I have considered here regard-
ing threat and safety may be directly involved only in psychiatric symptoms and 
their relationship to beliefs about the world, I strongly suspect that psychiatric 
symptomology, especially anxiety, influences the effects of religious and other 
beliefs on positive emotions. I provide limited evidence that this is so in Part IV of 
this book. Based on this evidence, it appears that ETAS play a role in the control of 
positive emotions as well as the negative emotions associated with psychiatric 
symptoms. The reader should see the literature review by Burgdorf and Panksepp 
about the brain structures involved in positive emotions [70].

14.4.3  �The Role of the vmPFC in Threat Assessment

The vmPFC plays a critical role in threat assessment, according to the research 
results described in the preceding sections of this chapter and earlier chapters. First, 
the vmPFC independently assesses safety as well as threats. Thus, if the vmPFC 
arrives at a different threat assessment than the subcortical areas of the brain, it can 
override their threat assessments and suppress the activity of the amygdala, thereby 
reducing fear and psychiatric symptoms related to fear. As there seem to be other 
subcortical areas that generate fear or anxiety, it presumably suppresses their activ-
ity as well.

Second, the vmPFC is involved in the processing of beliefs [71, 72] and deduc-
tive logic [40, 45, 47], and the deductions of the vmPFC are influenced by beliefs 
about the world [40, 47]. Therefore, its decisions about the degree that something 
poses a threat of harm are influenced by beliefs about the world.

14.4.4  �The Role of Other PFC Regions in Threat Assessment

I focus attention on the vmPFC because the best evidence indicates that it is involved 
in threat assessment and the processing of both fear and beliefs. However, other 
areas of the PFC appear to play a role in all three of these brain activities. The orbi-
tofrontal portion of the PFC (the OFC) is a case in point. There is limited evidence 
that the OFC, like the vmPFC, may regulate the activity of the amygdala [73, 74] 
and that the OFC may be involved in threat assessment [74, 75]. The OFC also is 
associated with optimism, and it may underlie the ability of optimism to reduce 
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anxiety [76]. Since optimism reflects positive beliefs about present or future condi-
tions, the OFC also could be involved in processing beliefs that influence amygdala 
activity. Thus, the OFC might serve functions that are similar or complementary to 
the functions of the vmPFC in threat assessment.

Recent findings about the dorsomedial PFC (dmPFC) are particularly important 
for ETAS Theory. A series of related studies have found that the human dmPFC 
enhances the activity of the amygdala as part of an “aversive amplification circuit” 
[19, 77], which was originally discovered in research on fear conditioning in labora-
tory rats [78]. The circuit includes the amygdala, the dorsomedial PFC, and the 
anterior cingulate cortex (ACC), which is part of the limbic system. As mentioned 
in Chap. 10, the ACC is activated during the cognitive assessments of threats [79–
82]. Human research shows that the circuit “is associated with elevated threat pro-
cessing” (p. 295) [19]. The findings of two studies are of special interest. One is that 
the “aversive amplification circuit” was more active in healthy adults during the 
“threat” condition (compared to a “safety” condition) of an experiment designed to 
induce anxiety under the threat condition [77]. The second is that the circuit was 
more active in adults with general anxiety disorder or social anxiety disorder than it 
was in healthy adults [19]. Thus, whereas the vmPFC is able to suppress fear gener-
ated by the amygdala, the dmPFC (in conjunction with the ACC) appears to be able 
to enhance fear. The researchers concluded that the “aversive amplification circuit” 
enhances fear by priming the amygdala to be more sensitive to potential threats 
[77].

The ACC, the vmPFC, the dorsolateral PFC, and other areas of the PFC have 
been found to be involved in processing beliefs [71, 83, 84], yet I do not know of 
any evidence that implicates the dmPFC in processing beliefs. Nevertheless, it is 
quite possible that it is. If so, one would expect that beliefs about the dangerousness 
of the world would increase the activity of the “aversive amplification circuit,” 
thereby increasing anxiety-related symptoms in healthy adults and adults with vari-
ous kinds of psychiatric disorders.

14.4.5  �Description of ETAS Functioning

The brain stem, the basal ganglia, the limbic system, and the PFC are all thought to 
be involved in threat assessments that underlie psychiatric symptoms. Structures in 
each of these regions are thought to assess threats as part of their functions. As they 
evolved at different points in time, the brain stem and basal ganglia operate at an 
instinctive level, whereas limbic structures operate at an emotional level [1, 3, 32], 
and the PFC operates at a cognitive level [1, 3, 7]. The threat assessments of the 
brain stem, basal ganglia, and limbic structures are automatic and made outside of 
awareness, for the most part [1, 3, 79]. The exceptions are the anterior cingulate 
cortex (ACC) and the insula (or insular cortex) of the limbic system, which are 
involved in the conscious processing of threats [79–82].

Subcortical structures, most prominently the amygdala, make automatic assess-
ments about whether a situation, or an animate or inanimate object, poses a threat of 
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harm [1, 3, 85–87]. These brain areas are biased toward deciding a stimulus poses a 
threat even when it may not be a threat. The amygdala even treats unpredictability, 
lack of control over current events and uncertainty about future events as forms of 
threat [88–94].

The PFC integrates information from subcortical structures and any cortical 
areas that are activated by the subcortical structures [3, 12], while making its own 
threat assessments based on cognition. The cognitive threat assessments made by 
the vmPFC are particularly important because the vmPFC can override the amyg-
dala’s threat assessments by inhibiting its activity [95, 96], and thereby reducing the 
level of fear that it generates. On the other hand, the “aversive amplification circuit,” 
which includes the dmPFC, appears to increase amygdala activity by making it 
more sensitive to possible threats, thereby increasing fear.

When the vmPFC makes its threat assessments, it takes beliefs about the world 
into account in assigning a probability that a stimulus poses a threat. It also takes 
personal safety into account, including social support, situations, and beliefs that 
provide a sense of safety. If the vmPFC decides a stimulus does not pose a threat of 
harm, based on all the information available to it, including sensory input, subcorti-
cal input, memory, and beliefs, it decreases the activity of the amygdala, which 
decreases anxiety and related symptoms. Since the vmPFC decisions are probabilis-
tic, this is not an all-or-none process, so it may modulate amygdala activity in terms 
of the degree of threat posed by the stimulus, thereby modulating anxiety and related 
symptoms. Thus, the vmPFC acts as a gating system that sets a threshold for what 
is and what is not a threat of harm. Generally, given its ability to reduce the activity 
of the amygdala, the vmPFC appears to raise the threshold of what constitutes a 
threat. The dmPFC, on the other hand, which is a major component of the “aversive 
amplification circuit,” may lower the threshold of what constitutes a threat by prim-
ing the amygdala to be more sensitive to potential threats.

14.5  �Chapter Highlights and Comments

Many researchers and clinicians agree that psychiatric symptoms in patients and the 
general public are the product of neural systems that evolved to provide self-
protection by assessing the threat of harm posed by objects and situations. These 
neural systems involve specific brain areas that have been implicated in various 
psychiatric disorders. ETAS Theory explains how these systems work and how they 
cause psychiatric symptoms.

According to ETAS Theory, subcortical structures, including the brain stem, 
basal ganglia, and the limbic system unconsciously assess potential threats and con-
vey this information (which is biased toward deciding something is a threat) to the 
PFC. The vmPFC plays a critical role in threat assessment because it is involved in 
deductive reasoning and processing beliefs, its deductive decisions are influenced 
by beliefs about the world, and it is particularly sensitive to safety cues. Based on 
the existing evidence, ETAS Theory proposes that the vmPFC employs input from 
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subcortical areas along with its own assessment to determine the degree to which a 
stimulus (an object or situation) poses a threat of harm. In doing so, it takes safety, 
beliefs, and other information into account.

If the vmPFC decides a stimulus does not pose a threat, based on all the informa-
tion available to it (including information about personal safety), it decreases the 
activity of the amygdala, which decreases anxiety and related symptoms. Since the 
vmPFC decisions are probabilistic, this is not an all-or none process, so it may 
modulate amygdala activity in terms of the degree of threat posed by the stimulus, 
thereby modulating anxiety and related symptoms. Thus, the vmPFC acts as a gat-
ing system that sets a threshold for what is and what is not a threat of harm. However, 
the dmPFC, and perhaps, other areas of the PFC may process beliefs that are capa-
ble of increasing anxiety and other psychiatric symptoms by increasing amygdala 
activity.
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Chapter 15
Belief in God and Life-After-Death Among 
American Adults

Abstract  The chapter summarizes the findings of large national surveys of U.S. 
adults and studies of convenience samples of American college students about their 
belief in God and life-after-death. This research shows that most Americans believe 
in God and that the percentage of people in the U.S. who believe in God is higher 
than the percentage in almost every other country in the world. However, Americans 
hold many different beliefs about the nature of God, some of which are overlapping 
and some of which are contradictory. Moreover, some beliefs about the nature of 
God are rooted in the Old Testament, some are rooted in the New Testament, and 
some have no Biblical connection at all. The most commonly held beliefs about 
God among Americans are that God is ever-present, just, kind, loving, forgiving, 
and fatherly; less commonly held beliefs are that God is critical, punishing, severe, 
and wrathful. The chapter also presents results showing that most Americans believe 
in life-after-death, but these beliefs take various forms. The most common American 
beliefs about the afterlife are that it entails peace and tranquility, union with God, 
and reunion with loved ones.

Keywords  Afterlife • Belief about God • Belief in God • Christianity • God • Islam 
• Judaism • Life-after-death • Nature of God

15.1  �Background

The 2008 “American Religious Identification Survey” interviewed a random sample 
of over 54,000 American adults to ascertain the religion to which they belonged. 
The question was simple: “What is your religion, if any?” [1]. Of those who said 
they belonged to a religion, nearly 98% belonged to one of the three Abrahamic 
religious faiths: Christianity (95.6%), Islam (0.7%), and Judaism (1.5%). The 
Abrahamic religions share a common history and belief in the same God; the God 
of Abraham is not only the God of Judaism, it is the God of Islam and Christianity 
[2, 3]. They also share a second theological belief, to some degree, belief in an after-
life. Belief in life-after-death is a major tenet of both Christianity and Islam [4, 5], 
but it is far less important in Judaism. The Torah (the first five books of the Hebrew 
Bible) does not mention or imply the possibility of immortality, yet the concept of 



144

life-after-death appears in the Book of Job, and the notion that the dead will be resur-
rected is introduced in the Book of Ezekiel [6, 7]. Buddhism, a religion that is on the 
rise in the U.S., does not entail belief in God [2, 3], but it does teach there is life-
after-death in the form of reincarnation [4, 5].

This chapter presents survey results about Americans’ belief in God and life-
after-death to provide basic background information that is useful for understanding 
the results of studies in the next several chapters, which examine the association of 
mental health with beliefs about God and the afterlife. Other religious beliefs are 
discussed separately in subsequent chapters.

15.2  �Americans’ Belief in God

More than 90% of Americans say “Yes” when asked “Do you believe in God,” 
according to a 2011 telephone survey of a random sample of over 1000 adults in all 
50 states and Washington, D.C. [8]. Moreover, the percent of Americans who say 
they believe in God has been consistently higher than 90% since the 1940’s, when 
the Gallop Poll began to ask Americans about their religious beliefs [9]. However, it 
is not necessarily clear what people mean when they say they believe in God [10]. 
A simple “Yes” may encompass a more complicated range of potential responses  
[8–11]. When pressed, some people say they do not believe in “God,” per se, but 
they believe in a “Higher Power.” Others say they believe in God, but they have 
doubts about God’s existence [8, 11].

Nevertheless, more than 60% of Americans “strongly agreed” with following 
statement posed in a 2008 survey by the National Opinion Research Center: “I know 
God really exists and I have no doubts about it” [12]. The same survey, which was 
conducted in 42 countries throughout the word, found that only four countries had 
higher rates of “strong agreement” with the same statement than the U.S. sample; 
they were the Philippines, Chile, Israel, and Poland [12].

The Baylor Religion Survey asked random samples of U.S. adults several related 
questions regarding their belief about God in 2007 and 2010. The main question, 
which was designed to better understand what Americans mean when they say they 
believe in God, was: “Which one of these statements comes closest to your personal 
belief about God?” The response options were: (1) I have no doubt that God exists; 
(2) I believe in God but with some doubts; (3) I sometimes believe in God; (4) I 
believe in a higher power or cosmic force; (5) I don’t know and there is no way to 
find out; (6) I am an atheist; and (7) I have no opinion. These are labeled in Fig. 15.1 
as: No Doubt; Some Doubts; Sometimes; Higher Power; Don’t Know; Atheist; and 
No Opinion. Other questions on the Baylor Survey asked about God’s involvement 
in the world and specific beliefs about the nature of God.1

1 The 2007 and 2010 Baylor Religion Surveys each sampled over 1500 American adults. The find-
ings reported below regarding beliefs about God are based on my own analyses of the data from 
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Close to two thirds of the 2007 and 2010 survey respondents said they had no doubt 
that God exists (No Doubt), whereas somewhat more than 11% believed in God, but 
had some doubts about God’s existence (Some Doubts). It was relatively rare for peo-
ple to say they only believed in God sometimes (Sometimes). Approximately 10–12% 
of the survey participants said they believed in a higher power or cosmic force (Higher 
Power), and 5–6.0% said they did not know and there was no way of knowing if God 
exists (Don’t Know). All in all, roughly 88% of the Americans who participated in 
either of the Baylor surveys said they believed in God or a Higher Power.

15.3  �Americans’ Beliefs About God

Before returning to the Baylor Survey, I would like to mention two early studies that 
explored American beliefs about God [13, 14], as well as some related research. The 
two studies asked high school and/or college students to evaluate more than 60 adjec-
tives describing hypothetical attributes of God. The adjectives encompassed a variety 
of beliefs, including the fundamental theological concepts in the Old Testament (the 
Hebrew Bible) that God is just, merciful, the creator of the world, omnipotent (all 
powerful), omniscient (all knowing), and omnipresent (present everywhere) [15, 16]. 
Related adjectives used in the studies included absolute, divine, eternal, and unchang-
ing. Other adjectives conveyed images of God’s actions against sinners and the wicked 

these 2007 and 2010 surveys. The 2007 dataset was downloaded from The Association of Religious 
Data Archives; the 2010 dataset was obtained from the Baylor Institute for Studies of Religion.

Fig. 15.1  Percent of U.S. adults who believe in God or a Higher Power, according to the 2007 and 
2010 Baylor Religion Surveys

15.3 � Americans’ Beliefs About God
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in the Old Testament, such as, angry, punishing, and wrathful [16]. New Testament 
Christian beliefs about God included fatherly, loving, and forgiving [16]. Still other 
adjectives had no connection to either the Old Testament or the New Testament.

Both studies employed a statistical procedure called factor analysis to group the 
students’ evaluations of the adjectives into categories. The first study, which was 
conducted by Bernard Spilka and his colleagues, identified six factors [14], which 
the authors called a kindly father, a stern father, a vindictive God, an impersonal 
allness, an impersonal supreme being, and an impersonal distant God. The second 
study, which was conducted by Richard Gorsuch, identified a similar set of factors 
[13], which were refined in later research [17].

Subsequent studies that grew out of this research, which mainly surveyed U.S. 
college students, found that deistic beliefs about God (e.g., all powerful, creator, and 
judge) and anthropomorphic beliefs about God from the Old and New Testament 
(e.g., angry, fatherly, kind, loving, and vindictive) are common among Americans 
[18 – 21]. Christians tend to hold these beliefs more strongly than Jews do [22], and 
devout Christians are much less inclined than other people to believe God is distant 
or disengaged from the world [19, 23, 24]. The most commonly held beliefs among 
American college students appear to be that God is close, loving, and forgiving [18, 
25]. The belief that God is the creator and judge are also fairly common among U.S. 
college students [18, 21].

The 2007 Baylor Religion Survey also asked participants: “How well do you feel 
that each of the following words describe God in your opinion?” The question was 
followed by these 15 adjectives: Absolute, Critical, Distant, Ever-present, Fatherly, 
Forgiving, Friendly, Just, Kind, Kingly, Loving, Motherly, Punishing, Severe, and 
Wrathful. The response options were “not at all well,” “not very well,” “somewhat 
well,” and “very well.”2

Of those survey participants who believed in God at least to some degree, 94.0% 
or more believed Ever-present, Fatherly, Friendly, Forgiving, Just, Kind, and Loving 
described God “somewhat well” or “very well.” Four of the most common beliefs 
about God were predominantly associated with the New Testament: Fatherly 
(94.5%), Forgiving (97.9%), Kind, (96.7%), and Loving (97.0%). Although God 
can certainly be considered to be the Father of Israel in the Old Testament, God is 
not a personal father figure in the Old Testament, whereas the universal fatherhood 
of God is both implicit and explicit in the New Testament [26].

Ever-present, which was the second most commonly held belief about God 
(97.5%), is one of the three related theological attributes of God in the Old Testament 
(omnipotent, omniscient, and omnipresent) [15]. Previous research suggests that 
Americans who hold one of these three beliefs about God hold all three of these 
beliefs [13, 18, 27]. The belief that God is Just, which is another major attribute of 
God in the Old Testament, was held by 96.5% of the participants in the 2007 Baylor 
Religion Survey who believed in God to some extent. Other national studies have 
found that many U.S. adults see God as the creator and, to a lesser extent, as a judge, 
but these adjectives were not included in the Baylor Survey [20, 22].

2 The 2010 Baylor Religion Survey only listed eight adjectives describing God.
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Belief in the negative attributes of God that are associated with the Old Testament 
were far less common among respondents to the Baylor Survey “ i.e., Punishing 
(46.4%), Wrathful (36.7%), Critical (31.7%), and Severe (31.9%). The belief that 
God is Distant was very rare among the respondents (14.5%).

15.4  �Americans’ Belief in Life-After-Death

Belief in an afterlife is a central tenant of the world’s major religions, including 
Buddhism [28, 29], Christianity [4, 30], Hinduism [31, 32], and Islam [33]. Belief 
in life-after-death is particularly common in America. The percentage of people in 
the U.S. who believe in an afterlife is comparable to the percentages reported in the 
predominantly Catholic countries of Ireland and Poland, and the percent of 
Americans who believe in life-after-death has been increasing slightly over the 
years, according to the General Social Service (GSS) [34 – 37]. Roughly 78–79% 
of all American adults said they believed in life-after-death in the 1970s and 1980s, 
and the percentage has been closer to 82% since the 1990s.

The sociologists Andrew Greeley and Michael Hout compared the percentages 
of U.S. adults surveyed by the GSS between 1973 and 1998,3 who said they believed 
in life-after-death, by their religious affiliation: Protestant, Catholic, Jewish, and no 
religious affiliation (None) [35]. They grouped the percentages into six time-
periods, which I have collapsed into three time-periods in Fig. 15.2.

3 The General Social Survey (GSS) is conducted every two years by the National Opinion Research 
Center of the University of Chicago. The GSS randomly samples adults from the contiguous 48 
states of the U.S. All the data are collected by face-to-face interviews.

Fig. 15.2  Percent of U.S. adults of different religions who believe in life-after-death, as of 1998, 
according to the General Social Survey

15.4 � Americans’ Belief in Life-After-Death



148

As seen in Fig. 15.2, the proportion of Protestants who believe in life-after-death 
has been consistently higher than the proportion of Catholics across time. Jews are 
much less likely to believe in life-after-death than Christians are, although the data 
suggest that belief in an afterlife is increasing gradually among American Jews. I 
find it particularly interesting how many people with no religious affiliation say they 
believe in life-after-death.

15.5  �Afterlife Beliefs of Several Major Religions

15.5.1  �Jewish Afterlife Beliefs

The Hebrew Bible says very little about the fate of individuals when they die [5, 6, 
38], but the Israelites are known to have shared the Babylonian belief that the dead 
went to an underground “land of no return,” where they led a shadowy kind of exis-
tence. The Hebrew Bible calls this place Sheol, and refers to it as “the pit,” and “the 
land of darkness,” among other things [6, 7, 39].

The Bible includes the 6th Century (BCE) writings of Ezekiel that mention the 
restoration of the nation of Israel and the resurrection of the dead [6, 7, 39]. However, 
the concept of personal resurrection is first stated clearly in the 2nd Century (BCE) 
[6, 7, 39], in association with the theological concept that the dead will be united 
with their bodies at the “end-of-time” to live in a divine kingdom on earth [6, 7] – 
the “Olam Ha-Ba” or “world to come” [6, 40]. Some Jewish writings around this 
time redefined the concept of Sheol from being a neutral place for all the dead to a 
place for the wicked.

Other Jewish writings, called the Apocrypha, extensively described heaven and 
hell, but they were not included or “canonized” in the Hebrew Bible [6], so they had 
relatively little influence on Jewish beliefs about the afterlife. Despite the limited 
material in the Hebrew Bible about life-after-death and the resurrection of the physi-
cal body (“Tehiyat Hametim”), these beliefs became part of Rabbinic theology [41].

15.5.2  �Christian Afterlife Beliefs

The New Testament repeatedly assures the faithful that there is life-after-death, 
although the Gospels do not state what that life will be like [42]. The early concepts 
of heaven and hell depicted in the Apocrypha evolved over time in Christianity. One 
of these concepts was that heaven was an incredibly pleasant and beautiful paradise 
that was reserved for the righteous. The wicked, on the other hand, were destined for 
hell. Although various images of heaven and hell emerged during the Middle Ages, 
the central theme remained that heaven was a place of eternal reward for the faithful 
and hell was a place of eternal punishment for sinners [4, 30]. Beyond that, however, 
going to heaven meant being in God’s presence and being reunited with loved ones 
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who had died [4, 30]. Though current Christian denominations have somewhat dif-
ferent conceptions of heaven, there is a general consensus that it is a place of peace 
and happiness in communion with God [30].

15.5.3  �Islamic Afterlife Beliefs

The day of resurrection and judgment by God is a major theme of the Qur’ān or Koran 
[33]. Although the Qur’ān describes two phases of judgment, the first of which occurs 
immediately after death, the final judgment is the most important one. At the final judg-
ment, the body will be resurrected and reunited with its soul and everyone will be held 
accountable for how they lived their lives. The good will enter the “Garden” and the bad 
will enter the “Fire” for all eternity [33, 43]. The Garden is the general term for paradise, 
where the faithful will be rewarded with the image of God, peace, and physical rewards 
and pleasures [33]. Some Islamic traditions teach that families will be re-united in the 
Garden, but this is not mentioned in the Qur’ān. Historically, some Islamic sects believed 
in re-incarnation, but this belief has never been a widely held belief in Islam [33, 43].

15.5.4  �Hindu and Buddhist Beliefs

Hinduism encompasses a diverse collection of beliefs, not all of which are ascribed 
to by those who follow Hinduism. Indeed, there are even non-theistic and theistic 
forms of Hinduism; the former dating back to 1500 BCE, while the latter emerged 
around the 2nd century (BCE) [31]. The concept of re-incarnation or transmigration 
as part of the cycle of life, birth, death and rebirth, emerged around 800 BCE and 
became the central element of Hinduism [31, 32]. The goal of humankind in 
Hinduism is to escape the cycle of life (samasÃ£ra) and the suffering that it entails. 
Like Hinduism, Buddhism seeks liberation from the cycle of life and the pain and 
suffering that goes with it [28, 29]. Some Buddhist sects also teach that one's own 
actions in this life dictate one’s circumstances in the next life. This is achieved by 
keeping oneself from fueling the desires that contribute to the cycle of birth, death, 
and rebirth. Though few humans achieve freedom from the cycle of life and death, 
and end their worldly existence, all are capable of doing so.

15.6  �Different Afterlife Beliefs Among Americans

Greeley and Hout [35] provide limited information about the proportion of American 
adults who hold various beliefs about life-after-death, based on data from the 1983 
and 1984 GSS. They found “nearly all Christians think that union with God, peace 
and tranquility, and reunion with relatives are very likely or likely to await them in 

15.6 � Different Afterlife Beliefs Among Americans
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the afterlife (p. 833).” In contrast, very few people endorsed the belief that life-after-
death would be “a paradise of pleasures and delights,” “a pale shadowy form of life, 
hardly life at all,” or “reincarnation into another form.” Greeley and Hout reported 
that “Jews rank most of the[se] images the same way Christians do (p. 833),” but 
they are less likely to endorse any of these beliefs.

Interestingly, Greeley and Hout reported that Orthodox and Conservative Jews 
were more likely to believe in life-after-death than Reform Jews were, although the 
data were limited [35]. They also noted that Jewish survey participants were more 
likely than Christian participants to express uncertainty about the possibility of an 
afterlife, rather than saying they did or did not believe in it.

15.7  �Chapter Highlights and Comments

The percent of people in the U.S. who believe in God is higher than the percentage in 
almost any other country in the world. Americans, however, have various overlapping 
beliefs about the nature of God, some of which are rooted in the Old Testament, some 
of which are rooted in the New Testament, and some of which have no Biblical connec-
tion. The most commonly held beliefs are that God is ever-present, just, kind, loving, 
forgiving, and fatherly; less commonly held beliefs are that God is critical, punishing, 
severe, and wrathful. Most Americans also believe in life-after-death, and there is some 
evidence that belief in an afterlife may be increasing in the U.S. Like their beliefs about 
God, Americans’ beliefs about the afterlife take various forms. These include the com-
monly held beliefs that the afterlife entails peace and tranquility, union with God, and 
reunion with loved ones. In contrast, relatively few Americans believe the afterlife 
entails a paradise of pleasures, a shadowy form of life, or reincarnation.
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Chapter 16
Religion and Death Anxiety

Abstract  The chapter reviews research findings on the degree to which religion 
faith, including religious beliefs, are associated with death anxiety (i.e., fear of 
death and the unknown after death). The research shows that Americans who prac-
tice their faith as an end in itself (internal religious motivation) have less fear of 
death than those who view religion as a means to achieve social goals (external 
religious motivation), and that the salutary association between internal religiosity 
and fear of death is mediated by the fact that individuals who have internalized their 
religious faith are more likely to believe in life-after-death. The findings of numer-
ous, relatively small U.S. studies, which primarily surveyed Christians, indicate that 
belief in life-after-death tends to be negatively associated with death anxiety/fear of 
death. The results of four large-scale studies that specifically examined the positive 
and negative association of other religious  beliefs with death anxiety also are 
described. However, research indicates that people have various fears about death, 
some of which are not affected by their belief in an afterlife and some of which 
seem to be affected more by other aspects of religious faith.

Keywords  Death anxiety • Denial of Death • Extrinsic religious orientation • Fear 
of death • Intrinsic religious orientation • Life-after-death • Terror Management 
Theory

16.1  �Denying Death

Ernst Becker’s Pulitzer Prize winning book The Denial of Death argues that the 
central quandary of human beings is that we, unlike any other animal, are aware that 
we will inevitably die [1]. According to Becker, a cultural anthropologist, the fear of 
death pervades our lives and it is so intense that he called it terror rather than mere 
fear. It is the terror of facing our own non-existence, or as the German philosopher 
Martin Heidegger put it: “the terror into which the abyss of Nothing plunges us” 
(p. 192). [2]

Much of Becker’s book is devoted to dismantling psychoanalytical interpreta-
tions of our fear of death as manifestations of repressed sexuality and showing it for 
what is: fear of death. Fear of death has long been called death anxiety in the field 
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of psychoanalysis, and though it is not a psychiatric disorder, it has received consid-
erable attention in the psychoanalytic literature [3]. The remainder of Beck’s book 
explores the societal mechanisms that are designed to suppress thoughts about death 
from becoming conscious. Oddly, Becker pays remarkably little attention to the role 
of religion in addressing the existential dilemma of living in the shadow of death, 
given that many scholars believe this is a major function of religion [e.g., 4, 5, 6].

In the late 1980s and early 1990s, Terror Management Theory (TM Theory) 
picked up where The Denial of Death left off in the 1970s, claiming that humans are 
terrified by their awareness of the inevitability of their own death, and that remind-
ers of death induce death anxiety [7–9]. TM Theory specifically claims the primary 
function of religion is to reduce fear of death by offering a sense of security and the 
possibility of immortality through life-after-death [10, 11].

The publication of The Denial of Death coincided with heightened research 
interest in the fear of death, beginning with the publication of the Death Anxiety 
Scale in 1970 [12]. Studies conducted in the U.S. during the 1970s and 1980s sug-
gested that death anxiety decreases across the life-span, from its peak in the late 
teens and early 20s, through old age [13]. A review of the research on older adults 
by Fortner and Neimeyer [14] found the main exception to this pattern were older 
adults with serious health or psychological problems. Other research supports the 
general assertion that religious beliefs and practices are inversely related to death 
anxiety in older adults [e.g., 15, 16].

However, studies have found an inverse relationship between religion and death 
anxiety less often than one might expect. A 2013 literature review by social scien-
tists Lee Ellis and Eshah Wahab identified 84 studies on religion and death anxiety 
in 17 countries that were published between 1959 and 2010 [17]. Just 47% of them 
reported the expected inverse relationship between religion and death anxiety. Most 
of the other studies reported no relationship or a positive relationship between reli-
gion and death anxiety, and a few reported a curvilinear relationship [17]. The latter 
finding means that people who are very religious and people who are not at all reli-
gious have the lowest levels of death anxiety.

16.2  �Intrinsic and Extrinsic Religious Orientation and Death 
Anxiety

The concepts of intrinsic religious orientation and extrinsic religious orientation or 
motivation were proposed by the American psychologist Gordon Allport, who 
observed that frequent church “attenders” seemed to place “intrinsic” value on their 
religion and accept “its total creed (including love for his neighbor) …as part of the 
fabric of [their] personality” (p. 131) [18]. Irregular church attenders, on the other 
hand, seemed to think “religion is more of an ‘extrinsic’ value” (p. 131) [18], in 
which religion serves them, they do not serve it. Allport concluded that irregular 
attenders go to church to maintain a communal connection and the social benefits 

16  Religion and Death Anxiety
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that derive from it. For individuals who have an extrinsic religious orientation, this 
“communal type of [church] membership, supports and serves other, nonreligious 
ends” (p.  454) [19]. For individuals who have an intrinsic religious orientation, 
“religion is an end in itself – a final, not an instrumental goal” (p. 454) [19].

This conception of religious experience inspired the development of several 
scales to measure intrinsic and extrinsic religious orientation, the first two of which 
were nearly identical [20, 21]. The scales do not measure religious beliefs, per se, 
such as beliefs about God or an afterlife, but beliefs or attitudes about religion.

I found 16 studies in Ellis and Wahab’s review on the association between death 
anxiety and intrinsic religious orientation and/or extrinsic religious orientation 
[17].1 Fourteen of the 16 studies were conducted in the U.S., one was conducted in 
Canada, and one was conducted in Hong Kong.

Of these 16 studies, five measured only intrinsic religious orientation, one mea-
sured only extrinsic religious orientation, and ten measured both religious variables. 
Hence, as seen in Fig. 16.1, 15 studies measured the relationship between intrinsic 
religious orientation and death anxiety, and 11 studies measured the relationship 
between extrinsic religious orientation and death anxiety. Figure 16.1 shows that 
93% (14 of 15) of the studies of intrinsic religiosity reported a negative association 

1 The studies were grouped into tables by whether they reported a statistically significant inverse 
(or negative) association, a statistically significant direct (or positive negative) association, or no 
statistically significant association between religious motivation and death anxiety. The term “sta-
tistically significant” means that the observed result is very unlikely to have occurred by chance.

Percent of Studies

IR had a negative associaton with
death anxiety

IR negative association was
statistically significant

93%

60%

100%

82%

ER had a positive association with
death anxiety

ER positive association was statistically
significant

ER = Extrinsic Religious Orientation (Total = 15 Studies)
IR = Intrinsic Religious Orientation (Total = 11 Studies)

Fig. 16.1  Percent of studies reporting positive and negative correlations between religious orien-
tation and death anxiety and the percent of studies reporting statistically significant correlations

16.2 � Intrinsic and Extrinsic Religious Orientation and Death Anxiety
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between intrinsic religiosity and death anxiety, and 100% of the studies of extrinsic 
religiosity reported a positive association between extrinsic religiosity and death 
anxiety. In all, 60% of the studies of intrinsic religiosity reported a significant2 nega-
tive association between intrinsic religiosity and death anxiety, and 82% of the stud-
ies of extrinsic religiosity reported a significant positive association between 
extrinsic religiosity and death anxiety. These results illustrate that intrinsic religious 
orientation has a consistently negative or inverse association with death anxiety, 
whereas extrinsic religious motivation has a consistently positive or direct associa-
tion with death anxiety.

Before taking a closer look at the association between religious orientation and 
death anxiety, I added one study to the sample that was not included in the Ellis and 
Wahab review [17], and excluded three studies for different reasons,3 which left 14 
studies that were conducted in North America. The majority of studies surveyed 
convenience samples of high school and/or college students, two surveyed older 
adults, and two surveyed church congregants. Half the studies used the Templer 
Death Anxiety Scale, four used other death anxiety scales, and four studies used a 
single item about fear of death or fear of the unknown after death.

Figure 16.2 shows the average or mean correlation coefficients of extrinsic and 
intrinsic religious orientation with each type of measure of death anxiety for all the 
studies and for those reporting significant correlations.4 As seen in Fig. 16.2, intrin-

2 The term “significant” is often used as shorthand for “statistically significant.”
3 Two studies were excluded because they did not report bivariate correlations and the third study 
was excluded because it was conducted in Hong Kong.
4 Correlation is a statistical procedure that measures the degree of association between two numeri-
cal variables. A positive correlation means that when one variable increases in magnitude the other 
variable also increases in magnitude. A negative correlation means that when one variable increases 

Templer
Scale

Other
Scales

Single
Items

All the Studies Studies with Significant Correlations

-0.28
-0.24

-0.15

0.22
0.29

0.38

0.25

0.45
0.36

-0.40

IR
ER

-0.29
-0.33

Templer
Scale

Other
Scales

Single
Items

Fig. 16.2  Mean correlations of intrinsic religious (IR) and extrinsic religious (ER) orientation 
with different measures of death anxiety in all studies and in those studies reporting significant 
correlations
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sic religion orientation had a negative correlation with death anxiety and extrinsic 
religion orientation had a positive correlation with death anxiety, regardless of the 
measure of death anxiety used in the studies. Naturally, the mean correlations are 
larger, in either direction, for those studies in which the correlations were statisti-
cally significant.

To summarize the findings in Fig. 16.2, people who viewed their religious faith 
as being a central part of their lives and practiced their religion as an end in itself 
were less afraid of death, whereas people who viewed their religious faith as a 
means to achieve their own social goals were more afraid of death. It should be kept 
in mind, that these findings are mainly based on U.S. Christian samples.

16.3  �Belief in Life-After-Death and Death Anxiety

Two studies of U.S. adults and college students suggest that the salubrious associa-
tion between intrinsic religiosity and death anxiety may be attributable to the fact 
that persons who are intrinsically religious are more likely to believe in life-after-
death than persons who are extrinsically religious [22, 23]. A third study of U.S. 
high school and college students provides more definitive evidence that the salutary 
association between intrinsic religiosity and death anxiety is at least partially medi-
ated by the direct effect of belief in life-after-death on death anxiety [24].

My inspection of Ellis and Wahab’s tables identified 12 studies that specifically 
examined the relationship between belief in life-after-death and fear of death, which 
included 16 analyses [17]. The results of the twelve studies, which were conducted 
in the U.S. using convenience samples, are summarized in Fig. 16.3.

Although belief in life-after-death generally had a negative association with fear 
of death, this finding was not unanimous. The left side of Fig. 16.3 shows that nine 
of the twelve studies (75.0%) reported a negative association between belief in life-
after-death and death anxiety, as one might expect, two (16.7%) reported a positive 
relationship, and one (8.3%) reported both negative and positive associations, 
depending on the measures of death anxiety. The right side of the Fig. 16.3 shows 
that six of the twelve studies found a statistically significant negative correlation 
(50.0%) between belief in life-after-death and death anxiety, four did not find any 
significant association (Neither, 33.3%), and two reported significant positive asso-
ciation (16.7%). The findings of these twelve U.S. studies indicate that belief in 
life-after-death tends to have a salutary association with death anxiety in conve-
nience samples that are primarily Christian.5

the other variable decreases. Pearson’s correlation coefficient is the most commonly used correla-
tion measure; its coefficient is symbolized as r. A positive correlation coefficient ranges between 0 
and 1; a negative correlation coefficient ranges between 0 and −1.
5 I took a closer look at the U.S. samples to see if the differences in the findings might be attribut-
able to differences in the samples or other features of the study. Based on their differences in 
methodology, four general factors might have accounted for the different results: the dependent 
variables, the independent variables, the sample size, and the sample composition with respect to 
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16.4  �Other Religious Beliefs and Death Anxiety

Other religious beliefs and aspects of religious faith have been found to be associ-
ated with death anxiety, including the belief that a person collaborates with God 
(which is discussed in detail in Chap. 20), the belief that one has been forgiven by 
God (which is discussed in Chap. 24), religious beliefs that the future will be better 
(which has been called “religious hope”), and having doubts about one’s religious 
faith and beliefs (which is examined in Chap. 23). Four large-scale U.S. studies 
have examined the relationship of each of these variables with death anxiety, the 
essential results of which are presented in Fig.16.4.

The first two studies were based on data from national probability samples of 
older Americans who were practicing Christians [25, 26],6 and both of them con-
trolled for frequency of church attendance, frequency of private prayer, and 
demographic characteristics using regression analysis.7 The two studies found, 
respectively, that believing one collaborates with God (β = −.15) [25],8 and believ-

religion. Statistical analyses of these four factors found no evidence that any of them affected the 
proportion of studies reporting significant correlations, or the direction or size of the correlations.
6 The first three studies used probability (i.e., randomly selected) samples. The sample sizes of the 
first two studies were N = 1211 and N = 1154 (N is the number of persons in a sample from a 
population.).
7 The first two studies analyzed the data with Ordinary Least Squares (OLS) regression; the demo-
graphic variables in both studies were age, education, gender, and race. Regression is a statistical 
procedure that measures the degree of association of one numerical variable with one or more other 
numerical variables.
8 The belief that one collaborates with God was measured with three items:“I rely on God to help 
me control my life”; “I can succeed with God’s help”; and “All things are possible when I work 
together with God.”

Fig. 16.3  Percent of U.S. 
studies reporting positive 
and negative associations 
between belief in 
life-after-death and death 
anxiety and the percent of 
those studies reporting 
statistically significant 
associations (N = 12)
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ing one has been forgiven by God (β = −.33)9 [26] had significant negative associa-
tions with death anxiety. The third study, which used a large national sample of 
American adults of all religions10 to investigate the degree to which positive reli-
gious beliefs about the future (“religious hope”11), showed that such beliefs also 
were significantly and negatively associated with death anxiety (β = −.12) [27].12 
The fourth study used a convenience sample of mainly college students of various 
religious denominations to examine the association between doubting one’s reli-
gious beliefs (“religious doubt”) and death anxiety [28].13 That study revealed a 
significant positive relationship between death anxiety and religious doubt (β = .38).

9 Beta (β) is a measure of association that is very similar to Pearson’s r, and it is identical to r when 
there are only two variables in an OLS regression analysis.
10 The data came from the 2013–2014 “Landmark Spirituality and Health Survey,” which was con-
ducted by the National Opinion Research Center (NORC). The sample size for this study was 
2783. The NORC also conducts the biennial “General Social Survey.”
11 Religious hope was measured by three items: “My religious or spiritual beliefs help me see that 
things will turn out well in the future”; “My religious or spiritual beliefs help me see that the future 
will bring opportunities for a better life”; and “My religious or spiritual beliefs help me see that the 
future looks bright for me.”
12 The third and fourth studies analyzed their data using structural equation modeling (SEM), 
which combines OLS regression with factor analysis. The third study controlled for the same vari-
ables controlled in the first and second studies.
13 N = 634; The study used OLS regression, controlling for age, gender, and multiple measures of 
religion. Religious doubt was measured with a 15-item scale, which included items about ques-
tioning the existence of God, wondering why God allows suffering and evil to exist in the world, 
dissatisfaction with clergy and church leaders, and the disparate viewpoints of the world offered by 
science and religion.

Fig. 16.4  Association of death anxiety with various religious beliefs and religious doubt in four 
studies
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16.5  �Religious Beliefs and Specific Fears About Death

All the findings I have discussed to this point were related to the association between 
belief in life-after-death and global measures of death anxiety. Though researchers 
have recognized a number of more specific fears about death, few studies have 
examined if belief in an afterlife has a salutary association with them. The sociolo-
gist Jon Hoelter’s classification of death fears [29] is the most exhaustive classifica-
tion, which includes eight dimensions of fear: (1) fear of the dying process; (2) fear 
of the dead; (3) fear of being destroyed; (4) fear for the well-being of significant 
others after your death; (5) fear of the unknown; (6) fear of conscious death; (7) fear 
for the body after death; and (8) fear of premature death. It is not known how com-
mon many of these fears are.

A study by Jon Hoelter and Rita Eply is the only study of which I am aware that 
has examined the relationship between these fears and various measures of religion 
[30]. The study used a sample of 375 college students in the U.S. Midwest to deter-
mine the correlation of each fear with five religious variables: current church atten-
dance, childhood church attendance, self-perceived religiosity, religious orthodoxy, 
and belief in a supreme being. Of the 40 bivariate analyses performed, only five 
significant correlations were found between the fear of death and religion: fear of 
the unknown was negatively correlated with church attendance (r = −.41), self-
perceived religiosity (r = −.21), religious orthodoxy (r = −.64), and belief in a 
supreme being (r = −.51), and fear of being destroyed was negatively correlated 
with church attendance (r = −.10).

A study by psychologist Nava Silton and her colleagues [31] that examined four 
fears about death yielded findings that are more congruent with the view that reli-
gion provides protection against fear of death. The four fears, which are comparable 
to four of Hoelter’s eight fears, were used as dependent or outcome variables: fear 
of the unknown after death, fear of dying in pain, fear of dying alone, and fear of 
leaving loved ones’ behind. The study, based on a 2002 survey of 935 members and 
elders of the Presbyterian Church (USA), is one of the relatively few studies on 
religion and fear of death to use multivariate statistical analyses instead of simple 
bivariate correlations.

Four measures of religion were used as independent variables: church atten-
dance, church involvement, private devotion, and belief in life-after-death. Higher 
levels of church attendance and private religious devotion (i.e., private prayer and 
Bible reading) may be considered measures of intrinsic motivation. Church involve-
ment, which measured church-related social activities apart from religious services, 
may be considered a measure of extrinsic religious motivation.

Logistic regression was used to analyze the associations between the four fears 
and the four religious variables. The results of logistic regression are reported as 
odds ratios in which values closer to 1 represent weaker associations and values 
farther away from 1 represent stronger associations.14 For the sake of simplicity, 

14 This is different from the measure of association in correlation (e.g., Pearson’s r) and the mea-
sure of association in OLS regression (β), in which values closer to 1 represent stronger associa-
tions and values farther away from 1 represent weaker associations.

16  Religion and Death Anxiety
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only statistically significant associations are shown in Table  16.1; no significant 
associations were found between any of the of religious measure and fear of dying 
alone.

Table 16.1 shows that all four measures of religion had significant negative asso-
ciations with fear of the unknown after death (OR’s between .57 and .67), which is 
consistent with the idea that religion reduces one’s fear of what happens after death 
because Christianity promises the faithful will have a life-after-death in Heaven. It 
is notable that belief in life-after-death (or afterlife) had one of the strongest nega-
tive associations with fear of the unknown (OR = .59), as one would expect, but it 
was not significantly associated with any of the other dependent variables.

Dying in pain had a salubrious association with church attendance (OR = .82) 
and private devotion (OR = .72). Both church attendance (OR = .83) and church 
involvement (OR = .76) had salubrious associations with fear of leaving loved ones 
behind, although church involvement had a somewhat stronger association.

When all four fears were analyzed simultaneously, fear of the unknown was most 
strongly associated with belief in life-after-death, fear of dying in pain was most 
strongly associated with private prayer, and fear of leaving loved ones was most 
strongly associated with church involvement. The reason for the salubrious associa-
tion of belief in life-after-death and fear of the unknown is obvious. The unique net 
effect of private devotion with fear of dying in pain may be because private prayer 
involves a conversation with a personal God, which may help to reduce this con-
cern. The singular salubrious association of church involvement with fear of leaving 
loved ones behind may represent an effect of extrinsic religious motivation. All 
church members presumably expect social support from their co-congregants for 
the loved ones they leave behind, but extrinsically motivated congregants may feel 
more certain that they have secured the social connections to ensure this happens.

16.6  �Chapter Highlights and Comments

Although it is often assumed that religious individuals (particularly Christians) 
should have less fear of death, studies on the association between fear of death and 
religion have yielded some inconsistent results. Nevertheless, very consistent results 
have been found among Americans (a) who practice their faith as an end in itself 
(intrinsic religious motivation), and (b) who view their religious practices as a 

Table 16.1  Odd ratios for the inverse associations between religious variables and fears about 
death

Religious variable Unknown after death Dying in pain Leaving loved ones

Church attendance .57 .82 .83
Church involvement .65 .76
Private devotion .67 .72
Belief in an afterlife .59

Silton et al., 2011 [31]

16.6 � Chapter Highlights and Comments
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means to achieve their own social goals (extrinsic religious motivation). That is, 
individuals with intrinsic religious motivation are less afraid of death than individu-
als with extrinsic religious motivation. Related research suggests that the salubrious 
association between internal religiosity and fear of death is partially mediated by 
the fact that individuals who have internalized their religion are more likely than 
other individuals to believe in life-after-death. Overall, the findings of U.S. studies 
of primarily Christian samples indicate that belief in life-after-death is associated 
with less fear of death. However, people have many fears about death that do not 
appear to be affected by their belief in an afterlife. This is not surprising, since belief 
in an afterlife does not address the dying process or what happens in the material 
world after one’s death. Nevertheless, some of these fears appear to be assuaged by 
other aspects of religion.

Obviously, one does not need ETAS Theory to explain why belief in life-after-
death reduces a person’s fear of death. One may ask, however, why the other reli-
gious beliefs that were discussed in the chapter affect fear of death or death anxiety. 
As “religious hope” is a measure of belief in a better future, and as the future 
includes life-after-death for many religious individuals, it is not surprising that “reli-
gious hope” is inversely associated with death anxiety. The explanation of why 
death anxiety is lower among Christians who believe they collaborate with God or 
have been forgiven by God is equally obvious. Since God decides whether someone 
gets into heaven or goes to hell, people who believe they work with God or have 
been forgiven by God probably expect they will to go to heaven when they die. On 
the other hand, doubting one’s religious faith and beliefs undermines such certainty 
about going to heaven and increases death anxiety. Moreover, religious individuals 
who have doubts about their faith may be afraid that God will send them to hell to 
punish them for their lack of faith.

ETAS Theory was developed to explain how and why beliefs (including religious 
beliefs) affect mental health, particularly psychiatric symptoms. As explained in 
Chaps. 11 and 12, ETAS Theory proposes that the roots of psychiatric symptoms lie 
in proximate brain mechanisms that evolved over eons to protect us and our animal 
ancestors from harm. Although death anxiety has been widely discussed in the 
psychoanalytic literature, it is not a psychiatric disorder. Yet, some advocates of TM 
Theory have claimed that psychiatric disorders are the direct or indirect result of our 
fear of death [32]. This implies that the proximate mechanisms underlying anxiety 
and related psychiatric symptoms did not evolve until humans or our close human 
ancestors became consciously aware of their own mortality – a premise that I think 
is untenable.
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Chapter 17
Belief in Life-After-Death and Mental Health

Abstract  The chapter summarizes the results of four major national and regional 
studies in the U.S. on the association between belief in life-after-death and psycho-
logical well-being and distress. The results found that belief in life-after-death tends 
to have a salutary association with psychological well-being and psychological dis-
tress, including several classes of psychiatric symptoms. Moreover, the results indi-
cate that belief in an afterlife buffers against the pernicious effects of the threats 
posed by adverse life events and the uncertainty they create. In keeping with ETAS 
Theory, the chapter suggests that a major reason why belief in an afterlife reduces 
anxiety is that it reduces uncertainty about the future, because the brain structure 
called the amygdala responds to uncertainty with fear. The chapter contrasts this 
interpretation of the results, based on by ETAS Theory, to Terror Management 
Theory, which proposes that fear of death is the fundamental fear of humans. The 
chapter also discusses findings that social support is associated with lower levels of 
psychiatric symptoms in terms of ETAS Theory, which proposes that social support 
can provide a sense of security that reduces anxiety about one’s current and future 
circumstances.

Keywords  Afterlife • ETAS Theory • Life-after-death • Social support • Safety • 
Terror Management Theory • Psychological distress • Psychological well-being • 
Threat

17.1  �Background

Despite the high prevalence of belief in life-after-death among Americans, very lit-
tle research has explored whether belief in an afterlife contributes to mental health, 
aside from death anxiety. The influence of belief in an afterlife on psychological 
well-being has mainly been studied in relation to bereavement. Yet, even the research 
literature on bereavement is relatively sparse. Generally, belief in life-after-death 
tends to help people deal with the loss of a loved one and it can be a buffer against 
depression [1–3], whereas uncertainty about the existence of an afterlife may cause 
psychological distress among recently widowed individuals [4]. This chapter 
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summarizes findings on the relationship between belief in life-after death and men-
tal health from four large-scale studies of U.S. adults.

17.2  �Belief in Life-After-Death and Psychological Well-Being

Three studies by Chris Ellison of The University of Texas at San Antonio and his 
colleagues have examined the association between belief in an afterlife and psycho-
logical distress and well-being in the U.S. general public.1 The first study [5], pub-
lished in 2001, used data from the “Detroit Area Study” [6], and the second study, 
published in 2009, used data from the General Social Survey (GSS) [7]. The two 
studies were based on random samples, which were predominantly Catholic (22–
24%) and Protestant (53–61%). Both studies used two dependent variables: one to 
assess psychological well-being (life satisfaction in 2001 and tranquility in 2009) 
and one to assess psychological distress (anxiety and depression in 2001 and anxi-
ety in 2009).2 The data were analyzed with ordinary least squares (OLS) regression,3 
controlling for age, gender, race, education, income, frequency of private prayer, 
frequency of church attendance, and other variables, including adverse life events.

Despite differences in their measures, samples, and other aspects of their meth-
odology, belief in life-after-death had salubrious associations with psychological 
well-being and psychological distress in both studies (see Fig. 17.1). However, the 
strength of the associations (β’s) were much larger in the 2009 study than in the 
2001 study, and the net effects of belief in life-after death were statistically signifi-
cant only for the measures of psychological well-being in the two studies: life satis-
faction in 2001 and tranquility in 2009.

Two other sets of findings from these studies are important. First, the studies 
found that adverse life events (i.e., poor health and financial problems) had signifi-
cant pernicious associations with both psychological well-being and psychological 
distress. Second, the studies found that belief in life-after-death buffered against the 
pernicious effects of poor health and financial problems on well-being and distress. 
This means that belief in life-after-death was particularly beneficial for individuals 
dealing with these adverse life effects.

From the perspective of ETAS Theory, poor health may pose a threat to one’s 
life, and poor health and financial problems each pose a threat to one’s way of life. 

1 The sample sizes in the three studies were, respectively: N = 921, N = 1139, and N = 1140/.
2 The 2001 study measured belief in life-after-death on a 4-point scale, on which participants rated 
their agreement or disagreement with the statement, “I believe in eternal life.” Belief in life-after-
death was measured in the 2009 by responses to the question: “Do you believe there is life after 
death?” The measure of psychological distress in the 2001 study was the Kessler K6, which mea-
sures a combination of anxiety and depressive symptoms experienced during the past 30 days.
3 The strength of association measured by OLS regression is typically reported as a standardized beta 
(β). When an OLS regression analysis involves only two variables, β is equivalent to Pearson’s r.

17  Belief in Life-After-Death and Mental Health
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They also create uncertainty about the future, and uncertainty is known to produce 
anxiety [8, 9]. Hence, it is not surprising that these adverse life events were associ-
ated with higher levels of psychological distress in these studies, both of which 
measured anxiety. The results of the studies suggest that belief in life-after-death 
quells the anxiety posed by these threats and/or the uncertainty they create. I will 
demonstrate in later chapters how anxiety can affect psychological well-being.

The third study, which was conducted by Bradshaw and Ellison, also examined 
the degree to which belief in life-after-death buffers against the psychological dis-
tress produced by adversity in life (in this case, financial hardship) using data from 
the 1998 GSS [10]. The measure of psychological distress was the same one 
employed in the first study (Kessler’s K6) [11], and the measure of belief in an 
afterlife was the same as the one used in the second study. Financial hardship was 
measured by participants’ subjective impression of whether their income was about 
average or far below average.

Although belief in an afterlife had no main effect on psychological distress, sur-
vey participants experiencing financial hardship who believed in life-after-death 
reported significantly lower levels of psychological distress than those who did not 
believe in life-after-death, as the authors predicted. As seen in Fig. 17.2, psychologi-
cal distress was nearly identical for study participants without financial hardship 
(Income Above Average), whether or not they believed in an afterlife. Among par-
ticipants experiencing financial hardship (Income Far Below Average), however, 
psychological distress was significantly higher among those who said they do not 
believe in an afterlife.

Ellison and his colleagues interpreted the salubrious association of belief in an 
afterlife with psychological distress and well-being to be the product of a worldview 
within which individuals interpret their personal circumstances in a larger context. 
As people who believe in life-after-death view their earthly existence as temporary, 
they view their earthly problems as temporary, which provides a sense of calm, and 
reduces worry, fear, and other negative feelings [7]. The weaker associations of 

Fig. 17.1  Associations 
between belief in 
life-after-death and 
psychological distress and 
psychological well-being 
in studies by Ellison et al. 
in 2001 (A&D = Anxiety 
and Depression; LS = Life 
Satisfaction) and 2009 
(ANX = Anxiety; TQ = 
Tranquility)
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belief in life-after-death with psychological distress in the 2001 and 2010 studies 
may be due, in part, to the fact the measure of psychological distress they bout used 
combined symptoms of depression and anxiety, rather than using separate measures 
of depression and anxiety.

The relatively smaller association of belief in life-after-death with psychological 
well-being and distress observed in the 2001 study may be due to the fact that this 
study controlled for social support, which was found to have significant net effects 
on both psychological well-being and distress. Thus, the sense of personal safety 
provided by social support − according to ETAS Theory − may have reduced the 
effect size of belief in life-after-death on well-being and distress, which is consistent 
with the theory. Although belief in life-after-death provides a sense of safety or 
security by reducing uncertainty about the future, social support provides an imme-
diate sense of security regarding one’s current circumstances.

17.3  �Belief in an Afterlife and Psychiatric Symptoms

A study by me, Chris Ellison, and our colleagues [12] used data from the 2004 
“National Study of Religion and Health” (NSRH)4 to examine the association 
between belief in life-after-death and six classes of psychiatric symptoms. The inde-

4 The NSRH was an online survey, sponsored by Spirituality and Health magazine, that was com-
pleted by more than 1600 individuals from all 50 states and Washington, D.C. The sample was 
recruited from a sampling frame of U.S. adults that closely reflected the U.S. Census by gender, 
race, age, income, and state of residence. The sample was approximately 22% Catholic, 53% 
Protestant, 5% Jewish, and 20% other religions or unaffiliated.

Fig. 17.2  Interaction of belief in an afterlife and financial hardship on psychological distress 
(Bradshaw & Ellison, 2010)

17  Belief in Life-After-Death and Mental Health
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pendent variable was based on responses to the question: “Do you believe in life 
after death?”5 Six scales of the Symptom Assessment-45 (SA-45) Questionnaire 
[13, 14] were used as dependent variables.6

Belief in life-after-death had statistically significant inverse associations with all 
six classes of psychiatric symptoms (Fig. 17.3).7 The association was strongest for 
agoraphobia, probably because many people with agoraphobia also suffer from 
panic attacks, which often include fear of imminent death. As seen in Fig. 17.3, the 
associations were successively weaker for general anxiety, obsession-compulsion, 
paranoid ideation, somatization, and depression.

The results suggest that part of the net effect of belief in life-after-death on psy-
chiatric symptoms is that it provides a sense of certainty about the future. Behavioral 
studies have shown that uncertainty about life events are associated with anxiety 
[15, 16], and neuro-physiological studies have shown that the amygdala responds to 
uncertainty with fear, as if uncertainty poses a threat of harm [8, 9]. Hence, feeling 
secure about what will happen in the future should reduce anxiety and other psychi-
atric symptoms related to fears about the dangerousness of the world.

5 The responses were coded as yes = +1, uncertain = 0, and no = −1.
6 The paranoid ideation scale (α = .80) contained items about blaming others for one’s troubles and 
stealing credit for one’s accomplishments, and being talked about and watched by others. The 
agoraphobia scale (α = .85) measured fear of leaving home, crowded, open, or specific places, or 
public transportation. The anxiety scale (α = .84) measured fearfulness, tension, and restlessness. 
The depression scale (α = .88) measured loneliness, hopelessness, worthlessness and loss of inter-
est in things. The obsessive-compulsive scale (α = .83) measured problems with concentration and 
making decisions, excessive checking of things, and problems with one’s mind “going blank.” The 
somatization scale (α = .81) measured vague physical symptoms, such as hot or cold spells, numb-
ness, soreness, tingling, and heaviness in the limbs. Each scale included five items.
7 The data were analyzed by ordinary least squares (OLS) regression, controlling for frequency of 
prayer and attending religious services, life stressors, social support, and socio-demographic char-
acteristics. A value of p < .05 means the probability the observed result occurred by chance is 5 out 
of 100; p < .01 means the probability the result occurred by chance is 1 out of 100; and p < .001 
means the probability the result occurred by chance is 1 out of 1000.

Fig. 17.3  Association 
between belief in 
life-after-death and six 
classes of psychiatric 
symptoms (Flannelly 
et al. 2006)  [12]; * p < 
.05; ** p < .01; ***p < 
.001
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Although Terror Management Theory (TM Theory) proposes that the “terror of 
death” underlies much of human behavior, I tend to side with the Dutch psycholo-
gist Kees van den Bos [17] and Uncertainty Management Theory, that uncertainty 
about the future, including such things as health and financial well-being, are more 
common human concerns than death. I readily concede, however, that death is the 
major existential uncertainty of humans, which is why I think believing in eternal 
life reduces fears about present and future circumstances. I think this notion is com-
patible with Ellison’s interpretation of the effects of belief in an afterlife on psycho-
logical distress in that belief in an afterlife provides certainty about a future life as 
well as putting one’s present life in an eternal perspective.

17.4  �Chapter Highlights and Comments

The research results presented in this chapter generally shows that belief in life-
after-death has a salutary association with psychological well-being and psycho-
logical distress, including several classes of psychiatric symptoms. Moreover, they 
indicate that belief in life-after-death buffers against the pernicious effects of the 
threats posed by adverse life events and the uncertainty they create.

One reason why belief in an afterlife reduces anxiety and related fears and pho-
bias may be that it reduces uncertainty about the future. This hypothesis, which 
follows from ETAS Theory, differs sharply from the basic proposition of TM Theory 
that the fundamental fear of humans is fear of death itself. Although my hypothesis 
has not been investigated, research indicates that uncertainty increases anxiety, and 
that the amygdala responds to uncertainty with fear, which is the biological basis of 
anxiety. This hypothesis differs from but is consistent with Ellison’s explanation 
that belief in an afterlife may reduce anxiety by putting people’s worldly problems 
in the broader perspective of an eternal life.

The findings mentioned above about social support are interesting for at least 
two reasons, from the perspective of ETAS Theory. First, they suggest that social 
support may provide a sense of safety, which reduces anxiety about one’s current 
circumstances. Second, they call attention to the likelihood that the sense of imme-
diate safety provided by social support may be equally or more important in reduc-
ing anxiety about one’s current circumstances than the sense of security provided by 
the belief that things will be better in the next life.
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Chapter 18
Beliefs About Life-After-Death and Psychiatric 
Symptoms

Abstract  The chapter summarizes the findings of three national studies on the 
association between beliefs about life-after-death and psychiatric symptoms in the 
U.S. general population. The results of the first study found that pleasant beliefs 
about the nature of the afterlife had a salubrious association with psychiatric symp-
toms, whereas unpleasant beliefs about the afterlife had a pernicious association 
with psychiatric symptoms. The second study found that pleasant beliefs about the 
afterlife appeared to alter one’s beliefs about the world, in that belief in a pleasant 
afterlife was positively associated with the belief that the world is equitable and 
negatively associated with the belief that the world is cynical. Belief in an equitable 
world, in turn, was associated with lower levels of psychiatric symptoms, whereas 
belief in a cynical world was associated with higher levels of psychiatric symptoms. 
The third study described in this chapter tested the major premise of Terror 
Management (TM) Theory that being made aware of one’s own mortality increases 
anxiety: the “morality salience hypothesis.” Contrary to TM Theory, the study found 
that whether morality salience elevated symptoms of anxiety depended on one’s 
beliefs about the afterlife; morality salience elevated symptoms of anxiety only 
among people who believed the afterlife would be unpleasant. The chapter also 
challenges the claim of advocates of TM Theory that fear of death underlies many 
psychiatric disorders, arguing that Chaps. 11 and 12 explains how each class of 
psychiatric symptom is the product of a proximate mechanism that evolved to 
address a specific threat of harm.

Keywords  Afterlife • Agoraphobia • Anxiety • ETAS Theory • Mortality salience • 
OCD • Paranoia • Psychiatric symptoms • Terror Management Theory • Uncertainty

The results described in Chap. 17 indicate that belief in life-after-death is generally 
associated with a salubrious effect on psychological well-being and psychological 
distress, including specific psychiatric symptoms. However, these studies ignore the 
possible effect of different beliefs about the afterlife on psychological distress. 
Therefore, the present chapter looks at three studies that attempted to determine the 
association between different beliefs about the afterlife and psychiatric symptoms.
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18.1  �Different Afterlife Beliefs and Psychiatric Symptoms

A 2008 study by me, Chris Ellison, and our colleagues [1] used data from the National 
Study of Religion and Health to analyze the degree to which seven beliefs about life-
after-death were associated with the psychiatric symptoms examined in the 2006 
Flannelly et al. study [2]. The seven beliefs were: “Union with God,” “Reunion with 
family and loved ones,” “A life of peace and tranquility,” “A paradise of pleasures and 
delights,” “A life of eternal reward or punishment,” “Reincarnation into another life 
form,” and “A pale, shadowy form of life, hardly life at all.”1 Rather than rehash the 
detailed results of the 2008 study here, I decided to summarize them in terms of two 
independent variables: Pleasant and Unpleasant beliefs about the afterlife.2

The association of pleasant beliefs about life-after-death with psychiatric symp-
toms (see Fig. 18.1) was generally similar to the association between belief in life-
after-death and psychiatric symptoms that was observed in the 2006 Flannelly 
et al. study [2], which only examined belief in life-after-death, per se. The stron-
gest association was found for agoraphobia, possibly because many people who 
suffer from agoraphobia also suffer from panic attacks, which entail intense fear of 
imminent death.3 The associations were somewhat weaker for general anxiety par-
anoid ideation, and OCD, and no significant association was found between 

1 The percentages of participants who expressed some degree of belief were: 96.7% for “Union 
with God”; 92.7% for “Reunion with family and loved ones”; 93.4% for “A life of peace and tran-
quility”; 85.5% for “A paradise of pleasures and delights”; 82.6% for “A life of eternal reward or 
punishment”; 61.7% for “Reincarnation into another life form”; and 45.5% for “A pale, shadowy 
form of life, hardly life at all.”
2 I excluded the belief “eternal reward or punishment” and somatization because only one significant 
association was found for each of them in the 2008 study. Since that study performed a total of 35 
regression models, any single association that it found to be significant is likely to be due to chance.
3 Agoraphobia was mislabeled social phobia in the 2008 article.

Fig. 18.1  Associations between pleasant and unpleasant beliefs about life-after-death and psychi-
atric symptoms (Flannelly et  al. 2008); Values are standardized regression coefficients (β’s); 
AGOR = Agoraphobia, ANX = General Anxiety, PAR = Paranoia, OCD = Obsessive-Compulsive 
Disorder, DEP = Depression; *** p < .001, ** p < .01, * p < .05
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pleasant afterlife beliefs and depression. The latter finding is probably because the 
pleasant beliefs about the afterlife were more likely to tap into symptoms of anxi-
ety than depression, and the presence of anxiety symptoms in depression (i.e., its 
comorbidity with depression) varies from 20 to 60% in Americans, depending on 
symptom severity [3, 4].

Unpleasant beliefs about life-after-death had a significant pernicious association 
with all five psychiatric symptoms in Fig.  18.1. Although far fewer participants 
believed in the unpleasant beliefs than the pleasant beliefs, such unpleasant beliefs 
apparently have a substantial pernicious affect on the mental health of those who do 
believe them. It is noteworthy that the two unpleasant beliefs we tested (the afterlife 
is “a pale shadowy place, hardy life at all” and “reincarnation into another life 
form”) are very likely to raise uncertainty about what to expect after death, and 
uncertainty elicits fear from the amygdala.

18.2  �Beliefs About the Afterlife, the World, and Psychiatric 
Symptoms

A later study by me and my colleagues, including Chris Ellison, provides evidence 
that belief in life-after-death may influence psychiatric symptoms by altering the 
way we think about the world [5]. The psychologist Jesse Bering [6] claimed that 
belief in an afterlife was part of a neuro-cognitive system that evolved to monitor 
social relations and human social exchanges. He proposed that this system underlies 
belief in life-after-death because it is predisposed to believe that people who are 
deceased are still alive. There are at least two reasons for this: (1) our inability to 
imagine our own non-existence [6, 7]; and (2) our experience that individuals and 
objects persist over time even when they are out of sight [8]. Because this system is 
intimately involved in social relations, beliefs about the afterlife may be intertwined 
with, and influence, beliefs about the nature of the social world [9–11].

Our study used data from the 2010 Baylor Religion Survey of American adults.4 
Five types of psychiatric symptoms served as the dependent variables (general anxi-
ety, social anxiety, paranoia, obsession, and compulsion).5 The data were analyzed 

4 Approximately 23% of survey respondents were Catholic, 55% were Protestant, 2% were Jewish, 
4% were other religious faiths, and 11% had no religious affiliation.
5 The root question was: “Over the past month, how often have you …” The response options were: 
Never =0; Rarely =1; Sometimes =2; Often =3; and Very Often =4. Three items measured each 
type of psychiatric symptomology. Generalized Anxiety Disorder (α = .84) − Felt nervous; anxious 
or on edge; Unable to stop or control worrying; Worried too much about different things; Social 
Anxiety (α = .82) − Feared that you might do something to embarrass yourself in a social situation; 
Became anxious doing things because people were watching; Endured intense anxiety in social or 
performance situations; Paranoia (α = .77) − Felt like you were being watched or talked about by 
others; Felt that it is not safe to trust anyone; Felt that people were taking advantage of you; 
Obsession (α = .76) − Been plagued by thoughts or images that you cannot get out of your mind; 
Thought too much about things that would not bother other people; Thought too much about 
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by structural equation modeling (SEM). Obsession and compulsion were analyzed 
separately because we thought they might be differentially affected by beliefs, in 
that obsessions, like beliefs, are forms of thought.

The first latent variable in the SEM was religious commitment (RC), which was 
measured by subjective religiosity and frequency of attending religious services. 
The second latent variable consisted of three pleasant beliefs about life-after-death 
(LAD) that were used in the 2008 study by Flannelly et al. Two types of beliefs 
about the world were tested simultaneously in the SEM: belief in a cynical world 
(CW) and belief in an equitable world (EW).6 Separate SEM’s were conducted for 
each of the five types of psychiatric symptoms (PS). Figure 18.2 illustrates the basic 
model, which hypothesized that: (1) religious commitment (RC) is positively asso-
ciated with pleasant beliefs about life-after-death (LAD); that pleasant beliefs about 
life-after-death are (2) positively associated with the belief that the world is equitable 
(EW) and (3) negatively associated with the belief that the world is cynical (CW); 
and that (4) belief in an equitable world is negatively associated with psychiatric 
symptoms (PS), whereas (5) belief in a cynical world is positively associated with 
psychiatric symptoms.

As expected (see Fig. 18.3), religious commitment (RC) had a strong positive 
association (β = +.74) with pleasant beliefs about life-after-death (LAD), and pleas-
ant beliefs about life-after-death (LAD) had a positive association with belief in an 
equitable world (EW, β = +.36)) and a negative association with belief in a cynical 
world (CW, β = −.16). Hence, as Fig. 18.3 shows, the association between belief in 
life-after-death and belief in an equitable world was more than twice as strong as the 
association between belief in life-after-death and belief in a cynical world. These 
findings are consistent with Bering’s idea that belief in an afterlife is part of a neuro-
cognitive system that monitors social exchanges and relationships, in that one might 

pointless matters; Compulsion (α = .77) − Felt compelled to perform certain actions for no justifi-
able reason; Repeated simple actions that realistically did not need to be repeated; Been afraid 
something terrible would happen if you did not perform certain rituals.
6 Belief in an equitable world was measured by participant’s agreement or disagreement with the 
statements, “Anything is possible if you work hard,” and “Everyone starts out with the same 
chances in life.” Belief in a Cynical World was measured by responses to the statements, “The 
world is controlled by a few powerful people,” and “Finance is a field where people get rich with-
out making a real contribution to society.”

Fig. 18.2  Structural equation model of the direction of the hypothesized associations among reli-
gious commitment (RC), positive beliefs about life-after-death (LAD), belief in an equitable world 
(EW) and a cynical world (CW), and psychiatric symptoms (PS)
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expect people who believe in an afterlife would also believe such monitoring 
decreases cynical social behavior and increases social equity [6].

However, belief in an equitable world had significant salubrious associations 
with only two of the five types of psychiatric symptoms examined in the study: i.e., 
general anxiety and obsession (Fig. 18.4). Belief in a cynical world, on the other 
hand, had significant pernicious associations with all five types of psychiatric symp-
toms, probably because the items that comprised the latent variable “cynical world” 
implied that the world is dangerous. I have no doubt that the pronounced association 
of belief in a cynical world with paranoid ideation is because the two items that 
comprised the variable “cynical world” strongly implied that people cannot be 
trusted. In any case, I think these results provide support for Ellison’s general 
premise that belief in life-after-death influences psychological distress by altering 
the way we think about the temporal world.

Fig. 18.3  The figure illustrates the results of structural equation models of the observed associa-
tions (β’s) between religious commitment (RC) and positive beliefs about life-after-death (LAD), 
and between positive beliefs about LAD and belief in an equitable world (EW) and a cynical world 
(CW) (Flannelly et al. 2012); *** p < .001; the associations of equitable and cynical beliefs about 
the world with psychiatric symptoms (PS) are shown in Fig. 18.4

Fig. 18.4  Associations (β’s) between five types of psychiatric symptoms and belief in an equitable 
world and belief in a cynical world (Flannelly et al. 2012)
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18.3  �Terror Management Theory and Psychiatric Symptoms

Some advocates of Terror Management Theory (TM Theory) claim that the inability 
to manage the terror of death “leave[s] people vulnerable to anxiety and associated 
disorders” and that anxiety-related disorders are “attempts to compensate for com-
promised means of buffering existential anxiety” (p. 202) [12]. However, the propo-
nents of this hypothesis do not even attempt to explain how fear of death could 
produce different psychiatric disorders [12], and there is no evidence that fear of 
death underlies any of the classes of psychiatrist disorders that exist. Moreover, TM 
Theory, unlike ETAS Theory, cannot explain why so many different classes of psy-
chiatric symptoms exist – which is explained by their evolutionary functions, as 
discussed in Chaps. 11 and 12.

The “mortality salience” hypothesis, that a heighted awareness of one’s own 
mortality increases anxiety, is a central element of TM Theory [13–15]. The results 
of the 2008 study by Flannelly et al. would seem to undermine this premise to some 
extent, as pleasant beliefs about the afterlife – which are reminders of death – were 
associated with lower psychiatric symptomology. Although the pleasant beliefs 
about death used in that study may not be sufficiently potent stimuli to create mor-
tality salience, these results call attention to the need to reconsider TM Theory’s 
notion that the function of religion is to reduce fear of death [16, 17], as some reli-
gious constructs (e.g., pleasant beliefs about the afterlife) may reduce anxiety, while 
other religious constructs (e.g., unpleasant beliefs about the afterlife) may increase 
anxiety.

A 2014 study by Chris Ellison, me, and a colleague used data from the National 
Study of Religion and Health to investigate the degree to which mortality salience 
moderates the association of beliefs about the afterlife with selected psychiatric 
symptoms [18]. I will briefly summarize the results for general anxiety and agora-
phobia with respect to the pleasant belief that the afterlife is “a life of peace and 
tranquility” and the unpleasant belief that the afterlife is “a pale, shadowy form of 
life.” The mortality salience variable was whether (1) or not (0) a person had expe-
rienced a serious illness of injury in the last 12 months. The regression analyses 
controlled for the same control variables used in the 2006 and 2008 Flannelly et al. 
studies on life-after-death [1, 2].

The belief that the afterlife was “a life of peace and tranquility” had a significant 
salutary association with agoraphobia (β = −.133), but not general anxiety (β = 
−.026). The belief that the afterlife was “a pale, shadowy form of life” had a signifi-
cant pernicious association with both agoraphobia (β = .128) and general anxiety (β 
= .091). Mortality salience had significant interactions with both beliefs for agora-
phobia and a significant interaction with a pale shadowy form of life for general 
anxiety.
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Figures 18.5 and 18.6 show the interaction effects of mortality salience and the 
two beliefs about the afterlife on agoraphobia. Figure 18.5 shows that agoraphobia 
was highest among people who had a serious illness or injury during the past year 
(mortality salience) and only weakly believed the afterlife is a place of peace and 
tranquility (1 SD lower than the mean). Conversely (see Fig. 18.6), agoraphobia was 
highest among people who had a serious illness or injury during the past year (mor-
tality salience) and strongly believed (1 SD higher than the mean) the afterlife is a 
pale, shadowy form of life. The interaction effect of mortality salience with belief in 
a pale shadowy life on general anxiety was nearly identical to the interaction effect 
of mortality salience with belief in a pale shadowy afterlife on agoraphobia.

Thus, the findings indicate that mortality salience does appear to have an effect 
on psychiatric symptoms, such as agoraphobia and general anxiety. However, the 
effect of mortality salience is influenced by one’s beliefs about what the afterlife 

Fig. 18.5  Interaction of mortality salience with believing the afterlife is a life of peace and tran-
quility on agoraphobia (Ellison et al. 2014)

Fig. 18.6  Interaction of mortality salience with believing the afterlife is a pale, shadowy form of 
life on agoraphobia (Ellison et al. 2014)

18.3 � Terror Management Theory and Psychiatric Symptoms



180

will be, not just the belief that there is an afterlife. It seems that for people who 
believe the afterlife will be pleasant (e.g., peace and tranquility), mortality salience 
decreases anxiety, whereas for people who believe the afterlife will be unpleasant 
(e.g., a pale, shadowy form of life), mortality salience increases anxiety. The find-
ings are consistent with ETAS Theory, but not with TM Theory, which proposes that 
mortality salience increases anxiety and related psychiatric symptoms.

18.4  �Chapter Highlights and Comments

Advocates of TM Theory claim that the terror of death can lead to anxiety and asso-
ciated disorders, yet they do not provide a mechanism by which this can happen. 
Nor does TM Theory explain how fear of death could produce the variety of psychi-
atric symptoms that people commonly exhibit. ETAS Theory, in contrast, explains 
that  a variety of psychiatric symptoms are linked to proximate mechanisms that 
evolved to promote survival, as described in Chaps. 11 and 12.

The results of the 2008 study by Flannelly et al. [1] indicate that pleasant beliefs 
about the afterlife tend to be associated with lower psychiatric symptomology, 
whereas unpleasant beliefs about the afterlife tend to be associated with higher psy-
chiatric symptomology. These differential effects of beliefs about the afterlife on 
psychiatric symptoms generally undermine the simplistic premise of TM Theory 
that thoughts about death increase anxiety. According to ETAS Theory, pleasant 
beliefs about the afterlife decrease anxiety and related psychiatric symptoms 
because they reduce uncertainty and concerns about the future by offering assurance 
that the next life will be a pleasant one. On the other hand, unpleasant beliefs about 
the afterlife increase anxiety and related psychiatric symptoms by foretelling an 
unpleasant future life, possibly by enhancing amygdala activity via the “aversive 
amplification circuit” [19]. The two unpleasant beliefs we tested (the afterlife is “a 
pale shadowy place, hardy life at all” and “reincarnation into another life form”) 
clearly forebode and unpleasant future and raise uncertainty about what the future 
holds. The latter point is important because uncertainty, itself, elicits fear from the 
amygdala.

The results of the 2014 study by Ellison et al. [18] on the association of mortality 
salience with agoraphobia and general anxiety further undermine the premise of 
TM Theory that reminders of one’s mortality (mortality salience) necessarily 
increase anxiety. The findings of that study show that the association between mor-
tality salience and psychiatric symptoms is mediated by beliefs about the afterlife. 
This is consistent with the more nuanced explanation of the relationship between 
beliefs and anxiety offered by ETAS Theory. Although mortality salience does 
appear to play a role in psychiatric symptomology, it seems to exacerbate symptoms 
in people who have unpleasant beliefs about the afterlife and to attenuate symptoms 
in people who have pleasant beliefs about the afterlife.

Finally, the results of the 2010 study on beliefs about the afterlife, beliefs about 
the world, and psychiatric symptoms are important because they suggest that 
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afterlife beliefs may influence psychiatric symptoms by changing the way we think 
about the world [5]. These results provide support for Ellison’s notion that belief an 
in life-after-death may reduce psychological distress, in part, by altering the way we 
think about our temporal problems in the context of an external life.
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Chapter 19
Beliefs About the Nature of God and Mental 
Health

Abstract  The chapter reviews the results of several studies of convenience samples 
of students in the U.S. and U.K. and two large national studies of American adults 
that examined the association between beliefs about God and mental health. These 
studies indicate that belief in a benevolent God has a salubrious association with 
mental health, whereas belief in a malevolent God has a pernicious association with 
mental health. Based on ETAS Theory, the salubrious effects are interpreted to 
mean that belief in a benevolent God and the sense of safety that this belief provides 
increases the threshold of what constitutes a threat, thereby lowering anxiety and 
related psychiatric symptoms. Belief in a malevolent God, on the other hand, acts to 
lower the threshold of what constitutes a threat because God not only fails to pro-
vide protection from harm, but poses a direct threat of harm. Results related to belief 
in God and self-esteem are also presented and discussed in light of ETAS Theory. 
The chapter explains that self-esteem and self-efficacy reduce anxiety because 
belief in oneself and one’s ability to address difficult situations and threats reduce 
the perception of the danger they pose. The chapter challenges the premise of Terror 
Management Theory that self-esteem evolved in humans as a buffer against fear of 
death, arguing instead, that both self-esteem and self-efficacy evolved long before 
our ancestors became aware or their own mortality. Finally, the chapter demon-
strates that anxiety mediates the relationship between positive and negative beliefs 
about God and positive emotions (specifically, happiness).

Keywords  Anxiety • Happiness • ETAS Theory • God • Nature of God • Psychiatric 
symptoms • Psychological well-being • Safety • Self-esteem • Threat

There is very little evidence that belief in God, in and of itself, is related to mental 
health, and there is some evidence that it is not related to mental health [1–3]. 
However, Chap. 15 demonstrated that Americans have many different beliefs about 
God, and different beliefs about the nature of God have been found to have either 
salubrious or pernicious associations with mental health. The present chapter sum-
marizes that research on the relationship between specific beliefs about the nature 
of God and mental health among Americans.

http://dx.doi.org/10.1007/978-3-319-52488-7_15
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19.1  �Beliefs About the Nature of God and Psychological 
Well-Being

Bernard Spilka [4] and Richard Gorsuch [5] conducted studies in the 1960’s on high 
school and college students’ beliefs about God using lists of adjectives describing 
God. The student’s ratings of the adjectives were then analyzed by factor analysis to 
create factors or clusters of beliefs about God. Subsequent studies by Benson and 
Spilka [6] and Schaefer and Gorsuch [7] examined the association of these clusters 
of beliefs with self-esteem and trait anxiety, respectively. This section presents 
results from these two studies, as well as the results of related studies.

Benson and Spilka studied a small convenience sample of male students attend-
ing a Catholic high school and Schaefer and Gorsuch studied a small convenience 
sample of undergraduate students at four Protestant colleges. Benson and Spilka 
measured self-esteem, which refers to the way a person feels about, or evaluates 
oneself [8], as their dependent or outcome variable [9], and Schaefer and Gorsuch 
used two measures of trait anxiety as their dependent variables [10, 11]. I used the 
average of the correlations of the two trait anxiety scales in my summary of the 
findings.

The clusters of beliefs about God that Spilka and Gorsuch found overlap with 
one another, but they differ in many respects, hence Spilka and Gorsuch gave them 
different names. I grouped the factors by the most prominent adjectives that they 
have in common and I combined the results of some factors that partially overlap. 
This produced four belief clusters that seem to be comparable to me. I used the most 
important common adjectives contained within each factor to name the variables in 
Fig. 19.1.

Fig. 19.1  Correlations of beliefs about God with self-esteem (Benson and Spilka, 1973) [6] and 
trait anxiety (Schaefer and Gorsuch, 1991) [7]
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As seen in the Fig. 19.1, a loving and merciful God had a strong salubrious asso-
ciation with self- esteem and trait anxiety. The former association presumably reflects 
the fact that individuals who believe God is loving believe God loves them; the latter 
association probably reflects the fact that belief in a loving and merciful God pro-
vides a sense of personal security. In contrast, the belief that God is punishing and 
wrathful may be correlated with lower self-esteem because people who have this 
belief may feel that God is punishing them. Schaefer and Gorsuch did not find a 
significant correlation between belief in a wrathful and punishing God and anxiety, 
which is surprising, at first glance. However, the obvious explanation for this finding 
is that very few of the students at the four Protestant colleges believed that God is 
wrathful or punishing, which is in keeping with the Baylor Survey’s results that rela-
tively few American adults believe God is punishing or wrathful (see Chap. 15).

Although the Protestant college students in the Schaefer and Gorsuch study 
probably found a sense of safety or security in their belief that God is omnipotent, 
omniscient, and omnipresent, since these beliefs were correlated with lower anxiety 
in that sample, the Catholic high school students in the Benson and Spilka study 
apparently found these beliefs disturbing, since they were correlated with lower 
self-esteem in that sample. Benson and Spilka, themselves, thought these beliefs 
implied that God was detached from the world, which might have been disturbing 
to religious high school students, since devote Christians typically believe that God 
is active in their lives [12–14]. Hence, the belief that God is distant may have made 
the high school students feel unwanted, thereby, lowering their self-esteem [15]. 
The more explicit beliefs that God is impersonal and inaccessible had pernicious 
effects in both student samples: lower self-esteem among the high school students 
and higher anxiety among the college students.

The conclusions one can draw from these studies are limited by their small sam-
ple sizes, the fact that they used convenience samples, and the nature of the samples 
themselves. Nevertheless, the results indicate that beliefs about God may differen-
tially affect self-esteem and anxiety. This is an important point from the perspective 
of ETAS Theory because some studies indicate that self-esteem buffers against the 
pernicious effect of the threat of physical harm on anxiety [16–18]. However, other 
studies indicate that threats to self-esteem increase anxiety [19–22], which also has 
implications for ETAS Theory, as I will examine in later chapters.

I know of only three other studies on beliefs about God and self-esteem. One was 
a 2012 online survey of over 400 college students – mostly from the U.S. and U.K. – 
who belonged to Christian fellowship organizations [23]. The other two were stud-
ies, which were conducted by Leslie Francis and his colleagues, used large 
convenience samples of secondary students in the U.K. The students in the 2001 
study were not particularly religious [24]1; the 2005 study was conducted with 
Catholic school students [25]. Figure 19.2 shows the adjectives used in the three 
studies to describe God and their correlations with self-esteem.

1 Fifty-eight percent said they did not belong to any religion and 49% said they never attended 
church.
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Overall, these three studies show that belief in a benevolent God (e.g., accepting, 
loving, forgiving) is associated with higher self-esteem, whereas belief in a punitive 
God (e.g., critical, cruel, judgmental) is associated with lower self-esteem. Since the 
studies used different measures of beliefs about God, different measures of self-
esteem, and different kinds of samples it is difficult to compare their results directly. 
Nevertheless, belief in a benevolent God had a strong positive correlation with self-
esteem among all three Christian groups. Although the direction of causality cannot 
be inferred from correlations, there is good evidence that religious beliefs and 
belonging to a faith tradition are positively associated higher self-esteem, and those 
findings suggest that religious involvement bolsters self-esteem [26, 27].

There appear to be only a few quantitative studies that have examined the rela-
tionship between beliefs about the nature of God and other measures of psychologi-
cal well-being. Two studies I know of analyzed the association between beliefs 
about God and life-satisfaction. One is the online survey of Christian college stu-
dents I mentioned above, [23]. It found a significant positive correlation (r = .36) 
between belief in a kind, forgiving, and approachable God and life satisfaction 
(Deiner’s Satisfaction with Life Scale [28]).

The second study [29], which was conducted with convenience sample of 
Christian college students in the Midwest, used the same scale to examine the rela-
tionship of life satisfaction with belief in a loving-protective God. The set of beliefs 
used in this study were that God is loving, merciful, and comforting, and protects us 
from harm. This set of beliefs had a relatively small but significant, positive associa-
tion with life satisfaction (r = .18). The last section of this chapter illustrates how 
psychiatric symptoms can mediate the effects of beliefs about the nature of God on 
positive emotions.

Fig. 19.2  Correlation of beliefs about God with self-esteem in three convenience samples
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19.2  �Beliefs About the Nature of God and Psychiatric 
Symptoms

Although research on the association between beliefs about God and psychiatric 
symptoms among the general public is rather limited, a review of research con-
ducted in the 1990’s noted that two studies found a salubrious association between 
depressive symptoms and belief in a personal God [3]. This section describes the 
results of two more recent studies on the association between beliefs about the 
nature of God and psychiatric symptoms in the U.S. general population [2, 30]. 
Both studies used data from large national surveys that were described in Chaps. 15 
and 17: the 2004 National Study of Religion and Health and the 2010 Baylor 
Religion Survey.

The first study examined the associations between six classes of psychiatric symp-
toms (the dependent variables) and three sets of beliefs about God, each consisting of 
a pairs of adjectives (the independent variables) [30]. The independent variables were 
the mean ratings for each of a pair of adjectives describing God (close and loving, 
approving and forgiving, and creating and judging) in response to the question, “How 
much do you agree or disagree we each of these descriptions of God?” The six mea-
sures of psychiatric symptoms were the same as those used in the 2006 and 2008 
studies by Flannelly et al. on belief in life-after death and psychiatric symptoms [31, 
32]. Ordinary least square (OLS) regression was used to analyze the data.2

Based on ETAS Theory, we hypothesized that belief in a close and loving God 
would have a salubrious association with psychiatric symptomology because a close 
and loving God should provide a sense of security. Since we thought belief in a creat-
ing and judging God or an approving and forgiving God did not provide security, we 
hypothesized that these beliefs would not be related to psychiatric symptoms.3 Finally, 
based on Dantz’s theory that somatization does not involve cognitive input (see Chap. 
12) [33], we hypothesized that somatization would not be affected by beliefs.4

The results are illustrated in Fig. 19.3; somatization is excluded from the figure 
because, as predicted, it did not have a significant association with any of the beliefs 
about God. As hypothesized, belief in a close and loving God (C&L: dark gray bars) 
had a significant salutary association with all the measures of psychiatric symptoms 
(except somatization), probably because a close and loving God provides a sense of 

2 The analyses controlled for demographic variables, social support, subjective religiousness, and 
the frequency of attending religious services. Survey respondents who were certain God did not 
exist were excluded from the analyses.
3 This hypothesis, of course, is the same as the null hypothesis (i.e., there is no significant difference), 
which cannot be statistically tested. So, to test this prediction, we hypothesized that the association 
between overall psychiatric symptomology and a creating and judging God would be significantly 
lower than that for belief in a close and loving God, and, likewise, that belief in an approving and 
forgiving God would be significantly lower than that for belief in close and loving God.
4 Since this prediction also is the same as the null hypothesis, to test it we hypothesized that the 
association between belief in a close and loving God would be significantly lower for somatic 
symptoms than for its association with all other symptoms.
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safety in a dangerous world. On the other hand, belief in a creating and judging God 
(C&J: black bars) did not have a significant association with any symptom measures, 
probably because these beliefs about God do not offer security from harm. Belief in 
an approving and forgiving God (A&F: light gray bars) only had a significant salubri-
ous association with agoraphobia, which suggests that an approving and forgiving 
God may provide a limited sense of security against some types of threats of harm.5

The study also found salubrious associations of social support with all of the 
measures of psychiatric symptoms (β’s = −.14 to −.31), which were stronger than 
the net effects of belief in a close and loving God. This finding indicates that social 
support has a strong salutary association with psychiatric symptomology, which 
according to ETAS Theory, is due to the fact that close social relationships provide 
a strong sense of security. This finding also indicates that the net effects of belief in 
a close and loving God on psychiatric symptoms are above and beyond the effects 
of personal safety obtained from social support.

The second study, which was conducted by Silton et al. [2], analyzed data from 
the 2010 Baylor Religion Survey to examine the relationship between three beliefs 
about the nature of God and the five types of psychiatric symptoms. The indepen-
dent variables were belief in a Deistic God (absolute and just), a Benevolent God 
(kind and accepting), and a Punitive God (wrathful and punishing). The OLS regres-
sion controlled for demographic variables, subjective religiousness, and belief in 
God, per se. We hypothesized that psychiatric symptomology would have no asso-
ciation with a Deistic God, a salubrious association with a Benevolent God, and a 
pernicious association with a Punitive God.

5 Agoraphobia was mislabeled social anxiety in the 2010 article.

Fig. 19.3  Association of beliefs about God with psychiatric symptoms (Flannelly et  al.  2010)   
[30]; C&L = Close & Loving, C&J = Creator & Judge, A&F = Approving & Forgiving, Agora = 
Agoraphobia, OCD  = Obsessive-Compulsive Disorder. The values are standardized regression 
coefficients (β’s); * statistically significant association between the belief and the class of psychi-
atric symptoms
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As expected, belief in a Deistic God was not significantly associated with psychi-
atric symptomology, as shown in black in Fig. 19.4. In contrast, belief in a Benevolent 
God had a salubrious association with all of the measures of psychiatric symptomo-
logy (dark gray bars), except general anxiety, whereas belief in a Punitive God had 
a pernicious association with all of the measures of psychiatric symptomology 
(light gray bars), except general anxiety. The results for a Deistic God and a 
Benevolent God are similar to the results of the 2010 Flannelly et al. study [30], 
presumably because belief in a Benevolent God provides a sense of safety and secu-
rity and belief in a Deistic God does not, according to ETAS Theory. We hypothe-
sized that belief in a Punitive God would have a pernicious association with 
psychiatric symptomology because a wrathful and punishing God poses a direct 
threat of harm.

19.3  �Belief in a Harsh God, Psychiatric Symptoms, 
and Happiness

Although ETAS Theory does not explain positive emotions, themselves, it proposes 
that psychiatric symptoms influence positive emotions. Given this premise, I 
decided to examine if anxiety (in the broad sense of anxiety disorders) would medi-
ate the association between beliefs about God and positive emotions. A mediation 
effect would mean that beliefs about God (the independent variable) affect positive 
emotions (the dependent variable) indirectly, through the effects of beliefs about 
God on anxiety (the mediator variable).

The only dataset available to me that measured psychiatric symptoms and posi-
tive emotions was the Baylor Religion Survey, and it only measured one positive 
emotion – happiness. However, I was fortunate to have happiness available to study 

Fig. 19.4  Association of beliefs about God with psychiatric symptoms (Silton et al. 2014)  [2]; * 
statistically significant association between the belief and the type of psychiatric symptoms
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because over a half-dozen studies of convenience samples in the U.K. have found 
that happiness is positively associated with religion [34, 35]. Happiness is also very 
important from the perspective of evolution. Charles Darwin described the expres-
sion of happiness (which he considered to be synonymous with joy), in apes, mon-
keys, canines, and horses, mainly in the context of social relationships [36]. 
Moreover, the psychologist and neuroscientist Jaak Panksepp considers “social joy” 
to be an ancient positive emotion that solidifies social relationships within species 
of mammals [37, 38].

I created a mediator variable that consisted of the combined symptoms of anxiety 
disorders in the Baylor Religion Survey (i.e., general anxiety, social anxiety, obses-
sion, and compulsion). After creating the mediator variable (called AD symptoms, 
for short), I created two new sets of beliefs about God, rather than use the beliefs 
from the Silton et al. study, to analyze the mediating effects of AD symptoms on the 
association between happiness and positive and negative beliefs. The first set of 
beliefs, which I call a Harsh God, combined the adjectives severe and critical. The 
second set combined beliefs about God’s Love (“God’s love in eternal” and “God’s 
love never fails”), which have not used in any other study of which I am aware.

The inter-correlations of the three key variables in each mediation analysis are 
shown in Table 19.1.6 The analyses excluded self-proclaimed atheists in the Baylor 
Religion Survey.

Model 1  in Fig.  19.5 shows the results of a simple OLS model regressing 
Happiness on (a) belief in a Harsh God, and (b) belief in God’s Love. The standard-
ized regression coefficients (β’s) between Happiness and belief in a Harsh God and 
belief in God’s Love in Fig. 19.5 are the same as the correlation coefficients shown 
in Table 19.1 because there are no other variables in regression Model 1. However, 
when AD symptoms were added to Model 2, the β’s for each belief were reduced in 
size, indicating that AD symptoms mediated the effects of belief in a Harsh God and 
belief in God’s Love on Happiness.

The fact that the association between belief in a Harsh God and Happiness is not 
significant in Model 2 means that anxiety-disorder symptoms fully mediated this 
relationship. The fact that the association between belief in God’s Love and 
Happiness remains significant in Model 2 means that anxiety-disorder symptoms 
only partially mediated this relationship.7

These findings indicate that positive emotions, such as happiness, are influenced by 
the negative affect linked to psychiatric symptoms, particularly anxiety, and that anxi-
ety mediates the influences of religious beliefs on positive emotions. Hence, it appears 
that threat assessments and the beliefs that modulate them affect positive emotions. 
Therefore, the mediation results illustrate that ETAS Theory can help to explain the 
association of positive and negative beliefs about God with positive emotions.

6 The three key variables in a mediation analysis (the independent variable, mediator, and depen-
dent variable) have to be significantly correlated with each other in order to test mediation. Since 
belief in a Harsh God and belief in God’s Love are used as mediators in separate analyses their 
inter-correlation is not relevant, so they are not shown below in Table 19.1.
7 The Sobel-Goodman test confirmed that anxiety-disorder symptoms meditated the association 
between beliefs and Happiness.
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19.4  �Chapter Highlights and Comments

The research described in this chapter demonstrates that belief in a benevolent God 
has a salubrious association with mental health, whereas belief in a malevolent God 
has a pernicious association with mental health. According to ETAS Theory, the 
salubrious effects of belief in a benevolent God on anxiety and other psychiatric 
symptoms results from the combined effects of the perception of threat and a sense 
of safety. Belief in a benevolent God causes the ventromedial PFC to raise the 
threshold of what constitutes a threat, thereby reducing amygdala activity and 
anxiety-related psychiatric symptoms. Belief in a malevolent God, on the other 
hand, acts to lower the threshold of what constitutes a threat because God not only 
fails to provide protection from harm but poses a direct threat of harm. The latter 
effect probably involves activation of the “aversive amplification circuit,” which 
consists of the dorsomedial prefrontal cortex, the anterior cingulated cortex, and the 
amygdala, and enhances amygdala activity [39]. Belief in a deistic God generally 
had no association with symptomology because it does not provide imply protection 
from harm, according to ETAS Theory.

Terror Management Theory, which was mentioned in Chaps. 17 and 18, consid-
ers self-esteem to be an evolved mechanism that buffers against anxiety about death, 
and other forms of anxiety that the terror of death creates, because self-esteem pro-
vides a sense of security [40–42]. It seems more plausible to me, however, that self-
esteem evolved in primates, long before our ancestors became aware of their own 

Fig. 19.5  Mediating 
effects of symptoms of 
anxiety disorders on the 
association of happiness 
with belief in a Harsh God 
and belief in God’s Love; 
values are β’s; *p < .05; 
***p < .001

Table 19.1  Correlations between the three key variables in the two mediation analyses

AD symptoms Harsh God God’s Love

Happiness −.437*** −.057* .128***
AD symptoms −.073** −.061**

*p < .05; **p < .01; ***p < .001
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mortality, as a cognitive mechanism to assess one’s relative status within a domi-
nance hierarchy. It strikes me as equally plausible that self-efficacy evolved around 
the same time as a cognitive mechanism to assess ones’ ability to succeed in moving 
up that dominance hierarchy or maintain one’s position in that dominance hierarchy 
by defeating one’s social rivals. This would account for the close relationship 
between the two concepts [43–45].

As noted above, the observed relationships between beliefs about God and self-
esteem are important for at least two reasons. One is that threats to self-esteem can 
increase anxiety and other psychiatric symptoms, which will be discussed in later 
chapters. The other is that higher self-esteem is associated with lower anxiety [42, 
46]. If, as I think, self-esteem arose as a mechanism to assess one’s social status, 
then self-esteem should lower anxiety because it indicates a superior social status, 
which should reduce threats of harm from social rivals. Self- efficacy (one’s belief 
in one’s own abilities), on the other hand, should reduce anxiety because the belief 
that one has the ability to handle difficult situations reduces the threat posed by any 
situations [47], including threats from social rivals. A large 2001 study by Chris 
Ellison and his colleagues found that both self-esteem and self-efficacy had inde-
pendent salutary effects on psychological distress [48], which is consistent with 
ETAS Theory.

The findings of the 2010 Flannelly et al. [30] study showed, consistent with past 
research, that social support had a significant salubrious association with mental 
health. Unlike prior interpretations of the effects of social support on mental health, 
however, ETAS Theory proposes that social support can have a direct effect on psy-
chiatric symptoms by providing a sense of security that counters the effects of per-
ceived threats on psychiatric symptomology.

The mediation results illustrate that ETAS Theory can help to explain the asso-
ciation of positive and negative beliefs about God with psychological well-being in 
addition to their association with psychiatric symptoms. This point will be explored 
further in Chap. 21 in which I analyze the association between happiness and other 
variables from the Baylor Religion Survey.
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Chapter 20
Beliefs About One’s Relationship with God 
and Mental Health

Abstract  The chapter summarizes the results of research indicating that believing 
one has a relationship with God is associated with mental health. For example, a 
1991 study of a large national sample of American adults found that believing one 
has a close relationship with God was related to psychological well-being. The 
chapter describes several subsequent avenues of research into the ways in which 
Americans say they rely on God to help them cope with life stressors. At least three 
separate but similar lines of research have demonstrated that believing one collabo-
rates with God in some way has a salutary association with many measures of men-
tal health. The chapter also presents the results of related research that demonstrate 
that believing one has a poor relationship with God has a pernicious association 
with many measures of mental health, including psychiatric symptoms. According 
to ETAS Theory, the salubrious association between believing one has a good rela-
tionship with God and mental health reflects the fact this belief provides a sense of 
safety, which causes ETAS to raise the threshold of what constitutes a threat, thereby 
lowering anxiety and other forms of psychological distress. Since Chap. 19 showed 
that anxiety mediates the association between religious beliefs and psychological 
well-being, believing one has a good relationship with God increases psychological 
well-being. On the other hand, believing one has a poor relationship with God 
reduces the sense of safety that belief in God would otherwise provide, thereby 
lowering the threshold of what is a threat and increasing psychiatric symptoms and 
other forms of psychological distress.

Keywords  Collaboration with God • ETAS Theory • God • God-mediated control 
• Psychiatric symptoms • Relationship with God • Safety • Psychological distress • 
Psychological well-being • Religious coping • RCOPE • Spiritual struggles

20.1  �Believing One Has a Relationship with God

Neal Krause, a Professor of Public Health at the University of Michigan who has 
done extensive research on religion and health, has said that “having a close per-
sonal relationship with God is the hallmark of leading a religious life” (p. 17) [1]. 
One’s relationship with God is a vital element of the Christian experience, and some 
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authors consider it to be the core of Christian spirituality [2, 3]. Williams James 
recognized the psychological importance of believing one has a personal relation-
ship with God in his 1902 book The Varieties of Religious Experience [4]. However, 
this concept apparently was considered to lie outside the scope of scientific investi-
gation until the 1970s. The studies I discuss in this chapter are different from the 
research I discussed in Chap. 19 because they explicitly examine how people’s 
beliefs about their relationship with God (not just their beliefs about God) are 
related to mental health.

A 1978 article by the anthropologist John L. Caughey argued that the social sci-
ence definition of social relations was far too narrow, noting that people in some 
non-Western societies believe that nonhuman entities, such as gods, mythical mon-
sters, and deceased ancestors directly interact with humans [5]. Although such inter-
actions, by Western standards, would not be defined as social relations, Caughey 
recognized that they can be an important part of a person’s subjective social 
experience.

As Caughey saw it, the “real social world” of most Americans consists of only a 
few people with whom we “actually interact,” yet there are many more people in our 
“artificial social world” with whom we never interact face-to-face. This artificial 
social world “includes all those beings that are known to the individual via television, 
radio, movies, books, magazines, and newspapers” (p. 71) [5], to which we would 
now add the internet. Even though people do not have actual interactions with media 
figures, they may have artificial interactions with them, in a sense, when they see or 
hear them or read about them. Moreover, many people may even see such figures as 
sources of guidance for dealing with problems in their personal lives [5].

20.2  �Early Research on Mental Health and Believing One 
Has a Relationship with God

A 1989 article by the sociologist Melvin Pollner drew upon Caughey’s ideas and the 
writings of Swedish psychologist Hjalmar Sunden in the 1970s [6] to make the case 
that one’s relationship with God is a form of social relationship, and therefore, open 
to scientific inquiry [7]. Pollner believed that God “was one of the most prominent 
… imagined significant others of Americans” (p. 92) [7]. He thought that individu-
als interacted with God symbolically and that the main mechanism of this symbolic 
interaction was prayer. He also thought that interaction with God probably had a 
salutary effect on psychological well-being by providing individuals with a sense of 
safety and security.

Chris Ellison, who was then at Duke University, tested Pollner’s idea that inter-
acting with God has a salutary association with psychological well-being in a 1991 
study that used data from the 1988 General Social Survey [8]. The dependent vari-
ables were personal happiness and life satisfaction. The independent variable, which 
Ellison called Divine Interaction, was measured by averaging the answers to two 
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questions: “How close do you feel to God most of the time?” and “How often do 
you pray?” Research by Neal Krause suggests that prayer, for many Christians, is 
the overt expression of their belief that God will do what is best for them [8, 9].

Figure 20.1 shows the results of Ellison’s study, controlling for socio-demographic 
variables, religious denomination, church attendance, and other variables. As seen 
in the figure, people who believed they had a closer relationship with God and 
prayed more frequently (i.e., Divine Interaction) reported significantly greater life 
satisfaction and somewhat greater happiness than other people did.

The results indicate that believing one has a positive relationship with God has a 
salubrious association with psychological well-being. Since Ellison’s measure of 
Divine Interaction included the beliefs that one has a close relationship with God 
and that one interacts with God through prayer, it captures the notion of a close and 
caring God that the studies in Chap. 19 found to have a salubrious association with 
psychiatric symptoms. Although the research in Chap. 19 examined people’s beliefs 
about God, not their belief that they interact with God, the mechanisms underlying 
the association of psychological well-being with both types of beliefs are probably 
the same: i.e., both types of beliefs affect anxiety.

20.3  �Three Beliefs About One’s Relationships with God 
and Mental Health

Many Americans turn to their religion and God in times of stress [1, 10, 11], particu-
larly when situations pose a threat to life or serious physical harm [10, 12–14], and 
they often to seek support [15] and protection from God [16] when difficult situa-
tions are beyond their control [17]. A 1988 study by Ken Pargament and his col-
leagues at Bowling Green State University identified three types of religious 
problem-solving used by people when confronted with stressful situations [18]. The 
first two, which they called collaborative and deferring styles, involve reliance on 

Fig. 20.1  The association 
of Divine Interaction with 
life satisfaction and 
happiness (Ellison 1991); 
***p < .001
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God. Pargament et al. linked the collaborative style to Judeo-Christian traditions 
and the belief that one can “partner with God” to receive support and guidance from 
God in order to cope with worldly problems. The deferring style entails turning a 
difficult situation completely over to an omnipotent God to determine its ultimate 
outcome.

Of course, not everyone turns to God in times of stress, and this fact is reflected 
in the third problem-solving style that Pargament et al. identified [18]. This third 
style, called self-directed problem-solving, neither embraces nor dismisses God’s 
role in the world, but assumes that individuals are responsible for resolving their 
own problems, and “stresses the power of the person rather than the power of God” 
(p. 91) [18]. The 1988 study, which developed a 36-item scale to measure these 
three styles, tested the scale with convenience samples of congregants of two 
Protestant churches in the Midwestern U.S.  A subsequent study with Protestant 
clergy and their spouses confirmed the three-factor structure of the original scale 
[19]: that is, collaborative, deferring, and self-directed problem-solving styles.

As one would expect (see Fig. 20.2), the 1988 study found that people who were 
more intrinsically religious (i.e., had a stronger intrinsic religious orientation) were 
more likely to say they collaborated or deferred to God to address their problems, 
and they were less likely to exclude God from their efforts to solve problems (the 
self-directed style) [18]. Two studies of undergraduate students at U.S. Christian 
colleges, published by Gorsuch and his colleagues in 1991 and 2000, confirmed the 
general pattern of correlations between intrinsic religiosity and collaborative, defer-
ring, and self-directed problem-solving [20, 21] (see Fig. 20.2). The 1988 study by 
Pargament and his colleagues also reported the pattern of correlations between 
extrinsic religiosity and the three problem-solving styles, but this pattern was not 
confirmed by Gorsuch and his colleagues.

Fig. 20.2  Association between intrinsic religiosity and three styles of religious problem-solving 
reported in three studies; Values are standardized regression coefficients (β’s); All the associations 
are statistically significant
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The 1991 study, which was conducted by Schaefer and Gorsuch, also correlated 
the three problem-solving styles with beliefs about God. The correlations, which are 
shown in Fig. 20.3, indicate that the Christian college students with a self-directed 
style took an independent approach to solving problems, regardless of their beliefs 
about God. My own analysis of the correlations for collaborative and deferring 
problem-solving indicates that students were equally likely to defer to all three 
kinds of God, but they were significantly less likely to collaborate with a malevolent 
God than with a benevolent God or a deistic God (i.e., an omnipotent, omnipresent, 
and omniscient God). Since there is no way of knowing if people actually interact 
with God, I consider statements about one’s interactions with God (e.g., collabora-
tion) to be expressions of a person’s belief that s/he interacts with God.

In addition, the 1991 Schaefer and Gorsuch study investigated the association 
between each of the three problem-solving styles and anxiety [21], as measured by 
the Institute for Personality and Ability Testing’s (IPAT) anxiety scale [22] and the 
trait anxiety subscale of the State-Trait Anxiety Inventory (STAI) [23]. Their find-
ings are shown in Fig. 20.4. The belief that one collaborates with or defers to God 
was significantly associated with lower anxiety, whereas self-directed problem-
solving, which does not involve God, was significantly associated with higher 
anxiety.

Another study of undergraduate students at a religiously affiliated university in 
the Midwest found that both collaborative and deferring religious coping styles had 
significant salubrious associations with psychological well-being and psychological 
distress [24]. In addition, the belief that one is collaborating with God [25, 26] or 
deferring to God have been found to have salubrious association with depression 
[25], anxiety about health [27], and psychological adjustment to a health crisis [28]. 
Some of the same research has found that that self-directed coping has a pernicious 
association with depression and quality of life in hospital patients, and other U.S. 
research has reported that it is associated with trait anxiety [29] and depression [30] 

Fig. 20.3  Associations between beliefs about God and three styles of religious problem-solving. 
Values are standardized regression coefficients (β’s); All values are statistically significant; * 
Omnipotent, Omnipresent, and Omniscient

20.3  Three Beliefs About One’s Relationships with God and Mental Health



200

among Protestants church members. However, the results about self-directed coping 
have been mixed in other U.S. samples [25, 31, 32].

20.4  �Collaboration with God and Mental Health

Neal Krause explored the concept of collaboration with God (which he calls God-
mediated control) in a series of national surveys of U.S. adults [33–38]. The results 
of two surveys are of special interest because they investigated the relationship 
between believing that one collaborates with God and psychological well-being. 
The two studies, published in 2005 and 2010, used the following items to measure 
collaboration with God: “I rely on God to help me control my life.” “I can succeed 
with God’s help.” and “All things are possible when I work together with God” 
(p. 148) [35].

The Americans in these and other studies by Krause who embraced the concept 
of God-mediated control clearly believed that God controlled their lives, but because 
they believed they had a close relationship with God, they trusted God, and they 
believed God would do what was best for them [34, 35, 39]. Their own role in this 
relationship, therefore, may be seen as following God’s guidance about what they 
should do for themselves. Krause’s research also indicates that African-Americans 
are significantly more likely than White Americans to believe they have a close 
relationship with God [1], even after statistically controlling for the fact that African-
Americans, in general, are more religious than Whites [40, 41].

Figure 20.5 shows the results of two large-scale studies by Neal Krause, the first 
of which interviewed over 1200 older Americans in 2005, and the second of which 
interviewed many of the same people in 2010. The survey participants were asked 

Fig. 20.4  Association of two measures of trait anxiety with three styles of religious problem-
solving; The values are standardized regression coefficients (β’s); All the associations are statisti-
cally significant
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about their collaboration with God (God-mediated control) and optimism, life satis-
faction, self-esteem, optimism, and death anxiety [35], and the belief that life has 
meaning [37].1

Overall, believing that one collaborates with God had significant positive asso-
ciations with life-satisfaction, self-esteem, and optimism, and the belief that there is 
meaning in life (see Fig. 20.5). The belief that one collaborates with God had a 
significant negative association with death anxiety. The 2005 study also found that 
the salubrious associations between believing one collaborates with God and life 
satisfaction, self-esteem, and optimism were more pronounced in African-
Americans than in White Americans.

The results of a series of studies by Scott Schieman  – a sociologist at the 
University of Toronto  – and his colleagues complement Krause’s research. One 
study, for example, asked a national sample of 1800 older Americans to rate the 
extent to which they thought God controlled (“divine control”) and they controlled 
(“personal control”) their own lives [42]. Naturally, there was an inverse relation-
ship between belief in divine control and belief in personal control for the entire 
sample, but this inverse relationship was most pronounced among people who were 
not religious. Very religious Americans, on the other hand, were more likely to give 
equal weight to God’s control and their own control over their lives. Studies of older 
adults in the Washington, D.C. area found that belief in divine control was greater 
in African Americans than White Americans [43], and they suggest that this 
difference may be related to the fact that African Americans tend to pray and attend 
church more often than Whites do [43]. Divine control, which included relying on 
God, being part of God’s plan, and seeking guidance from God, was found to have 

1 Figure 20.5 shows the mean results for optimism, which was measured in both studies.

Fig. 20.5  Association between measures of psychological well-being and believing that one 
collaborates with God (Krause, 2005, 2010)  [35, 37]; Values are standardized regression coeffi-
cients (β’s)
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a salubrious association with anxiety, depression, and self-esteem in African 
Americans but not White Americans [44–46]. Other research on African-Americans 
has found that those who believe their religion provides “a great deal of guidance in 
day-to-day living” are less likely to suffer from depression [47].

20.5  �Positive and Negative Religious Coping and Mental 
Health

Research by Pargament and his colleagues during the 1990s identified many differ-
ent methods of religious coping and how they were related mental health [11, 48, 
49]. The different methods of religious coping, most of which are related to one’s 
relationship with God [50], were broadly classified as positive and negative reli-
gious coping. Key examples of the different positive methods of religious coping 
included: viewing things as part of God’s plan, seeking a closer connection to God, 
seeking God’s intercession, seeking God’s forgiveness, seeking comfort from God, 
working together with God, and deferring or surrendering to God’s will. Negative 
methods of coping included: doubting God’s power and feeling punished or aban-
doned by God.

A 1998 paper by Pargament et al. called attention to the negative consequences 
of having a poor relationship with God, particularly, the belief that God has aban-
doned you or is punishing you. That paper and subsequent studies found that believ-
ing you are being punished by God has a pernicious association with anxiety in 
convenience samples of U.S. college students (r’s = .15 to .32) [51], Catholic church 
parishioners (r = .33) [51], and lung transplant patients (r = .55) [32], as well as 
depression in college students [31] and transplant patients [32]. Similarly, the belief 
that one has been abandoned by God was found to have a significant pernicious 
associations with anxiety (r = .15), depression (r = .15), and life satisfaction (r = 
−.21) in a convenience sample of U.S. college students [31].

The pernicious association between believing one has been punished or aban-
doned by God with psychological well-being and distress has been partially con-
firmed in two large studies by Harold Koenig et al. [25] and Ellison and Lee [52] 
(see Fig. 20.6).2 The Koenig study found that hospital patients who believed they 
had been abandoned and/or punished by God reported a significantly lower quality 
of life and a significantly higher level of depressed mood than other patients did, 
controlling for socio-demographic variables and social support [25]. The Ellison and 
Lee study found American adults who believed God had abandoned and/or pun-
ished them had significantly higher psychological distress [53] than other adults 
had, controlling socio-demographic variables and frequency of prayer and church 
attendance.

2 The Koenig study used a convenience sample of nearly 600 older hospitalized patients in North 
Carolina. The Ellison study used a representative sample of U.S. adults.
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20.6  �The RCOPE

Research by Pargament and his colleagues led to the development of the Brief 
RCOPE, which consists of 14 items: 7 measuring positive religious coping and 7 
measuring negative religious coping.3 The authors involved in the development of the 
RCOPE specifically assumed that individuals who exhibited positive patterns of reli-
gious coping shared a specific set of religious beliefs: (1) the belief that one has “a 
secure relationship with God” (p. 712), (2) the “belief that there is meaning to be 
found in life” (p. 712), and (3) the belief that individuals have “spiritual connected-
ness with others” (p. 712) [48]. Research by Neal Krause and his colleagues provides 
some support for these assumptions [33, 37, 54, 55]. However, the seven items of the 
positive RCOPE items do not specifically measure beliefs about one’s relationship 
with God, but thoughts that religious persons might have, or the activities in which 
they might engage, if they believed they have a good relationship with God.

In contrast, Pargament and his colleagues “believed that the negative religious 
coping pattern is an expression of a less secure relationship with God, a tenuous and 
ominous view of the world, and a religious struggle in search of significance” (p. 712) 
[48]. Most of the negative coping items of the Brief RCOPE can be interpreted as 
expressions of belief about one’s relationship with God. Despite this fact, I think  

3 The seven positive items are: Looked for a stronger connection with God; Sought God’s love and 
care; Sought help from God in letting go of my anger; Tried to put my plans into action together 
with God; I tried to see how God might be trying to strengthen me in this situation; Asked God’s 
forgiveness for my sins; and Focused on religion to stop worrying about my problems. The seven 
negative items are: Wondered whether God had abandoned me; Felt punished by God for my lack 
of devotion; Wondered what I did for God to punish me; Question God’s love for me; Wondered 
whether my church had abandoned me; Decided the devil made this happen; and Questioned the 
power of God.

Fig. 20.6  Association between psychological well-being and believing that you have been aban-
doned or punished by God (Koenig et al. 1998; Ellison and Lee, 2010) [25, 52]; Values are stan-
dardized regression coefficients (β’s); All associations are statistically significant
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the negative RCOPE items would be more useful for studying the association 
between beliefs and mental health if they were rephrased to make them explicit 
statements about individuals’ beliefs about their relationship with God. I do not 
think this is a mere matter of semantics because I think beliefs are stored in the brain 
and that beliefs are actively involved in the threat assessment that underlie psychi-
atric symptoms.

A study by my colleagues Holly Gaudette and Kathy Jankowski [56] used a scale 
that contained the kind of items I think are more useful for studying beliefs about 
one’s relationship with God and mental health. The scale’s six items, which are 
similar to some of the negative RCOPE items are: (1) I believe God protects me 
from harm; (2) I believe God is punishing me; (3) I believe God is involved in my 
life; (4) I believe God has abandoned me; (5) I believe God loves and care for me; 
and (6) I believe my life and death follow a plan from God. The study reported that 
the scale had a significant inverse correlation with general anxiety in a small sample 
of hospitalized palliative care patients (r = −.42).

20.7  �The RCOPE and Mental Health

A 2005 meta-analysis by American psychologists Gene G.  Ano and 
ErinB. Vasconcelles found that positive religious coping tends to be associated with 
positive psychological outcomes (psychological well-being) and negative religious 
coping tends to be associated with negative psychological outcomes (psychological 
distress) [57]. However, very few of the studies in their meta-analysis used the 
RCOPE; so I did a literature search on Medline and PsycNet of studies that used the 
RCOPE. Although numerous have used items from the Brief RCOPE, relatively few 
have used all seven items from either subscale, and many of studies that have used 
all the items of either subscale fail to report any useable statistical results about their 
association with a specific psychological outcomes.

Nevertheless, I was able to find and analyze the correlations of the positive 
RCOPE subscale (P-RCOPE: n = 14) and the negative RCOPE subscale (N-RCOPE: 
n = 16) with 30 mental-health outcomes (i.e., dependent variables) that I broadly 
categorized as being either measures of psychological well-being (n = 16) or psy-
chological distress (n = 14). The measures of psychological well-being included life 
satisfaction, optimism, positive affect, and quality of life; the measures of psycho-
logical distress included trait and generalized anxiety, depressive mood, clinical 
depression, and combined measures of anxiety and depressive symptoms.

The results of my analysis revealed significant main effects of RCOPE subscales 
(P-RCOPE vs. N-RCOPE) and psychological outcomes (Well-Being vs. Distress) 
and a significant interaction between the subscales and the type of psychological 
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outcomes (see Fig. 20.7).4 Contrary to the findings of Ano and Vasconcelles’ meta-
analysis [57], negative religious coping was significantly associated with both posi-
tive (psychological well-being) and negative psychological outcomes (psychological 
distress), though the direction of the associations differed, as one would expect. As 
shown in Fig. 20.7, the N-RCOPE had a significant positive association with psy-
chological distress and a significant negative association with psychological well-
being. On the other hand, positive religious coping (the P-RCOPE) only had minor 
association with either positive or negative psychological outcomes.

The N-RCOPE has come to be known as a measure of “spiritual struggles.” 
Although a number of small-scale studies, which are included in my above analysis 
of the N-RCOPE, have examined the relationship between spiritual struggles and 
mental health, only a few national studies have done so [58–60]. The first of these is 
a study by McConnell et  al. that examined the association between the spiritual 
struggles and six classes of psychiatric symptoms, using data from the 2004 National 
Study of Religion and Health [60]. The study found that believing one has a poor 
relationship with God (spiritual struggles) had a significant positive association 
with six classes of symptoms: agoraphobia, depression, general anxiety, obsessive-
compulsive disorder, paranoid ideation, and somatization. A later national study 
found that believing one has a poor relationship with God was, as one might expect, 
particularly distressing for clergy [58].

4 The analysis was a 2 × 2 analysis of variance with the RCOPE subscales (P-RCOPE vs. 
N-RCOPE) and psychological outcomes (well-being vs. distress) as between factors.

Fig. 20.7  Average correlations of the N-RCOPE and the P-RCOPE with psychological well-being 
and psychological distress in various studies
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20.8  �Chapter Highlights and Comments

Many Americans believe they have a relationship with God. For some, this entails 
deferring to God’s will and for others this entails collaborating with God to deal 
with everyday problems. People who are intrinsically religious tend to do both, but 
they are more likely to collaborate with God. Some individuals defer to God’s will, 
regardless of whether they believe God is benevolent, malevolent, or deistic, but 
religious individuals are more inclined to collaborate with a benevolent or deistic 
God than with a malevolent God. Thus, people’s beliefs about the nature of God and 
their beliefs about their relationship with God appear to interact with each other.

Three of the most important findings from the studies reviewed in this chapter 
are that individuals who believe they collaborate with God have better mental-health 
outcomes than other individuals, that individuals who have a poor relationship with 
God have poorer mental health outcomes, and that African Americans are more 
likely to benefit from the belief that God controls their lives. Most of the association 
observed between a poor relationship with God and poor mental health are based on 
small studies that used convenience samples. However, the results of the national 
study by McConnell et al. confirm that believing one has a poor relationship with 
God has a pernicious association with poor mental health, specifically, psychiatric 
symptoms.

According to ETAS Theory, the salubrious association of mental health with the 
belief that one has a good relationship with God reflects the fact that God provides 
a sense of safety, which causes ETAS to raise the threshold of what constitutes a 
threat, thereby lowering anxiety and other forms of psychological distress. The 
belief that one has a poor relationship with God undermines this sense of safety. The 
belief that one has been abandoned by God presumably eliminates whatever sense 
of safety that even a poor relationship with God may provide, whereas believing 
God is punishing you makes God a direct threat of harm, which may activate the 
“aversive amplification circuit.” To the degree that anxiety mediates the relationship 
between beliefs and psychological well-being, the effects of religious and other 
beliefs on anxiety indirectly affect positive measures of psychological well-being, 
such as happiness.
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Chapter 21
Belief in God as an Attachment Figure 
and Mental Health

Abstract  The first section of the chapter explains Attachment Theory, what an 
attachment figure is, and attachment styles (avoidant, anxious, and secure attach-
ment). The second section covers the application of Attachment Theory to religion, 
including the concept that God can be an attachment figure because God provides a 
sense of security and safety to individuals (a “safe base” in Attachment Theory 
terms) and a “safe haven” when facing threats of potential harm. As these are two 
essential characteristics of secure attachment in mother-infant relationships, believ-
ing one has a secure attachment to God is a special case of believing one has a posi-
tive relationship with God, which is supported by a large nationwide survey of 
American Protestants. The next sections summarize the results of studies of conve-
nience samples of primarily U.S. college students and three large national studies of 
American adults, which found: (a) that believing one has a secure attachment to 
God has a salubrious association with mental health, including psychiatric symp-
toms, and (b) believing one has an anxious or avoidant attachment to God has a 
pernicious association with mental health, including psychiatric symptoms. The 
final section of the chapter demonstrates that anxiety symptoms mediate the rela-
tionship between perceived attachment to God and happiness. The main results of 
all the research are interpreted within ETAS Theory to mean that believing one has 
a secure attachment to God provides a sense of safety, which reduces the brain’s 
assessment that the world is dangerous, whereas believing one has an anxious or 
avoidant attachment to God does not provide this sense of safety.

Keywords  Attachment to God • Attachment Theory • God • Happiness • ETAS 
Theory • Psychiatric symptoms • Psychological distress psychological well-being • 
Safety • Threat • Uncertainty

The present chapter briefly traces the history of Attachment Theory, and summa-
rizes research on its application to various religious phenomena, including research 
on the premise that people can have an attachment to God. Then, it summarizes 
research on the relationship between mental health and the belief that God is an 
attachment figure. I consider beliefs about one’s attachment to God to be a special 
case of beliefs about one’s relationship with God in that the former beliefs are linked 
to a well-established theory of psychological development that leads to specific 
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predictions about mental health. Paul Gilbert has implied that the “attachment sys-
tem” is the “safety system” of the brain, which may be partially true, although I 
think there are other proximate mechanisms that provide a sense of safety.

21.1  �Attachment Theory

The British psychologist John Bowlby developed Attachment Theory based on his 
research into the mother-infant bond [1–3], which he began in the 1940s as a comple-
ment to his work as a child psychiatrist [4]. Bowlby wanted to introduce an evolution-
ary perspective to psychoanalytical thought about human development by applying 
ethological concepts and analyses [5, 6] to personality development [4, 7]. Bowlby was 
especially interested in Konrad Lorenz’s concept of imprinting, which describes how 
young birds bond with their parents. Imprinting had been shown to have profound 
effects on adult relationships, and Bowlby [1] recognized that imprinting had implica-
tions for human development. Whereas psychoanalytic theory presumed that the 
mother-infant bond was a by-product of oral gratification related to hunger and feeding 
[8], Bowlby proposed that the mother-infant bond was a primary motivational system 
that evolved to ensure the survival of offspring. This perspective was supported, in part, 
by research conducted by American psychologist Harry Harlow [9], whose findings 
showed that infant monkeys formed attachments to their mothers through bodily con-
tact (“contact comfort” as Harlow called it) rather than through food reinforcement.

Bowlby said the fundamental tenets of Attachment Theory “are that the human 
infant comes into the world genetically biased to develop a set of behavioral pat-
terns that, given an appropriate environment, will result in his keeping more or less 
close proximity to whomever cares for him, and that this tendency to maintain prox-
imity serves the function of protecting the mobile infant and growing child from a 
number of dangers, amongst which in man’s environment of evolutionary [history] 
the danger of predation [was] likely to have been paramount” (p. 9) [7] . The basic 
repertoire of behaviors the child exhibits to facilitate attachment are innate, species-
typical, fixed-action patterns [1, 5]. They are what I have referred to elsewhere in 
this book as proximate mechanisms, some of which maintain contact (e.g., sucking, 
clinging, following) and some of which signal the child’s interest in keeping close 
to its mother (e.g., smiling and gurgling) [1]. Since the major purpose of the human 
attachment system is to protect young children from physical harm, it interacts with 
the child’s brain systems involved in fear and defense. Bowlby proposed that the 
attachment system responds not only to immediate threats of harm, but also to 
potential threats of harm, saying: “man, like other animals, responds with fear to 
certain situations, not because they carry a high risk of pain or danger, but because 
they signal an increase of risk” (p. 9) [7].

Bowlby thought children form an “internal working model” of their own self-
worth (or self-esteem) and an “internal working model” of their “attachment figure” 
(typically, their mother) around 1 year of age [10]. Both of these internal models are 
strongly influenced by the ability of the attachment figure to provide attention and 
care. The American psychologist Lee Kirkpatrick described children’s “internal 

21  Belief in God as an Attachment Figure and Mental Health



213

working model” of their attachment figure as “a set of expectations and beliefs – a 
schema in cognitive terms – about the availability and responsiveness of their pri-
mary caregivers” (p. 38). Such working models of ourselves and others are thought 
to affect the quality of our relationships throughout life [11–13] – especially, roman-
tic relationships [14–16].

The American psychologist Mary Ainsworth, who worked with Bowlby in the 
early 1950s [4] , later conducted two classic studies that confirmed and extended 
Attachment Theory. A major finding of her research was the observation that there 
were substantial differences in the quality of mother-infant interactions [17], which 
she classified into three basic styles of attachment based on the patterns of behavior 
exhibited by the child: secure, anxious-avoidant, anxious-ambivalent attachment 
[17, 18]. Anxious-avoidant and anxious-ambivalent attachment came to be known 
simply as avoidant attachment and anxious attachment, respectively. The most obvi-
ous differences between children with different attachment styles was the behavior 
of children with secure attachment: (1) they used their mother as a “safe base” from 
which to interact with strangers and explore strange places, (2) they became upset 
when separated from their mother, and (3) they quickly sought proximity to their 
mother when their mother returned after being out of sight [4, 18, 19].

Ainsworth’s observations about the behavior of children with secure attachment 
were consistent with Bowlby’s [1, 3] prototypical or ideal infant-mother attachment 
relationship, in which proximity to the attachment figure provides a sense of the secu-
rity and safety (a “safe base”) that encourages play, exploration, and affiliative rela-
tionships. The ideal attachment figure should also provide a “safe haven” when the 
child is threatened with harm or frightened for whatever reason, according to 
Attachment Theory. Some theorists and researchers have characterized Ainsworth’s 
three attachment styles as answers to a child’s question: Can I rely on this person to be 
available and responsive when I need him/her? The answers to the question are: “yes” 
(secure), “no” (avoidant), and “maybe” (anxious) [20, 21]. Bowlby considered the 
“safe haven” and “secure base” roles of the attachment figure to be closely related in 
that both roles provide a sense of protection, such that individuals who are confident 
they can rely on their attachment figure will be “much less prone to either intense or 
chronic fear than will an individual who … has no such confidence” (p. 202) [3].

Several criteria have been proposed to define attachment relationships [11, 22], 
including the following: (1) that the individual believes the attachment figure pro-
vides (a) care and protection and a safe haven from harm, and (b) a sense of security 
in the absence of a threat of harm – a secure base from which to explore the word; 
and (2) that the individual (a) seeks proximity to the attachment figure – especially 
when alarmed or afraid, and (b) becomes anxious when separated from the attach-
ment figure [11, 20, 23]. Attachment relationships are thought to differ from other 
types of social relationships and other familial or kinship relationships that lack 
these characteristics [11, 24] in that attachment relationships tend to be more inher-
ently stable and more enduring than other social relationships [11, 20, 23].

Research on adult attachment styles began in the 1970s [21, 24] and interest in 
adult attachment has increased over the years. American psychologists Cindy Hazan 
and Phillip Shaver [25] developed a self-report questionnaire modeled on Ainsworth’s 
attachment styles. Their work and subsequent research has found that the proportions 
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of the three attachment styles in adults [15, 25] are generally comparable to those 
found in Ainsworth’s experimental studies of infants: 55% secure attachment, 25% 
avoidant attachment, and 20% anxious attachment [26]. Other studies of adult attach-
ment have recognized up to three styles other than secure attachment in adults [27, 
28], but many studies have only distinguished between two broad categories of 
attachment styles: “secure” and “insecure” [16, 20, 28]. It is important to note that 
even though attachment reflects the relationship between two individuals, it is usu-
ally measured in adults only from the perspective of the attached person.

Although most research on the neural foundations of Attachment Theory has 
focused on neurochemistry [29–31], neuro-anatomical studies have implicated areas 
of the limbic system (i.e., the amygdala, anterior cingulate cortex, hippocampus, and 
insula) [30, 32–37] and the prefrontal cortex (i.e., the dorsolateral PFC, orbitofrontal 
PFC, and ventromedial PFC (vmPFC) in attachment) [30, 32–38]. The role of the 
vmPFC appears to be particularly important because it is specifically attuned to 
safety cues [33] and it inhibits the amygdala’s ability to generate fear [39, 40].

21.2  �Attachment Theory Applied to Religion

Lee Kirkpatrick and Philip Shaver [41] contended that the application of Attachment 
Theory to religion follows logically from the notion that religion provides security 
in a world of uncertainty [42, 43]. Since their early research, Attachment Theory has 
been applied to explain various religious phenomena [44–50], including “new age” 
spiritual attitudes [22], religious coping styles [51], religious doubts [47], religious 
conversion [44, 46], and other changes in religious beliefs and behavior [48].

Three articles by Kirkpatrick and his colleagues in the early 1990s proposed that 
a person’s relationship with God should be considered to be an attachment relation-
ship [23, 41, 52]. Kirkpatrick based this proposal, in part, on the writings of the 
Christian theologian Gordon D. Kaufman [53] and the sociologist Bruce D. Reed 
[54]. In Kirkpatrick and Shaver’s words: “Much like an infant’s primary caregiver, 
God may serve as a secure base and as a safe haven of safety and comfort for believ-
ers” (p. 267) [52].

While all three articles by Kirkpatrick proposed that God serves the functions of 
an attachment figure in being a safe haven and a secure base, the evidence that these 
articles provided to support this proposition was limited. A 1992 article by 
Kirkpatrick probably made the best case that God is a safe haven for religious 
persons [23], citing studies that show Americans are more likely to turn to religion 
and God when confronted by a crisis. This point is supported by other studies, as 
well [55, 56]. However, one study cited by Kirkpatrick [23] is especially relevant 
because it indicated that people are more likely to look to God when faced with a 
threat of severe illness or physical injury than they are to look to God when faced 
with moral issues [57]; this may be taken to imply that some people are more 
inclined to view God as a source of comfort and protection from harm than they are 
to view God as a source of moral guidance.
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Kirkpatrick proposed that attachment to God meets another criterion of an 
attachment relationship in that praying to God is equivalent, in some sense, to seek-
ing proximity with an attachment figure. The Anglican theologian Bruce Reed, for 
instance, drew a parallel between a child’s crying to attract the attention of its 
attachment figure and petitionary prayer (i.e., asking God for something) [54], and 
a study by the German theologian Friedrich Heiler reported that religious persons 
believe they are in a close personal relationship with God and are speaking directly 
to God when they pray [58].

Many studies on attachment to God have examined the nature and plausibility of 
the concept, and how one’s attachment to one’s parents is related to one’s attach-
ment to God, e.g., [49, 59–61]. The findings of that research generally indicate that 
the attachment style individuals report to have had with their parents is the same as 
the attachment style they reportedly have with God. Nevertheless, it is still an open 
question whether individuals’ attachment relationship with their parents is associ-
ated with their beliefs about their current attachment to God [62–64].

Several American studies have reported that adult attachment is related to one’s 
beliefs about God [41, 65]. For instance, a study of more than 200 American adults 
found that believing one has a secure attachment to God had a significant positive cor-
relation (r = .25) with their belief in a loving God, whereas believing that one has as an 
avoidant attachment to God had a significant negative correlation with belief in a per-
sonal God (r = −.52) [41]. Similarly a large nationwide survey of members of the 
Presbyterian Church (USA) found that believing one has a secure attachment to God is 
associated with the belief that God is loving (r = .39), whereas believing one has an 
anxious attachment to God is associated with the belief that God is remote (r = .30) [66].

21.3  �Beliefs About One’s Attachment to God and Mental 
Health

21.3.1  �Attachment to God and Psychological Well-Being

Two small studies of college students by Lee Kirkpatrick and his colleagues in the 
1990s found that individuals who believed they had a secure attachment to God 
were more satisfied with their lives, and less anxious, lonely, and depressed than 
those who believed they had an avoidant or anxious attachment to God [52, 67]. 
Subsequent research primarily has used sophisticated scales to measure attachment 
to God that were published by Wade Rowatt and Lee Kirpatrick in 2002 [68] and 
Richard Beck and Angie McDonald in 2004 [69]. Both scales measure the same two 
styles of attachment – avoidant and anxious attachment – with secure attachment 
being the opposite of avoidant attachment on the Rowatt and Kirpatrick scale.

Four studies have reported that avoidant and anxious attachment are negatively 
related to self-esteem, life satisfaction, and positive affect [70–73], as measured, 
respectively, by the Roesenberg [74], the Diener [75], and Watson [76] scales. 
Figure 21.1 shows the results from the two studies that analyzed the association 
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between life satisfaction and believing that one has an avoidant and anxious attach-
ment with God. One studied a sample of undergraduates at a religious college in the 
U.S. (labeled Religious College), and the other studied students who belonged to 
university-based Christian organizations (labeled Christian Groups) in the U.S. and 
U.K. The studies found that believing that one has either of these two types of poor 
attachment to God had pernicious associations with life satisfaction. However, 
believing that one has an anxious attachment to God had a larger pernicious associa-
tion with life satisfaction than believing one has an avoidant attachment to God in 
both samples (see Fig. 21.1).

A Canadian study of Christian church congregants found an even larger inverse 
association between anxious attachment and life satisfaction (β = −.41), after con-
trolling for age and life stressors. The results of all five studies indicate that believ-
ing that one has a poor relationship with God (avoidant attachment) or that one has 
an ambivalent or inconsistent relationship with God (anxious attachment) under-
mines psychological well-being among Christians. Conversely, the studies con-
ducted by Kirkpatrick and his colleges in the 1990s indicated that believing one has 
a secure relationship with God enhances psychological well-being.

21.3.2  �Attachment to God and Psychological Distress

Two studies by Chris Ellison and his colleagues examined the degree to which secure 
attachment and anxious attachment to God were associated with psychological dis-
tress [66, 77], (measured by the K6 [78]),1 controlling for demographic, religious, 
and other variables. The first study surveyed over 1000 members of the Presbyterian 
Church (USA), and the second study surveyed the same sample 1 year later. The first 
study (Study 1  in Fig. 21.2) found that church members who believed they had a 
secure attachment to God had a significant salubrious association with psychological 

1 The K6 consists of six items that measure symptoms of anxiety and depression.

Fig. 21.1  Association 
between life satisfaction 
and anxious and avoidant 
attachment in two studies; 
All associations are 
statistically significant
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distress whereas church members who believed they had an anxious attachment to 
God had a significant pernicious association with psychological distress. The second 
study (Study 2) found that psychological distress decreased during the intervening 
year among the church members who believed they had a secure relationship with 
God. Because the second study compared changes in the net effects of attachment 
styles over 1 year, it provides evidence that believing one has a secure attachment 
with God is causally related to lower levels of psychological distress.

21.3.3  �Attachment to God and Psychiatric Symptoms

A more recent study by Ellison and his colleagues examined attachment to God and 
psychiatric symptoms using data from the 2010 Baylor Religion Survey. The study 
analyzed the association between the four classes of anxiety disorders and beliefs 
about one’s attachment to God: i.e., secure attachment and anxious attachment.

As shown in Fig. 21.3, bivariate correlations (Pearson’s r) showed that the symp-
toms of all four of classes of anxiety disorders had significant salubrious associa-
tions with secure attachment to God and significant pernicious associations with 
anxious attachment to God (black bars). Subsequent multivariate regression analy-
ses controlled for demographic, religious, and other variables.

The results of the multivariate analyses (gray bars in Fig. 21.3, β’s) found a perni-
cious association between anxious attachment to God and all four classes of symptoms. 
However, no significant association was found for secure attachment.2 Nevertheless, 

2 As mentioned earlier in the book, the correlation coefficient (r) is a measure of the strength of 
association between two numerical variables in correlational analysis and beta (β) is a measure of 
the strength of association between one numerical variable and one or more other numerical vari-
ables in regression analysis. If the regression model only involves two variables, β is identical to r, 
but β usually decreases when the association between one variable and another variable (such as 
secure attachment with GA, SA, Obs, or Comp in Fig 21.3) when control variables are included in 
the regression model. However, the inclusion of secure attachment and anxious attachment (which 
had a strong negative correlation with each other) in the same regression model accentuated the 
effect of the anxious attachment while reducing the effect of secure attachment.

Fig. 21.2  Association 
between psychological 
distress and secure and 
anxious attachment in two 
studies; Study 1 measured 
the participants’ “initial” 
level of distress and Study 
2 measured their level of 
distress 1 year later; Values 
are standardized regression 
coefficients (β’s)
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the effect of secure attachment emerged again in moderation analyses that examined 
the interaction of secure attachment and prayer. The analyses showed that people who 
believed they had a secure attachment to God and prayed frequently had less severe 
symptoms than those who prayed less frequently. Thus, prayer appears to have reduced 
psychiatric symptoms among people who believed they had a secure attachment to 
God. No interaction effect was found between prayer and anxious attachment.

21.3.4  �Mediating Effect of Anxiety on the Association 
Between Attachment to God and Happiness

Once again, I used the Baylor Religious Survey’s measure of happiness as a dependent 
variable to analyze the potential mediating effect of anxiety-disorder symptoms on the 
association between beliefs and psychological well-being. In this case, I used the three 
items measuring anxious attachment to God and the first three of the items measuring 
secure attachment to God as the independent variables. Anxiety-disorder symptoms 
were significantly correlated with anxious attachment (r = .246, p < .001) and secure 
attachment (r = −.086, p < .001), and happiness was significantly correlated with anx-
ious attachment (r = −.241, p < .001) and secure attachment (r = .188, p < .001).

Figure 21.4 shows that believing one has an anxious attachment to God had a 
significant pernicious association with happiness and believing one has a secure 
attachment to God had a significant salubrious association with happiness in regres-
sion Model 1. Both associations were reduced in magnitude but remained statisti-
cally significant in regression Model 2, which included anxiety-disorder symptoms. 

Fig. 21.3  Associations between symptoms of anxiety disorders and beliefs about one’s attach-
ment to God in bivariate and multivariate analyses (Ellison et al. [81]); GA General Anxiety, SA 
Social Anxiety, Obs Obsession, Comp Compulsion; All Pearson r’s are significant; All β’s are 
significant for anxious attachment
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These results indicate that anxiety-disorder symptoms partially mediated the asso-
ciation between happiness and both beliefs about attachment to God.3

21.4  �Chapter Highlights and Comments

Attachment Theory has been applied to several aspects of religious experience, includ-
ing one’s attachment to God. Overall, the belief that one has a secure attachment to God 
has a salubrious association with psychological well-being, psychological distress, and 
psychiatric symptoms. Despite the obvious fact that believing one has a secure attach-
ment to God is not the same as having a secure attachment to another person, such a 
belief may activate the same neural systems involved in being attached to a person. 
Based on the ETAS Theory, the salubrious effect of believing one has a secure attach-
ment to God results from the fact that this belief provides a sense of safety, which 
makes the vmPFC increase the threshold of what constitutes a threat; thus, it inhibits 
amygdala activity, which decreases anxiety-related psychiatric symptoms.

The belief that one has an anxious or avoidant attachment to God, on the other 
hand, has a pernicious association with psychological well-being, psychological 
distress, and psychiatric symptoms. As avoidant attachment entails the belief that 
God is cold, unsupportive, and unconcerned about one’s life, this belief does not 
provide a sense of security; hence, psychological distress among people who have 
these beliefs is elevated relative to persons who believe they have a secure attach-
ment with God. Belief that one has an anxious attachment to God may have a more 
pernicious effect on mental health because it involves uncertainty about God’s car-
ing and responsiveness, and research related to ETAS Theory demonstrates that 
uncertainty directly elicits anxiety.

It is possible that some of the observed effects of beliefs about God on mental 
health, which were described in the preceding chapters, may be attributable to the 
fact that these beliefs tap into the attachment system, which Paul Gilbert claims is the 

3 The mediation effect which was confirmed by the Sobel-Goodman test.

Fig. 21.4  Mediation 
effects of symptoms of 
anxiety-disorders on the 
association of happiness 
with beliefs about having 
an anxious attachment or a 
secure attachment with 
God; Values are 
standardized regression 
coefficients; ***p < .001
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safety system of the brain. Although the existence of a safety system is not directly 
relevant to ETAS Theory, the attachment system is thought to be involved in the 
development of self-esteem, which is directly relevant to ETAS Theory. Therefore, it 
would be worthwhile to be able to differentiate between (a) the direct effects of a 
sense of safety on anxiety that are attributable to believing one has a secure attach-
ment to God and (b) the indirect effects of a sense of safety attributable to the ele-
vated self-esteem that results from believing one has a secure attachment to God.

Kirkpatrick considered praying to God to be the equivalent of seeking proximity 
with an attachment figure in Attachment Theory. Prayer can also be regarded as an 
expression of belief, in the context of ETAS Theory, based on the findings of Neal 
Krause [79, 80]. Thus, the interaction effect of prayer and secure attachment on the 
symptoms of anxiety disorders observed by Ellison et al. [81] presumably reflects 
the interaction of beliefs, as proposed by ETAS Theory.

The findings reported in this chapter confirm the findings from Chap. 19 that 
happiness is influenced by anxiety, which is consistent with the ETAS Theory notion 
that anxiety mediates the influences of religious beliefs on positive emotions. Thus, 
the mediation effects reported in this and Chap. 19 support the idea that the threat 
assessments and the beliefs that modulate them appear to affect positive emotions.
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Chapter 22
Belief in Meaning in Life and Mental Health

Abstract  The chapter presents evidence from convenience samples of mainly 
Christian students in the U.S. and U.K. that various facets of religion have a positive 
association with believing that life has meaning and purpose, and in turn, that 
believing life has meaning is associated with psychological well-being. A large 
national study of U.S. Christians supports these findings. Some psychologists have 
suggested that the need to believe one’s life has meaning and purpose is so universal 
that it must be an evolutionary adaptation. ETAS Theory proposes that believing life 
has meaning and purpose may partly bolster mental health by fostering the belief, 
especially among religious people, that one’s life is part of a plan, which reduces 
concerns about life’s vicissitudes and uncertainties, particularly uncertainty, which 
elicits fear from the amygdala. Belief in meaning and purpose in life is also theoreti-
cally and empirically linked to the beliefs that one is a worthy (vis-a-vis self-esteem) 
and capable (vis-a-vis  self-efficacy)  person, which provides a sense of safety. 
According to ETAS Theory, the sense of safety provided by self-esteem and self-
efficacy counter the ability of threats of harm to produce psychiatric symptoms.

Keywords  ETAS Theory • Meaning in life • Purpose • Psychiatric symptoms • 
Psychological well-being • Threat

22.1  �Background

Many psychologists and sociologists believe that one of the major psychological 
benefits of religion is that it provides a sense of meaning and purpose in life [1–4]. 
The Austrian psychiatrist and Holocaust survivor Victor Frankl made a compelling 
case for the importance of meaning in the life to people under ordinary and extraor-
dinary circumstances in his 1946 book Man’s Search for Meaning [5]. Frankl 
believed the things that provide meaning in life to a person may change over time 
but the need for meaning exists throughout life. The American social psychologist 
Roy Baumeister classified the need to believe life has meaning into four categories: 
(1) to believe that one’s life has purpose; (2) to believe that one is able to meet chal-
lenges and achieve goals; (3) to believe that one is a worthy person with desirable 
characteristics; and (4) to believe that one’s actions are good and justified [6].
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Though individuals find meaning in life many ways [7, 8], religion is unique in 
providing answers to existential questions that we all have [2, 7, 9]. Besides address-
ing issues that are commonly recognized as being religious, such as death and suf-
fering, religion addresses issues about other aspects of the world, such as fairness 
and equity, and one’s vulnerability to the vagaries of life [2, 9, 10]. The Canadian 
psychologist Paul T.P. Wong, who has done extensive research on meaning, says 
that existential questions about meaning and purpose in life fall into seven areas of 
personal concern: “Who am I? What should I do with my life to make it worth-
while? What can I do to find happiness and life satisfaction? How can I make the 
right choices in an age of moral ambiguity and conflicting values? Where do I 
belong and where can I call home? What is the point of living in the face of suffering 
and death? What happens after death?” (p. xxx) [4]. For many people, religion pro-
vides answers to all or most of these questions.

Some psychologists have suggested that the need to believe one’s life has mean-
ing and purpose is so universal that it must be an evolutionary adaptation [11–13]. 
Eric Klinger [12], for example, suggested that the need for ultimate purposes and 
goals, which are embodied in the search for meaning, arose from proximate mecha-
nisms that evolved in animals to seek food and other resources that are necessary for 
survival. Similarly, my colleagues Nava Silton, Laura Flannelly, Kathleen Galek and 
I specifically proposed that the need for meaning and other higher needs discussed by 
the American psychologist Abraham H. Maslow [14] are rooted in the mammalian 
goal-seeking system identified by the neuroscientist Jaak Panksepp [15, 16].

Other psychologists, such as Dov Shmotkin and Amit Shrira, who have studied 
meaning and psychological well-being, think the nearly universal tendency to 
believe that life has meaning can be maladaptive. They think there is a cognitive 
mechanism that they call the “hostile world scenario” [17, 18], which they say 
“functions as a system of appraisal that scans for any potential negative condition” 
in the surrounding world (p. 146) [18]. Although they think the system is adaptive 
in keeping individual’s vigilant about potential danger, they also think it can be 
maladaptive because it generates “a continuous sense of survivorship in a disastrous 
world” (p. 146), which makes the world seem less dangerous than it actually is [18]. 
This is possible, they claim, because the brain mechanism underlying the “hostile 
world scenario” interacts with a hypothetical meaning system in the brain, such that 
the positive bias of the meaning system counteracts the negative perspective of the 
hostile world scenario by offering a favorable, and sometimes unreasonable, inter-
pretations of adverse life events [17, 18]. Shmotkin and Shrira believe this can have 
adverse consequences [18].

22.2  �Religion and Meaning

Although a substantial body of research in the U.K. has demonstrated there is a 
significant positive relationship between religion (e.g., prayer, church attendance, 
Bible reading, belief in God, and intrinsic religiosity) and the belief that life has 
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meaning [19–24], this topic has received little attention in the U.S. until recently. A 
few U.S. studies, which were conducted in the 1970s with convenience samples of 
church congregants and primarily Christian college students, found the belief that 
life has meaning was significantly related to intrinsic religiosity, religious commit-
ment, and belief in an afterlife [25–27].

I conducted electronic literature searches that failed to identify any other U.S. 
studies that explicitly explored this topic for nearly three decades. However, I found 
four U.S. studies published since 2005 that were specifically designed to analyze the 
relationship between religion and meaning in life. Two of them, which were studies 
of college students, reported that belief in meaning in life was positively correlated 
with a combined measure of religiosity (i.e., church attendance, private prayer, and 
religious commitment) [28], and believing that one has a close relationship with God 
[29]. The other two studies used national representative samples of U.S. adults. The 
first national study found that individuals who believed in God were more likely to 
believe that life has a purpose [30], whereas the second study found that individuals 
who believed God is loving were twice as likely to believe that their life had purpose 
than did individuals who did not believe God was loving [31].1

22.3  �Meaning and Mental Health

A literature review by psychologist Michael Steger [32] of research in the U.S. and 
elsewhere showed that there is a consistent positive association between belief in 
meaning in life and mental-health outcomes. Cross-sectional studies, mainly of U.S. 
college students, have shown (see Fig. 22.1) that belief in meaning and purpose in 
life is positively correlated with hope [33, 34], personal growth [35], and positive 
affect [36–38], and negatively correlated with negative affect [37, 38] and depres-
sive symptoms [33, 34].

The research reviewed by Steger also indicates that believing life has meaning 
has a salubrious relationship with psychiatric symptoms, as demonstrated in studies 
on meaning in life and anxiety in college students, patients, and community-
dwelling adults [32]. Moreover, studies of U.S. college students have helped to 
establish a causal connection between belief in meaning and purpose in life and 
psychiatric symptoms by demonstrating that belief in meaning at a given point in 
time predicts depressive symptoms at a later point in time [33, 34]. In addition, a 
large national study by Neal Krause of over 1000 older Americans revealed that 
believing life has meaning predicts lowers levels of affective and somatic symptoms 
of depression [39].

1 The first national study used data from the General Social Survey; the second used data from the 
Baylor Religion Survey.
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22.4  �Religious Meaning and Mental Health

A 2003 study of the relationship between meaning in life and psychological well-
being in a large sample of older Christian Americans is particularly interesting for 
several reasons. First, the study, which was conducted by Neal Krause, specifically 
linked meaning in life to religion [40]. Krause’s 6-item measure of religious mean-
ing, including the items: “God put me in this life for a purpose”; “God has a specific 
plan for my life” and “My faith gives me a sense of direction in my life.”

Second, some studies suggest that belief in meaning in life underlies the salubri-
ous connection between religion and psychological well-being [28, 40], and 
Krause’s 2003 study provides further evidence that this is so. Specifically, Krause’s 
study examined the degree to which belief in meaning accounted for the apparent 
salutary association between church attendance and psychological well-being. 
Third, Krause’s study compared differences in religious meaning and the differen-
tial effects of meaning on psychological well-being in Black and White Americans, 
which revealed that Black Americans had a stronger sense of religious meaning than 
White Americans.

Krause’s analysis of psychological well-being began by examining the net effects 
of church attendance on optimism, self-esteem, and life-satisfaction, controlling for 
age, gender, marital status, race, and prayer. Before religious meaning was added to 
the regression model, church attendance had a positive association with all three 
measures of psychological well-being, particularly optimism and self-esteem (see 
Fig. 22.2).

However, when religious meaning was added to the models, the associations 
were substantially reduced, indicating that the associations between church atten-
dance and the three measures were partially mediated by religious meaning. This 
indicates that what appeared to be an association between church attendance and 
psychological well-being included an association between belief in religious mean-
ing and the three measures of psychological well-being.

Fig. 22.1  Average 
correlations between 
mental-health outcomes 
and believing that there is 
meaning and purpose in 
life
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Figure 22.3 shows the association between religious meaning, itself, and opti-
mism, self-esteem, and life-satisfaction, controlling for other variables. If one com-
pares the strength of the association of religious meaning with these three measures 
of psychological well-being in Fig. 22.3 to the strength of the association of church 
attendance with the same three measures of well-being in Fig. 22.2 (“Before”), it is 
obvious that the association of religious meaning is substantially higher. Further 
analyses of the data revealed that Black Americans benefited more from religious 
meaning than did White Americans on all three outcome measures.

22.5  �Chapter Highlights and Comments

There is reasonable evidence to conclude that religion has a positive association with 
believing that life has meaning and purpose, at least among Christians in the U.S. and 
U.K. In turn, the belief that life has meaning is associated with psychological well-
being among American Christians. There also is sufficient evidence to support the 
notion that the salubrious association of religion with mental health is partially attrib-
utable to the belief that life has meaning and purpose. Meaning and purpose in life 

Fig. 22.2  Association 
between church attendance 
and measures of 
psychological well-being 
before and after belief in 
religious meaning was 
added to the regression 
models [40]; Values are 
standardized regression 
coefficients (β’s);  
* p < .01; *** p < .001

Fig. 22.3  Association 
between belief in religious 
meaning and measures of 
psychological well-being 
[40]; Values are 
standardized regression 
coefficients (β’s);  
*** p < .001
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may partly bolster mental health by instilling the belief, especially among religious 
people, that one’s life is part of a plan, which reduces concerns about life’s uncertain-
ties and vicissitudes. Uncertainty elicits fear from the amygdala and reducing uncer-
tainty reduces anxiety, according to ETAS Theory, so the belief that there is meaning 
and purpose in life reduces anxiety, related psychiatric symptoms, and other forms of 
psychological distress. From Roy Baumeister’s perspective, meaning and purpose 
also entail the beliefs that one is a worthy (vis-a-vis self-esteem) and capable (vis-a-
vis self-efficacy) person. ETAS Theory claims that self-esteem and self-efficacy pro-
vide a sense of safety that counters the ability of threats of harm to elicit psychiatric 
symptoms by raising the threshold of what constitutes a threat.

Ideas similar to those encompassed in ETAS Theory have been proposed by 
researchers investigating meaning and purpose in life, but those ideas have not been 
fully developed. Shmotkin and Shrira’s concept of a “hostile world scenario” [17, 18], 
for example, is similar to ETAS theory in that the scenario proposes a vigilance sys-
tem that scans for potential threats of harm in the environment, However, only ETAS 
Theory provides a biologically plausible explanation of such a system and its scope. 
While Shmotkin and Shrira hypothesize that positive beliefs about the meaning of 
adverse life events can undermine more realistic interpretations of the danger they 
pose, I think this possibility is less likely than they think it is. Even though ETAS 
Theory explains how cognitive assessments of safety can over-ride subcortical assess-
ments of danger, cognitive control over subcortical areas evolved, in part, to balance 
the strong bias of subcortical areas to perceive threats when none exists. Nevertheless, 
any brain system that consistently denied the harm posed by adverse life events could 
not have evolved. I think a brain system that finds meaning in adversity (if such a 
system exists) is more likely to be a mechanism to deal retroactively with the psycho-
logical consequences of personal harm, rather than a proactive process that discounts 
the possibility of potential harm posed by current or future adverse events.
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Chapter 23
Religious Doubt and Mental Health

Abstract  The first section of the chapter briefly presents historical (Augustine of 
Hippo and Thomas Aquinas) and modern (James H.  Snowden and Paul Tillich) 
theological perspectives about religious doubt, as well as psychological perspec-
tives about religious doubt, including Gordon Allport’s ideas about the causes of 
religious doubt. The rest of the chapter summarizes the research findings from con-
venience samples of religious Americans and several large studies of random sam-
ples of Americans (including a random sample of Christian Americans), all of which 
demonstrate that religious doubt has a pernicious association with psychological 
well-being. The chapter also presents the results of several large national and 
regional U.S. studies that indicate religious doubt has a pernicious association with 
psychiatric symptoms. Based on ETAS Theory, the pernicious effects of religious 
doubt at least partly reflect the fact (a) that doubts undermine the sense of meaning 
and security provided by religious faith, and (b) that uncertainty about one’s beliefs 
increases anxiety, just as uncertainty about the future increases anxiety. Some of the 
large studies also found that the adverse effects of religious doubt on mental health 
were more pronounced in persons who had a strong religious commitment or reli-
gious identity. This finding is important because it suggests that religious doubt 
threatens the social role (and therefore, the self-esteem) of religious people within 
their religious community, which is consistent with Identity Theory and ETAS 
Theory. According to ETAS Theory, this threat to self-esteem makes people more 
vulnerable to other forms of threats, which further exacerbates psychiatric 
symptoms.

Keywords  Aquinas • Augustine • ETAS Theory • Identity Theory • Meaning • 
Psychiatric symptoms • Psychological distress • Psychological well-being • 
Religious doubt • Self-esteem • Threat • Uncertainty
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23.1  �Religious Doubt

Despite the fact that religious beliefs can provide meaning in life by helping people 
to make sense of the world, some people do not find the explanation of life events 
that religion provides to be satisfactory at an intellectual or emotional level, which 
may lead them to doubt their religious beliefs [1]. The anthropologist and psychia-
trist Simon Dein [2] defined religious doubt as “a feeling of uncertainty toward, and 
the questioning of, religious teachings and beliefs.” Other psychologists have 
offered similar definitions, and have distinguished doubts about one’s religious 
beliefs from the lack of, or the rejection of religious beliefs, which some call “unbe-
lief” [3–5].

The 5th Century Catholic theologian Augustine of Hippo recounted his religious 
doubts in his Confessions [6, 7], including his concern that a omnipotent and good 
God could allow the existence of evil in the world. In other writings, he repeatedly 
expressed his doubt that the Book of Genesis was literally true [8–10]. The 13th 
Century Catholic theologian Thomas Aquinas took a more circumspect stance about 
religious doubts. Aquinas realized that doubt was an aspect of both science and 
religious faith and he acknowledged that “the believer may sometimes suffer … 
doubt … about matters of faith” (p. 2684) [11]. He claimed, however, “ …the fact 
that some happen to doubt … articles of faith is not due to the uncertain nature of 
the truths, but to the weakness of human intelligence” (p. 10) [11].

Several modern theologians have addressed the fact that religious doubts often 
arise among the faithful. The American Protestant theologian James H. Snowden 
published a paper in 1916 that shared Aquinas’ opinion that doubt is an inherent part 
of both science and religion, but he did not think doubt reflected a failure of faith or 
intellect [12]. Snowden thought that doubts about religious beliefs could lead to 
stronger religious faith, and the contemporary Christian theologians Paul Tillich 
[13, 14] and James W. Fowler [15, 16] considered religious doubt to be a necessary 
element of religious faith. Yet, Tillich and other theologians have recognized that 
Christians and other people of faith feel guilt and anxiety about having religious 
doubts [14, 17, 18].

Although the American psychologist Gordon Allport thought beliefs about sci-
ence, philosophy, and religion were all subject to doubt, he thought religious beliefs 
were particularly prone to doubt because of the unworldly nature of many religious 
beliefs [19]. He also thought some religious beliefs were subject to doubt because 
of disparities between what is practiced and what is preached by religious organiza-
tions, clergy, and congregants. Another major source of religious doubt is the con-
flict between the belief that God is good and omnipotent and the existence of evil in 
the world, which is called the problem of theodicy [20]. Finally, religious doubt may 
arise from the disparate explanations of nature offered by religion and science [19]. 
Though relatively few studies have explicitly explored the roots of religious doubt, 
their results are in agreement with the causes of doubt enumerated by Allport 
[21–23].

23  Religious Doubt and Mental Health
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Three studies of convenience samples of church members, Christian youth, and/
or college students all support the idea that religious doubt undermines religious 
faith (see Fig. 23.1) [5, 24, 25]. All three studies found that religious doubt [26]1 had 
significant negative correlations with the religious variables they measured, except 
extrinsic religiosity (i.e. extrinsic religious orientation). Naturally, the largest nega-
tive correlation was between religious doubt and strength of religious beliefs. As 
seen in Fig. 23.1, religious doubt had smaller, but significant negative correlations, 
with religious commitment, church attendance, religious well-being, and intrinsic 
religiosity (i.e., intrinsic religious orientation).

23.2  �Religious Doubt and Psychological Well-Being

Three other studies using convenience samples of religious Americans provide evi-
dence for a pernicious association between religious doubt and psychological well-
being (Fig. 23.2). The first was a study of parishioners of a Catholic church in the 
Midwest that found that religious doubt was negatively correlated with self-esteem 
and positively correlated with trait anxiety and negative mood [27]. The other two 
were studies of Christian high school and college students that found religious 
doubt was negatively correlated with life satisfaction [25] and optimism [23].

Other studies provide stronger evidence for the pernicious association between 
religious doubt and psychological well-being in American adults because they used 
large probability (i.e., random) samples and controlled for demographic and other 

1 The three studies measured religious doubt with the 1988 Altemeyer scale, which consists of 10 
items, including “doubting the existence of God because of suffering or death”; “feeling that reli-
gion doesn’t really make people better”; “feeling people who go to church … pretend they are 
better,” and” feeling that religious teachings are contradictory or that they don’t make very much 
sense.”

Fig. 23.1  Correlation of 
religious doubt with six 
measures of religion in 
three studies
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variables [28–33]. The results of these studies are shown in Fig. 23.3. The first one 
is an early study by Chris Ellison of a national sample of American adults which 
found that religious doubts, arising from concerns about evil in the world, the con-
flict between faith and science, or lack of meaning in life, had a pernicious associa-
tion with life satisfaction and happiness. A later study by Neal Krause and Chris 
Ellison and their colleagues found that religious doubt had a pernicious association 
with positive and negative affect in a national sample of members of the Presbyterian 
Church (USA) [31]. That study also found that the adverse effects of religious doubt 
decreased with age. The third study, which was also conducted by Chris Ellison 
[30], found a pernicious association between religious doubt and psychological dis-
tress (as measured by the K6 [34]) in a national sample of American adults.

Another study by Neal Krause [33], which surveyed a random sample of practic-
ing American Christians in 2001 and 2004, examined the association of religious 
doubt with self-esteem [35], optimism [36], and life satisfaction [37], controlling 
for demographic characteristics. The study used a measure of religious doubt which 
included items that Krause developed through extensive qualitative research [38].2 
That study found that all three measures of psychological well-being decreased 
from 2001 to 2004 and that the decrease was significantly associated with religious 
doubt. Because the study measured the psychological outcomes at two points in 
time, it provides strong evidence that religious doubt had a causal connection with 
the observed decline in psychological well-being.

2 The measure included the following items: “having doubts about your religious or spiritual 
beliefs”; “having doubts about things that you learned at the church”; “doubting that solutions to 
your problems can be found in the Bible”; “doubting whether your prayers make a difference”; and 
“doubting that God is directly involved in your daily life.”

Fig. 23.2  Correlation of religious doubt with psychological well-being in three convenience sam-
ples of religious Americans; *p < .01; ***p < .001
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23.3  �Religious Doubt and Psychiatric Symptoms

National and regional studies by Neal Krause [39–41] have found a pernicious asso-
ciation between religious doubt and a well-established measures of depression 
[42].3 Fig.  23.4 shows the results of two of these studies, which used identical 
depression measures and nearly identical measures of religious doubt, with two 
distinctly different populations (Mexican Americans and Church Congregants).4 
The common characteristic of the two samples was that they were almost entirely 
Christian. As seen in Fig. 23.4, religious doubt had comparable positive associa-
tions with affective and somatic symptoms of depression in both populations, 
although the associations were somewhat larger in the sample of Church 
congregants.

The study of church congregants, which was conducted by Neal Krause and 
Keith Wulff [41], also found that religious doubt had a more pernicious association 
with depression among those congregants who played a prominent role in their 
church (such a teaching Sunday school, singing in the choir, assisting with worship 
services, or having a leadership or administrative role) compared to other congre-
gants. The authors interpreted this finding in terms of Identity Theory, which pro-
poses that people have various social roles in life that form their social/personal 
identity: such as being a husband or wife, father or mother, a business owner, a 
little-league coach, a volunteer firemen, a clergyperson or a church congregant [43–
45]. The sense of identity that is tied to these multiple social roles provides meaning 
in life, to varying degrees, and individuals attach greater importance to some roles 

3 The measures of depression were based on the Center for Epidemiologic Studies Depression 
Scale (CES-D).
4 One study used a random sample of over 1200 congregants from churches throughout the U.S., 
and the other study used a random sample of over 1000 older Mexican Americans living in Arizona, 
California, Colorado, New Mexico, and Texas.

Fig. 23.3  Association of 
religious doubt with 
psychological well-being 
in three national 
probability samples of 
Americans; ***p < .001
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than other roles based on their commitment to and investment in each role. 
Challenges to these roles can have adverse psychological consequences, especially 
perceived threats to those roles that one deems to be most important.

Krause and Wulff argued that religious doubt undermines “one of the most fun-
damental benefits of religion – a sense of meaning in life” [41]. Moreover, religious 
doubt poses a threat to one’s identity as a religious person. Hence, we would expect 
that religious doubt would have a more adverse effect on individuals who are more 
invested in and committed to their religion. As it takes commitment and investment 
for individuals to be a choir member, a Sunday school teacher, etc., Identity Theory 
predicts that religious doubt will have a more pernicious effect on the psychological 
well-being of these individuals than on the psychological well-being of other church 
congregants, which is what Krause and Wulff (2004) found. Two studies by Chris 
Ellison and his colleagues also found that depression and other psychiatric symp-
toms were exacerbated in persons with a strong religious identity who had religious 
doubts, compared to less religious persons who had religious doubts [30, 46].

A 2007 study by Galek et al., using data from National Survey of Religion and 
Health [47], found that Americans adults who had doubted their religion because of 
evil and suffering in the world had significantly greater symptoms of general anxi-
ety, paranoid ideation, depression, obsessive-compulsive disorder (OCD), and ago-
raphobia (see Fig. 23.5), as well as other psychiatric symptoms than people who did 
not have religious doubts. Like the 1999 study by Krause and this colleagues [31], 
the Galek study found the adverse effects of religious doubt on mental health 
decreased with age.

The net effect of religious doubt on all the psychiatric symptoms examined in the 
Galek study probably reflects the fact that religious doubts undermine the sense of 
security provided by religious faith. Religious doubts also may lead to fear of retri-
bution from God, and fear that fellow congregants will become aware of one’s lack 
of faith.

A 2015 study by Galek et al. extends the findings of Krause and Ellison and their 
colleagues [30, 41, 46] in showing that the adverse effects of religious doubt on 
mental health is more pronounced among persons who have a strong religious com-
mitment [48]. Given Krause and Wulff’s [41] premise that religious doubts under-
mine the sense of meaning provided by religion, Galek thought that the belief that 
life lacks meaning would be particularly troubling for persons with a strong reli-
gious commitment.

Fig. 23.4  Association 
between religious doubt 
and affective and somatic 
symptoms of depression 
(Krause and Wulff, 2004 
[41]; Krause, 2012 [39]); 
values are standardized 
regression coefficients 
(β’s); All associations are 
statistically significant
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The study, which used data from the 2010 Baylor Religion Survey, conducted 
two sets of regression analyses, controlling for demographic characteristics. The 
first set of analyses confirmed previous findings that religious doubt has a signifi-
cant pernicious association with psychological distress, in that it found psychiatric 
symptoms were significantly associated with the belief that life lacks meaning and 
purpose: social anxiety (β = .064), paranoid ideation (β = .060), obsession (β = 
.066), and compulsion (β = .113). The second set of analyses confirmed the specific 
findings of Ellison [30, 46] and Krause and Wulff [41] that religious doubt had a 
more pernicious effect on individuals with a strong religious commitment, as indi-
cated by significant interactions of religious commitment with the belief that life 
lacks meaning and purpose on four types of psychiatric symptoms. Fig. 23.6 illus-
trates this interaction effect for social anxiety.

Fig. 23.6 shows that believing life lacks meaning had no effect on people with 
low religious commitment (High, Mean, and Low at −1 SD in the figure). In con-
trast, people with strong religious commitment who believed life lacks meaning 
(High at +1 SD in the figure) had high social anxiety, whereas people with strong 
religious commitment who did not believe life lacks meaning had low social anxiety 
(Low at +1 SD in the figure). The interaction effects were similar for paranoid ide-
ation, obsession, and compulsion.

Based on Identity Theory, Galek et  al. suggested that the belief that life lacks 
meaning exacerbates psychiatric symptoms among people who have a strong reli-

Fig. 23.5  Association 
between religious doubt 
and psychiatric symptoms 
(Galek et al., 2007 [47]); 
All β’s are statistically 
significant; OCD = 
obsessive-compulsive 
disorder

Fig. 23.6  Interaction 
effect of religious 
commitment with believing 
life lacks meaning on 
social anxiety (Galek et al., 
2015)  [47]; see reference 
list for complete citation; 
used by permission; 
Copyright © 2015 by the 
American Psychological 
Association
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gious commitment because it “threatens their social role within the religious com-
munity” (p. 8) [48], which is consistent with ETAS Theory. Moreover, they suggested, 
from the perspective of ETAS Theory, that such a threat to one’s identity represents 
a direct threat to one’s self-esteem, which is one of Baumeister’s four basic needs for 
meaning [49].

23.4  �Chapter Highlights and Comments

Doubts about one’s religious beliefs can arise from the unworldly nature of the 
beliefs themselves, the disparate explanations of the world offered by religion and 
science, and other reasons. Two major sources of religious doubt are (a) disparities 
between what is practiced and what is preached by religious organizations, clergy, 
and congregants, and (b) the conflict between the belief that God is good and 
omnipotent and the existence of evil in the world.

Research has shown that religious doubt is inversely related to measures of reli-
gious faith and psychological well-being. Large-scale studies using probability 
samples of Americans have found that religious doubt has a pernicious association 
with self-esteem, happiness, life satisfaction, optimism, positive and negative affect, 
and psychological distress, including psychiatric symptoms. Based on ETAS 
Theory, the pernicious effects of religious doubt at least partly reflect the fact (a) 
that doubts undermine the sense of meaning and security provided by religious 
faith, and (b) that uncertainty about one’s beliefs increases anxiety, just as uncer-
tainty about the future increases anxiety. Anxiety and other forms of psychological 
distress may also result from the fear that fellow congregants will become aware of 
one’s lack of faith and the fear of retribution from God.

Related research has shown the pernicious effects of religious doubt on mental 
health are particularly troubling for persons who have a strong religious commit-
ment, probably because religious doubt undermines the social identity and threatens 
the self-esteem of individuals with a strong commitment to their religion and their 
religious community. A threat to self-esteem has a two-pronged effect on mental 
health because it has a primary effect of undermining psychological well-being and 
a secondary effect resulting from the fact that lowered self-esteem makes one more 
vulnerable to psychological distress from other sources of threat, according to 
ETAS Theory.
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Chapter 24
Belief in Divine Forgiveness, Evil, and Biblical 
Literalism and Mental Health

Abstract  The chapter discusses research on mental health and a few religious 
beliefs that have received little attention. The findings described in this chapter 
mainly come from a handful of large national studies. One of these studies, which 
investigated the association of psychiatric symptoms with belief in Divine forgive-
ness and belief in human evil found: (a) belief in forgiveness from God was associ-
ated with  lower anxiety-related symptoms, (b) the belief that human nature is 
basically evil was associated with higher anxiety-related symptoms, and (c) that 
belief in Divine forgiveness countered the pernicious association of belief in human 
evil on anxiety-related symptoms. Other findings reported in the chapter are that 
belief in Divine forgiveness has a salubrious association with psychological well-
being and depression and that belief in Satan has a pernicious association with psy-
chiatric symptoms. From the perspective of ETAS Theory, the belief one has been 
forgiven by God implies belief in a benevolent God who is involved one’s life, 
which provides a sense of safety that reduces psychiatric symptoms. Beliefs in 
Satan and human evil imply direct threats of harm from human and supernatural 
beings, both of which increase psychiatric symptoms. The interaction between 
belief in human evil and belief in Divine forgiveness confirms the ETAS Theory 
proposition that beliefs interaction with one another in their effects on psychiatric 
symptomology. Finally, the chapter discusses evidence that belief in Biblical literal-
ism influences whether people seek help for psychiatric problems from clergy or 
mental-health professionals and examines the association between Biblical literal-
ism and psychiatric symptomology.

Keywords  Agoraphobia • Aquinas • Augustine • Divine forgiveness • Biblical lit-
eralism • ETAS Theory • Evil • Help seeking • Mental-health assistance • Psychiatric 
symptoms • Psychological well-being • Satan • Threat

The present chapter discusses some religious beliefs that have received relatively 
little research attention, but appear to have important implications for mental health. 
The first is belief in Divine forgiveness. The second is the belief that there is evil in 
the world, including the belief that human nature is basically evil and belief in 
Satan. The third is the belief that the Bible, particularly the Old Testament of the 
Bible, is literally true.
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24.1  �Belief in Divine Forgiveness and Mental Health

Extensive research has found a salubrious association between forgiveness and 
physical and mental health. The salubrious association between forgiveness and 
health appears to be due to the fact that forgiveness of others reduces feelings of 
hostility that have an adverse effects on health and subjective well-being [1, 2]. 
Although several books have been published that describe research on the associa-
tion between forgiveness and mental health [3–5], most of this research has exam-
ined the relationship between mental health and forgiving others for their 
transgressions. Relatively few published studies have examined belief in Divine 
forgiveness and mental health.

The earliest research on Divine forgiveness and mental health is a series of stud-
ies using convenience samples of U.S. college students that were published in 1988 
by psychologists P. J. Watson, Ronald J. Morris, and Ralph W. Hood [6–8]. This 
research consisted of surveys of a half dozen samples of undergraduates attending a 
state university and one sample from a small religious college.1 Between 85.3% and 
93.6% of the students in the state university and 95.6% of the students in the reli-
gious college were Christians. The studies reported consistent negative correlations 
between symptoms of depression and belief in Divine forgiveness of sin among 
state university students (r’s = −.18 to −.34), with undergraduates at the religious 
college exhibiting the strongest negative correlation between depressive symptoms 
and belief in Divine forgiveness (r = −.39). The correlations between Divine for-
giveness and general anxiety and social anxiety, which were measured in some of 
the studies, were inconsistent.

Two subsequent national studies of Divine forgiveness in samples of American 
adults were published in 2001 and 2003 [9, 10]. The first was a study of more than 
1300 U.S. adults that examined the association of belief in Divine forgiveness with 
psychological distress and life satisfaction in different age groups [9].2 The indepen-
dent variable was participants’ average ratings of the degree to which they agreed 
with two statements: “I know God forgives me” and “Knowing that I am forgiven 
for my sins gives me the strength to face my faults and be a better person” (p. 251) 
[9]. I assume these two statements capture the participants’ beliefs that they have 
been forgiven by God, rather than their actual knowledge.

The study reported that belief in Divine forgiveness varied by age, controlling for 
demographic variables and other religious variables. Belief in Divine forgiveness 
had no association with psychological distress or life satisfaction among people 
over 65 years of age, and it had only a marginally significant association with psy-
chological distress (β = −.07) and life satisfaction (β = .09) among people 18–44 
years of age. Participants who were 45–64 years-old exhibited no association 

1 The sample sizes of the surveys of the state university students ranged from 124 to 221 partici-
pants and the sample size of the survey of the students in the small religious college was 116 
participants.
2 The age groups were 18–44 years, 45–64 years, and 65 years and older.
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between belief in forgiveness and psychological distress, but a significant negative 
association was found between belief in forgiveness and life satisfaction (β = −.18).

The second study, which was conducted by Neal Krause and Chris Ellison [10], 
examined the association of life satisfaction and affective and somatic symptoms of 
depression with the degree to which study participants agreed with the statement: “I 
believe God has forgiven me for things I’ve done wrong” (p. 83) [10]. The study 
analyzed the responses of a random sample of over 1200 U.S. Christians who were 
66 years of age or older, controlling for other religious variables and several demo-
graphic variables. The analyses found study participants who more strongly believed 
that they had been forgiven by God had significantly higher life satisfaction  
(β = −.07), and significantly lower affective symptoms of depression (β = −.08) 
than other participants. However, belief in Divine forgiveness was not significantly 
associated with somatic symptoms of depression (β = −.02).

The only other research I know that has examined the relationship between belief 
in Divine forgiveness and mental health is a study I worked on with my sociologist 
colleagues Jeremy Uecker, Chris Ellison, and Amy Burdette, which used data from 
the National Study of Religion and Health (NSRH) [11]. This study examined the 
association of psychiatric symptoms with belief in Divine forgiveness, as well as 
belief in human evil, which I will discuss in the next section of this chapter.

The independent variable in our regression analyses3 was participants’ response 
to the question: “How often have you known that God has forgiven you?” Once 
again, I assume that “knowing” one has been forgiven by God really means “believ-
ing” one has been forgiven by God.4 Although this study included eight dependent 
variables [11], Fig. 24.1 only shows the results for the five key variables from the 
NSRH that I have mentioned in the previous chapters.

The figure shows that belief in Divine forgiveness had significant negative asso-
ciations with depression, OCD, agoraphobia, and general anxiety. Belief in Divine 
forgiveness had a non-significant negative association with paranoid ideation. 
Overall, I think these results offer good evidence that believing one has been for-
given by God has a salutary association with mental health in the U.S. general popu-
lation, even after controlling for the sense of safety provided by social support. I 
think believing you have been forgiven by God implies the belief that God is 
involved in your life and that you have a good relationship with God, both of which 
should provide a sense of safety, and hence, lower psychiatric symptoms. It also 
implies that God is benevolent, not punitive, which should also lower anxiety and 
related symptoms. Finally, obtaining forgiveness from God may be considered a 
form of protection, as God chose to forgive you rather than to punish you.

3 The regression analyses controlled for frequency of private prayer and attending religious ser-
vices, demographic variables, social support, life stressors, and belief in human evil.
4 The response options ranged from “never” to “many times” on a 5-point scale.
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24.2  �Belief in Evil and Mental Health

The belief that there is evil in the world can lead to doubts about one’s religious 
beliefs, which in turn, may undermine mental health, as discussed in Chap. 23. This 
section of the chapter presents evidence that belief in evil can directly affect mental 
health.

Christianity, Judaism, and other world religions traditionally recognize two 
sources of evil in the world, human beings and malevolent supernatural beings [12–
17]. This theological perspective defines human evil as acting contrary to God’s 
will or God’s laws [13, 18, 19]. Although the Hebrew Bible accepted the idea that 
humans were capable of doing good and evil [13, 20], human evil is more problem-
atic for Christianity, which proposes that all of God’s creations reflect God’s good-
ness [21, 22]. The 5th Century theologian Aurelius Augustine provided a solution 
to this dilemma, claiming that despite the inherent goodness of humanity, the 
capacity of “free will” makes it possible for individuals to choose between good 
and evil [13, 23, 24]. Thomas Aquinas incorporated Augustine’s explanation of 
human evil into his influential 13th Century treatise on Christian theology Summa 
Theologica [22].

Over the centuries, western philosophers and theologians have debated whether 
human nature is basically good or basically evil [25, 26]. Psychologists joined the 
debate in the 20th Century, with some psychologists arguing that human nature is 
inherently good (e.g., Carl Rogers) and others (e.g., Sigmund Freud) arguing it is 
inherently evil [13, 26, 27]. The fact that at least three books have been published 
since 2000 that contain the phrase “psychology of good and evil” in their titles is 
evidence that human evil is still a topic of interest in modern psychology [28–30]. 
However, 21st Century psychologists and other social scientists generally agree that 
human nature is not inherently good or evil, and that evil is the product of experien-
tial and situational factors.

Fig. 24.1  Association of 
belief in Divine 
forgiveness with five types 
of psychiatric symptoms 
(Uecker et al. 2016 [11]); * 
p < .05
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24.2.1  �Belief in Human Evil and Mental Health

Although a number of studies have explored the psychology of evil, few have inves-
tigated the connection between evil and mental health. Indeed, to the best of my 
knowledge, just three published studies have explicitly examined the relationship 
between believing human nature is basically evil and mental health. Two of the 
three studies analyzed data from the General Social Survey (GSS) [31, 32].5 The 
first study found that belief in human evil had a significant pernicious association 
with life satisfaction (β = .14) [31] and the second found that belief in human evil 
had a marginally significant pernicious association with anxiety (β = .05) [32].

The third study used data from the NSRH to examine the relationship between 
belief in human evil and psychiatric symptoms.6 This is the same 2016 study by 
Uecker et  al. [11], which was described in the preceding section of this chapter 
about Divine forgiveness and psychiatric symptoms. Figure 24.2 shows the results 
for the same five classes of psychiatric symptoms that were presented that section, 
but the names of some of the symptom classes have been shortened.

Believing that human nature is basically evil had significant pernicious associa-
tions with all five classes of psychiatric symptoms shown in Fig. 24.2. Belief in 
human evil had the strongest association with paranoid ideation, which might be 
expected on a priori grounds, as paranoia is essentially a distrust of people. The 
second highest association was between belief in human evil and depression. To the 
extent that depression represents a reaction to loss of social status, social rejection, 
or the termination of social relationships [33–38], as discussed in Chap. 12, believ-
ing that people are basically evil might be expected to increase depressive symp-
toms since interacting with evil people may yield any of these negative outcomes. 
The reasons for the variations in the strength of the other associations are not obvi-
ous to me. In any case, these results are also consistent with ETAS Theory, as evil 
people obviously pose a threat of harm; hence, the belief that people are basically 
evil should increase anxiety-related symptoms.

5 One study used data from the 1987 GSS and the other used data from the 1996 GSS. The belief 
that human nature is basically evil was measured in both studies by combining respondents’ agree-
ment with the statements: “Human nature is fundamentally perverse and corrupt,” and “Human 
nature is basically good,” which was reversed scored. Both studies controlled for demographic 
characteristics, adverse life events, and religious variables.
6 Belief in human evil was measured by combining respondents’ agreement with the statements: 
“Human nature is basically evil,” and “Human nature is basically good” (reversed scored).
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24.2.2  �Belief in Human Evil and Divine Forgiveness 
and Psychiatric Symptoms

Human evil tends to be subsumed under the concept of sin in Judeo-Christian theol-
ogy, especially Christian theology [39, 40]. Sigmund Freud, the founder of psycho-
analysis, argued that belief in sin, or that one has committed a sin, leads to guilt, 
which increases anxiety [41, 42]. A 1962 book by Albert Ellis, an American clinical 
psychologist, went further than Freud in claiming that all “neurotic disturbances” 
(neuroticism encompasses trait anxiety and other persistent expressions of negative 
affect [43, 44]) were the direct or indirect result of the concept of sin [45]. Christian 
writers of the time countered that the guilt associated with sin did not automatically 
lead to psychological disturbances because of the Christian belief that God forgives 
sinners, and that the beneficial effects of this belief can offset the adverse effects of 
guilt on psychological well-being [6].

Some of the studies on forgiveness by Watson, Morris, and Hood, which were 
described earlier in the chapter, provided evidence that guilt is associated with 
symptoms of depression and anxiety in college students [6–8], but no study until 
recently, has investigated whether belief in Divines forgiveness offsets the negative 
effects of belief in sin on mental health. The one study to do so is the same 2016 
study by Uecker et al. that I already have mentioned in this chapter with respect to 
belief in forgiveness and belief in human evil, the latter of which is conceptually the 
same as sin in Christian theology [11].

As described above, the Uecker et al. study [11] asked a large sample of American 
adults about (a) the degree to which they believed that human nature is basically evil 
and (b) how often they believed that they had been forgiven by God. The net effects 
of each of the these two independent variables on psychiatric symptoms were pre-
sented in Figs. 24.1 and 24.2. Their third set of analyses of these data is of interest 
to us here. These analyses examined the degree to which belief in Divine forgiveness 

Fig. 24.2  Association of 
believing human nature is 
basically evil with five 
types of psychiatric 
symptoms (Uecker et al. 
2016 [11]); * p < .05 ** p 
< .01 *** p < .001

24  Belief in Divine Forgiveness, Evil, and Biblical Literalism and Mental Health



249

moderated the pernicious association between belief in human evil and psychiatric 
symptoms.

The study found that believing one has been forgiven by God significantly mod-
erated the association between belief in human evil and agoraphobia (β = −.11), 
general anxiety (β = −.14), and paranoid ideation (β = .13). This moderation effect 
is illustrated for agoraphobia in Fig. 24.3. As one can see clearly in the left side of 
the figure, individuals who did not believe in human evil had low levels of agora-
phobia, regardless of their belief in Divine forgiveness. However, as seen in the right 
side of the Fig. 24.3, whereas symptoms of agoraphobia were low among individu-
als who strongly believed in both human evil and Divine forgiveness (Highest 
Divine Forgiveness), individuals who strongly believed in human evil, but did not 
believe in Divine forgiveness (Lowest Devine Forgiveness) had significantly higher 
levels of agoraphobia. The pattern of results was very similar for general anxiety 
and paranoid ideation.

As already discussed, the net effects of belief and human evil and belief in Divine 
forgiveness are consistent with ETAS Theory in illustrating that beliefs that heighten 
fears about the dangerousness of the world and beliefs that provide a sense of safety 
are associated, respectively, with higher and lower levels of psychiatric symptoms. 
Uecker’s results that belief in Divine forgiveness mediates the pernicious effect of 
belief in human evil on psychiatric symptoms are consistent with the proposition of 
ETAS Theory that positive and negative beliefs about the nature of the world 
(including the behavior of God) interact with each other to produce their net effect 
on psychiatric symptoms.

24.2.3  �Belief in Satan and Psychiatric Symptoms

The second source of evil in Christian theology, as previously mentioned, is malev-
olent supernatural beings. The major source of  supernatural evil in the Christian 
Bible is Satan, who is mentioned many times and many places in the New Testament. 
Although Satan is mentioned in several books of the Hebrew Bible (or Old 
Testament) and later Jewish writings [15, 46, 47], he does not have the same 
“demonic” status he has in Christian theology [15, 16, 47, 48]. Satan, who is also 
known to Christians as Lucifer and The Devil, is the personification of evil in 
Christianity, tempting people to commit sins that destroy themselves spiritually, 
physically harm others, and aid Satan in his battle against God [16, 49].

Although Catholicism and most Protestant denominations have down-played 
Satan’s role in the world [47, 50, 51], many Americans believe Satan exists. For 
example, the 2005 Baylor Religious Survey found that 58% of American adults 
“absolutely” believed that Satan/The Devil exists and another 17% believed Satan/
The Devil “probably” exists [52]. Moreover, 70% believe that some type of evil 
demons exists.

To the extent that individuals believe Satan or other demons exist, we would 
expect them to believe in the danger these malevolent supernatural beings pose to 
themselves and other people. Hence, belief in malevolent supernatural beings 
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should increase psychiatric symptoms. A 2011 study by Flannelly et al. [53] pro-
vides some support for this hypothesis, and therefore, ETAS Theory. The study 
analyzed the association between psychiatric symptoms and a combined measure of 
people’s belief in Satan and their belief in other demons, using data from the 
2010 Baylor Religion Survey.

I decided to reanalyze the data from the 2011 Flannelly et  al. study to focus 
solely on belief in Satan, controlling for age, gender, race, and frequency of private 
prayer and attending religious services. As seen in Fig. 24.4, the independent vari-
able, belief in Satan, had a significant pernicious association with all five types of 
psychiatric symptoms. By far, the strongest association was between belief in Satan 
and paranoid ideation, probably because Satan acts through people to cause harm. 
The fact that Satan acts through people may also account for the association of the 
belief in Satan with social anxiety; however, social anxiety is mainly a fear of being 
embarrassed or rejected rather than a fear of actual physical harm, so one might 
expect a weaker association than that observed for paranoia. Belief in Satan proba-

Fig. 24.3  Moderating 
effect of belief in Divine 
forgiveness on the 
association between 
agoraphobia and the belief 
that human nature is 
basically evil (Uecker 
et al. 2016 [11], Review of 
Religious Research; see 
reference list for 
complete citation; used by 
permission)

Fig. 24.4  Association of 
belief in Satan with five 
types of psychiatric 
symptoms from the 2010 
Baylor Religion Survey;  
* p < .05 ** p < .01 ***  
p < .001
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bly had weaker associations with the other three dependent variables because they 
entail fears of more amorphous sources of danger.

24.3  �Belief in Biblical Literalism and Seeking Help 
for Mental-Health Problems

Clergy are often called the “frontline workers” of the U.S. mental-health system 
[54, 55], and there is a good reason for this. The Epidemiologic Catchment Area 
Study, which was conducted by the National Institute of Mental Health in 1980–
1985, found that Americans are more likely to seek help from clergy for serious 
mental-health problems than they are to seek help from psychologists or psychia-
trists [56]. This result was confirmed by the 1990–1992 National Comorbidity 
Survey (NCS). The NCS found: (a) that roughly 25% of U.S. adults who sought 
treatment for mental-health problems, sought help from clergy; and (b) that nearly 
25% of those who sought help from clergy had a serious mental-health disorder. 
Moreover, most of the persons who sought help from clergy did not seek help from 
mental-health professionals or other health-care professionals [57].

Naturally, people who are more religious are more likely to seek help from clergy 
for mental-health problems [58]. A 2006 study by Chris Ellison, me, and some col-
leagues found that several aspects of religion influence whether people think they 
should seek mental-health assistance from clergy [59].7 For example, individuals 
who attended religious services more often were significantly more likely to recom-
mend clergy as a primary source of mental-health assistance. However, this effect 
varied by religious denomination. Catholics were more likely to recommend clergy 
as a primary source of assistance than were all other survey respondents except 
Protestants. Protestants were more likely than Catholics to recommend clergy, and 
Conservative Protestants (i.e., Evangelical and Fundamentalist Protestants) were 
more likely than other Protestants to recommend clergy. After controlling for both 
church attendance and religious denomination, individuals who believed that the 
Bible was literally true were significantly more likely than other individuals to rec-
ommend clergy as a primary source of assistance for mental-health problems.

Unlike Catholic priests, Protestant clergy provide pastoral counseling to congre-
gants on a wide range of personal and family issues [55, 59–62], which probably 
accounts for the differences between Protestant and Catholics about recommending 
clergy. In addition, Conservative Protestant denominations are more likely than 
other Protestant denominations to profess the belief that mental-health problems are 
spiritual problems, and that mental illness results from human sinfulness and immo-
rality [63, 64]; thus, members of these religious denominations are naturally more 
likely to seek help for mental-health problems from their clergy. Furthermore, 
research also suggests that Conservative Protestants may avoid seeking help from 
mental-health professionals because they think mental-health professionals do not 

7 The study analyzed data from the 1996 GSS.
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share their values [65], and they are concerned that mental-health professionals may 
try to change their values and beliefs [64].

Belief in Biblical literalism is associated with: (a) belief in the ubiquity of sin 
[66], which underlies the belief that mental illness is a spiritual problem, and (b) the 
belief that the Bible is the ultimate source of authority [66], which undermines the 
acceptance of scientific explanations of the world, including mental illness [66, 67]. 
Therefore, individuals who believe in Biblical literalism should be less likely to 
seek help from mental-health providers, whose professional practice is based upon 
science. Although belief in Biblical literalism is a central tenant of Fundamentalist 
and Evangelical Protestantism [59, 68], as individuals vary in their degree of belief, 
some Conservative Protestants in the 2006 Ellison et al. study may have had a stron-
ger belief in Biblical literalism than others, which may be why Biblical literalism 
had a significant net effect on preferring mental-health assistance from clergy, above 
that which was accounted for by belonging to a Conservative Protestant denomina-
tion. Unfortunately, I am not aware of any published studies that have specifically 
investigated the association between belief in Biblical literalism and mental health, 
per se.

24.4  �Belief in Biblical Literalism and Psychiatric Symptoms

Although I do not know of any published study that has specifically investigated the 
association between belief in Biblical literalism and mental health, I came across a 
2015 article by David Hayward and Neal Krause that examined depression in older 
Mexican Americans who were either Evangelical Protestants or Roman Catholics 
[69]. The study, which surveyed more than 1.500 people, found that the Evangelical 
Protestants reported significantly fewer depressive symptoms than did the Catholics. 
As Evangelical Protestants are much more likely than Catholics to believe that the 
Bible in literally true [70], Evangelical Protestantism may be considered to be a 
proxy belief for Biblical literalism.

The 2010 Baylor Religion Survey contains one item that measures Biblical liter-
alism, one item that measures Evangelicalism, and one item that provides a crude 
measure of depression.8 Therefore, I decided to see if I could separate the apparent 
effects of Evangelical Protestantism on depression from the possible effects of 
belief in Biblical literalism. Bivariate correlations indicated that depression had a 

8 Biblical literalism was measured by a participant’s response to the question, “Which one state-
ments comes closest to your personal belief about the Bible?”: 4 (“The Bible means exactly what 
it says. It should be taken literally, word-for-word, on all subjects.”); 3 (“The Bible is perfectly true 
but it should not be taken literally, word-for-word. We must interpret its meaning.”); 2 (“The Bible 
contains some human error.”), and 1 (“The Bible is an ancient book of history and legend.”).

Evangelicalism was measured by a participant’s response to the following question. “How well 
do the following terms describe your religious identity?” Over a dozen terms were listed, including 
“Evangelical.” The response categories were: 4 (“Very well”); 3 (“Somewhat well”); 2 (“Not very 
well”), and 1 (“Not at all”).
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significant negative relationship with both Evangelicalism (r = −.074) and believing 
in Biblical literalism (r = −.093). Therefore, I decided to see if these associations 
were significant when I used the same regression model I used earlier in this chapter 
to test the effects of belief in Satan. Separate regression models performed on 
Evangelicalism and belief in Biblical literalism found that neither had a significant 
association with depression. These results indicated that the bivariate analyses had 
probably captured the effects of frequency of prayer or attending religious ser-
vices on depression, not Evangelicalism or belief in Biblical literalism, per se.

I decided to test the net effects of belief in Biblical literalism on psychiatric 
symptoms, using the same regression model and the same dependent variables I 
used in my analyses of belief in Satan (general anxiety, obsession, compulsion, 
social anxiety, and paranoia), with data from the Baylor Religion Survey. I found 
belief in Biblical literalism had a fairly large pernicious association with paranoid 
ideation, but none of the other associations even approached statistical significance 
(see Fig. 24.5). I suspect the paranoid symptoms reported by persons who believe 
the Bible is literally true may be attributable to the threats posed to their religious 
beliefs and cultural values by science and various aspects of modern American cul-
ture [66, 67, 71–74]. I think the response to these threats may be expressed as para-
noia because the source of the threats is personified as evil people from outside their 
religious group.

Depression was measured by the question: “During the past 30 days, how many days have you 
felt sad, blue, or depressed? The response categories were: 4 (“All 30 days”); 3 (“21–29 days”); 2 
(“11–20 day”), and 1 (“1–10 days”) and 0 (“None”).

Fig. 24.5  Association of 
belief in Biblical literalism 
with five types of 
psychiatric symptoms in 
the 2010 Baylor Religion 
Survey; *** p < .001

24.4  Belief in Biblical Literalism and Psychiatric Symptoms



254

24.5  �Chapter Highlights and Comments

This chapter presents findings on several diverse but inter-related topics. The major 
findings related to ETAS Theory are the association of psychiatric symptoms with 
belief in (a) Divine forgiveness, (b) human evil, (c) Satan, and (d) Biblical literal-
ism, and (e) the interaction of belief in human evil and Divine forgiveness. An 
equally important finding, which is not directly related to ETAS Theory, is that 
belief in Biblical literalism influences personal attitudes about who to seek for help 
for psychological problems.

The results of two large national studies of U.S. adults demonstrated that belief 
in Satan and the belief that human nature is basically evil had significant pernicious 
associations with all the psychiatric symptoms they measured. These findings are 
consistent with ETAS Theory in that people who believe in Satan and human evil 
should also believe that Satan and evil people pose direct threats of harm, which is 
likely to activate the “aversive amplification circuit” that is known to increases the 
amygdala’s response to potential threats, and therefore, increases fear and anxiety. 
These two studies found that paranoia had the strongest association with belief in 
human evil and belief in Satan possibly because these beliefs imply there are evil 
people who intend to do you harm and that Satan does harm by working through 
people.

In contrast to the pernicious association between mental health and the three 
religious beliefs I just mentioned, belief in Divine forgiveness has been found to 
have a salubrious associated with depression and other psychiatric symptoms in 
convenience and national samples of Americans. Moreover, these national studies 
found that belief in Divine forgiveness directly counters the pernicious effect of 
belief in human evil on depression, anxiety disorders, and other psychiatric symp-
toms. This interaction of belief in human evil and belief in Divine forgiveness con-
firms the prediction of ETAS Theory that beliefs interact with one another in 
determining their net effects on psychiatric symptoms. Believing that you have been 
forgiven by God implies you believe (a) that God is benevolent, (b) that God is 
involved your life, and (c) that you have a good relationship with God. All of these 
beliefs should provide a sense of safety that reduces psychiatric symptoms.

My own analyses of the association between belief in Biblical literalism and 
psychiatric symptoms found that it had a pernicious association only with paranoia. 
I think this can be explained, consistent with ETAS Theory, by the fact that science 
poses a direct threat to belief in Biblical literalism and aspects of modern American 
culture pose a threat to other religious and cultural beliefs of individuals who believe 
the Bible is literally true. Because the source of these threats is personified as evil 
outsiders, the reaction to the threats is paranoia.
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Chapter 25
The Historical Development of Theories 
of Organic Evolution

Abstract  This chapter reviews most of the major points made in Part 1 of the book. 
The first chapter of Part I (Chap. 2) describes the philosophical and theological 
beliefs held in the Western world from the 5th Century (BCE) through the 13th 
Century (AD) that were impediments to the recognition of organic evolution. The 
Protestant Reformation, which began in the early part of the 16th Century, rejected 
Scholasticism (which had dominated Christian theology and learning), and stressed 
the supremacy of the Holy Scriptures in Christian theology and the belief that the 
Scriptures were literally true. As Chap. 3 notes, this context transformed the study 
of Natural History into Natural Theology, which became a mechanism to under-
stand God through his creations. Although some areas of science flourished during 
this time, religious orthodoxy hampered evolutionary thought. The Age of 
Enlightenment, which began in the late 17th Century, questioned accepted beliefs 
about the world, opening the door, ever so slightly, for scientific explanations of the 
origin of the universe and the origin of life. The latter part of this chapter (which 
covers portions of Chaps. 3 and 4) summarizes the contributions of the Enlightenment 
thinkers Georges-Louis Leclerc Buffon, Dr. Erasmus Darwin, and Jean-Baptiste 
Lamarck to the development of the theory of organic evolution, and presents con-
clusions to be drawn from Part I.

Keywords  Aristotle • Augustine • Bible • Buffon • Common ancestor • Darwin • 
Evolution • Intelligent design • Lamarck • Natural Theology

25.1  �Historical Background from the Greeks 
to the Enlightenment

Part I of the book traced the development of theories of organic evolution before 
Charles Darwin. The prevailing philosophical and theological beliefs held in the 
Western world from the 5th Century (BCE) through the 13th Century (AD) were not 
conducive to the development of a theory of organic evolution or even the idea of 
organic evolution. Philosophers and theologians mainly believed in a static world 
created by God or some other higher power, such as Plato’s divine creator or 
Aristotle’s prime mover. The keystone of the static-world view in Christianity was 
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the Bible’s Book of Genesis that described how God created the universe, the earth, 
and all its inhabitants in 6 days. Although a literal interpretation of the Book of 
Genesis strongly implies that God’s creatures have not changed since God made 
them, the 5th Century (AD) theologian, Augustine of Hippo, thought the 6 days of 
creation described in the Book of Genesis should not be taken literally and that the 
Book of Genesis did not necessarily preclude the possibility that the animals and 
plants that God created could not change in form [1–3]. Although few Christian 
theologians before the 20th Century embraced Augustine’s idea that plant and ani-
mal forms could change over time, Augustine’s critique of the Book of Genesis 
[2, 3] undermined the belief that the Holy Scriptures are the literal word of God, as 
early as the 5th Century AD.

Both Aristotle and Plato’s philosophical ideas influenced Christian thought about 
the nature of God, humans, and the world at large. Their belief in an unchanging 
world and their belief in teleology – that everything in the world exists for a pur-
pose – reinforced the Christian belief that the Book of Genesis was literally true and 
that the apparent harmony and purposiveness of nature was exclusively the work of 
God. Their beliefs satisfied the goal of Thomas Aquinas and Scholasticism to dem-
onstrate that Christian faith is consistent with reason [1], but it gave scientific cre-
dence to religious beliefs that were inconsistent with the recognition that plants and 
animals, and the earth itself, changed over time, and therefore, hampered the devel-
opment of theories of organic evolution.

There were two key Christian beliefs that became barriers to the development of 
evolutionary theory. The first belief was that the world and the plants and animals 
that inhabit it were created by God as described in the Book of Genesis. The second 
related belief was that plants and animals have not changed since they were created 
by God – the belief than plant and animal species are immutable.

The Protestant Reformation, which began in the early part of the 16th Century, 
rejected Scholasticism, and stressed the supremacy of the Holy Scriptures in 
Christian theology [1, 4]. It stressed, among other things, that all Christians should 
read the Old Testament (the Hebrew Bible) and that the Book of Genesis, like the 
rest of the Bible, was literally true. The Reformation coincided with an increased 
interest in Natural History [5] and its rejection of Scholasticism may have spurred 
this interest [6, 7]. Many Protestant ministers actively pursued the study of nature 
[5], turning Natural History into Natural Theology, as a way to understand God 
through his creations [6]. Religious beliefs were expressed in the writings of many 
16th Century Naturalists [8, 9], the most prominent of which was John Ray, whose 
book, The Wisdom of God Manifested in the Works of Creation, discussed how God 
had fashioned each kind animal so that it is ideally suited, or adapted, to the envi-
ronment in which it lives [10–12]. According to Ray, each species was created by 
God to be perfectly matched to its environment; hence, it must have remained the 
same as it was on the day of its creation. The belief that the earth was only several 
thousand years old also made it difficult imagine that animals had changed since 
God created them.

The evolutionary biologist Ernst Mayr has said that belief in Divine design was 
the only possible explanation, at the time, of the fit between an animal and its 
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environment because there was no other plausible explanation of why each animal 
species is so well adapted to its environment [6]. Swiss naturalist Carl von Linnẻ 
(better known as Linnaeus) spent much of his life systematically classifying plants 
and animals based on the assumption of Divine creation and design. Although 
Linnaeus’ taxonomic system contributed directly to the advancement of biology, 
and perhaps, indirectly to the development of evolutionary theory, Ernst Mayr 
thought it hampered evolutionary thought more than it helped it, because Linnaeus’ 
belief that species were immutable made organic evolution a scientific problem 
that it would not have been otherwise [6].

The Age of Enlightenment, which began in the late 17th Century [13, 14], was a 
time during which thoughtful people tried to understand the reason behind every-
thing and questioned accepted beliefs about the world and traditional institutions, 
including governments and religions [6, 13–15]. “To the extent that Christianity was 
based on divine revelation rather than human reason, it lost its credibility among 
enlightened thinkers” (p. 13) [15].

25.2  �Three Enlightenment Thinkers and Their Thoughts 
About Evolution

Georges-Louis Leclerc Buffon, Erasmus Darwin, and Jean-Baptiste de Monet 
Lamarck were three major Enlightenment thinkers who questioned accepted reli-
gious beliefs about nature of the world. By challenging the concept of the immuta-
bility of species that had become ingrained in Christian theology and science, they 
laid the philosophical and scientific groundwork for the modern theory of organic 
evolution [16, 17].

Buffon introduced the readers of his widely popular Historie Naturelle to every 
major topic that Charles Darwin discussed in his 1859 book on evolution, and 
Buffon’s writings thereby set the stage for Charles Darwin and other 19th Century 
evolutionary theorists [16, 18]. Buffon’s major contributions to evolutionary thought 
were: (1) the concept of “degeneration,” which was comparable to the concept of 
evolution; (2) that degeneration reflected descent from a common ancestor; (3) that 
degeneration results from physical changes that occur in wild animals as they adapt 
to changes in their environments; and (4) that these gradual changes in wild animals 
and their offspring over vast amounts of time led to the development of different 
species, much as domestic animals can be bred to create different varieties and 
breeds of animals [18].

Dr. Erasmus Darwin, Charles Darwin’s grandfather, had ideas about organic evo-
lution that were similar, in many ways, to Buffon’s ideas. Like Buffon, he believed 
animals evolved to adapt to their environments, but he went beyond Buffon ideas 
about evolution by suggesting that evolution was driven by three basic “wants” or 
needs: the need for self-protection (“security”), the need for nourishment (“hun-
ger”), and the need to reproduce (“mating”). Changes in animals that arose to meet 
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these needs resulted in improvements in their ability to survive that were passed 
onto offspring over successive generations. Over generations, more and more 
improvements would be reflected in more and more changes in morphology and 
behavior, which would make the descendents a different species than their common 
ancestor. Like Buffon, Dr. Darwin thought that domestication provided evidence for 
the evolution of different species from a common ancestor through very gradual 
steps, and that the great age of the earth made it possible for vast changes to occur 
in both plants and animals over time. However, he went much farther than Buffon in 
explicitly proposing that all plants and animals have descended from a common 
primitive form of life.

In 1802, seven years before Jean-Baptiste Lamarck published his book on evolu-
tion, the prominent Anglican priest and theologian William Paley published a book 
in England titled Natural Theology; or Evidences of the Existence and Attributes of 
the Deity, Collected from the Appearances of Nature [19]. Natural Theology 
expanded on John Ray’s themes in The Wisdom of God, which claimed that God 
designed each plant and animal species to fit perfectly into the habitat in which it 
lives. Natural Theology included the frequently repeated analogy that the parts of 
the body are like the parts of a watch, which are so complicated and inter-related 
that they must be the product of an “intelligent and designing Creator” (p. 154) or 
“an intelligent, designing mind” (p.  280) [20]. Although the book was popular 
among the British public as well as British academics, who rejected the possibility 
of organic evolution, European academics were more open to evolutionary ideas, 
and by the early 19th Century, naturalists and intellectuals in Germany, Italy, and 
France were discussing the possibility of organic evolution [21–23]. Thus, the time 
was right on the Continent, if not in Britain, for a comprehensive theory of organic 
evolution [23].

Jean-Baptiste Lamarck is recognized as the founder of evolutionary theory 
because his 1809 book Philosophie Zoologique [24] contains the first thorough for-
mulation of the causes of organic evolution and the first attempt to trace a possible 
path of descent from a common ancestor across the animal kingdom [1, 25–28]. 
Like the Comte de Buffon and Erasmus Darwin before him, Lamarck believed the 
earth was very old and that the dramatic changes that humans can produce in domes-
ticated animals through selective breeding provided evidence that wild animals 
could change dramatically in behavior, shape, size, and other characteristics over 
vast amounts of time [29]. Over time, species of animals could transform into 
entirely new species; species could change so much that they could form new gen-
era, and new genera could change so much they could form new families of animals, 
and so on. Given enormous amounts of time, families could form new orders and 
new orders could form new classes of animals.

Lamarck had two theories of evolution. The first theory was that lower forms of 
life progressed into higher forms in terms of complexity and perfection [24, 29] 
because there is a natural force in living things that drive them to perfect themselves 
[26, 29–31]. His second theory is famously known as the “the theory of the 
inheritance of acquired characteristics” [26, 27]. Both theories were eventually 
refuted and neither was every widely accepted [26].

25  The Historical Development of Theories of Organic Evolution



265

Several theories of evolution were proposed between Lamarck’s 1809 Philosophie 
Zoologique and Darwin’s 1859 Origins of Species. Though none of them was 
accepted by the scientific community, these theories demonstrate that the concept of 
organic evolution was “in the air,” so to speak. While no theory of evolution had yet 
attained scientific acceptance, the 1844 book Vestiges of the Natural History of 
Creation [32] created popular interest in Britain about the possibility of evolution. 
The book summarized the existing geological evidence of the time to argue that life 
on earth had gradually evolved as Lamarck had proposed over an extremely long 
period of time. Even thought the Vestiges was renounced by British intellectuals and 
condemned by British theologians as Godless and heretical, it became a best seller 
in Britain [6, 16], which suggests that the general public may have been more open 
to the idea of organic evolution than were British theologians of intellectuals.

25.3  �Conclusions

Early theological and philosophical thought did not provide fertile ground for the 
emergence of ideas about organic evolution, and by the end of 13th Century AD 
both religion and science in Europe accepted two basic beliefs that were barriers to 
the development of evolutionary theory: (1) that the world and the plants and ani-
mals that inhabit it were created by God as described in the Book of Genesis; and (2) 
that plants and animals have not changed since they were created by God – the 
belief than plants and animals species are immutable.

Theories of organic evolution began to appear in the middle of the 18th Century, 
but religion, science, and society at large were not receptive to them. Little had 
changed by the beginning of beginning of the 19th Century when Lamarck pub-
lished his theories of evolution. Lamarck’s theories were dismissed in favor of the 
accepted doctrine that species were immutable and that God had designed each and 
every creature so that it fit perfectly into its habitat. However, evidence was mount-
ing that organic evolution occurs and it is clear that a theory of evolution much like 
Charles Darwin’s would have been published by the end of the 19th Century even if 
Darwin had not published his Origin of Species.
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Chapter 26
Darwin’s Books About Evolution 
and Reactions to Them

Abstract  This chapter provides a précis of Part II of the book, including a brief 
discussion of Charles Darwin’s basic ideas about evolution, and the major theories 
presented in his three books on evolution: the theory of common descent (or descent 
with modification), the theory of natural selection, the theory of sexual selection, 
and the theory of continuity of mind. The chapter explains that Darwin’s ideas about 
evolution were rapidly and widely accepted by the general public in the U.K. and 
U.S., with the exception of Conservative Christians in the U.S. The chapter also 
briefly describes the reactions of American psychology and the development of 
Evolutionary Psychology, as well as the development of Ethology in Europe. The 
scientific concepts of ultimate causes and proximate causes are discussed and sev-
eral examples of proximate causes (or proximate mechanisms) are given in the sec-
tion titled Ultimate Causes and Proximate Mechanisms. The final section of the 
chapter highlights the key conclusions to be drawn from Part II of the book.

Keywords  Darwin • Continuity of mind • Descent of Man • Ethology • Evolution • 
Expression of Emotions • Natural Selection • Origin of Species • Proximate cause • 
Ultimate cause

26.1  �Darwin’s Basic Ideas

By 1837, Charles Darwin had become convinced that species evolved [1], and he 
formulated the mechanism by which this happens (Natural Selection) the following 
year [2, 3]. Yet, he did not publish anything about evolution until his 1859 book, The 
Origin of Species [2], apparently because he wanted to amass as many facts as he 
could to support his theory [4], since he knew the concept of evolution was contro-
versial [2, 4, 5]. He might not have even published The Origin of Species in 1859 
were it not for the fact that the naturalist Alfred Russell Wallace had independently 
developed a theory of organic evolution that was astonishingly similar to his own 
theory [3, 6].

Like his grandfather Erasmus Darwin, and the Comte de Buffon and Jean-
Baptiste Lamarck, Charles Darwin made his argument for evolution by explaining 
that it was analogous to the selective breeding of domesticated plants and animals; 
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but unlike his predecessors, Charles Darwin had a mechanism of evolution (his 
theory of Natural Selection). The analogy of selective breeding was well-suited for 
his British audience because many British people were familiar with breeding plants 
and pigeons and the British gentry were particularly familiar with the breeding of 
livestock, hounds, and horses [2].

According to Charles Darwin, Natural Selection works solely by preserving 
variations in individual characteristics (such as structures) that, by chance, increase 
the likelihood that an individual will survive and reproduce. Since these beneficial 
characteristics are inherited by an individual’s offspring, they make successive gen-
erations of offspring better suited (or better adapted) to their environment. As fur-
ther modifications in beneficial or adaptive characteristics accumulate over 
successive generations, individuals tend to diverge from their ancestral forms, 
which is called the theory of “common descent” or “descent with modification.” In 
addition to demonstrating the feasibility of evolution and presenting a plausible 
mechanism of evolution, The Origin of Species undermined the central tenants of 
Natural Theology that each animal is perfectly designed and ideally suited for the 
world in which it lives [2, 7].

26.2  �Reaction to the Darwin’s Origin of Species

When Darwin’s Origin of Species was published in 1859, it was immediately con-
troversial in religious and scientific circles [8]. By the 1870s, however, Darwin’s 
“theory of descent with modification” was widely accepted among scientists in 
Britain and the U.S. [2, 9], and some say evolution was accepted as a scientific fact 
by then [10]. However, many biologists were not convinced that Darwin’s “theory 
of Natural Selection” was the mechanism of evolution until the 20th Century [2, 
11], when the science of genetics was able to explain the sources of variation (i.e., 
genes) in characteristics and the inheritance of characteristics.

As the scientific community came to endorse evolution, the Roman Catholic 
Church and most Protestant denominations also came to accept, or at least tolerate 
it, claiming that God used evolution as a means to create the diversity of life on earth 
[12, 13]. However, American Christians who believed the Old Testament (the Book 
of Genesis, in particular) was literally true sought to ban the teaching of evolution 
in American public schools [2, 13]. This movement has continued in different forms 
since the 1920s, such as “Creation Science” [12–15] and “Intelligent Design” [12, 
14–17].

26  Darwin’s Books About Evolution and Reactions to Them
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26.3  �Darwin’s Descent of Man and The Expression 
of Emotions

Darwin’s two later books about evolution were The Descent of Man [18], which was 
published in 1871 and The Expression of Emotions in Man and Animals [19], which 
was published one year later. The Descent of Man formally extended the theory of 
common descent to humans and described Darwin’s theory of sexual selection. In 
it, Darwin claimed that humans not only shared a common ancestor with other ani-
mals, but that humans and animals have similar mental faculties or abilities, such as 
curiosity, imitation, attention, memory, reason, and some form of language. To the 
extent that humans and animals differ in their mental abilities, Darwin believed, the 
differences were only a matter of degree. This concept has come to be known as the 
theory of “continuity of mind” [20, 21].

The Expression of Emotions [19], which has been called the first book on “evo-
lutionary psychiatry” [22], extended the idea that animals and humans have similar 
mental faculties to include emotions. The book covers a wide range of emotions in 
animals and humans, with several chapters concentrating on anger and fear, and to 
a lesser extent, joy, love, and pain. The book attempted to demonstrate the similarity 
of emotional expressions across animals and humans.

26.4  �Reactions to The Descent of Man and The Expression 
of Emotions

The Descent of Man did not create the controversy one might have expected because 
two colleagues of Darwin had already published books that claimed that humans 
had evolved from other primates (e.g., apes and monkeys). The publication of The 
Expression of Emotions led, directly or indirectly, to the development of several 
schools of thought and scientific fields, including comparative psychology. 
However, the reaction of American psychology to Darwin’s Expression of Emotions 
and evolutionary theory, in general, has been inconsistent. Some prominent 
American psychologists embraced Darwin’s theory of evolution around the begin-
ning of the 20th Century [23]. However, Behaviorism, which dominated American 
psychology from the second decade of the 1900s until the 1970s, essentially dis-
missed the study of the consciousness in animals or humans, denied that humans 
had instincts, cared little about the study of emotion, and mainly ignored the theory 
of evolution.

Evolution did not become a topic of interest in American psychology again until 
the 1990s, in the form of Evolutionary Psychology.” However, several basic assump-
tions of Evolutionary Psychology have been the subject of criticism. One such 
assumption is that the past 1.8 years of the earth’s history is the critical period in 
human evolution that has had the greatest influence of human behavior. This 
assumption minimizes the importance of the adaptations of our animal ancestors 
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that occurred during vast periods of geological time before then [24]. Another 
assumption is that human adaptations for addressing social relationships are primar-
ily cognitive, which ignores the interplay between emotional and cognitive brain 
systems [24].

In Europe, The Expression of Emotions and the theory of evolution, in general, 
led to the development of the modern science of Ethology, which primarily studies 
the instinctive behavior of animals. Ethologists devote a great deal of time to observ-
ing animals in their natural habitat to make detailed descriptions of the animal in its 
world [25–27], before they conduct studies to examine how the instinctive behav-
iors of different species of animals are adaptive [27]. Most of the research in ethol-
ogy involves the study of instinctive (i.e., inherited) behaviors that are rigidity 
performed in sequences of behavior called fixed-action patterns [27–30]. Fixed-
action-patterns are used for many types of functions, including nest-building, 
grooming, courtship and mating, and agonistic behaviors (e.g., attack, threat, 
defense, and submission). Although our behavior is far less rigid, we still have some 
behaviors that are instinctive, and the same brain regions that controlled these kinds 
of behavior in our animal ancestors still affect our behavior.

26.5  �Ultimate Causes and Proximate Mechanisms

As the behavioral branch of biology [27], a key question in ethology is [27, 29]: 
What is a given behavior for? The answer to this question corresponds to Aristotle’s 
final cause – its purpose. In modern terminology, Aristotle’s final cause [31, 32] is 
called the ultimate cause or distal cause of something. Within biology, including 
ethology, another way of expressing this question is: How is this characteristic (a 
structure or behavior) adaptive for an animal? Another type of question one may ask 
about a behavior or other characteristic is: How does it work? This type of question 
refers to what is called a proximate cause of something. Just as Aristotle proposed 
different ways of considering the cause of something, so do modern biologists. The 
proximate causes of modern science (also called proximate mechanisms) are grossly 
similar to Aristotle’s first three causes in that they define how an ultimate cause is 
achieved.

For example, one might ask the question: Why do male animals of the same spe-
cies fight each other? Based on Darwin’s theory of sexual selection, the ultimate 
cause is to secure access to females in order to reproduce. However, the proximate 
causes, at different levels of explanation, may be: (a) to defend their territory; (b) 
because they respond aggressively to the sight or odor of nearby males; (c) increased 
testosterone levels at certain times of the year make them aggressive; (d) the pres-
ence of another male activates the part of the brain that elicits aggression; or (e) part 
of their brain is genetically programmed to attack another male. A question more 
common to our ordinary experience might be: Why do we eat? The ultimate cause 
is to obtain the nourishment we need to live. However, the proximate causes may be: 
(a) the sight and smell of food; (b) our blood sugar is low; (c) we feel a sense of 
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hunger; (d) a part of the brain that monitors blood sugar triggers hunger; or (e) part 
of the brain is genetically programmed to trigger hunger when our blood sugar is 
low.

In humans, proximate mechanisms that have the ultimate goal of ensuring sur-
vival may give rise to physical and mental health problems. The proximate mecha-
nisms that initiate eating, for example, tend to override the proximate mechanism 
that stop eating; thus, many people in developed countries where there is ample 
access to food become overweight. Other people may develop psychiatric problems 
related to trying to overcome the failure of the proximate mechanisms to stop eating 
(e.g., anorexia).

26.6  �Conclusions

Charles Darwin’s Origin of Species explains how animals and plants could change 
in form over time by a process he called Natural Selection. This process applies not 
only to the emergence of different species, but also to the emergence of different 
genera, families, orders, classes, etc., as adaptations accumulate over time. This 
process forms the basis for both the concept of evolution, in general, and the con-
cept of descent from a common ancestor. The fact that Alfred Russell Wallace 
developed a theory of evolution that was very similar to Charles Darwin’s theory 
made it inevitable that a theory of organic evolution would have been published in 
the 19th Century even if Darwin had not published his Origin of Species.

Darwin’s theory of common descent was accepted rather quickly by society and 
the scientific community, although his theory of Natural Selection was not accepted 
by scientists until the development of genetics demonstrated how characteristics 
varied and how they were inherited. The reader should keep in mind that scientists 
continue to react to Darwin’s theories of evolution by proposing new ideas about 
how evolution operates. For instance, whereas Charles Darwin proposed that evolu-
tion is a very gradual process, more recent theories have proposed that evolution is 
a sporadic process in which very little change in species may occur over long peri-
ods of time until some dramatic environmental change provides the opportunity for 
new species to proliferate [33, 34]. On the other hand, some groups of religious 
individuals continue to react to evolutionary theory by denying that evolution is 
real.

Darwin’s The Descent of Man [18] and The Expression of Emotions [19] included 
humans in the chain of evolution (the theory of common descent) and introduced the 
idea that humans and animals have similar mental abilities (the theory of continuity 
of mind), creating the framework for Evolutionary Psychiatry. Ethology, the biol-
ogy of behavior, has made significant contributions to our understanding of the 
evolution of behavior in animals, which have important implications for under-
standing the relationship between the brain and behavior, including the proximate 
mechanisms that underlie psychiatric symptoms.

26.6  Conclusions
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Chapter 27
Evolutionary Psychiatry and ETAS Theory

Abstract  This chapter covers all the chapters in Part IV of the book in abbreviated 
form, including the material contained in each section and subsection of the chap-
ters. The first portion of the chapter briefly describes the general timeframe of the 
evolution of the brain stem, the basal ganglia, the limbic system, and the neocortex 
in vertebrates, and the function of these brain areas in self defense and threat assess-
ment. Special attention is given to the role of the amygdala (which is part of the 
limbic system) in the generation of fear and the role of the prefrontal cortex (PFC) 
in modulating fear generated by the amygdala. The next section explains the adap-
tive functions of psychiatric symptoms associated with fear of small animals, acro-
phobia, panic attack and agoraphobia, obsessive-compulsive disorder (OCD), 
general anxiety, social anxiety, depression, somatization, and paranoia, and the esti-
mated times in our evolutionary history that the proximate mechanisms underlying 
them developed. The nature of beliefs (including “folk beliefs”) and the relationship 
between dysfunctional beliefs and psychiatric symptoms are discussed next. The 
remaining sections describe the degree to which the brain stem, the basal ganglia, 
the limbic system, and the PFC are involved in fear of small animals, panic attack, 
OCD, general anxiety, social anxiety, depression, and paranoia, and the operation of 
evolutionary threat assessment systems, especially the role of the ventromedial PFC 
in assessing threats and safety and the influence on beliefs on its assessments.

Keywords  Amygdala • Basal ganglia • Brain • Brain stem • Causal beliefs • 
Emotions • ETAS Theory • Evolutionary Psychiatry • Folk beliefs • Limbic system 
• PFC • Proximate mechanisms • Psychiatric symptoms • Safety • Threat

27.1  �Brain Evolution and Emotions

The gross structure of the modern mammalian brain roughly reflects the evolution-
ary development of the brain from fish through reptiles and mammals. The brain 
stem, which is the most primitive part of the brain, probably evolved in early fish [1] 
to regulate and coordinate reflexes. The basal ganglia, which evolved in later fish 
[2], are the main brain structures in early amphibians and reptiles [2], and their 
elaboration in reptiles probably increased their behavioral repertoire [2]. The limbic 
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system existed in a rudimentary form in reptiles, amphibians, and some fish [1, 3, 
4], and it is closely connected to the brain stem [5] and the basal ganglia. As the 
limbic system evolved further in early mammals, it incorporated some of the func-
tions of the basal ganglia [6], including the regulation of instinctive behaviors 
related to mating, territoriality, and self-defense [7]. The limbic system is exten-
sively involved in emotions, which provide mammals with greater flexibility to 
respond to threats of harm and other life challenges [4] because stimuli elicit an 
emotion instead of a specific behavior, and emotions are able to activate an array of 
possible responses. The neocortex (which evolved extensively in mammals [4, 8]), 
like the limbic system before it, added greater flexibility for responding to the envi-
ronment [4]; this flexibility is partly achieved because cortical structures can inhibit 
the instinctive responses of subcortical structures [4].

27.2  �Fear in the Brain

The periaqueductal gray, which is part of the brain stem, is known to be involved in 
self-defense and to activate innate reactions to threats, including freezing and flight 
[9–11]. The basal ganglia are also involved in defensive behaviors in animals [3, 
12], but it is not clear that they serve the same function in humans.

Emotions probably did not exist before the evolution of the limbic system, and 
fear may not have existed before the evolution of the amygdala, which is a part of 
the limbic system [13, 14]. The amygdala generates fear as a warning of potential 
threats of harm, and its reaction to certain threats is unconscious [15–17] and auto-
matic [15]. It also reacts to ambiguous stimuli as if they are dangerous [18, 19], and 
it treats unpredictability and the lack of control over current events and uncertainty 
about future events as forms of threat [18, 20–23].

A part of the neocortex called the prefrontal cortex (PFC) modulates fear by 
modulating the activity of the amygdala in animals [24–26] and humans [27, 28]. 
The ventromedial portion of the PFC (vmPFC) in humans is known to inhibit amyg-
dala activity [29, 30], and therefore, fear [27, 31]. Moreover, the vmPFC makes it 
own threat assessments, which can over-ride the threat assessments of the 
amygdala.

27.3  �Psychiatric Disorders as Evolutionary Adaptations

Randolph M. Nesse and other psychiatrists and clinical psychologists in the 1980s 
tried to explain the evolutionary roots of psychiatric symptoms. Nesse thought that 
anxiety disorders are expressions of proximate brain mechanisms that are adaptive 
for survival [32–34] because the fears they entail evolved to protect us from various 
sources of danger [32, 33]. An important point to remember is that the number of 
people who experience psychiatric symptoms is far greater than the number of 
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people who are diagnosed as having psychiatric disorders because their symptoms 
are not severe enough to warrant a diagnosis.

27.3.1  �Fear of Small Animals

Fear of small animals serves an obvious survival function because many kinds of 
small animals can cause us harm. Thus, animal phobias are very common [35, 36]. 
Fear of snakes and spiders are especially common, but snakes and spiders are so 
different in their appearance, behaviors, and habitats, we probably evolved different 
proximate mechanisms to protect us from each of them. Indeed, it has been sug-
gested that the fear of snakes evolved in primates about 20 million years ago [37], 
whereas the fear of small animals and insects evolved in humans about 70,000 years 
ago [38].

We tend to have a fear of small animals despite the fact that many small animals 
are not dangerous to us. This is because the proximate mechanisms that protect us 
from harm do not differentiate between what animals are harmful or harmless, they 
only provide algorithms (or rules) for identifying animals that can cause harm. As 
some small animals can be harmful, the mechanisms tend to treat all small animals 
as being potentially harmful, since it is better for survival to treat a harmless animal 
as if it is dangerous (“a false positive”) than to treat a dangerous animal as if it is 
harmless (“a false negative”).

27.3.2  �Acrophobia (Fear of Heights)

The function of acrophobia (fear of heights) is obvious; it is a mechanism for avoid-
ing high places from which we could fall and suffer serious injury or death. The 
survival value of acrophobia presumably accounts for the fact that it is the second 
most common phobia in the U.S., after the fear of small animals [39, 40].

27.3.3  �Panic Attack and Agoraphobia

Panic attack entails a feeling of extreme fear even though no potential source of 
physical harm is present [33, 41]. Many symptoms of panic attack are similar to the 
“fight or flight” reaction to threat, and it is thought that panic attack may reflect an 
adaption to predatory threats that may have arisen in early mammals, which evolved 
roughly 280 million years ago [8], or in modern mammals, which evolved about 100 
million years ago [42, 43].

About half of the individuals who have had repeated panic attacks develop ago-
raphobia [44], but many people who suffer from agoraphobia have never had a panic 
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attack [45]. It has been suggested that agoraphobia, like panic attacks, represents a 
fear of being harmed when outside the safety of one’s home-range or territory [34, 
46]. If this is true, its evolutionary roots could be very ancient, since most lizards 
and some fish exhibit territoriality.

27.3.4  �Obsessive-Compulsive Disorder (OCD)

OCD consists of obsessive thoughts that harm will occur if an individual does not 
perform certain behaviors, which are called compulsions or compulsive acts. 
Obsessive thoughts are associated with anxiety and compulsive acts are performed 
to reduce the anxiety [47]. The evolutionary psychiatrist Martin Brune draws a par-
allel between human compulsive acts and animal behaviors called “displacement 
activities.” Displacement activities are seemingly irrelevant fixed-action patterns 
that are performed when an animal is faced with two competing motivations, such a 
fight or flight. This could explain why some compulsive acts have no immediately 
obvious survival value in relation to the situation in which they are exhibited.

27.3.5  �General Anxiety

Nesse thought general anxiety probably evolved to deal with threats that could not 
be clearly defined [34], which is consistent with Sigmund Freud’s idea that anxiety 
is “free-floating fear,” in which we cannot identify our fear with particular threat of 
danger [48]. One function of general anxiety is to increase vigilance to recognize 
potential threats of harm in our surroundings [34].

27.3.6  �Social Phobia (Social Anxiety)

Social anxiety mainly entails the fear of acting in ways that will make us less attrac-
tive to others, and it seems to stem from the fear of being rejected by a social group 
[49, 50]. As the evolution of social groups has been particularly important for the 
success of primates [51], the evolutionary origin of social anxiety may date back to 
the evolution of monkeys over 50 million years ago, or at least back to the split 
between monkeys and apes around 20 million years ago [52, 53].

27  Evolutionary Psychiatry and ETAS Theory
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27.3.7  �Depression

Major depressive disorder (MDD) is defined as having five or more of nine types of 
symptoms, which include feeling sad or empty, having a reduced interest in any-
thing, unintended weight loss or weight gain, insomnia or hypersomnia, psychomo-
tor agitation or retardation, fatigue, feeling worthless or guilty, an inability to 
concentrate, and frequent thoughts about death [54, 55]. Though it might seem 
unlikely that such a cluster of symptoms could be adaptive, over a half dozen theo-
retical articles have proposed that depression is adaptive [56–63]. Most of these 
theories propose that depression mainly evolved to deal with social losses, including 
the loss of social status, social rejection, and the termination of social relationships. 
The American psychologist and neuroscientist Jaak Panksepp believes depression is 
associated with an innate “GRIEF” system in the brain that evolved more than 100 
million years ago to regulate social relationships, including infant-parent attach-
ment, and that depressive symptoms are triggered when social bonds are broken 
[64].

27.3.8  �Somatization

Somatization is one type of a class of psychiatric disorders called somatoform dis-
orders [54, 55]. Somatization, which was originally called hysteria and hysterical 
neurosis, entails having symptoms of pain, as well as gastrointestinal and other 
somatic symptoms, which that cannot be traced to a physical cause. There are two 
evolutionary theories of somatization. The first theory proposes that somatization is 
related to social competition [57] and the other proposes that it is an adaptation to 
detect internal rather than external threats of harm [65].

27.3.9  �Paranoid Ideation

Paranoid ideation reflects a basic distrust of people, which is typically expressed as 
the belief that people (or someone in particular) intend to deceive, exploit, or harm 
you, or that they are actively doing so, when there is no actual evidence that this 
belief is true. False beliefs, such as these, are called delusions when they reflect a 
severe break from reality [54, 55]. The two most common types of paranoid delu-
sions are persecutory delusions and jealousy delusions of sexual infidelity. 
Chapter  12 discusses the possible evolutionary roots of persecutory and jealous 
paranoid ideation.

27.3  Psychiatric Disorders as Evolutionary Adaptations
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27.3.10  �Problems with Proximate Mechanisms

The fact that psychiatric disorders result from the operation of proximate brain 
mechanisms that are adaptive does not mean that psychiatric disorders themselves 
are adaptive [58, 66]. The symptoms may be adaptive for survival generally, but the 
fact that symptoms can become so severe, so frequent, or so prolonged that they 
interfere with a person’s life is not an evolutionary adaptation.

The frequent occurrence of anxiety and related symptoms is a side effect of the 
operating characteristics of the brain mechanisms that detect threats of harm. Since 
the detection and assessment of potential threats must be rapid to ensure protection 
from harm, the brain’s decisions about what poses a threat are biased towards iden-
tifying danger even when none exists.

The prolonged duration of symptoms may be attributable to at least two causes. 
Since proximate mechanisms for detecting threats have evolved to react to immedi-
ate short-term threats, their prolonged activation can be problematic [4]. This is not 
a problem for most animals because once a threat no longer exists the mechanism 
returns to its normal baseline. However, because humans have the ability to think 
about the past and future, they can activate self-defense mechanisms when no poten-
tial threat exists [66, 67]. The other cause of the prolonged activation of symptoms 
may be that there is no “off-switch” for our threat detection mechanisms. Since the 
identification of threat is often based on ambiguous stimuli and little evidence [68], 
the proximate mechanisms of threat assessment systems rarely get definitive feed-
back that no threat actually exists, so anxiety tends to persist over time [69].

Finally, it is possible that some proximate mechanisms for detecting threats are 
no longer adaptive, but they are not harmful either, at least from an evolutionary 
perspective. Paul Gilbert suggests this might be the case for the mechanisms under-
lying social anxiety. As humans evolved to live in small, relatively stable social 
groups similar to many primates, our mechanisms for detecting social threats may 
not function well in the larger societies we live in now, in which we have more 
extensive social interactions [70–72].

27.4  �The Nature of Beliefs

Historically, beliefs have been considered to be propositions or statements about the 
nature of the world that can be true or false [73–76], and it was considered irrational 
for a person to hold two contradictory beliefs simultaneously [76–78]. However, 
many scholars and researchers now think (1) that beliefs often consist of mental 
representations [79–82] or mental models of the world that are not linguistic [81, 
83, 84], and (2) that individuals may rationally hold contradictory beliefs with vary-
ing degrees of certainty [78, 85–89].

27  Evolutionary Psychiatry and ETAS Theory
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27.4.1  �Folk Beliefs

Research has shown that very young children have implicit mental models or basic 
beliefs about the nature of world [90]. These mental models are beliefs about physi-
cal, psychological, and biological phenomena, which have come to be called “naïve” 
or “folk” physics, psychology, and biology, respectively [91–93]. For example, folk 
physics includes beliefs about the motion and physical characteristics of objects and 
causation [91, 93–96], whereas folk psychology includes the belief that other beings 
have beliefs and desires that are similar to our own [91–93, 97–99] and that animals 
and other humans have the power of agency, i.e., the ability to perform intentional 
acts [97, 99].

Folks beliefs are what British evolutionary biologist Lewis Wolpert called strong 
causal beliefs, which he thought are preprogrammed in our brains [100]. Wolpert 
thought strong causal beliefs about nature and the world began to evolve in humans 
when we began to make tools [100]. As such, folk physics presumably evolved first, 
followed by other causal beliefs that helped us to understand the causes of every-
thing we observe in our world.

27.4.2  �Religious Beliefs as Folk Beliefs

It has been suggested that some religious beliefs reflect the human tendency to pre-
sume that actions or events are caused by agents, even when no agent is apparent 
[92, 93, 101]. These folk beliefs about agency assume that harmful supernatural 
agents (e.g., angry ancestors or demons) are the cause of negative life events, and 
beneficent supernatural agents (e.g., supportive ancestors or gods) are the cause of 
positive life events [92, 93]. Moreover, humans tend to create causal explanations 
(or beliefs) based on very little information about the actual causes of events [92, 
93].

27.5  �Beliefs and Psychiatric Symptoms

Aaron T. Beck and his colleagues found that anxious patients are sensitive to stimuli 
that might signal potential dangers and that they constantly experience “false 
alarms” that keep them in a constant state of emotional distress [67]. Their fears are 
partly driven by their belief that the world is a dangerous place. Such “dysfunctional 
beliefs” [102] contribute to many psychiatric disorders, including social anxiety 
[49, 50, 103], obsessive-compulsive disorder [104–106], panic attack [107, 108], 
and paranoia [109, 110].

27.5  Beliefs and Psychiatric Symptoms
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27.6  �Beliefs and the Brain

The brain has been called a belief-generating machine [93, 111]; yet, it is unclear 
where beliefs are stored in the brain. Nevertheless, at least one specific area of the 
brain has been found to be involved in the processing of beliefs, that is, the vmPFC 
[112–114]. This research indicates that the vmPFC is involved in the processing of 
both religious and non-religious beliefs.

27.7  �Evolutionary Threat Assessment Systems Theory

A 2007 article by me and my colleagues proposed that the proximate mechanisms 
underlying psychiatric disorders involve neural circuits (Evolutionary Threat 
Assessment Systems) connecting the basal ganglia, the limbic system, and the pre-
frontal cortex (PFC) [115]. A number of subsequent articles have endorsed the basic 
premise of ETAS Theory that psychiatric symptoms are the product of threat assess-
ment systems that evolved for self-protection [69, 116–122]. The unique feature of 
ETAS Theory, which differentiates it from other theoretical models of threat assess-
ment, is that ETAS Theory explains how beliefs influence psychiatric systems by 
influencing the brain systems that make threat assessments.

27.7.1  �Brain Regions Involved in Different Psychiatric 
Disorders

I conducted an extensive literature review of brain imaging studies that examined 
the involvement of the PFC, the limbic system, the basal ganglia, and the brain stem 
in different psychiatric disorders. Consistent with ETAS Theory, the review found 
that these four brain areas were involved in several of the psychiatric disorders cov-
ered by the review for which sufficient data were available. The best evidence avail-
able implicates all four brain areas in panic attack, social anxiety, and major 
depression, and the PFC, limbic system, and basal ganglia in paranoid ideation. 
However, only the PFC and the limbic system have been implicated in general anxi-
ety and animal phobia. There are fewer studies on general anxiety that one might 
expect, so the evidence is limited, but there have been numerous studies on small 
animal phobia, particularly fear of snakes and spiders. The finding that the basal 
ganglia and brain stem are not involved in small animal phobia aligns with the 
notion that fear of small animals is a relatively recent adaptation (70,000 thousand 
to 20 million years ago)

Obsessive-compulsive disorder (OCD) is the only anxiety disorder that does not 
seem to involve the amygdala, even though the amygdala is thought to be the major, 
if not the sole, source of fear in humans. The basal ganglia are clearly involved in 
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OCD, and there is strong evidence that the brain stem plays some part in OCD. The 
fact that the amygdala does not appear to be involved in OCD could be because its 
evolutionary roots date back further than the evolution of the amygdala.

27.7.2  �The vmPFC in Deductive Reasoning and the Influence 
of Beliefs

The PFC is involved in inductive and deductive reasoning or logic [123–127]. Two 
brain systems are involved in deductive logic in humans [128, 129]. One system 
uses language and abstract reasoning [129], whereas the other does not. Indeed, the 
second system is not strictly logical and it can be influenced by beliefs [129–131]. 
This second system involves areas of the PFC [132, 133], including the vmPFC 
[134].

27.7.3  �Threat, Safety, and the vmPFC

Paul Gilbert claims that a sense of safety is not just the absence of threat, and that 
the human brain contains both a threat system and a safety system, the latter of 
which evolved in the context of social relationships, especially mother-infant rela-
tionships [135]. He says that relationships with people who are supportive and help-
ful promote a sense of safety [135], which alters the processing of potential threats 
so that someone who feels safe assesses potentially dangerous stimuli as being less 
threatening [136]. Research has shown that the vmPFC is responsive to safety cues 
[137] and suggests that the vmPFC may be involved in Gilbert’s proposed safety 
system [138–143].

Other theorists think there is an interplay between safety and threat across the 
spectrum of anxiety disorders [144, 145], and that safety is provided not only by 
social relationships, but also by situations and other aspects of human experience. A 
person’s home, for example, is a source of safety that inhibits fear in persons with 
agoraphobia just as an animal’s territory seems to provide a sense of safety or secu-
rity [146].

Psychological characteristics of individuals, such as self-esteem and self-efficacy, 
also provide a sense of personal safety because they enhance the belief that an indi-
vidual has the personal resources to deal with adverse life events effectively [147, 
148]. Thus, like social support, self-esteem and self-efficacy buffer against the anxi-
ety produced by various threats of harm encountered in the world.

27.7  Evolutionary Threat Assessment Systems Theory
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27.7.4  �The Role of the PFC in Threat Assessment

The vmPFC plays a critical role in threat assessment in that it independently assesses 
both safety and threat. Thus, when the vmPFC makes a different threat assessment 
than subcortical brain areas do, it can override their threat assessments and suppress 
the activity of the amygdala, thereby reducing fear and psychiatric symptoms related 
to fear. As the vmPFC is (a) involved in the processing of beliefs [113, 114] and 
deductive reasoning [129, 131, 134], and (b) the deductions of the vmPFC are influ-
enced by beliefs about the world [129, 131], it seems that (c) its decisions about the 
degree to which something poses a threat of harm are influenced by beliefs about 
the world.

Although I have focussed on the vmPFC because the best evidence indicates that 
it is involved in threat assessment and the processing of both fear and beliefs, other 
areas of the PFC may play a role in all three of these brain activities. The orbitofron-
tal portion of the PFC (the OFC) is a case in point, as discussed in Chap. 14. 
Chapter 14 also discusses recent findings about the dorsomedial PFC (dmPFC) that 
are important for ETAS Theory because the dmPFC is a key component of an “aver-
sive amplification circuit” [149, 150], which “is associated with elevated threat pro-
cessing” (p. 295) [150] and appears to enhance fear by priming the amygdala to be 
more sensitive to potential threats [149].

27.7.5  �Description of ETAS Functioning

The brain stem, the basal ganglia, the limbic system, and the PFC are all thought to 
be involved in the threat assessments that underlie psychiatric symptoms. Since they 
evolved in different points in time, they make assessments through different mecha-
nisms: the brain stem and basal ganglia use instinctive processing of information, 
the limbic system uses affective processing of information, and the PFC uses cogni-
tive processing of information [115, 151, 152]. The threat assessments of the brain 
stem, the basal ganglia, and the limbic system (i.e., the amygdala) are automatic and 
mainly made outside of awareness [15, 57, 115], and they are biased toward decid-
ing a stimulus poses a threat even when it may not be a threat.

The PFC integrates information from subcortical structures and any cortical 
areas that may have been activated by them [57, 69], and the vmPFC makes its own 
threat assessment based on cognition. The cognitive threat assessments made by the 
vmPFC are particularly important because the vmPFC can override the threat 
assessments of the amygdala and inhibit amygdala activity [29, 153], thereby reduc-
ing fear. When the vmPFC makes its threat assessments, it takes belief about the 
world into account in assigning a probability that a stimulus is threatening. It also 
takes personal safety into account, including social support, and situations and 
beliefs that provide a sense of safety. If the vmPFC decides that something is not 
threatening, it decreases the activity of the amygdala, which decreases anxiety and 
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related symptoms. Thus, the vmPFC acts as a gating system that sets a threshold for 
what is and what is not a threat of harm. Generally, given its ability to reduce the 
activity of the amygdala, the vmPFC appears to raise the threshold of what consti-
tutes a threat.

The dmPFC, on the other hand, is a key element of the so-called “aversive ampli-
fication circuit” [149, 150], which “is associated with elevated threat processing” 
(p. 295) [150]. As the “aversive amplification circuit” appears to enhance fear by 
priming the amygdala to be more sensitive to potential threats [149], the dmPFC 
may lower the threshold of what constitutes a threat.
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Chapter 28
Belief in Life-After-Death and Mental Health

Abstract  This chapter summarizes all the major research findings presented in 
Chaps. 16, 17, and 18 about the association of belief in life-after-death with death 
anxiety, psychological well-being, psychological distress, and psychiatric symp-
toms among American adults. The chapter describes (a) the capacity of belief in an 
afterlife to buffer against the pernicious effects of adverse life events on psychologi-
cal distress, (b) how pleasant and unpleasant beliefs about the afterlife have differ-
ential effects on psychiatric symptomology, and (c) that belief in life-after-death 
may indirectly affect psychiatric symptoms by affecting our beliefs about the nature 
of the world. The chapter interprets the major findings in light of Evolutionary 
Threat Assessment Systems Theory (ETAS Theory) and contrasts ETAS Theory 
with Terror Management Theory (TM Theory) in several respects, including (a) 
their predictions about the effects of mortality salience on psychiatric symptoms; 
(b) the reason why ETAS Theory, but not TM Theory, can explain why certain 
beliefs about life-after-death can decrease anxiety-related psychiatric symptoms, 
whereas other beliefs about life-after-death can increase them; and (c) the superior 
ability of ETAS Theory to explain why psychiatric symptoms exist at all. Finally, 
the chapter describes how, according to ETAS Theory, social support directly influ-
ences psychological distress by providing a sense of safety that alters the brain’s 
perception of potential threats of harm.

Keywords  Afterlife • Death anxiety • ETAS Theory • Life-after-death • Psychiatric 
symptoms • Psychological distress • Psychological well-being • Terror Management 
Theory

28.1  �Background

A larger proportion of people in the U.S. believe in life-after-death than the propor-
tion of people who belief in life-after-death in almost any other country in the world. 
In fact, the percentage of people in the U.S. who believe in an afterlife is compara-
ble to the percentages reported in the predominantly Catholic countries of Ireland 
and Poland [1]. According to data from the General Social Survey (GSS), most 
Americans believe that the afterlife will be a place of peace and tranquility and that 
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it entails union with God and reunion with relatives [2]. Despite the high rate of the 
belief in life-after-death among Americans, very little research has explored whether 
belief in an afterlife contributes to mental health, aside from studies on death 
anxiety.

28.2  �Belief in Life-After-Death and Death Anxiety

Terror Management Theory (TM Theory) claims the primary function of religion is 
to reduce fear of death by offering a sense of security and the possibility of immor-
tality through life-after-death [3, 4]. Indeed, U.S. research of convenience samples 
of mainly Christian adults and college students generally shows that belief in life-
after-death is inversely related to death anxiety (i.e., fear of death) [5]. However, 
people have many different fears about death, including fear of the dying process, 
fear for the well-being of surviving loved ones, and fear of not knowing what hap-
pens after death [6]. So, a study by psychologist Nava Silton and her colleagues 
examined the extent to which belief in life-after-death (and other aspects of reli-
gion) was associated with fear of dying in pain, fear of dying alone, fear of leaving 
loved ones’ behind, and fear of not knowing what happens after death [7]. The 
study, which used data from a large national sample of American Christians, found 
that belief in life-after-death had a significant salutary association with fear of not 
knowing what happens after death. However, it did not have a significant associa-
tion with any of the other fears.

28.3  �Belief in Life-After-Death and Psychological Well-Being

Two studies by Chris Ellison and his colleagues examined the association between 
belief in an afterlife and psychological distress and well-being in American adults, 
using large probability (i.e., random) samples [8, 9]. Both studies (which were pub-
lished in 2001 and 2009) found salutary associations between belief in an afterlife 
and their two outcome measures, but the net effects of belief in an afterlife were 
statistically significant only for the measures of psychological well-being, control-
ling for other religious and demographic variables.

Three other findings from these studies are of particular interest. First, the studies 
found that adverse life events (i.e., poor health and financial problems) had signifi-
cant pernicious associations with both psychological well-being and psychological 
distress. Second, the studies found that belief in life-after-death buffered against the 
pernicious effects of poor health and financial problems on well-being and distress. 
This means that belief in life-after-death was particularly beneficial for individuals 
dealing with these adverse life effects. Third, the 2001 study [8] found a significant 
salutary association between social support and psychological distress, consistent 
with ETAS Theory’s proposition that social support provides a sense of personal 
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safety. Although belief in life-after-death provides a sense of security by reducing 
uncertainty about the future, social support seems to provide an immediate sense of 
security regarding one’s current circumstances that may exert a stronger influence 
on mental health than the security proved by belief in life-after-death.

From the perspective of ETAS Theory, poor health poses a threat to one’s life, 
and poor health and financial problems both pose a threat to one’s way of life. They 
also create uncertainty about the future, and uncertainty is known to produce anxi-
ety [10, 11]. Hence, it is not surprising that these adverse life events were associated 
with higher levels of psychological distress in these studies, which both used anxi-
ety as an outcome measure. The results of the studies suggest that belief in life-
after-death quells the anxiety posed by these threats and/or the uncertainty they 
create.

A third study by Ellison and his colleague Matt Bradshaw [12] examined the 
degree to which belief in life-after-death buffers against the psychological distress 
produced by financial hardship. Although belief in an afterlife did not have a main 
effect on psychological distress, people experiencing financial hardship who 
believed in life-after-death reported significantly lower levels of psychological dis-
tress than those who did not believe in life-after-death. These findings confirm that 
belief in an afterlife buffers against the psychological distress associated with 
adverse life events.

Ellison and his colleagues suggested that the salubrious association of belief in 
an afterlife with psychological distress and well-being was the product of a world-
view within which individuals interpret their personal circumstances in a larger con-
text. Since people who believe in life-after-death view their earthly existence as 
being temporary, they view their earthly problems as temporary, which provides a 
sense of calm, and reduces worry, fear, and other negative feelings [9].

28.4  �Belief in an Afterlife and Psychiatric Symptoms

A 2006 national study by me, Chris Ellison, and our colleagues [13] examined the 
association between belief in life-after-death and six classes of psychiatric symp-
toms: agoraphobia, depression, general anxiety, obsessive-compulsive disorder, 
paranoid ideation, and somatization. Belief in life-after-death had significant salu-
brious associations with all six classes of psychiatric symptoms, controlling for 
other religious variables and demographic variables. The association was strongest 
for agoraphobia, probably because many people with agoraphobia also suffer from 
panic attacks, which often include fear of imminent death. The association was 
nearly as strong for general anxiety, which involves fear of unspecified or unknown 
threats of harm.

I think these results suggest that part of the net effect of belief in life-after-death 
on psychiatric symptoms is that it provides a sense of certainty about the future. 
Behavioral studies have shown that uncertainty about life is associated with anxiety 
[14, 15], and neuro-physiological studies have shown that the amygdala responds to 
uncertainty with fear as if uncertainty poses a threat of harm [10, 11]. Hence, feeling 
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secure about what will happen in the future should reduce anxiety and other psychi-
atric symptoms related to fears about the dangerousness of the world.

Although TM Theory proposes that the “terror of death” underlies much of 
human behavior, I tend to side with the Dutch psychologist Kees van den Bos [16] 
and Uncertainty Management Theory that uncertainty about the future, including 
such things as health and financial well-being, are more common human concerns 
than death. I readily concede, however, that death is the major existential uncer-
tainty of humans, which is why I think believing in eternal life reduces fears about 
present and future circumstances. I think this notion is compatible with Ellison’s 
interpretation of the effects of belief in an afterlife on psychological distress in that 
belief in an afterlife provides certainty about a future life as well as putting one’s 
present life in an eternal perspective.

28.5  �Different Afterlife Beliefs and Psychiatric Symptoms

A 2008 article by me, Chris Ellison, and our colleagues analyzed the same dataset 
used in the 2006 study to examine the association between psychiatric symptoms 
and various beliefs about life-after-death [17]. I grouped the afterlife beliefs into 
two categories (four pleasant and two unpleasant beliefs) in Chap. 18 to analyze the 
degree to which two these categories of beliefs were associated with five of the six 
classes of psychiatric symptoms studied in 2006. The four pleasant beliefs were: 
“Union with God,” “Reunion with family and loved ones,” “A life of peace and 
tranquility,” and “A paradise of pleasures and delights.” The two unpleasant beliefs 
were: “Reincarnation into another life form” and “A pale, shadowy form of life, 
hardly life at all.” The five psychiatric symptoms were agoraphobia, depression, 
general anxiety, obsessive-compulsive disorder, and paranoid ideation.

The study found pleasant beliefs about life-after-death had a significant salubri-
ous association with four of the five classes of psychiatric symptomology. Once 
again, the largest association was found for agoraphobia. No significant association 
was found between pleasant afterlife beliefs and depression, probably because the 
pleasant beliefs about the afterlife were more likely to tap into symptoms of anxiety 
than depression.

Unpleasant beliefs about the experience of life-after-death had a significant net 
effect on all five dependent measures. Although far fewer study participants believed 
in the unpleasant beliefs than the pleasant beliefs about the afterlife, unpleasant 
beliefs apparently have a substantial pernicious affect on the mental health of those 
who do believe them.
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28.6  �Beliefs About the Afterlife, the World, and Psychiatric 
Symptoms

A 2012 study by me and my colleagues, including Chris Ellison, provides evidence 
that belief in life-after-death may influence psychiatric symptoms by altering the 
way we think about life [18]. We used data from a national sample of American 
adults, which we analyzed by structural equation modeling (SEM). Five classes of 
psychiatric symptoms served as the dependent variables (general anxiety, social 
anxiety, paranoid ideation, obsession, and compulsion). The SEM model included 
the latent variables religious commitment, belief in a pleasant afterlife, belief in a 
cynical world, and belief in an equitable world. Separate models were conducted for 
each dependent variable. The SEM hypothesized that: (1) religious commitment is 
positively associated with pleasant beliefs about life-after-death; that pleasant 
beliefs about life-after-death are (2) positively associated with the belief that the 
world is equitable and (3) negatively associated with the belief that the world is 
cynical; and that (4) belief in an equitable world are negatively associated with psy-
chiatric symptoms, whereas (5) belief in a cynical world are positively associated 
with psychiatric symptoms.

The analyses confirmed all the hypotheses to some extent. As predicted, religious 
commitment had a strong positive association with pleasant beliefs about life-after-
death, and pleasant beliefs about life-after-death had a positive association with 
belief in an equitable world and a negative association with belief in a cynical world. 
However, belief in an equitable world had salubrious associations with only two of 
the four classes of psychiatric symptoms (i.e., general anxiety and obsession), 
whereas belief in a cynical world had significant pernicious associations with all 
five types of psychiatric symptoms. I think these results provide support for Ellison’s 
premise that belief in life-after-death influences psychological distress by altering 
the way we think about the temporal world.

28.7  �Terror Management Theory and Psychiatric Symptoms

Some proponents of TM Theory contend that anxiety-related disorders result from 
the inability of individuals to manage their terror of death [19]. However, there is no 
evidence that this is true. Moreover, TM Theory, unlike ETAS Theory, does not 
explain why many different classes of psychiatric symptoms exist  – which is 
explained by their evolutionary functions, as discussed in Chaps. 11 and 12. Nor do 
the TM Theory proponents of this hypothesis even attempt to explain how fear of 
death could produce such a variety of psychiatric symptoms [19].

The “mortality salience” hypothesis, which is a central element of TM Theory 
[20, 21], proposes that things that remind people of death will increase their anxiety 
[22]. A 2014 study by Chris Ellison, me, and a colleague investigated the degree to 
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which mortality salience (a heighted awareness of one’s own mortality) moderated 
the association of beliefs about the afterlife with selected psychiatric symptoms 
[23]. The study found that the effect of mortality salience was influenced by one’s 
beliefs about what the afterlife will be, not just the belief that there is an afterlife. 
For people who believed the afterlife will be a pleasant experience, mortality 
salience decreased anxiety-related symptoms; whereas, for people who believed the 
afterlife will be an unpleasant experience, mortality salience increased anxiety-
related symptoms. These findings are consistent with ETAS Theory, but not with 
TM Theory, which proposes that mortality salience increases anxiety and related 
psychiatric symptoms.

28.8  �Conclusions

The research results summarized in this chapter show that belief in life-after-death 
has a salutary association with death anxiety, psychological well-being, psychologi-
cal distress, and several classes of psychiatric symptoms. Moreover, they indicate 
that belief in life-after-death buffers against the pernicious effects of the adverse life 
events on psychological well-being and distress, including psychiatric symptoms. 
According to ETAS Theory, at least part of the reason for the overall salubrious 
effect of belief in an afterlife on psychological distress, and its stress buffering 
effects, are that belief in an afterlife reduces uncertainty about one’s future exis-
tence. This effect is due to the fact that the amygdala is known to produce fear in 
response to uncertainty, just as it does to threats of harm; hence, reducing uncer-
tainty reduces anxiety. I tend to think fear about the future is a more common con-
cern among most people than the fear of death itself, as TM Theory claims.

The pleasant afterlife beliefs we tested (“union with God” and “reunion with 
relatives”) provide reassurance about the future in the afterlife, whereas the unpleas-
ant beliefs we tested (“a pale shadowy place, hardy life at all” and “reincarnation 
into another life form”) raise uncertainties about the afterlife. Therefore, morality 
salience reduces anxiety when one has pleasant beliefs about the afterlife, but 
increases anxiety when one has unpleasant beliefs about the afterlife. This proposi-
tion, which follows from ETAS Theory, differs from TM Theory’s more simplistic 
proposition that mortality salience increases anxiety. Although some advocates of 
TM Theory claim that the terror of death can lead to anxiety and associated disor-
ders, they do not provide a mechanism by which this can happen, nor do they explain 
how fear of death could produce the variety of psychiatric symptoms that people 
commonly experience. ETAS Theory, in contrast, explains that the variety of exist-
ing psychiatric symptoms are linked to proximate mechanisms that evolved to pro-
mote survival, as described in Chaps. 11 and 12.

The notion that belief in life-after-death reduces anxiety by providing certainty 
about the future differs from, but is consistent with, Ellison’s explanation that belief 
in an afterlife may reduce anxiety by putting people’s worldly problems in the 
broader perspective of eternal life. The results of the 2012 study on beliefs about the 
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afterlife, beliefs about the world, and psychiatric symptoms [18] are important 
because they support Ellison’s notion that belief in life-after-death may reduce psy-
chological distress, in part, by altering the way we think about temporal problems 
in the context of an external life.

Finally, the results of the 2001 study by Ellison [8] are important because they 
show that social support has a salubrious association with psychological distress, 
which is consistent with ETAS Theory’s proposition that social support provides a 
sense of personal safety. Although most researchers who study healthcare think 
social support has an indirect effect on physical and mental health, ETAS Theory 
proposes that part of the effect of social support on health is its ability to directly 
reduce the anxiety produced by threats of harm, by providing a sense of safety or 
security that makes the threat of illness, injury, or other source of harm seem less 
threatening. Specifically, the sense of safety assessed by the ventromedial prefrontal 
cortex (vmPFC) causes the vmPFC to reduce the activity of the amygdala, which 
produces fear in response to perceived threats of harm (including uncertainty).
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Chapter 29
Beliefs About God and Mental Health

Abstract  This chapter highlights the major key findings presented in Chaps. 19, 
20, and 21 on beliefs about God and mental health among Americans. The first part 
of the chapter summarizes evidence that belief in a benevolent God and belief in a 
malevolent God have, respectively, salubrious and pernicious associations with psy-
chological well-being and distress in convenience samples of Christian college stu-
dents, and with psychiatric symptoms in national samples of the U.S. general public. 
The next few sections of the chapter cover findings from small-scale and large-scale 
studies about (a) different types of religious coping related to one’s perceived rela-
tionship with God, (b) the belief that one collaborates with God, and (c) their asso-
ciations with psychological well-being (e.g., optimism, life-satisfaction, self-esteem) 
and psychological distress (including psychiatric symptoms). Subsequent sections 
describe the results of small-scale studies of U.S. college students and large national 
studies that have examined the association of believing one has an attachment rela-
tionship with God and psychological well-being and distress. The national studies 
that focused on psychological distress found that believing one has secure attach-
ment to God has a salutary association with psychological distress, whereas believ-
ing one has an anxious attachment to God has a pernicious association with 
psychological distress. Key findings are interpreted in light of Evolutionary Threat 
Assessment Systems (ETAS) Theory, including the mediating effects of anxiety on 
psychological well-being. Results are also presented about the effects of self-esteem 
on anxiety, which are discussed in terms of ETAS Theory and Terror Management 
Theory.
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29.1  �Background

More than 90% of Americans say “Yes” when asked “Do you believe in God,” 
according to a 2011 telephone survey [1]. Moreover, the percent of Americans who 
say they believe in God has been higher than 90% since the 1940s [2]. However, it 
is not necessarily clear what people mean when they say they believe in God [3]. 
When pressed, some people say they do not believe in God, per se, but they believe 
in a Higher Power. Others say they believe in God, but they also have doubts about 
God’s existence [1, 4].

Findings from studies of convenience samples of American college students and 
national surveys of American adults help to paint a picture of what Americans 
believe about God. My own analyses of data from the Baylor Religion Survey, as 
well as other survey findings, show that the most common beliefs American hold 
about God are related to images of God in the New Testament (e.g., fatherly, forgiv-
ing, and loving) [5, 6]. Devout Christians are particularly inclined to believe God is 
involved in their lives [7–9].

Beliefs based on themes from both the Old and New Testaments about God’s 
omnipotence, omniscience, and omnipresence are also common [6, 10–12], as well 
as the beliefs that God is the creator and judge [12–14]. Beliefs entailing the nega-
tive attributes of God, which are associated with the Old Testament (e.g., punitive, 
severe, and wrathful), are far less common.

29.2  �Beliefs About the Nature of God and Mental Health

29.2.1  �Beliefs About the Nature of God and Psychological 
Well-Being

Research on small samples of mainly Christian college students have found that 
belief in a benevolent God (e.g., forgiving, loving, and merciful) has a strong salu-
brious association with trait anxiety and self-esteem [15, 16], whereas belief in a 
malevolent God (e.g., cruel, punishing, and wrathful) has a pernicious association 
with self-esteem [15–19]. Although this research does not tell us much about the 
relationship between beliefs about God and anxiety, it provides good evidence that 
belief in a benevolent God has a salubrious association with self-esteem, whereas 
belief in a malevolent God has a pernicious association with self-esteem. These 
findings are important from the perspective of ETAS Theory because several studies 
indicate that self-esteem buffers against the pernicious effects of the threat of harm 
on anxiety [20–22], whereas threats to self-esteem, itself, increase anxiety 
[23–26].

I only know of two other quantitative studies that have examined the relationship 
between beliefs about the nature of God and psychological well-being. Both studies, 
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which used samples of Christian college students, found that belief in a benevolent 
God had a salutary association with life satisfaction [19, 27].

29.2.2  �Beliefs About the Nature of God and Psychiatric 
Symptoms

This section summarizes the results of two large national studies on the association 
between beliefs about the nature of God and psychiatric symptoms among the U.S. 
general public [28, 29]. The first study, published in 2006, examined the association 
between six classes of psychiatric symptoms (agoraphobia, depression, general 
anxiety, OCD, paranoia, and somatization) and three sets of beliefs about God: a 
close and loving God, and approving and forgiving God, and creating and judging 
God [30, 31]. Based on ETAS Theory, we hypothesized that belief in a close and 
loving God would have a salubrious association with psychiatric symptomology 
because a close and loving God should provide a sense of security. As we thought 
that belief in a creating and judging God or an approving and forgiving God did not 
imply safety or security, we hypothesized that these beliefs would not be related to 
psychiatric symptoms. Finally, based on Dantz’s theory that somatization does not 
involve cognitive input (see Chap. 12) [32], we hypothesized that somatization 
would not be affected by beliefs. The results generally confirmed all the 
hypotheses.

The study also found a salubrious association of social support with all of the 
psychiatric symptoms, which were stronger than the net effects of belief in a close 
and loving God. According to ETAS Theory, the observed relationship between 
social support and psychiatric symptomology is due, at least in part, to the fact that 
close social relationships provide a sense of safety.

The second study, published in 2010 [29], examined the relationship between 
three different beliefs about the nature of God and the five sets of psychiatric symp-
toms. The three independent variables were belief in a deistic God (absolute and 
just), a benevolent God (kind and accepting), and a punitive God (wrathful and pun-
ishing), and the psychiatric symptoms were general anxiety, obsession, compulsion, 
paranoia, and social anxiety. Based on ETAS Theory, we hypothesized that psychiat-
ric symptomology would have no association with a deistic God, a salubrious asso-
ciation with a Benevolent God, and a pernicious association with a punitive God.

As expected, belief in a deistic God was not significantly associated with any of 
the measures of psychiatric symptomology, whereas belief in a benevolent God had 
a salubrious association with four of the five types of psychiatric symptoms, and 
belief in a punitive God had a pernicious association with four of the five types of 
psychiatric symptoms. The results for a deistic God and a benevolent God were 
similar to the results of the 2010 study [28], presumably because belief in a benevo-
lent God provides a sense of security and belief in a deistic God does not, according 
to ETAS Theory. We hypothesized that belief in a punitive God would have a perni-
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cious association with psychiatric symptomology because a wrathful and punishing 
God poses a direct threat of harm.

29.2.3  �Belief in a Harsh God, Psychiatric Symptoms, 
and Happiness

Though ETAS Theory does not explain the existence of positive emotions, it pro-
poses that psychiatric symptoms influence positive emotions. So, I decided to test if 
anxiety (i.e., symptoms of anxiety disorders) would mediate the effects of beliefs 
about God on positive emotions. I used data from the Baylor Religion Survey, which 
measured several psychiatric symptoms and one positive emotion, i.e., happiness.

My analyses confirmed that symptoms of anxiety mediated the salutary associa-
tion of belief in a loving God on happiness and the pernicious association of belief 
in a harsh God on happiness. These findings indicate that positive emotions, such as 
happiness, are influenced by negative affect linked to psychiatric symptoms, par-
ticularly anxiety, and that anxiety mediates the influence of religious beliefs on 
positive emotions. Hence, it appears that threat assessments and the beliefs that 
modulate them affect positive emotions. Therefore, the mediation results illustrate 
that ETAS Theory can help to explain the association of positive and negative beliefs 
about God with positive emotions, in addition to explaining the association of posi-
tive and negative beliefs about God with psychiatric symptoms.

29.3  �Beliefs About One’s Relationship with God and Mental 
Health

29.3.1  �Background

Although one’s relationship with God is a vital element of the Christian experience, 
[33, 34], this concept received little attention in the social sciences until Melvin 
Pollner published a 1989 article that argued that one's relationship with God is a 
form of social relationship [35]. Pollner thought that individuals interacted with 
God symbolically through prayer and that this interaction had a salutary effect on 
psychological well-being by providing individuals with a sense of security. Chris 
Ellison, who tested Pollner’s ideas in 1991, found that people who believed they had 
a close relationship with God and frequently prayed to God were significantly more 
satisfied with life and somewhat happier, compared to other people [36].
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29.3.2  �Three Beliefs About One’s Relationships with God 
and Mental Health

A 1988 U.S. study by Ken Pargament of Bowling Green State University and his 
colleagues identified three styles of religious problem-solving that people use when 
confronted with stressful situations [37]. The first two (collaborative and deferring 
styles) involve reliance on God, whereas the third (self-directed problem-solving) 
assumes that individuals are responsible for solving their own problems [37]. A 
1991 study found the belief that one collaborates with or defers to God is associated 
with lower anxiety, whereas self-directed problem-solving is associated with higher 
anxiety among Christian college students in the U.S. [16]. Related research with 
religious American undergraduates found that both deferring and collaborative reli-
gious problem-solving have significant salubrious associations with psychological 
well-being and psychological distress [38]. Other research has confirmed that the 
deferring and collaborative styles have salubrious associations with mental health in 
different populations.

29.3.3  �Collaboration with God and Mental Health

Neal Krause, a sociologist and a psychologist who was a Professor of Public 
Health at the University of Michigan for 20 years, explored the concept of col-
laboration with God (which he calls God-mediated control) in a series of national 
surveys of U.S. adults [39–44]. The Americans in these studies who embraced the 
concept of God-mediated control expressed the belief that God controlled their 
lives, but because they believed they had a close relationship with God, they 
trusted God would do what is best for them [40, 41, 45]. Their own role in this 
relationship, therefore, may be seen as following God’s guidance about what they 
should do for themselves. Such studies have reported that collaboration with God 
has a salutary association with psychological well-being [41] and the belief that 
life has meaning [43].

29.3.4  �Positive and Negative Religious Coping and Mental 
Health

Other research by Ken Pargament revealed many different methods of religious cop-
ing and how they were related to mental health [46–48]. These different coping 
methods, (which mostly entailed one’s relationship with God) [49], were generally 
classified as positive and negative religious coping. In general, this research found 
that people who believed they had a good relationship with God had better mental-
health outcomes than those who thought they had a poor relationship with God.  
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The most striking finding was that believing that one has been punished or aban-
doned by God had a particularly profound pernicious association with mental-health 
outcomes [50].

This research led to the development of the 14-item Brief RCOPE. The seven 
positive coping items of the RCOPE reflect the patterns of religious coping one 
tends to use if individuals believe that they have a secure relationship with God and 
a spiritual connection with others and that there is meaning in life [47]. The seven 
negative coping items of the RCOPE reflect the belief that one has “a less secure 
relationship with God, a tenuous and ominous view of the world, and a religious 
struggle in search significance ” (p. 712) [47].

My own review and analysis of research on the RCOPE indicates that the nega-
tive RCOPE (which has been called “spiritual struggles”) had a significant perni-
cious association with psychological well-being and psychological distress. I found, 
on other hand, that the positive RCOPE had only a small association with psycho-
logical well-being and distress. Three major U.S. studies that used the negative 
RCOPE found that it had a significant pernicious association with psychiatric symp-
toms and other measures of psychological distress [51–53]. These results confirm 
behavioral predictions from ETAS Theory that various classes of psychiatric symp-
toms in the general public are influenced by religious beliefs, in this case, beliefs 
about one’s relationship with God.

In the context of ETAS Theory, the salubrious association of believing one has a 
good relationship with God and mental health reflects the fact that God provides a 
sense of safety, which causes ETAS to raise the threshold of what constitutes a 
threat, thereby lowering anxiety and other forms of psychological distress. In gen-
eral, because anxiety mediates the relationship between beliefs and psychological 
well-being, this increases psychological well-being. Having a poor relationship 
with God reduces this sense of safety, thereby lowering the threshold of what is a 
threat and increasing psychiatric symptoms and related forms of psychological 
distress.

29.4  �Belief in God as an Attachment Figure and Mental 
Health

29.4.1  �Background

The British psychologist John Bowlby [54–56] developed Attachment Theory based 
on his research into the mother-infant bond, which he began in the 1940s as a com-
plement to his work as a child psychiatrist [57]. American psychologist Mary 
Ainsworth, who worked with Bowlby in the early 1950s [57], conducted classic 
studies that confirmed and extended Attachment Theory, including the classification 
of three attachment styles exhibited by children: secure, anxious-avoidant, anxious-
ambivalent attachment [58, 59]. Anxious-avoidant and anxious-ambivalent 
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attachment came to be known simply as avoidant attachment and anxious attach-
ment, respectively. Kirkpatrick and Shaver [60] applied Attachment Theory to the 
religion and mental health, contending that religion provides security in a world of 
uncertainty [61, 62], and that a person’s relationship with God can be considered to 
be an attachment relationship much like the relationship between a parent and child 
[60, 63, 64].

29.4.2  �Attachment to God and Psychological Well-Being

Studies of college students in the 1990s found that those who believed they had a 
secure attachment to God were more satisfied with their lives, and less anxious, 
lonely, and depressed than those who believed they had an avoidant or anxious 
attachment to God [63, 65]. Later studies of Christian college students reported that 
avoidant and anxious attachment were negatively related to self-esteem, life satis-
faction, and positive affect [19, 66–68].

29.4.3  �Attachment to God, Psychological Distress, 
and Psychiatric Symptoms

Two national studies by Ellison and his colleagues examined the degree to which 
secure attachment and anxious attachment to God were associated with psychologi-
cal distress in a national sample of Church members [69, 70]. The first study found 
that Church members who believed they had a secure relationship with God had a 
significantly lower level of psychological distress than those who believed they had 
an anxious relationship with God. The second study, which surveyed the same sam-
ple one year later, found that psychological distress decreased during the interven-
ing year among the Church members who believed they had a secure relationship 
with God. Since the second study compared the net effects of attachment styles over 
one year, it provides evidence that believing one has a secure attachment with God 
is causally related to lower levels of psychological distress.

A more recent study by Ellison and his colleagues examined attachment to God 
and psychiatric symptoms. Bivariate correlations found that believing one has a 
secure attachment to God had a significant salubrious association with all four 
classes of anxiety symptoms studied, whereas believing that one has an anxious 
attachment to God had a significant pernicious association with all four classes of 
symptoms. The associations remained significant for anxious attachment, but not 
for secure attachment in the multivariate analyses that controlled for other religious 
variables and socio-demographic characteristics.
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29.4.4  �Mediating Effect of Anxiety on the Association 
Between Attachment to God and Happiness

I used the 2010 Baylor Religious Survey’s measure of happiness as a dependent vari-
able to analyze the mediating effect of anxiety-related symptoms on the association 
between religious beliefs and positive affect. As found in my analysis of the relation-
ship between beliefs about God and happiness in Chap. 19, I found that anxiety 
symptoms mediated the association of between happiness and both positive and 
negative beliefs about one’s attachment to God. The mediation model showed, con-
sistent with ETAS Theory, that anxiety mediates the influences of religious beliefs on 
happiness. This strongly implies that threat assessments and the beliefs that modulate 
them affect positive emotions. Therefore, ETAS Theory can help to explain the asso-
ciation of positive and negative beliefs about God with positive emotions, as well as 
being able to explain their association with psychiatric symptoms.

29.5  �Conclusions

The research described above shows that belief in a benevolent God has a salubrious 
association with mental health, whereas belief in a malevolent God has a pernicious 
association with mental health. According to ETAS Theory, the salubrious effects of 
belief in a benevolent God on anxiety and related symptoms results from the com-
bined effects of the perception of threat and a sense of safety. ETAS Theory claims 
that belief in a benevolent God causes the ventromedial prefrontal cortex to increase 
the threshold of what constitutes a threat and suppress amygdala activity, thereby 
lowering anxiety and other psychiatric symptoms. On the other hand, belief in a 
malevolent God lowers the threshold of what constitutes a threat because God not 
only fails to provide protection from harm, but poses a direct threat of harm. The 
threshold of what constitutes a threat is probably lowered because belief in a malev-
olent God activates the “aversive amplification circuit,” which makes the amygdala 
more sensitive to threats. Belief in a deistic God has no association with symptomo-
logy because it does not provide protection from harm.

Terror Management Theory claims that self-esteem evolved to buffer against 
anxiety about death because self-esteem provides a sense of security that counters 
the reality that one will inevitably die (i.e., the terror of death) [71–73]. However, it 
seems more likely to me that self-esteem evolved in primates long before our ances-
tors became aware of their own mortality, as a cognitive mechanism to assess one’s 
relative status within a dominance hierarchy. It is equally likely that self-efficacy 
evolved about the same time as a cognitive mechanism to assess the likelihood that 
one can succeed in moving up in a dominance hierarchy or maintaining one’s place 
in a dominance hierarchy by defeating one’s social rivals.

Thus, both self-esteem and self-efficacy should reduce anxiety and related symp-
toms because the former provides a sense of safety from potential threats and the 

29  Beliefs About God and Mental Health

http://dx.doi.org/10.1007/978-3-319-52488-7_19


309

latter provides a sense that whatever threats exist can be overcome. Like the sense 
of safety provided by belief in a benevolent God, the sense of safety provided by 
self-esteem and self-efficacy presumably raises the threshold of what constitutes a 
threat, thereby reducing anxiety-related symptoms. On the other hand, threats to 
self-esteem presumably increase anxiety and related symptoms by reducing the 
sense of safety from harm that it provides.

The findings of the 2010 Flannelly et al. [28] study showed, consistent with past 
research, that social support had a significant salubrious association with mental 
health. However, whereas most researchers believe that social support indirectly 
affects mental health, ETAS Theory proposes that social support has a direct effect 
on anxiety and related psychiatric symptoms by providing a sense of security that 
counters the effects of the perceived threats that cause psychiatric symptomology.

The results presented in Sect. 29.3 demonstrate that many Americans believe 
they have a relationship God and that many Americans believe they collaborate with 
God to deal with daily stressors. The evidence is compelling that individuals who 
believe they collaborate with God have better mental health. In contrast, individuals 
who believe that they have a poor relationship with God have poorer mental-health 
outcomes, and this association is even more pronounced among individuals who 
believe that God has abandoned or punished them. Similarly, believing that one has 
a secure attachment of God is associated with better mental health, whereas believ-
ing one has an anxious attachment to God is associated with poorer mental health, 
including a variety anxiety-related symptoms.

The salubrious association of mental health with believing one has a good rela-
tionship with God reflects the fact that God provides a sense of safety that causes 
ETAS to raise the threshold of what constitutes a threat, which lowers anxiety and 
related forms of psychological distress. As anxiety mediates the relationship 
between religious beliefs and psychological well-being (as demonstrated in Chaps. 
19 and 21), believing one has a good relationship with God increases psychological 
well-being. Having a poor relationship with God reduces this sense of safety, 
thereby lowering the threshold of what is a threat and increasing psychiatric symp-
toms and related types of psychological distress. The belief that one has been aban-
doned by God presumably eliminates any sense of safety God may provide, whereas 
believing God is punishing you makes God a direct threat of harm.

The belief that one has an attachment relationship with God (Sect. 29.4 and 
Chap. 21) is a special case of the belief that one has a relationship with God. Thus, 
believing one has an anxious attachment to God increases anxiety, whereas believ-
ing one has a secure attachment to God decreases anxiety, by the same mechanisms, 
respectively, that believing one has a poor relationship or a good relationship with 
God do.
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Chapter 30
Belief in Meaning, Other Religious Beliefs, 
Religious Doubt, and Mental Health

Abstract  This chapter highlights the most important findings from Chaps. 22, 23, 
and 24, including the association of mental health with belief in (a) meaning in life, 
(b) forgiveness from God, (c) Satan, (d) human evil, and (e) biblical literalism, as 
well as (f) the association of mental health with religious doubt. For example, the 
belief that there is meaning and purpose in life and the belief that one has been for-
given by God have salubrious associations with mental health, and psychiatric 
symptomology, in particular. Belief in Satan and human evil, on the other hand, 
have pernicious associations with psychiatric symptoms, especially paranoid ide-
ation. My own analysis of data from the 2010 Baylor Religion Survey found that 
believing the Bible is literally true is associated with paranoid ideation. Moreover, 
the chapter describes how belief in Biblical literalism appears to affect the utiliza-
tion of mental-health services. In addition, the chapter discusses how doubts about 
one’s religious beliefs have a pernicious effect on psychological well-being and 
psychiatric symptoms, which is more pronounced for individuals who have a stron-
ger religious commitment than for other individuals. The findings are interpreted 
within the framework of ETAS Theory.

Keywords  Biblical literalism • Divine forgiveness • Evil • Forgiveness • Meaning 
in life • Psychiatric symptoms • Psychological well-being • Religious doubt • Satan

30.1  �Belief in Meaning and Purpose in Life and Mental 
Health

30.1.1  �Background

Many social scientists believe that one of the major psychological benefits of reli-
gion is that it provides a sense of meaning and purpose in life. The American psy-
chologist Roy Baumeister classified the belief that life has meaning into four 
categories. They are the belief that: (1) one’s life has purpose; (2) one is able to meet 
challenges and achieve goals; (3) one is a worthy person with desirable characteris-
tics; and (4) one’s actions are good and justified [1]. Though individuals find mean-
ing in life in many ways [2, 3], religion is unique in providing answers to existential 
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questions that we all have [4–6]. Some psychologists suggest that the need to believe 
one’s life has meaning and purpose is so universal that it must be an evolutionary 
adaptation [7–9]. While few U.S. studies have explored the relationship between 
religion and believing that life has meaning and purpose, several U.K. studies have 
reported significant positive relationships between various measures of religion and 
the belief that life has meaning and purpose [10–15].

30.1.2  �Belief in Meaning and Mental Health

A review of research in the U.S. and elsewhere showed that there is a consistent 
positive association between mental-health outcomes and belief in meaning and 
purpose in life [16]. Cross-sectional studies, mainly of U.S. college students, have 
shown that belief in meaning and purpose in life is positively correlated with hope 
[17, 18], personal growth [19], and positive affect [20–22], and negatively corre-
lated with negative affect [21, 22] and depression [17, 18]. Moreover, a large 
national study found that believing life has meaning predicts lower levels of affec-
tive and somatic symptoms of depression [23]. Another large study of older Christian 
Americans found that finding religious meaning in life was associated with three 
measures of psychological well-being (i.e., life satisfaction, optimism, and self-
esteem) [24].

30.2  �Religious Doubt and Mental Health

30.2.1  �Background

Although religious beliefs can provide a sense of meaning in life, some people do 
not find the explanation of life events that religion provides to be satisfactory at an 
intellectual or emotional level, which may lead them to doubt their religious beliefs 
[25]. For some people, religious doubts arise because of the conflict between the 
belief that God is good and omnipotent and the existence of evil in the world [26]. 
For other people, religious doubts arise because of the disparate explanations of 
nature offered by religion and science [27].

30.2.2  �Religious Doubt and Mental Health

Studies of convenience samples of religious Americans indicate that there is a perni-
cious association between religious doubt and psychological well-being, including 
self-esteem, trait anxiety, negative mood [28], life satisfaction [29], and optimism 
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[30]. National studies of the U.S. general population provide even stronger evidence 
for a pernicious association between religious doubt and psychological well-being 
[31–36].

In addition, several large-scale studies of mainly Christian samples have found a 
pernicious association between religious doubt and symptoms of depression [37–
39]. Related research has found that this pernicious association is particularly pro-
found among congregants who are more involved in their church. This finding has 
been interpreted in terms of Identity Theory [40–42], in that congregants who are 
more invested in their personal/social roles in their church community are espe-
cially threatened when these roles are undermined; in this case, by their own reli-
gious doubt [33, 43]. A 2015 study by Galek et al. extended the findings of earlier 
studies [33, 39, 43] in showing that religious doubt (i.e., doubting that life has 
meaning) had a pernicious association with mental health, and that it had a more 
pronounced effect in persons who had a strong religious commitment [44].

Based on Identity Theory, Galek et al. suggested that believing life lacks mean-
ing exacerbates psychiatric symptoms among people who have a strong religious 
commitment because it “threatens their social role within the religious community” 
(p. 8) [44], which is consistent with ETAS Theory. Moreover, they suggested, from 
the perspective of ETAS Theory, that such a threat to one’s identity represented a 
direct threat to one’s self-esteem, which is one of Baumeister’s four basic needs for 
meaning [1].

30.3  �Belief in Divine Forgiveness and Human Evil 
and Mental Health

30.3.1  �Background

Much of Chap. 24 is devoted to a discussion of belief in Divine forgiveness, belief 
in human evil, and their interaction on mental health, particularly a 2016 study by 
Jeremy Uecker et al. that examined all three of these topics in relation to psychiatric 
symptoms [45]. Thus, I will focus on that study in this section.

It is notable that extensive research has documented a salubrious association 
between forgiveness and mental health, but very little of this research has examined 
belief in Divine forgiveness. Nevertheless, a series of studies published in 1988 
reported consistent negative correlations between symptoms of depression and 
belief in Divine forgiveness of sin among U.S. university students [46–48]. 
Forgiveness of sin is an important theological concept with psychological 
implications. Human evil is subsumed under the concept of sin in Judeo-Christian 
theology [49, 50], and Sigmund Freud [51, 52] and others have argued that belief in 
sin leads to guilt, which in turn, leads to anxiety [53]. Christian writers have coun-
tered that the guilt associated with sin does not automatically lead to psychological 
disturbances because of the Christian belief that God forgives sinners, and that the 
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beneficial effects of this belief can offset the adverse effects of guilt on psychologi-
cal well-being [46].

30.3.2  �Findings on Belief in Divine Forgiveness and Human 
Evil and Psychiatric Symptoms

The findings of the Uecker et al. study [45] address all three of the areas just men-
tioned; the association of belief in Divine forgiveness on psychiatric symptoms; the 
association of belief in human evil (or sin) on psychiatric symptoms, and the inter-
action of these beliefs on psychiatric symptoms. First, the study found that belief in 
Divine forgiveness had significant salubrious associations with agoraphobia, 
depression, general anxiety, and obsessive-compulsive disorder (OCD). Second, the 
study found that believing that human nature is basically evil had a significant perni-
cious association with agoraphobia, depression, general anxiety, OCD, and para-
noia. Belief in human evil had the strongest association with paranoid ideation, 
which might be expected on a priori grounds, as paranoia is essentially a distrust of 
people. Third, the study found that belief in Divine forgiveness interacted with 
belief in human evil, such that belief in Divine forgiveness significantly off-set the 
pernicious effects of belief in human evil on agoraphobia, general anxiety, and para-
noid ideation.

30.4  �Belief in Satan and Psychiatric Symptoms

Christianity, Judaism, and other world religions traditionally recognize two sources 
of evil in the world, human beings and malevolent supernatural beings [54–59]. The 
major source of supernatural evil in the Christian theology is Satan, who is the per-
sonification of evil, tempting people to commit sins that destroy themselves spiritu-
ally, physically harm others, and aid Satan in his battle against God [58, 60]. 
Although Catholicism and liberal Protestant denominations have down-played 
Satan’s role in the world [61–63], many Americans believe in the existence of Satan. 
For example, the 2005 Baylor Religion Survey found that 58% of American adults 
“absolutely” believed that Satan exists and another 17% believed he “probably” 
exists [64].

People who believe in Satan should also believe in the danger he poses, so we 
would expect belief in Satan to be associated with greater psychiatric symptomology. 
My analysis of data from the 2010 Baylor Religion Survey found that belief in Satan 
had a significant pernicious association with general anxiety, social anxiety, com-
pulsion, obsession, and paranoid ideation. However, the strongest association was 
with paranoid ideation, probably because Satan acts through people.
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30.5  �Belief in Biblical Literalism and Seeking Help 
for Mental-Health Problems

I think it is natural that people who are more religious are more likely to seek help 
from clergy for mental-health problems [65]. A 2006 study by Chris Ellison, me, 
and other colleagues found that several aspects of religion influence the likelihood 
of seeking mental-health assistance from clergy [66]. Individuals who attended reli-
gious services more often were significantly more likely to recommend clergy as a 
primary source of mental-health assistance, but this effect varied by religious 
denomination. Catholics were more likely to recommend clergy as a primary source 
of assistance than were all other survey respondents, except Protestants. Moreover, 
Conservative Protestants were more likely than other Protestants to recommend 
clergy. After controlling for church attendance and denomination, people who 
believed that the Bible was literally true were more likely than other people to rec-
ommend clergy as a primary a source of assistance for mental-health problems.

30.6  �Belief in Biblical Literalism and Psychiatric Symptoms

I do not know of any published study that has specifically investigated the associa-
tion between belief in Biblical literalism and mental health. So, I decided to test the 
net effects of belief in Biblical literalism on the major measures of psychiatric 
symptoms contained in the 2010 Baylor Religion Survey (anxiety, obsession, com-
pulsion, social anxiety, and paranoia), using a regression model that controlled for 
age, gender, race, and frequency of private prayer and attending religious services. 
Belief in Biblical literalism was found to have a significant pernicious association 
with paranoid ideation, but not any of the other measures of psychiatric symptoms. 
I suspect that the higher level of paranoia among persons who believe the Bible is 
literally true may be attributable to the threats posed to their religious beliefs and 
values by science and various aspects of modern American culture [67–72]. I think 
the response to these threats is expressed as paranoia because the source of the 
threats is personified as evil people from outside their religious group.

30.7  �Conclusions

30.7.1  �Religion, Meaning and Mental Health

Religion has a positive association with believing that life has meaning and purpose, 
and believing that life has meaning and purpose is associated with psychological 
well-being among Christians. Belief in meaning and purpose in life may partly bol-
ster mental health by instilling the belief, especially among religious people, that 
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one’s life is part of a Divine plan, which reduces fears about life’s uncertainties and 
vicissitudes. Since the amygdala treats uncertainty as a threat, reducing uncertainty 
reduces anxiety, according to ETAS Theory.

30.7.2  �Religious Doubt and Mental Health

Research has shown that religious doubt has a pernicious association with psycho-
logical well-being. In keeping with ETAS Theory, these pernicious effects may be 
attributed to the fact: (1) that doubts undermine the sense of meaning and security 
provided by religious faith; (2) that uncertainty about one’s beliefs increases anxi-
ety, just as uncertainty about the future increases anxiety; (3) that people fear their 
fellow congregants will become aware of their lack of faith; and (4) that doubts 
create a fear of retribution from God for having religious doubts.

Related research has shown the pernicious effects of religious doubt on mental 
health are particularly troubling for persons who have a strong religious commit-
ment. This effect is probably due to the fact that religious doubt undermines the 
social identity and threatens the self-esteem of individuals with a strong commit-
ment to their religion and their religious community. A threat to self-esteem has a 
two-pronged effect on mental health because it has a primary effect of undermining 
psychological well-being and a secondary effect resulting from the fact that lowered 
self-esteem makes one feel less safe, which makes a person more vulnerable to 
psychological distress from other sources of threat.

30.7.3  �Belief in Divine Forgiveness, Evil, and Mental Health

The major findings related to ETAS Theory are the association of psychiatric symp-
toms with belief in (a) Divine forgiveness, (b) human evil, (c) Satan, and (d) the 
interaction of belief in human evil and Divine forgiveness. From the perspective of 
ETAS Theory, I think believing one has been forgiven by God has a salubrious asso-
ciation with psychiatric symptomology because this implies the beliefs that one has 
a good relationship with God and that God is involved your life, both of which 
provide a sense of safety, which lowers psychiatric symptoms. Obtaining forgive-
ness from God also is a form of protection, since God chose to forgive you rather 
than to punish you. The finding that belief in evil interacts with belief in forgiveness 
by God is consistent with the ETAS proposition that beliefs interact with one another 
in their effects on psychiatric symptoms.

The findings that belief in Satan and belief in human evil have pernicious asso-
ciations with psychiatric symptoms are consistent with ETAS Theory in that people 
who believe in Satan and human evil should also believe that Satan and evil people 
pose direct threats of harm. Paranoia had the strongest association with both belief 
in Satan and human evil probably because: (1) Satan causes harm by working 
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through people, and (2) belief in human evil implies there are evil people who intend 
to do you harm

30.7.4  �Belief in Biblical Literalism and Mental Health

My analyses of the association between belief in Biblical literalism and psychiatric 
symptoms found that it only had a pernicious association with paranoia. I think this 
can be explained, in light of ETAS Theory, by the fact that science poses a direct 
threat to belief in Biblical literalism, and aspects of modern American culture pose 
a threat to other religious and cultural beliefs of people who believe the Bible is 
literally true. Because the source of these threats is personified as evil outsiders, the 
reaction to the threats is paranoia.

An equally important finding, which is not directly related to ETAS Theory, is 
that belief in Biblical literalism influences personal attitudes about whom one 
should seek for help for psychological problems. Individuals who believe the Bible 
is literally true are inclined to seek help for psychological problems from clergy 
rather than from mental health professionals.
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Chapter 31
Directions for Future Research on ETAS 
Theory and Mental Health

Abstract  This chapter proposes future research related to ETAS Theory’s four lev-
els of analysis. Research at the behavioral level (Level I), particularly, psychologi-
cal and sociological research, is proposed to test behavioral predictions from ETAS 
Theory about the association between mental health and beliefs, threats, and safety. 
Future Level I research should examine more beliefs and more classes of psychiat-
ric symptoms, as well as their lifetime prevalence. The chapter notes that much 
more cognitive-affective neuroscience research (Level II) is needed to determine the 
association of many classes of psychiatric symptoms with brain structure and func-
tion, and the relationship between beliefs, brain function, and psychiatric symp-
toms, to test ETAS Theory predictions at this level of analysis. One section of the 
chapter describes the design of three experiments to test the effects of different 
religious beliefs on psychiatric symptoms and the activity of the ventromedial pre-
frontal cortex, the amygdala, and other brain structures implicated by ETAS Theory 
to be involved in processing beliefs and the threat assessments that underlie psychi-
atric symptoms. The studies contrast the effects of beliefs that should enhance or 
reduce the perceptions of threat. Level III involves detailed neuro-anatomical and 
neuro-physiological analyses to define the specific neural circuits or networks that 
comprise different ETAS and determine how they operate. Level IV is an evolution-
ary level of analysis that uses the methodology of comparative anatomy and com-
parative behavior to understand the evolutionary origins of psychiatric disorders as 
well as beliefs.

Keywords  Amygdala • Anxiety • ETAS theory • Cognitive-affective neuroscience 
• Comparative research • Defense • Evolution • Fear • Galvanic skin response • God 
• Levels of analysis • Optogenetic research • Neural circuits • Prevalence • Self-
esteem • Social support • Proximate mechanisms • Psychiatric symptoms • Satan • 
Threat



326

31.1  �Background

As discussed in Chap. 1, Evolutionary Threat Assessment Systems Theory (ETAS 
Theory) encompasses four perspectives or levels of analysis and these levels of 
analysis are associated with different research methodologies. Level I encompasses 
psychological and sociological research methods to test behavioral predictions from 
ETAS Theory. Level II entails research methods in cognitive-affective neuroscience 
to confirm the association between psychiatric symptoms and brain structures that 
are implicated by ETAS Theory. Level III must be investigated using detailed neuro-
anatomical and neuro-physiological research methods that can define specific ETAS 
and can determine their operation at different levels of neural organization (e.g. 
neurons, neural clusters, and neural circuits). Level IV requires comparative ana-
tomical and comparative behavioral methods to investigate the evolutionary origin 
of psychiatric symptoms, as proposed by ETAS Theory. This chapter makes research 
recommendations to address these different perspectives of ETAS Theory.

31.2  �Research on Level I of ETAS Theory: Survey Research 
on Beliefs and Psychiatric Symptoms

31.2.1  �General Comments

The Level I analysis of ETAS Theory entails testing behavioral predictions from 
ETAS Theory. As the focus of this book is on religious beliefs, I will concentrate on 
those predictions that involve religious beliefs. However, comparable studies could 
be conducted on the association between mental health and beliefs that lie outside 
the bounds of religion, especially: (a) beliefs that imply the world is dangerous; (b) 
beliefs that convey a sense of safety; and (c) the interaction of such beliefs. Studies 
of different religious beliefs, secular beliefs, and mental-health outcomes should be 
conducted, and more studies are needed that include representative samples.

To test ETAS Theory, it is also important to investigate specific psychiatric 
symptoms that may be influenced more or less by cognition, and therefore by 
beliefs. We tried to do this by studying somatization, with some success, and sepa-
rately analyzing the effects of beliefs on obsessions (cognitions) and compulsions 
(behaviors) without success. Hence, I think it would be worthwhile to see if differ-
ent beliefs differentially affect specific types of phobias. I also think more refined 
and detailed measures are needed to differentiate between subtypes of various 
classes of psychiatric symptomology, such as subtypes of obsessive-compulsive 
disorder (OCD) and social anxiety, persecutory and jealousy delusions in paranoid 
ideation, and the specific symptoms of panic attack and agoraphobia.
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31.2.2  �Belief in a Protective God and Anxiety

My colleagues and I published two studies that attempted to determine the salutary 
effect of a benevolent God on psychiatric symptoms [1, 2]. Though the results were 
in the predicted direction, our operational definition of a benevolent God fell far 
short of conveying belief in an involved and protective God, which I think is a more 
suitable for testing ETAS Theory. My colleagues Holly Gaudette and Kathy 
Jankowski [3] introduced a six-item scale that I think is good for studying beliefs 
about one’s relationship with God because it is better at capturing a sense of protec-
tion from God than any existing scales. The six items are: (1) I believe God protects 
me from harm; (2) I believe God is punishing me; (3) I believe God is involved in 
my life; (4) I believe God has abandoned me; (5) I believe God loves and care for 
me; and (6) I believe my life and death follow a plan from God. Obviously, items 2 
and 4 are reversed scored to provide a measure of a protective God.

31.2.3  �Social Support, Self-Esteem, and ETAS Theory

We usually think of social support in the context of ongoing social relationships in 
which people provide emotional support and tangible support to each other, both of 
which have been found to be indirectly associated with better physical and mental 
health. However, the actual social support provided by others has cognitive and 
affective components, which are represented in the brain, and the brain mechanisms 
that symbolically represent social support in cognitive and affective terms are likely 
to have a direct effect on mental health. One way in which these mechanisms are 
likely to affect mental health directly is by providing a sense of safety, as Paul 
Gilbert has proposed [4]. Some survey research has found that perceived social sup-
port is more beneficial than tangible support, and I think a finer analysis of per-
ceived social support should be able to determine the degree to which it reflects a 
sense of safety and security, and the association of this sense of safety and security 
with mental health, especially psychiatric symptoms.

Studies also should be conducted to determine the degree to which self-esteem 
contributes to a sense of security, and thereby reduces anxiety. Theoretically, Terror 
Management Theory (TM Theory) considers self-esteem to be an evolved mecha-
nism that buffers against anxiety about death and other forms of anxiety that the 
terror of death creates [5–7]. It is more likely, however, that self-esteem evolved in 
primates, long before our ancestors became aware of their own mortality, as a cogni-
tive mechanism to assess one’s relative status within a dominance hierarchy. It is not 
immediately obvious to me how these theoretical differences can be resolved at the 
behavioral level (Level I) of ETAS Theory, but it would be useful to do so. Self-
esteem clearly makes a contribution to psychological well-being, and there is evi-
dence that it is related to mother-infant attachment. Self-esteem is a particularly 
interesting phenomenon from the perspective of ETAS Theory because it presumably 
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decreases anxiety by providing a sense of security [8–10]; yet threats to self-esteem 
increase anxiety [11–14], presumably by reducing this sense of security. I can imag-
ine several lines of research based on these premises, including studies on the medi-
ating and moderating of effects of self-esteem on positive and negative religious 
beliefs and mental health, particularly psychiatric symptoms. In addition, research 
should be conducted on the related concept of self-efficacy because it provides a 
sense of safety according to ETAS Theory.

31.2.4  �ETAS Theory Versus Terror Management Theory

Some of our research on belief in an afterlife indicates that ETAS Theory provides 
a more reasonable interpretation of the association between beliefs about life-after-
death and mental health than TM Theory does. In particular, the 2014 study by 
Ellison et al. [15], which was described in Chap. 18 undermines TM Theory’s major 
premise that being made aware of one’s own mortality (i.e., mortality salience) 
inevitably increases anxiety. Though some advocates of TM Theory claim that anxi-
ety disorders result from an inability to quell one’s fear of death [5], they do not 
explain how fear of death is translated into the many different types of anxiety dis-
orders that exist. In contrast, ETAS Theory, which incorporates the theoretical work 
of Randolph Nesse, explains how each anxiety disorder represents the action of 
proximate brain mechanisms that protect us from specific types of threat of harm 
[16–19]. Although I do not have specific studies in mind, I think future research may 
be able to differentiate between predictions from TM Theory and ETAS Theory 
about the underlying causes of anxiety disorders.

31.3  �Research on Level I of ETAS Theory: Surveys 
of the Lifetime Prevalence of Psychiatric Symptoms

If is also important, from the perspective of ETAS Theory, to continue to conduct 
epidemiological studies on the lifetime prevalence of sub-clinical cases of psychiat-
ric disorders in the general U.S. population. Of the ten psychiatric disorders I dis-
cussed as probable evolutionary adaptations, there are reasonable lifetime prevalence 
estimates of sub-clinical cases of these disorders for just four of them: small-animal 
phobia, acrophobia, panic attack, and OCD. Even though we have good estimates of 
the prevalence rates of generalized anxiety disorder (GAD), social anxiety disorder 
(SAD), and major depressive disorder (MDD), the rate of sub-clinical cases of 
GAD, SAD, and MDD are not known. It is worth noting that even the incidence rate 
of clinical cases of GAD is very sensitive to relatively minor changes in diagnostic 
criteria. I do not know of any U.S. data on the prevalence rates of clinical cases or 
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sub-clinical cases of agoraphobia, separate from panic attack, or non-psychotic 
paranoid ideation.

31.4  �Research on Level II of ETAS Theory: Cognitive-
Affective Neuroscience Studies

31.4.1  �Correlational Research on Psychiatric Symptoms

Further brain research is still necessary to clarify the roles of the PFC, the limbic 
system, the basal ganglia and the brain stem in psychiatric symptoms. Although the 
involvement of these brain regions is fairly well established for some psychiatric 
disorders, far less is known about the involvement of specific structures within these 
regions in different classes of psychiatric symptoms. Moreover, there are many dis-
orders in which information about their involvement is fragmentary, at best. 
Surprisingly, though the bed nucleus of the limbic system1 is thought to play a key 
role in anxiety [20, 21], I could only find one functional magnetic resonance imag-
ing (fMRI) study that identified its involvement in any psychiatric disorder (i.e., 
spider phobia) [22]. The role of the “aversive amplification circuit,”2 which has been 
found to enhance amygdala activity in generalized anxiety disorder [23], also needs 
to be examined in other anxiety disorders.

I think existing research has provided good evidence of the involvement of the 
PFC, the limbic system, and the basal ganglia in four of the ten psychiatric disorders 
I discussed as possible proximate mechanisms that protect us from harm: panic 
attack, social anxiety, major depression, and paranoid ideation. However, the pos-
sible role of the brain stem in these disorders has yet to be determined one way or 
the other. Furthermore, the role of specific parts of these structures is not definitive. 
Even though the research conducted to date on the brain areas involved in OCD 
seem to suggest that the amygdala is not involved in OCD, their possible role should 
be investigated further using more refined brain imaging techniques.

Though current research suggests that the basal ganglia and the brain stem are 
not active in general anxiety or animal phobia, more research is needed to clarify if 
they are involved so or not. Unfortunately, there are so few studies on acrophobia, 
agoraphobia (without panic attack), and somatization that the existing evidence is 
insufficient to determine what brain regions may be involved in them. Future studies 
on these and other psychiatric disorders should use functional instead of structural 
measures, and whenever possible, employ experimental manipulations that activate 
the associated symptoms.

1 Technically, its name is the bed nucleus of the stria terminalis.
2 The “aversive amplification circuit” consists of the dorsomedial prefrontal cortex, anterior cingu-
lated gyrus, and the amygdala.
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31.4.2  �Experimental Research on Religious Beliefs 
and Psychiatric Symptoms

I am sure there are many experiments that could be done to test neural cognitive-
affective predictions from ETAS Theory, but I will only suggest three possibilities. 
I think they can be conducted with relatively few participants who are selected from 
a pool of college students. Based on previous research showing that the inhibition 
of anxiety partly depends on the capacity of the ventromedial prefrontal cortex 
(vmPFC) to modulate negative emotional responses [24–27] by modulating amyg-
dala activity [28, 29], the three studies would measure vmPFC and amygdala activ-
ity. All three studies would measure vmPFC and amygdala activity under conditions 
designed to decrease or increase anxiety, measured by brain imaging. A peripheral 
nervous system measure of anxiety should be recorded during all the experiments: 
i.e., galvanic skin response (GSR). The three studies would extend our knowledge 
of the neural bases of psychiatric symptoms, as well as the role of beliefs in modu-
lating psychiatric symptoms. My hypotheses mainly pertain to the amygdala and the 
vmPFC, but as the three studies include cognitive manipulations, I would expect the 
anterior cingulate cortex (ACC), the insula, and other parts of the PFC would be 
activated by them.

The first study would compare the neuro-physiological correlates of belief in a 
protective God or a deistic God (or higher power) on social anxiety. The students 
would be screened simultaneously for moderate-high levels of social anxiety and 
strength of belief in a deistic and a protective active God, using relevant instru-
ments. I hypothesize that participants who believe in a protective God will have 
higher vmPFC activity and lower amygdala activity when presented with stimuli 
designed to elevate social anxiety, than will participants who believe in a deistic 
God. The stimuli would be pictures or verbal descriptions of situations that evoke 
social anxiety. A more complicated design would include another experimental 
group that would prime thoughts about a protective God, presumably by having 
participants read statements about the protection God provides. Other variants of 
the study could investigate other religious beliefs that should provide a sense of 
protection, such as beliefs in guardian angels.

From the perspective of ETAS Theory, I think belief in a protective God reduces 
anxiety because this belief provides a sense of protection from harm. In contrast, 
belief in a deistic God should not reduce anxiety because it does not provide a sense 
of protection.

I chose social anxiety for the first experiment for several reasons. It is fairly com-
mon in the general population, its onset is usually in the teens and twenties, [30, 31], 
and I think it would be relatively easy to elicit fear from the amygdala in individuals 
with social anxiety. Moreover, there is good evidence that the amygdala, the ACC 
and the insula (of the limbic system) and the vmPFC are involved in social anxiety. 
There is some evidence that the basal ganglia and possibly the brain stem also are 
involved in social anxiety, but what specific parts of these brain structures are 
involved is not clear. This study could help to clarify the specific areas of those 
structures that are active in social anxiety.
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The second experiment would explore the neural correlates of the paranoid ide-
ation associated with belief in Satan, as my analysis of the 2010 Baylor Religion 
Survey data found that belief in Satan had a larger net effect on paranoid ideation 
than it did on other psychiatric symptoms. Participants would be preselected for 
high or low belief in Satan and randomly assigned to control and experimental con-
ditions. Measures of paranoid ideation would be taken before and after the experi-
mental procedures, and galvanic skin response (GSR) would be measured in 
conjunction with brain imaging. The experimental condition would consist of 
demonic images accompanied by a narrative about Satan. The main hypotheses 
would be that images of Satan (with an accompanying narrative) will increase para-
noia, amygdala activity, and GSR in participants with a strong belief in Satan. Here 
too, another experimental group could be added to see if belief in a protective God 
counters the effects of the demonic images among the participants with a strong 
belief in Satan. Based on ETAS Theory, I expect that images of Satan will increase 
amygdala activity and GSR in participants who strongly believe in Satan because 
Satan poses a threat of harm. I would expect an experimental manipulation about a 
protective God would off-set the effects of the Satan manipulation, especially in 
those participants who strongly believe in Satan, because most people that believe 
in Satan also believe in God. Another variant of the study could examine other reli-
gious beliefs that would be expected to heighten anxiety, such as wrathful and pun-
ishing God, instead of Satan. Still another obvious variation of the study could 
investigate whether belief in guardian angels counters the effects of belief in Satan.

The third experiment would specifically test the effects of pleasant and unpleas-
ant beliefs about life-after-death on amygdala activity, GSR, and vmPFC activity, 
by having participants read short phrases of what the afterlife could be. The partici-
pants would be pretested to select individuals who believed in an afterlife and to see 
the extent to which they held specific beliefs about the afterlife. The design would 
include three conditions: descriptions about a pleasant afterlife, descriptions about 
an unpleasant afterlife, and neutral statements unrelated to the afterlife (the control 
condition). Participants would be asked to indicate if they agreed or disagreed with 
the descriptions. The study would directly test predictions from ETAS Theory and 
TM Theory. ETAS Theory predicts that pleasant afterlife beliefs should decrease 
anxiety and that unpleasant afterlife beliefs should increase anxiety relative to each 
other and the control condition. TM Theory’s mortality salience hypothesis predicts 
that both pleasant and unpleasant afterlife beliefs should increase anxiety relative to 
the control condition because enhancing the salience of one’s death should increase 
anxiety.

Finally, since ETAS Theory applies to all beliefs, not just religious beliefs, I 
think it would be valuable to design experiments to examine whether secular beliefs 
about safety and danger modulate amygdala activity through the vmPFC or other 
parts of the PFC. It would also be worthwhile to test whether different types of secu-
lar beliefs have cumulative or interactive effects. Research also is needed to identify 
the functional brain activity associated with a perceived social support and 
self-esteem, and their relationship to anxiety and other psychiatric symptoms. 
Recent research has implicated parts of the PFC in social cognition and self-esteem, 
including the orbitofrontal PFC and the vmPFC [32, 33].

31.4  Research on Level II of ETAS Theory: Cognitive-Affective Neuroscience Studies
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31.5  �Research on Level III of ETAS Theory: Neural 
Organization and Functioning of ETAS

Level III involves research to provide more detailed analysis of the neural organiza-
tion of ETAS and their neural processing. Functional connectivity studies using 
fMRI have helped to establish the neural circuits underlying several psychiatric 
disorders at a gross level of analysis like those illustrated in Figs. 14.3, 14.4, and 
14.5 of Chap. 14 including major depression [34], general anxiety [35, 36], social 
anxiety [37], and obsessive-compulsive disorder [38, 39]. However, a finer level of 
analysis is required to determine the specific neural circuits that form the proximate 
mechanisms that underlie classes and subtypes of psychiatric symptoms, which I 
call evolutionary threat assessment systems (ETAS). A 2014 article in The Lancet 
Psychiatry proposed that further advances in mapping the specific neural networks 
involved in different classes of psychiatric symptoms would require a combination 
of molecular imaging using positron emission tomography of the human brain and 
optogenetic research on animal models of psychiatric disorders [40]. Optogenetic 
research entails inserting light-sensitive proteins involved in neural transmission 
into a part of the brain, activating its neurons with an optic fiber, and electrically 
recording their activity in vivo [41, 42]. This technique has been used to define a 
neural circuit involved in fear conditioning in rats that includes the central and lat-
eral regions of the amygdala, the periaqueductal gray of the brain stem, and the 
ACC [43]. The amygdala consists of a dozen or more regions [44] that may be 
involved in assessing different types of threats that underlie psychiatric symptoms 
in humans, such a fear of heights, insects, predators, and conspecifics (members of 
one’s own species). Oliver Robinson and his colleagues at the National Institute of 
Mental Health have said, “A detailed understanding of the relationship between 
neural circuitry and … core anxiety symptoms is, we argue, a perquisite for more 
targeted diagnosis and treatment” (p. 301) [23].

More refined neuro-physiological research is also needed to determine how neu-
ral decision-making about sensory stimuli [45–47] operates in the context of threat 
assessments by different brain structures. All key brain structures involved in ETAS 
are thought to make decisions about what constitutes a threat, but we do not know 
how they do this. Nor do we know how multiple threat assessments from different 
structures are combined to make a single decision about whether a stimulus poses a 
threat of harm. Some researchers suggest that the vmPFC assigns emotional values 
or valences to stimuli [48], but how it that done?

I have said that the vmPFC sets the threshold of what constitutes a threat, but that 
is an analogy. It may be that some beliefs make the vmPFC or other areas of the 
PFC, such as the dmPFC, more sensitive (the equivalent of a lower threshold) or less 
sensitive (the equivalent of a higher lower threshold) to threat stimuli. In any case, I 
do not know how ETAS actually work or how beliefs actually affect them. Nor do I 
have sufficient knowledge of neuro-physiological methodology to offer detailed 
research proposals.
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31.6  �Research on Level IV of ETAS Theory: Comparative 
Research on the Evolution of Fear and Defense

In my opinion, far more comparative research needs to be done to expand upon Paul 
MacLean’s work on the evolutionary roots of human emotions and psychiatric 
symptoms. Although the research of Joseph LeDoux and his colleagues has done 
much to establish the neuro-anatomical basis of fear, this and related research is 
mainly based on fear-conditioning [44, 49–51]. More animal research on fear and 
anxiety needs to be done using ethological models like those developed by Caroline 
and Robert Blanchard [52–54]. Certain strains of domesticated or “laboratory” rats, 
for example, show high levels of agonistic behavior (aggressive and defensive 
behaviors) [55, 56], which allows researchers to study fear-related reactions to the 
threats posed by a conspecific (i.e., another rat). They also exhibit freezing in the 
presence of a predator, which is an innate fear response to hide from predators [57]. 
Wild Norway rats (Rattus norvegicus, the ancestor of the laboratory rat) exhibit a 
systematic pattern of species-typical defensive reactions to predators (not exhibited 
by their domesticated cousins) in which different behaviors are exhibited depending 
on the proximity of the predator and the possibility of escape. Their defensive rep-
ertoire includes freezing to avoid detection, escape from a predator, and defensive 
attack when a predator is too close to try to escape. The last two of behaviors are 
classic examples of the “fight or flight reaction” [54]. The entire defensive repertoire 
of rats reflects the response flexibility that emotions (in this case, fear) provide for 
addressing environmental challenges, which I mentioned in Chaps. 9 and 10. 
Limited research has already been conducted on the brain structures involved in 
these defensive behaviors in wild rats [58], but given the difficulty of working with 
wild rats, the first generation of the mating of Long-Evans with and wild Rattus 
norvegicus might make it easier for brain researchers to study this pattern of behav-
ioral reactions to threat.

In addition, Long-Evans rats, and presumably other domesticated rats, engage in 
a very distinctive, but seemingly trivial behavior, which traditionally has been called 
the “stretched attention posture” [59]. It recently has come to be called “risk assess-
ment” behavior because it is thought to be akin to the kind of vigilance behavior 
associated general anxiety in humans [53]. Similar behaviors in laboratory mice 
(risk assessment, freezing, escape, and defensive attack) have been used as animal 
models of anxiety and panic attack in pharmacological research [52, 53].

Further research should be done on rat and mouse models of psychiatric symp-
toms, such as anxiety and panic attack. In addition, more neuro-anatomical and phar-
macological research on repetitive behaviors in laboratory rats and mice, such as 
digging and grooming [60–64], should provide insights into OCD in humans [65, 66].

However, comparative research should not be restricted to studies of laboratory 
rats and mice. I think it should also be conducted with reptiles and fish. Surprisingly 
little research seems to have been done on the neural control of threat displays in 
lizards [67–69] since Paul MacLean’s research [70]; an extensive literature search 
identified only one study related to neural mechanisms related to defensive responses 
to threats in lizards [71].

31.6  Research on Level IV of ETAS Theory: Comparative Research on the Evolution…
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Research on fish conducted in the 1990s provided evidence for a neural pathway 
controlling specific threat displays [72], and brain neurotransmitter systems involved 
in intra-specific agonistic behaviors [73, 74]; these systems, which evolved in fish 
hundreds of millions years ago are also involved in the agonistic behavior of reptiles 
and mammals [67, 73]. Other older studies examined the neural control of the startle 
response in fish, which is a basic reaction to potential threats of harm [20, 75, 76]. 
Comparative research on the startle response would be particularly useful for study-
ing the evolution of fear and anxiety because it is ubiquitous in the vertebrates [20]. 
Equally important, the bed nucleus of the limbic system (or its ancestral homo-
logue), which controls the startle response [20], has been identified in fish, amphib-
ians, reptiles, birds, and mammals [77, 78].

On the upper end of the evolutionary tree, research could explore the existence 
of beliefs in non-human primates and how, if they exist, they affect decisions such 
as threat assessments. Research, to date, has not settled the question whether mon-
keys or apes develop beliefs based on their observations (or perceptions). However, 
it has been suggested that monkeys have beliefs and there is some evidence that 
monkeys and apes can develop expectations about the behavior of other members of 
their own species based on their observations [79, 80]. The evolutionary biologist 
Lewis Wolpert has argued that the cognitive demands of the tool-making process, 
rather than the cognitive demands of primate social processes, led to the evolution 
of strong causal beliefs, which appear to be unique to humans [81, 82]. Nevertheless, 
it certainly would be worth the effort to: (a) examine the extent to which social and 
other possible forms of beliefs may have contributed to the development of the 
strong causal beliefs, and (b) to more fully investigate the degree to which other 
primates have a primitive form of causal beliefs.

Collectively, this research should help to demonstrate the underlying similarities 
between animal defensive behaviors and human psychiatric symptoms. In doing so, 
they might also confirm the evolutionary origins and adaptive functions and psychi-
atric symptoms, as well as beliefs.
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