
Springer Series in Reliability Engineering 



Series Editor 

Professor Hoang Pham 

Department of Industrial Engineering 

Rutgers

The State University of New Jersey 

96 Frelinghuysen Road 

Piscataway, NJ 08854-8018 

USA

Other titles in this series 

The Universal Generating Function in Reliability Analysis and Optimization 

Gregory Levitin 

Warranty Management and Product Manufacture 

D.N.P Murthy and Wallace R. Blischke 

Maintenance Theory of Reliability 

Toshio Nakagawa 

System Software Reliability

Hoang Pham 

Reliability and Optimal Maintenance 

Hongzhou Wang and Hoang Pham 

Applied Reliability and Quality 

B.S. Dhillon 

Shock and Damage Models in Reliability Theory 

Toshio Nakagawa 

Risk Management 

Terje Aven and Jan Erik Vinnem 

Satisfying Safety Goals by Probabilistic Risk Assessment 

Hiromitsu Kumamoto 

Offshore Risk Assessment (2nd Edition) 

Jan Erik Vinnem 



B.S. Dhillon 

Human Reliability and Error 

in Transportation Systems 

 123



B.S. Dhillon, PhD 

Department of Mechanical Engineering 

University of Ottawa 

Ottawa

Ontario  KlN 6N5 

Canada

British Library Cataloguing in Publication Data 

Dhillon, B. S. (Balbir S.), 1947-  

 Human reliability and error in transportation systems. - 

 (Springer series in reliability engineering) 

   1. Transportation engineering 2. Transportation - Safety 

  measures 3. Human engineering 4. Reliability (Engineering) 

  5. Reliability (Engineering) - Mathematical models  

  6. Human-machine systems - Reliability 7. Errors 

  I. Title  

  629'.04  

ISBN-13: 9781846288111 

Library of Congress Control Number: 2007929785

Springer Series in Reliability Engineering series ISSN 1614-7839

ISBN 978-1-84628-811-1 e-ISBN 978-1-84628-812-8 

Printed on acid-free paper. 

© Springer-Verlag London Limited 2007 

Apart from any fair dealing for the purposes of research or private study, or criticism or review, as permitted 

under the Copyright, Designs and Patents Act 1988, this publication may only be reproduced, stored or 

transmitted, in any form or by any means, with the prior permission in writing of the publishers, or in the case 

of reprographic reproduction in accordance with the terms of licences issued by the Copyright Licensing 

Agency.  Enquiries concerning reproduction outside those terms should be sent to the publishers. 

The use of registered names, trademarks, etc. in this publication does not imply, even in the absence of a 

specific statement, that such names are exempt from the relevant laws and regulations and therefore free for 

general use. 

The publisher makes no representation, express or implied, with regard to the accuracy of the information 

contained in this book and cannot accept any legal responsibility or liability for any errors or omissions that 

may be made.   

9  8  7  6  5  4  3  2  1

Springer Science+Business Media 

springer.com



Dedication 

This book is affectionately dedicated to all 18th–20th-century late British authors and 

researchers, including Major General and Sir A. Cunningham, Lt. Colonel J. Tod, 

Captain R.W. Falcon, Major A.E. Barstow, and Lt. Gen. and Sir G. MacMunn, 

whose writings helped me to trace my ancient Scythian ancestry, which resulted in 

the publication of a book on the matter.  



Preface 

Today, billions of dollars are being spent annually world wide to develop, manu-

facture, and operate transportation systems such trains, ships, aircraft, and motor 

vehicles. During their day-to-day use, thousands of lives are lost due to various 

types of accidents each year. For example, there were around 1 million traffic 

deaths and about 40 million traffic injuries worldwide and by 2020, the World 

Health Organization projects that deaths from accidents will rise to about 2.3 mil-

lion world wide. 

As per some studies, around 70 to 90 percent of transportation crashes are, di-

rectly or indirectly, the result of human error. For example, according to a National 

Aeronautics and Space Administration (NASA) study over 70 percent of airline 

accidents involved some degree of human error. 

Although, the history of the human reliability field may be traced back to the 

late 1950s, the beginning of the serious thinking on human reliability or error in 

transportation systems goes back only to the period around the late 1980s. Since 

the 1980s, over 200 journal and conference proceedings articles on human reliabil-

ity and error in transportation systems have appeared. However, to the best of the 

author’s knowledge, there is no book on the subject available in the published 

literature. As the increasing attention is being paid to human error or reliability in 

transportation systems, the need for a book covering the basics and essentials of 

general human reliability, errors, factors; and the comprehensive and latest infor-

mation on human reliability and error in transportation systems, is considered abso-

lutely necessary. 

Currently, such information is either available in specialized articles or books, 

but not in a single volume. This causes a great deal of difficulty to information 

seekers, because they have to consult many different and diverse sources. This 

book is an attempt to meet this vital need. The material covered is treated in such 

a manner that the reader needs no previous knowledge to understand it. The 

sources of most of the material presented are given in the reference section at the 

end of each chapter. They will be useful to a reader, if he/she desires to delve 

deeper into a specific area. 
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At appropriate places, the book contains examples along with their solutions and at 

the end of each chapter there are numerous problems to test reader comprehension. 

This will allow the volume to be used as a text. An extensive list of references on hu-

man reliability and error in transportation systems is provided at the end of the book, to 

give readers a view of the intensity of developments in the area. 

The book is composed of 11 chapters. Chapter 1 presents an introductory dis-

cussion on human reliability and error in transportation systems, human error in 

transportation systems-related facts and figures, important human reliability and 

error terms and definitions, sources for obtaining useful information on human 

reliability and error in transportation systems, and the scope of the book. Chapter 2 

is devoted to mathematical concepts considered useful to perform analysis of hu-

man reliability and error in transportation systems and it covers topics such as 

Boolean algebra laws, probability properties and distributions, and useful mathe-

matical definitions. 

Chapter 3 presents introductory human factors including human factors objec-

tives, general human behaviours, human and machine characteristics, human fac-

tors data collection sources, and useful human factors guidelines for system design. 

Basic human reliability and error concepts are covered in Chapter 4. It presents 

topics such as occupational stressors, human error occurrence reasons and classifi-

cations, human performance reliability function, and human reliability and error 

analysis methods. 

Chapter 5 presents a total of nine methods extracted from published literature, 

considered useful to perform human reliability and error analysis in transportation 

systems. These methods include fault tree analysis (FTA), the throughput ratio 

method, technics of operation review (TOR), failure modes and effect analysis 

(FMEA), Pareto analysis, and the Markov method. 

Chapters 6 and 7 are devoted to human error in railways and shipping, respec-

tively. Some of the topics covered in Chapter 6 are railway personnel error prone 

tasks, important error contributing factors in railways, human error analysis meth-

ods, and a useful checklist of statements for reducing the occurrence of human 

error in railways. Chapter 7 includes topics such as shipping human error related 

facts, figures, and examples, human factors issues facing the marine industry, risk 

analysis methods for application in marine systems, fault tree analysis of oil tanker 

groundings, and reducing the manning impact on shipping system reliability. 

Chapter 8 presents various important aspects of human error in road transporta-

tion systems. Some of the specific topics covered are operational influences on 

commercial driver performance, types of driver errors, common driver errors, 

methods for performing human error analysis in road transportation systems, and 

bus accidents and driver error in developing countries. Chapter 9 presents various 

important aspects of human error in aviation including topics such as organiza-

tional factors in commercial aviation accidents, factors contributing to flight crew 

decision errors, types of pilot-controller communication errors, methods for per-

forming human error analysis in aviation, and accident prevention strategies. 

Chapters 10 and 11 are devoted to human error in aircraft maintenance and 

mathematical models for predicting human reliability and error in transportation 
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systems, respectively. Some of the topics covered in Chapter 10 are reasons for the 

occurrence of human error in maintenance, major categories of human error in 

aircraft maintenance and inspection tasks, common error in aircraft maintenance, 

methods for performing human error analysis in aircraft maintenance, and useful 

guidelines to reduce human error in aircraft maintenance. Chapter 11 includes 

topics such as models for predicting human performance reliability and correctabil-

ity probability in transportation systems, models for predicting human performance 

reliability subject to critical and non critical human errors and fluctuating environ-

ment in transportation systems, and models for performing human error analysis in 

transportation systems. 

This book will be useful to many individuals including system engineers, design 

engineers, human factors engineers, transportation engineers, transportation admin-

istrators and managers, psychology and safety professionals, reliability and other 

engineers-at-large, researchers and instructors involved with transportation sys-

tems, and graduate students in transportation engineering, human factors engineer-

ing, and psychology. 

The author is indebted to many colleagues and students for their interest 

throughout this project. The invisible inputs of my children, Jasmine and Mark, are 

also appreciated. Last, but not least, I thank my wife, Rosy for typing various por-

tions of this book and other related materials, and for her timely help in proofread-

ing and tolerance. 

Ottawa, Ontario B.S. Dhillon 
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1  

Introduction 

1.1  Background 

Each year billions of dollars are spent to develop, manufacture, and operate trans-

portation systems such as aircraft, ships, trains, and motor vehicles throughout the 

world. During their operation, thousands of lives are lost annually due to various 

types of accidents. For example, in the Untied States around 42,000 deaths occur 

annually due to automobile accidents alone on highways [1]. In terms of dollars 

and cents, in 1994 the total cost of motor vehicle crashes, was estimated to be 

around $150 billion to the United States economy [1, 2].  

Needless to say, approximately 70 to 90% of transportation crashes are the re-

sult of human error to a certain degree [1]. Moreover, it may be added that human 

errors contribute significantly to most transportation crashes across all modes of 

transportation. For example, according to a National Aeronautics and Space Ad-

ministration (NASA) study over 70% of airline accidents involved some degree of 

human error and to a British study around 70% of railway accidents on four main 

lines during the period 1900–1997 were the result of human error [3–5].  

Although, the history of human reliability may be traced back to 1958, the be-

ginning of the serious thinking on human reliability or error in transportation sys-

tems goes back only to the period around the late 1980s. Since the late 1980s, over 

200 journal and conference proceedings publications directly or indirectly related 

to human reliability or error in transportation systems have appeared. A list of 

these publications is provided in the Appendix. 

1.2  Human Error in Transportation Systems Related 

Facts and Figures 

This section presents facts and figures, directly or indirectly, concerned with hu-

man reliability and error in transportation systems. 
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In 1990, there were about 1 million traffic deaths and around 40 million traffic 

injuries worldwide; by 2020, the World Health Organization projects that 

deaths from accidents will rise to around 2.3 million [6, 7]. 

Each year over 1.6 billion passengers worldwide travel by air [8]. 

The estimated annual cost of world road crashes is in the excess of $500 billion [9]. 

Human error costs the maritime industry $541 million per year, as per the find-

ings of the United Kingdom Protection and Indemnity (UKP&I) Club [10]. 

In 2004, 53% of the railway switching yard accidents (excluding highway-

rail crossing train accidents) in the United States were due to human factors 

causes [11]. 

During the period 1996–1998, over 70% of bus accidents were due to driver 

error in five developing countries: Thailand, Nepal, India, Zimbabwe, and Tan-

zania [12]. 

As per a Boeing study, the failure of the cockpit crew has been a contributing 

factor in over 73% of aircraft accidents globally [13, 14]. 

Over 80% of Marine accidents are caused or influenced by human and organi-

zation factors [15, 16]. 

Maintenance and inspection have been found to be factors in around 12% of 

major aircraft accidents [17, 18]. 

In Norway, approximately 62% of the 13 railway accidents that caused fatalities 

or injuries during the period 1970–1998, were the result of human error [5]. 

In India, over 400 railway accidents occur annuall,y and approximately 66% of 

these accidents are, directly or indirectly, due to human error [19]. 

Human error is cited more frequently than mechanical problems in approxi-

mately 5,000 truck-related deaths that occur each year in the United States [20]. 

A study of car–truck crashes revealed that most of these crashes were due to 

human error either committed by the truck driver or car driver [21]. 

During the period 1983–1996, there were 29,798 general aviation crashes, 371 

major airline crashes, and 1,735 commuter/air taxi crashes [22]. A study of these 

crashes revealed that pilot error was a probable cause for 85% of general aviation 

crashes, 38% of major airline crashes, and 74% of commuter/air taxi crashes [22]. 

As per a study reported in Reference [22], pilot error was responsible for 34% 

of major airline crashes between 1990 and 1996. 

A study of 6091 major accident claims (i.e., over $100,000) associated with all 

classes of commercial ships, conducted over a period of 15 years, by the UK P&K 

Club revealed that 62% of the claims were attributable to human error [10, 23–24]. 

Human error contributes to 84–88% of tanker accidents [25, 26]. 

A study of data obtained form the United Kingdom Civil Aviation Authority 

Mandatory Occurrence Report database revealed that maintenance error events 

per million flights almost doubled over the period 1990–2000 [27]. 

In 1979, in a DC-10 aircraft accident due to improper maintenance procedures 

followed by maintenance personnel, 272 people died [28]. 
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1.3  Terms And Definitions 

This section presents terms and definitions that are useful to perform human reli-

ability and error analyses in transportation systems [29–33]. 

Transportation system. This is a facility consisting of the means and equip-

ment appropriate for the movement of goods or passengers. 

Human reliability. This is the probability of accomplishing a task successfully 

by humans at any required stage in system operation within a given minimum 

time limit (if the time requirement is specified). 

Human error. This is the failure to carry out a specified task (or the perform-

ance of a forbidden action) that could lead to disruption of scheduled operations 

or result in damage to property and equipment. 

Human factors. This is a study of the interrelationships between humans, the 

tools they utilize, and the surrounding environment in which they live and work. 

Accident. This is an event that involved damage to a specified system or equip-

ment that suddenly disrupts the ongoing or potential system/equipment output. 

Mission time. This is that component of uptime required to perform a specified 

mission profile. 

Continuous task. This is a task that involves some kind of tracking activity 

(e.g., monitoring a changing situation). 

Redundancy. This is the existence of more than one means for performing 

a specified function. 

Man-function. This is that function which is allocated to the system’s human 

element. 

Human performance reliability. This is the probability that a human will per-

form all stated human functions subject to specified conditions. 

Useful life. This is the length of time an item functions within an acceptable 

level of failure rate. 

Consequence. This is an outcome of an accident (e.g., damage to property, 

environment pollution, and human fatalities). 

Failure. This is the inability of an item to operate within the framework of ini-

tially defined guidelines. 

Human error consequence. This is an undesired consequence of human failure. 

Hazardous condition. This is a situation with a potential to threaten human 

health, life, property, or the environment. 

Downtime. This is the time during which the item is not in a condition to per-

form its defined mission. 

Safety. This is conservation of human life and its effectiveness, and the preven-

tion of damage to items as per mission associated requirements. 

Unsafe behaviour. This is the manner in which a person performs actions that 

are considered unsafe to himself/herself or others. 
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1.4  Useful Information on Human Reliability 

and Error in Transportation Systems 

This section lists journals, conference proceedings, books, technical reports, or-

ganizations, and data sources useful for obtaining human reliability and error in 

transportation systems, directly or indirectly, as well as related information. 

1.4.1  Journals 

Some of the scientific journals that time to time publish articles, directly or indi-

rectly, concerned with human reliability and error in transportation systems, are: 

Accident Prevention and Analysis 
Reliability Engineering and System Safety 
Journal of Railway and Transport 
Applied Ergonomics 
Naval Engineers Journal 
Advances in Transport 
Ergonomics
International Journal of Man-Machine Studies 
Scientific American 
Human Factors in Aerospace and Safety 
Asia Maritime Digest
Modern Railways 
Human Factors and Ergonomics in Manufacturing 
Rail International 
Marine and Maritime 
Human Factors 
Advances in Transport 
Safety Science 
IEEE Transactions on Vehicular Technology 
Aeronautical Journal 
European Journal of Operational Research 
Neural Network World 
Canadian Aeronautics and Space Journal 
Transportation Research Record 
Ocean Engineering
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1.4.2  Conference Proceedings 

Some of the conference proceedings that contain articles, directly or indirectly, 

concerned with human reliability and error in transportation systems, are: 

Proceedings of the Annual Symposium on Reliability, 1969. 

Proceedings of the 48th Annual International Air Safety Seminar, 1995. 

Proceedings of the IEE International Conference on Human Interfaces in Con-
trol Rooms, 1999. 

Proceedings of the International Offshore and Polar Engineering Conference,

1997. 

Proceedings of the IEEE International Symposium on Intelligent Control, 2005. 

Proceedings of the Human Factors and Ergonomics Society Conference, 1997. 

Proceedings of the International Conference on Offshore Mechanics and Artic 
Engineering, 2001. 

Proceedings of the International Conference on Automated People Movers,
2001. 

Proceedings of the IEEE International Conference on Systems, Man, and Cyber-
netics, 1996. 

Proceedings of the Annual Reliability and Maintainability Symposium, 2001. 

1.4.3  Books 

Some of the books, directly or indirectly, concerned with human reliability and 

error in transportation systems, are listed below. 

Whittingham, R.B., The Blame Machine: Why Human Error Causes Accidents,
Elsevier Butterworth-Heinemann, Oxford, U.K., 2004. 

Wiegman, D.A., Shappell, S.A., A Human Error Approach to Aviation Acci-
dent Analysis, Ashgate Publishing, Aldershot, U.K., 2003. 

Wells, A.T., Rodgrigues, C.C., Commercial Aviation Safety, McGraw Hill 

Book Company, New York, 2004. 

Reason, J., Hobbs, A., Managing Maintenance Error: A Practical Guide, Ash-

gate Publishing, Aldershot, U.K., 2003. 

Hall, S., Railway Accidents, Ian Allan Publishing, Shepperton, U.K., 1997. 

Johnston, N., McDonald, N., Fuller, R., Editors, Aviation Psychology in Prac-
tice, Ashgate Publishing, Aldershot, U.K., 1994. 

Wiener, E., Nagel, D., Editors, Human Factors in Aviation, Academic Press, 

San Diego, California, 1988. 
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Perrow, C., Normal Accidents: Living with High-Risk Technologies, Basic 

Books, Inc., New York, 1984. 

Dhillon, B.S., Human Reliability: with Human Factors, Pergamon Press, New 

York, 1986. 

1.4.4  Technical Reports 

Some of the technical reports, directly or indirectly, concerned with human reli-

ability and error in transportation systems, are as follows: 

Moore, W.H., Bea, R.G., Management of Human Error in Operations of Ma-
rine Systems, Report No. HOE-93-1, 1993. Available from the Department of 

Naval Architecture and Offshore Engineering, University of California, Berke-

ley, California. 

Human Error in Merchant Marine Safety, Report by the Marine Transportation 

Research Board, National Academy of Science, Washington, D.C., 1976. 

McCallum, M.C., Raby, M., Rothblum, A.M., Procedures for Investigating and 
Reporting Human Factors and Fatigue Contributions to Marine Casualties,
U.S. Coast Guard Report No. CG-D-09-07, Department of Transportation, 

Washington, D.C., 1996. 

Report No. DOT/FRA/RRS-22, Federal Railroad Administration (FRA) Guide 
for Preparing Accident/Incident Reports, FRA Office of Safety, Washington, 

D.C., 2003. 

Treat, J.R., A Study of Pre-Crash Factors Involved in Traffic Accidents, Report 

No. HSRI 10/11, 6/1, Highway Safety Research Institute (HSRI), University of 

Michigan, Ann Arbor, Michigan, 1980. 

Harvey, C.F., Jenkins, D., Sumner, R., Driver Error, Report No. TRRL-SR-149, 

Transport and Research Laboratory (TRRL), Department of Transportation, 

Crowthorne, United Kingdom, 1975. 

Report No. PB94-917001, A Review of Flight-crew-involved, Major Accidents 
of U.S. Air Carriers, 1978–1990, National Transportation Safety Board, Wash-

ington, D.C., 1994. 

Report No. 5–93, Accident Prevention Strategies, Commercial Jet Aircraft Ac-
cidents, World Wide Operations 1982–1991, Airplane Safety Engineering De-

partment, Boeing Commercial Airplane Group, Seattle, Washington, 1993. 

Report No. CAP 718, Human Factors in Aircraft Maintenance and Inspection,

Prepared by the Safety Regulation Group, Civil Aviation Authority, London, 

U.K., 2002. Available from the Stationery Office, P.O. Box 29, Norwich, U.K. 
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1.4.5  Organizations 

There are many organizations that collect human error–related information through-

out the world. Some of the organizations that could be useful, directly or indirectly, 

for obtaining human reliability and error-related information on transportation sys-

tems are as follows: 

Transportation Research Board  

2101 Constitution Avenue, NW  

Washington, D.C., USA. 

The Nautical Institute   

202 Lambeth Road  

London, U.K. 

Transportation Safety Board of Canada  

330 Spark Street  

Ottawa, Ontario, Canada. 

U.S. Coast Guard  

2100 Second Street, SW  

Washington, D.C., USA. 

National Research Council  

2101 Constitution Avenue, NW  

Washington, D.C. USA 

Marine Directorate  

Department of Transport  

76 Marsham Street  

London, U.K. 

Federal Railroad Administration  

4601 N. Fairfax Drive, Suite 1100,  

Arlington, Virginia, USA. 

International Civil Aviation Organization  

999 University Street,  

Montreal, Quebec, Canada 

Civil Aviation Safety Authority,  

North Bourne Avenue and Barry Drive Intersection,   

Canberra, Australia. 

Airplane Safety Engineering Department,  

Boeing Commercial Airline Group,  

The Boeing Company,  

7755E. Marginal Way South,  

Seattle, Washington, USA. 
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1.4.6  Data Sources 

There are many sources for obtaining human reliability and error-related data. 

Some of the sources that could be useful, directly or indirectly, to obtain human 

reliability and error-related data on transportation systems are listed below. 

National Maritime Safety Incident Reporting System, Maritime Administration, 

Washington, D.C., USA. 

Government Industry Data Exchange Program (GIDEP), GIDEP Operations 

Center, U.S. Department of Navy, Corona, California, USA. 

NASA Aviation Safety Reporting System, P.O. Box 189, Moffett Field, Cali-

fornia, USA. 

Dhillon, B.S., Human Reliability: With Human Factors, Pergamon Press, New 

York, 1986. (This book lists over 20 sources for obtaining human reliability-

related data). 

Gertman, D.I., Blackman, H.S., Human Reliability and Safety Analysis Data 
Handbook, John Wiley and Sons, New York, 1994. 

Kohoutek, H.J., Human Centered Design, in Handbook of Reliability Engineer-
ing and Management, Edited by W. Ireson, C.F. Coombs, and R.Y. Moss, 

McGraw Hill Book Company, New York, 1996, pp. 9.1–9.30. 

Dhillon, B.S., Human Error Data Banks, Microelectronics and Reliability,

Vol. 30, 1990, pp. 963–971. 

Stewart, C., The Probability of Human Error in Selected Nuclear Maintenance 
Tasks, Report No. EGG-SSDC-5580, Idaho National Engineering Laboratory, 

Idaho Falls, Idaho, USA, 1981. 

Boff, K.R., Lincoln, J.E., Engineering Data Compendium: Human Perception 
and Performance, Vols. 1–3, Armstrong Aerospace Medical Research Labora-

tory, Wright-Patterson Air Force Base, Ohio, USA, 1988. 

1.5  Scope of the Book 

As in the case of any other engineering system, transportation systems are also 

subject to human error. In fact, each year thousands of people die due to human 

error committed in transportation systems, which costs millions of dollars.  

Over the years, a large number of publications, directly or indirectly, related to 

human reliability and error in transportation systems have appeared. Almost all of 

these publications are in the form of journal or conference proceedings articles, or 

technical reports. No book provides up-to-date coverage of the subject. This book 

not only attempts to provide up-to-date coverage of the ongoing effort in human 

reliability and error in transportation systems, but also of useful developments in 

the general areas of human reliability, human factors, and human error. More 

specifically, the book covers fundamentals of human factors, human error, and 

human reliability in addition to useful techniques and models in these three areas. 
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Furthermore, the volume provides a chapter on basic mathematical concepts con-

sidered useful to understand its contents.  

Finally, the main objective of this book is to provide professionals concerned 

with human reliability and error in transportation systems information that could be 

useful to reduce or eliminate the occurrence of human error in these systems. This 

book will be useful to many individuals including system engineers, design engi-

neers, human factors engineers, and other professionals involved with transporta-

tion systems; transportation system managers and administrators, safety and psy-

chology professionals, reliability and other engineers-at-large, researchers and 

instructors involved with transportation systems, and graduate students in transpor-

tation engineering and human factors engineering. 

1.6  Problems 

1. List at least ten facts and figures concerned with human error in transportation 

systems. 

2. Define the following terms: 

Transportation system 

Useful life 

Human factors 

3. Compare the terms “human error” and “human reliability.” 

4. Write an essay on human error in transportation systems. 

5. List five most important journals for obtaining human reliability and error in 

transportation systems related information. 

6. List at least five sources for obtaining human reliability and error in transporta-

tion systems related data. 

7. List four most important organizations for obtaining human reliability and 

error in transportation systems related information. 

8. Define the following terms: 

Continuous task 

Unsafe behaviour 

Man-function 

9. List at least five important books for obtaining, directly or indirectly, human 

reliability and error in transportation systems related information. 

10. What is the difference between human error and human error consequence? 
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2

Human Reliability and Error 

Basic Mathematical Concepts 

2.1  Introduction 

The origin of the word “mathematics” may be traced back to the Greek word 

“mathema,” which means “science, knowledge, or learning.” However, our present 

number symbols first appeared on the stone columns erected by the Scythian In-

dian Emperor Asoka around 250 B.C. [1, 2]. Over the centuries, mathematics has 

branched out into many specialized areas such as pure mathematics, applied 

mathematics, and probability and statistics.  

Needless to say, today mathematics plays an important role in finding solutions 

to various types of science and engineering related problems. Its application ranges 

from solving planetary problems to designing systems for use in the area of trans-

portation. Over the past many decades, mathematical concepts such as probability 

distributions and stochastic processes (Markov modeling) have also been used to 

perform various types of human reliability and error analyses. For example, in the 

late 1960s and early 1970s various probability distributions were used to represent 

times to human error [3–5]. Furthermore, in the early 1980s, the Markov method 

was used to perform various types of human reliability-related analysis [6–8]. This 

chapter presents various mathematical concepts considered useful to perform hu-

man reliability and error analyses in transportation systems. 

2.2  Sets, Boolean Algebra Laws, Probability Definition,

and Probability Properties 

Sets play an important role in probability theory. A set may simply be described as 

any well-defined list, collection, or class of objects. The backbone of the axiomatic 

probability is set theory and sets are usually called events. Usually, sets are de-

noted by capital letters A, B, C, …. Two basic set operations are as follows [9–10]: 
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Union of Sets. The symbol + or U is used to denote union of sets. The union of 

sets/events, say M and N, is the set, say D, of all elements which belong to M or 

to N or to both. This is expressed as follows: 

.D M N  (2.1) 

Intersection of Sets. The symbol  or dot ( ) (or no dot at all) is used to denote 

intersection of sets. For example, if the intersection of sets or events M and N is 

denoted by a third set, say L, then this set contains all elements which belong to 

both M and N. This is expressed as follows: 

,L M N  (2.2) 

or  

,L M N  (2.3) 

or

.L M N  (2.4) 

The Venn diagram in Fig. 2.1 shows the above case. If there are no common 

elements between sets M and N (i.e., M N = 0), then these two sets are called 

mutually exclusive or disjoint sets. 

Some of the basic laws of Boolean algebra are presented in Table 2.1 [10–11]. 

Capital letters M, N, and Z in the table denote sets or events.  

Figure 2.1. Venn diagram for the intersection of sets N and M

Table 2.1. Some basic laws of Boolean algebra 

No. Law Description Law 

1 Idempotent Laws M M = M

M + M = M

2 Absorption Laws M (M N) = M N

M + (M N ) = M

3 Commutative Laws M + N = N + M

M N = N M

4 Distributive Laws Z (M + N) = (Z M) + (Z N)

Z + (M N) = (Z + M)  (Z + N)
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Mathematically, probability is defined as follows [12, 13] : 

lim ,n

N
P X

n
 (2.5) 

where 

N is the number of times event X occurs in n repeated trials or experiments. 

P(X) is the probability of occurrence of event X.

The basic properties of probability are as follows [9, 10–12]: 

The probability of occurrence of an event, say A, is always 

0 1.P A  (2.6) 

The probability of occurrence and nonoccurrence of an event A is always 

1,P A P A  (2.7) 

where 

P(A) is the probability of occurrence of event A.

( )P A  is the probability of nonoccurrence of event A.

The probability of the sample space S is

1.P S  (2.8) 

The probability of negation of the sample space S is

0.P S  (2.9) 

The probability of union of n independent events X1, X2, X3, …., Xn is expressed 

by 

1 2 3

1

, , 1 1 ,
n

n i

i

P X X X X P X  (2.10) 

where 

P(Xi) is the probability of occurrence of event Xi; for i = 1, 2, 3, …, n.

The probability of union of n mutually exclusive events X1, X2, X3, …, Xn is

1 2 3

1

,..., .
n

n i

i

P X X X X P X  (2.11) 

The probability of intersection of n independent events X1, X2, X3, …, Xn is

1 2 3

1

.... .
n

n i

i

P X X X X P X  (2.12) 
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Example 2.1 

Assume that a transportation system operation task is being performed by two 

independent individuals: A and B. The task will not be performed correctly if either 

of the individuals makes an error. The probabilities of making an error by indi-

viduals A and B are 0.3 and 0.2, respectively. Calculate the probability that the task 

will not be accomplished successfully.  

Thus for n = 2, from Equation (2.10), we get 

1 1 1 ,P A B P A P B  (2.13) 

where 
A = X1 and B = X2 .

By substituting the specified probability values into Equation (2.13), we get 

1 1 0.3 1 0.2 ,

0.44.

P A B

Thus, the probability of not accomplishing the task correctly is 0.44.

2.3  Useful Mathematical Definitions 

This section presents some mathematical definitions that are considered useful to 

perform human reliability and error analysis in transportation systems. 

2.3.1  Cumulative Distribution Function Type I 

For continuous random variables, this is defined by [13] 

d ,
t

F t f x x  (2.14) 

where 

t is a continuous random variable (e.g., time). 

F(t) is the cumulative distribution function. 

f(t) is the probability density function.  

For t = , Equation (2.14) yields 

d
,

1.

F f x x

This simply means that the total area under the probability density curve is al-

ways equal to unity.  
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2.3.2  Probability Density Function Type I 

For a single-dimension discrete random variable Y, the discrete probability func-
tion of the random variable Y is represented by f (yi) if the following conditions 

apply: 

0, for all (range space),i i yf y y R  (2.15) 

and

1.

all

i

i

f y

y

 (2.16) 

2.3.3  Cumulative Distribution Function Type II 

For discrete random variables, the cumulative distribution function is defined by 

,
i

i

y y

F y f y  (2.17) 

where 

F (y) is the cumulative distribution function. 

It is to be noted that the value of F(y) is always  

0 1.F y  (2.18) 

2.3.4  Probability Density Function Type II 

For continuous random variables, using Equation (2.14) this is expressed as  

d d
d ( )

,
d d

.

t

f x x
F t

t t

f t

 (2.19) 

2.3.5  Expected Value Type I 

The expected value, E(t), of a continuous random variable is defined by [12, 13]: 

d ,E t t f t t  (2.20) 

where 

 is the mean value. 

t is a continuous random variable. 

f(t) is the probability density function.  
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In human reliability work,  is known as mean time to human error, and f (t) as 

probability density of times to human error [14]. 

2.3.6  Expected Value Type II 

The expected value, E(y), of a discrete random variable is defined by [12, 13] 

1

,
n

i i

i

E y y f y  (2.21) 

where 

n  is the number of discrete values of the random variable y.

2.3.7  Laplace Transform 

The Laplace transform of the function f(t) is defined by 

0

e d ,s tf s f t t  (2.22) 

where 

t is the time variable. 

s is the Laplace transform variable. 

f (s) is the Laplace transform of f (t).

Laplace transforms of some commonly occurring functions in human reliability 

work are presented in Table 2.2 [15]. 

Table 2.2. Laplace transforms of selected functions 

f t f s

e t 1 s

e tt 2
1 s

d

d

f t

t

0s f s f

c (a constant) c/s

0

d
t

f t t
f s s

t
n
, for n = 0, 1, 2  3,… 1! nn s
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2.3.8  Laplace Transform: Final-value Theorem 

If the following limits exist, then the final-value theorem may be expressed as 

follows [16]: 
lim lim

0 .t sf t s f s  (2.23) 

2.4  Solving First-order Differential Equations

with Laplace Transforms 

In performing human reliability and error analyses of transportation systems, solu-

tions to first-order linear differential equations may have to be found. The use of 

Laplace transforms is considered to be an effective method to find solutions to 

such equations. The following example demonstrates the application of Laplace 

transforms to find solution to a system of first order differential equations. 

Example 2.2 

Assume that the following three first-order linear differential equations describe 

a fluid flow valve being in three distinct states: 0 (working normally), 1 (failed in 

open mode), 2 (failed in closed mode): 

0
0 0

d ( )
0,

d
C

P t
P t

t
 (2.24) 

1

0 0

d
0,

d

P t
P t

t
 (2.25) 

2

0

d
0.

d
C

P t
P t

t
 (2.26) 

At time t = 0, P0 (0) = 1, and P1 (0) = P2 (0) = 0.  

The symbols used in Equations (2.24)–(2.26) are defined below. 
Pi(t) is the probability that the fluid valve is in state i at time t; for   

i = 0 (working normally),   

i = 1 (failed in open mode), and   

i = 2 (failed in closed mode). 

0 is the constant open mode failure rate of the fluid flow valve. 

C is the constant close mode failure rate of the fluid flow valve.  

Find solutions to Equations (2.24)–(2.26) by using Laplace transforms.  
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By taking Laplace transforms of Equations (2.24)–(2.26) and using initial condi-

tions, we get 

0 0 0 1,Cs P s P s  (2.27) 

1 0 0 0,s P s P s  (2.28) 

2 0.C Cs P s P s  (2.29) 

By solving Equations (2.27)–(2.29), we obtain 

0

0

1
,

C

P s
s

 (2.30) 

0
1

0

,
C

P s
s s

 (2.31) 

2

0

.C

C

P s
s s

 (2.32) 

Taking inverse Laplace transforms of Equations (2.30)–(2.32) yields 

0

0 e ,C t
P t  (2.33) 

00
1

0

1 e ,C t

C

P t  (2.34) 

0

2

0

1 e .C tC

C

P t  (2.35) 

Thus, Equations (2.33)–(2.35) are the solutions to differential Equations (2.24)–

(2.26). 

2.5  Probability Distributions 

There are many discrete and continuous random variable probability distributions. 

This section presents some of these distributions considered useful for application 

in performing human reliability and error analyses in transportation systems [17]. 

2.5.1  Binomial Distribution 

The binomial distribution is a discrete random variable distribution and is also 

known as the Bernoulli distribution after its originator, Jakob Bernoulli (1654–

1705) [1]. The distribution becomes useful in situations where one is concerned 
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with the probability of outcome such as the total number of failures or errors in 

a sequence of, say n, trials. However, it is to be noted that the binomial distribution 

is based upon the reasoning that each trial has two possible outcomes (e.g., success 

and failure) and the probability of each trial remains constant.  

The binomial probability density function, f(x), is defined by 

, for 0, 1, 2,..., ,n x n x

if x p q x n  (2.36) 

where 
!

.
! !

n

i

n

i n i

x is the number of failures in n trials.

p is the single trial probability of success. 

q is the single trial probability of failure.

The cumulative distribution function is given by 

0

,
x

n i n i

i

i

F x p q  (2.37) 

where 

F(x)  is the cumulative distribution function or the probability of x or less failures 

in n trials.

The distribution mean is given by [17] 

b ,n p  (2.38) 

where 

b is the mean of the binomial distribution. 

2.5.2  Poisson Distribution 

This is another discrete random variable distribution, named after Simeon Poisson 

(1781–1840) [1]. The Poisson distribution is used in situations where one is inter-

ested in the occurrence of a number of events that are of the same type. Each 

event’s occurrence is denoted as a point on a time scale, and in reliability work 

each event represents a failure (error).  

The Poisson density function is defined by  

e
, for 0, 1, 2, ...,

!

n tt
f n n

n
 (2.39) 

where 

t is time. 

 is the constant failure, arrival, or error rate.  
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The cumulative distribution function is given by  

0

e
,

!

i tn

i

t
F

i
 (2.40) 

where 

F is the cumulative distribution function.  

The distribution mean is given by [17] 

p ,t  (2.41) 

where 

p is the mean of the Poisson distribution. 

2.5.3  Exponential Distribution 

The exponential distribution is a continuous random variable distribution and is 

probably the most widely used distribution in reliability work, because it is rela-

tively easy to handle in performing reliability analysis. Another important reason 

for its widespread use in the industrial sector is that many engineering items ex-

hibit constant failure rate during their useful life [18]. 

The distribution probability density function is defined by  

e , 0, 0,tf t t  (2.42) 

where 

f(t) is the probability density function. 

 is the distribution parameter. In human reliability work, it is known as the 

constant error rate. 

t is time.  

By substituting Equation (2.42) into Equation (2.14), we get 

1 e .tF t  (2.43) 

Using Equation (2.42) in Equation (2.20) yields 

1
.E t  (2.44) 

When  is expressed in the term of human errors/unit time (e.g., errors/hour), 

Equation (2.44) gives mean time to human error (MTTHE). 

Example 2.3 

Assume that the constant error rate of a transit system operator is 0.0005 errors/ 

hour. Calculate the operator’s unreliability for an 8-hour mission and mean time to 

human error.  
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By substituting the given data values into Equations (2.43) and (2.44), we get 

(0.0005) (8)8 1 e ,

0.004,

F

and

2,000 .E t

Thus, the operator’s unreliability and mean time to human error are 0.004 and 

2,000 hours, respectively. 

2.5.4  Rayleigh Distribution 

The Rayleigh distribution is another continuous random variable distribution and is 

often used in reliability studies. The distribution is named after John Rayleigh 

(1842–1919), its originator [1]. The Rayleigh distribution can be used to predict 

a transit system operator’s reliability when his/her error rate increases linearly with 

time.  

The distribution probability density function is defined by 

2

2

2
e , 0, 0,

t

f t t t

 (2.45) 

where 

 is the distribution parameter.  

By inserting Equation (2.45) into Equation (2.14), we get 

2

1 e .

t

F t  (2.46) 

Substituting Equation (2.45) into Equation (2.20) yields 

3
,

2
E t  (2.47) 

where 

( ) is the gamma function and is defined by 

1

0

e d , 0.x tx t t for x  (2.48) 

2.5.5  Weibull Distribution 

The Weibull distribution is a continuous random variable distribution that is often 

used in reliability work. It was developed by W. Weibull (1887–1979), a Swedish 
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mechanical engineering professor, in the early 1950s [19]. The probability density 

function of the distribution is defined by 

1

e , 0, 0 , 0,

b
tb

b

b t
f t t b

 (2.49) 

where 

b and   are the distribution shape and scale parameters, respectively.  

By inserting Equation (2.49) into Equation (2.14), we obtain the following cu-

mulative distribution function: 

1 e .

b
t

F t  (2.50) 

Using Equation (2.49) in Equation (2.20), we obtain the following equation for 

the expected value of t:

1
1 .E t

b  (2.51) 

For b = 1 and b = 2, Equations (2.49)–(2.51) become equations for exponential 

and Rayleigh distributions, respectively. This simply means that exponential and 

Rayleigh distributions are the special cases of the Weibull distribution. 

2.5.6  Gamma Distribution 

The gamma distribution is a two-parameter distribution that is quite flexible to 

study a wide variety of problems including those of human reliability and errors. 

The distribution probability density function is defined by [16]: 

1

e , 0, 0, 0,

b

t
t

f t t b
b

 (2.52) 

where 

( )  is the gamma function. 

b and   are the distribution shape and scale parameters, respectively.  

Using Equations (2.14) and (2.52), we get the following cumulative distribution 

function: 

1

0

e
1 .

!

itb

i

t
F t

i
 (2.53) 

By substituting Equation (2.52) into Equation (2.20), we get the following ex-

pression for the expected value of t:

.
b

E t  (2.54) 

It is to be noted that for b = 1, the gamma distribution becomes the exponential 

distribution. 



 2.5 Probability Distributions 25

2.5.7  Log-normal Distribution 

The log-normal distribution is another two-parameter distribution that can be used 

to represent times to operator errors. The distribution probability density function 

is defined by 

2

2

ln1
exp , 0,

22

t m
f t t

t
 (2.55) 

where 

 and m  are the distribution parameters.  

Using Equation (2.55) in Equation (2.14) yields 

2

2

0

ln1 1
exp d .

22

t x m
F t x

x
 (2.56) 

Letting 
ln t m

w , we get 

d 1
.

d

w

x x
 (2.57) 

Therefore, 

d
d .

x
w

x
 (2.58) 

Using Equations (2.57) and (2.58) in Equation (2.56), we get 

21
exp d .

22

l n t m
w

F t w  (2.59) 

2.5.8  Normal Distribution 

The normal distribution is a well known distribution that is also known as the 

Gaussian distribution after Carl Friedrich Gauss (1777–1855), a German mathema-

tician. The probability density function of the distribution is defined by  

2

2

1
exp , ,

22

t
f t t  (2.60) 

where 

 and   are the distribution parameters known as mean and standard deviation, 

respectively.
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By substituting Equation (2.60) into Equation (2.14), we get the following equa-

tion for the cumulative distribution function: 

2

2

1
exp d .

22

t x
F t x  (2.61) 

Using Equation (2.60) in Equation (2.20), we get the following equation for the 

expected value of t:

.E t  (2.62) 

2.6  Problems 

1. Write an essay on the history of mathematics including probability theory. 

2. Draw a Venn diagram showing two mutually exclusive sets. 

3. Prove the following Boolean expression: 

Z M Z N Z M N  (2.63) 

where 

Z, M, and N are events or sets. 

4. A transportation system operation task is being performed by two independent 

persons X and Y. The task will not be performed correctly if either person 

makes an error. The probabilities of making an error by persons X and Y are 

0.4 and 0.1, respectively. Calculate the probability that the task will not be ac-

complished successfully. 

5. Write down definitions for Laplace transform and probability. 

6. Obtain Laplace transform for the following function: 

e ,tf t t  (2.64) 

where 

t is time. 

 is a constant. 

7. Prove Equation (2.23). 

8. Assume that the constant error rate of a transit system operator is 0.0001 er-

rors/hour. Calculate the operator’s unreliability for an 10-hour mission and 

mean time to human error. 

9. Prove Equation (2.51). 

10. Prove Equation (2.53).  
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3

Introductory Human Factors 

3.1  Introduction 

The field of human factors exists because humans make errors in using systems or 

machines; otherwise, it would be rather difficult to justify its existence. Human 

factors may simply be described as the body of knowledge concerned with human 

abilities, shortcomings, and so on. 

The history of human factors may be traced back to Frederick W. Taylor who in 

1898 conducted various studies to determine the most effective design of shovels 

[1]. In 1911, Frank B. Gilbreth, a devout follower of Taylor’s works, studied the 

problem of bricklaying and invented the scaffold that allowed bricklayers to per-

form their task at the most appropriate level at all times [2, 3]. As the result of this 

invention, the bricklaying rate increased from 120 bricks per hour to 350 bricks per 

hour. 

In 1924, the National Research Council (NRC) initiated a study concerned with 

examining various aspects of human factors at the Hawthorne Plant of Western 

Electric in the State of Illinois. By 1945, human factors became to be recognized as 

a specialized discipline, and in 1972 the United States Department of Defense 

released a document on human factors [4]. This document contained requirements 

for manufacturers or contractors engaged in developing equipment to be used by 

the services. Currently, there are a vast number of published documents available 

on human factors in the form of books, technical reports, and articles. 

This chapter presents various fundamental aspects of human factors considered 

useful for studying human reliability and error in transportation systems. 
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3.2  Human Factors Objectives, 

Disciplines Contributing to Human Factors, 

and Human and Machine Characteristics 

There are many objectives of human factors. They can be divided into four catego-

ries as shown in Figure 3.1 [5]. Category I objectives (i.e., fundamental operational 

objectives) are concerned with reducing errors, increasing safety, and improving 

system performance. Category II objectives (i.e., objectives affecting reliability 

and maintainability) are concerned with increasing reliability, improving maintain-

ability, reducing training requirements, and lowering the need for manpower. 

Category III objectives (i.e., objectives affecting users and operators) are con-

cerned with increasing user acceptance and ease of use, improving the work envi-

ronment; reducing fatigue, physical stress, boredom, and monotony; and increasing 

aesthetic appearance. Finally, Category IV objectives (i.e., miscellaneous objec-

tives) are concerned with items such as increasing production economy and reduc-

ing losses of time and equipment. 

Human factors is a multidisciplinary field. There are many disciplines that con-

tribute to it. Some of these disciplines are as follows [5]: 

Psychology 

Engineering 

Anthropometry 

Applied physiology 

Industrial design 

Environmental medicine 

Operations research 

Statistics

Figure 3.1. Human factors objective categories 
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Humans and machines possess many characteristics. Some of the important 

comparable human and machine characteristics are presented below [6]. 

Human 

Humans need some degree of motivation. 

Humans possess inductive capabilities. 

Human reaction time is slow in comparison to that of machines. 

Human consistency can be low. 

Humans have a high degree of intelligence, and are quite capable of applying 

judgments in solving unexpected difficulties or problems. 

Humans are subject to fatigue that increases with the number of hours worked 

and decreases with rest. 

Humans are significantly affected by environmental factors such as noise, tem-

perature, and hazardous materials, as well as they require air to breathe. 

Human memory could be constrained by elapsed time, but it has no capacity 

limitation problem. 

Humans may be absent from work due to various factors including illness, 

strikes, training, and personal matters. 

Machine* 

Machines need no motivation. 

Machines have a rather poor inductive capability, but a quite good deductive 

ability. 

Machines possess a fast reaction time to external signals. 

Machines are quite consistent, unless there are malfunctions or failures. 

Machines have rather limited intelligence and judgmental capability. 

Machines are free from fatigue, but need periodic maintenance. 

Machines are not easily affected by the environment, thus they are quite useful 

for applications in unfriendly environments. 

The machine memory is not influenced by absolute and elapsed times. 

Machines are subject to failures. 

3.3  General Human Behaviors 

and Human Sensory Capabilities 

Past experiences indicate that human behavior plays a crucial role in the success of 

an engineering system. Therefore, it is important that during the design phase typical 

                                                          
*  It is to be noted that some of the characteristics listed below may be more applicable to robots than 

to general machines. 



 3 Introductory Human Factors 32

human behaviors must be considered with utmost care. Some of the typical human 

behaviors are as follows [7, 8]: 

Humans are often quite reluctant to admit mistakes. 

Humans often overlook or misread instructions and labels. 

Most people fail to recheck specified procedures for mistakes. 

Humans frequently respond irrationally in emergency situations. 

Humans normally carry out tasks while thinking about other things. 

Humans are normally poor estimators of clearance, distance, and speed. 

A significant proportion of humans become quite complacent after successfully 

handling hazardous or dangerous items over a long period of time. 

People frequently use their hands first to test or explore. 

People get easily confused with unfamiliar things. 

Generally, people regard manufactured items as being safe. 

Usually humans tend to hurry at one time or another. 

People expect electrically powered switches to move upward, to the right direc-

tion, etc. to turn power on. 

Humans possess many senses: hearing, smell, touch, sight, and taste. More specifi-

cally, humans can sense temperature, vibration, rotation, pressure, position, accelera-

tion (shock), and linear motion. Furthermore, a minute deviation in these sensations 

over a wide range is recognizable by humans. 

Four human sensory-related capabilities shown in Figure 3.2 are described be-

low, separately [9, 10]. 

Figure 3.2. Four human sensory-related capabilities 

Sight

Sight is stimulated by electromagnetic radiation of certain wavelengths, often 

known as the visible segment of the electromagnetic spectrum. The various parts of 

the spectrum, as seen by the eye, appear to vary in brightness. Also, human eyes 
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see differently from different angles. The color perception decreases with the in-

crease in the viewing angle. 

During the design phase a careful attention should be given to factors such as 

follows [9]: 

Color makes very little difference in the dark. 

Human eyes, in the daylight, are most sensitive to greenish-yellow light with 

a wavelength of about 5500 Angstroms. 

Lights for warning purposes should be as close to red in color as possible. 

Use red filters, whenever permissible, with a wavelength greater than 

6500 Angstroms. 

Do not place too much reliance on color when critical tasks to be performed by 

fatigued persons. 

Choose colors in such way that color-weak individuals do not get confused. 

Touch

This is an important human sense that helps to relieve the load on eyes and ears by 

conveying messages to the brain. One example of this important human sense is 

that a person can recognize the shapes of different control knobs just by touching. 

Nonetheless, the touch sensor has been used by different craft workers for many 

centuries to detect surface roughness and irregularities in their work output. As per 

Reference [10], the detection accuracy of surface irregularities improves quite 

dramatically when a person moves an intermediate piece of thin cloth or paper over 

the object surface instead of just bare fingers. 

Vibration

Vibrations may degrade the mental and task performance of a person. In fact, vi-

brations of large amplitude and low frequency contribute to factors such as eye 

strain, headaches, fatigue, motion sickness, and deterioration in ability to read and 

interpret instruments [11]. Some useful guidelines for reducing vibration and mo-

tion effects are listed below [12, 13]. 

Eliminate vibrations with amplitudes greater than 0.08 mm for performing criti-

cal maintenance or other operations requiring letter or digit discrimination. 

Reduce vertical vibrations, since they affect seated personnel most. 

Eliminate or minimize shock and vibrations through design efforts and/or using 

items such as springs, shock absorbers, and cushioned mountings. 

Avoid any seating design that would result in or would transmit a 3 or 4 cycles 

per second vibration, since the resonant frequency of the human vertical trunk, 

in the seated position, is somewhere between 3 and 4 cycles per second. 

Noise  

Noise may simply be described as a sound that lacks coherence. Humans react in 

various ways to noise including fatigue, boredom, and feelings such as well-being. 
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Excessive noise may lead to problems such as loss in hearing if exposed for long 

periods, reduction in the workers’ efficiency, and adverse effects on work requiring 

a high degree of muscular coordination or intense concentration. 

A noise level below 90 decibels (dB) is considered to be safe for human beings 

and levels above 90 dB are unsafe for human beings. In fact, noise levels above 

130 dB are considered unpleasant and may actually be painful. Finally, it is added 

that above-normal noise may make verbal communications, say between operators 

and maintenance personnel, impossible and may even damage their hearing [11]. 

3.4  Useful Human Factors-related Formulas 

Over the years researchers have developed many mathematical formulas to esti-

mate human factors-related information. This section presents some of these for-

mulas considered useful for performing human reliability and error analysis in 

transportation systems. 

3.4.1  Formula I: Rest Period Estimation 

The formula for rest period estimation is concerned with estimating the total 

amount of rest (scheduled or unscheduled) required for any given work activity 

[14]. Thus, the total rest, TR, required in minutes is expressed by  

,
TAWT ACE LEE

TR
ACE

 (3.1) 

where 

TAWT is the total amount of working time expressed in minutes. 

 is the approximate resting level expressed in kilocalories per minute with 

its value taken as 1.5. 

ACE is the average kilocalories expenditure per minute of work. 

LEE is the level of energy expenditure expressed in kilocalories per minute, 

adopted as standard. 

Example 3.1 

Assume that a transportation system operator is performing a task for 150 minutes 

and his/her average energy expenditure is 6 kilocalories per minute. Calculate the 

length of the required rest period, if LEE = 5 kilocalories per minute.  

By substituting the given data values into Equation (3.1), we get 

150 6 5
,

.6 1.5

33.3 minutes

TR

Thus, the length of the required rest period is 33.3 minutes. 
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3.4.2  Formula II: Maximum Safe Car Speed Estimation 

Maximum safe car speed estimation is concerned with estimating the maximum 

speed of a car on a traffic-free straight highway. The maximum safe speed is ex-

pressed by [15] 

m2
,

HW CW D CL MA
MSS

MA DRT
 (3.2) 

where 

MSS is the maximum safe speed. 

HW is the highway width. 

CW is the car width. 

Dm is the car’s minimum safe distance from the pavement edge. 

CL is the car length. 

MA is the mean angle by which the direction of the vehicle under study some-

times deviates from the actual course. 

DRT is the driver reaction time. 

3.4.3  Formula III: Inspector Performance Estimation 

Inspector performance estimation is concerned with measuring inspector perform-

ance associated with inspection tasks. The inspector performance is expressed by 

[9, 16]. 

,
TIT

IP
NPI NIE

 (3.3) 

where 

IP is the inspector performance expressed in minutes per correct inspection. 

TIT is the total reaction time. 

NPI is the number of patterns inspected. 

NIE is the number of inspector errors. 

3.4.4  Formula IV: Character Height Estimation 

Character height estimation is concerned with calculating the optimum character 

height by considering factors such as the viewing distance, the importance of read-

ing accuracy, and viewing conditions. The character height is expressed by [17, 18] 

1 20.0022 ,CH VD CF CF  (3.4) 

where 

CH is the character height expressed in inches. 

VD is the viewing distance expressed in inches. 
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CF2 is the correction factor for the criticality of the number. For important items 

such as emergency labels, its recommended value is 0.075, and for other 

items CF2 = 0.

CF1 is the correction factor for illumination and viewing conditions. Its recom-

mended values for different conditions are 0.26 (below 1 foot candle, unfa-

vorable reading conditions), 0.06 (above 1 foot candle, favorable reading 

conditions), 0.16 (above 1 foot candle, unfavorable reading conditions), and 

0.16 (below 1 foot candle, favorable reading conditions). 

Example 3.2 

Assume that the estimated viewing distance of an instrument panel is 40 inches. 

Calculate the height of the label characters to be used at the panel, if the values of 

CF1 and CF2 are 0.26 and 0.075, respectively. 

By substituting the given data values into Equation (3.4), we obtain 

0.0022 40 0.26 0.075,

0.423 inches.

CH

Thus, the height of the label characters to be used is 0.423 inches. 

3.4.5  Formula V: Brightness Contrast Estimation 

Brightness contrast estimation is defined by [9] 

100
,

LB LD
BC

LB
(3.5) 

where 

BC is the brightness contrast. 

LB is the luminance of the brighter of two contrasting areas. 

LD is the luminance of the darker of two contrasting areas. 

Example 3.3 

Assume that a certain type of paper has a reflectance of 90%. Calculate the value 

of the brightness contrast, if the print on the paper has a reflectance of 10%. 

By substituting the specified data values into Equation (3.5), we get 

90 10 100
,

90

88.88%.

BC

Thus, the value of the brightness contrast is 88.88%. 
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3.4.6  Formula VI: Glare Constant Estimation 

Glare constant estimation is defined by [18] 

0.8 1.6

2

SA SL
GC

LGB AN

where 

GC is the glare constant. 

SA is the solid angle substended by the source at the eye. 

SL is the source luminance. 

LGB is the luminance of the general background. 

AN is the angle between the glare source direction and the viewing direction. 

It is to be noted that GC = 35 means the boundary of “just acceptable” glare, and 

GC = 150 means the boundary of “just uncomfortable” glare. 

3.5  Human Factors Considerations in the System 

Design and Their Advantages 

It is absolutely essential to carefully consider human factors during the design 

phase to have an effective human compatible system/product. During the design 

phase the main objective should be to design a system that allows humans to per-

form in the most effective manner. More specifically, the system possesses adapta-

bility to humans and it does not subject humans to extreme mental or physical 

stress or to hazards. 

As the system design phase may be divided into four stages as shown in Fig-

ure 3.3, design associated professionals should consider human factors from differ-

ent perspectives at each of these stages [8]. During the preconceptual stage, the 

Figure 3.3. System design phase stages 
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design-associated professionals should systematically define items such as the 

mission and operational requirements, the functions required to perform each mis-

sion event, the performance requirements for each function, and the allocation of 

functions to hardware, human, or software elements. 

Similarly, during the conceptual stage, the design-associated professionals 

should include items such as preliminary task descriptions of operators, users, and 

maintainers; preliminary definition of manning and training requirements; and 

analyses for defining the most effective design method to accomplish each hard-

ware functional assignment. 

During the predesign stage, design-associated professionals should consider 

items such as performing machine mockup and simulation studies, time line and 

link analyses, refined task analysis, and reviewing the analyses of the previous 

stage.

Finally, during the detailed design stage, design-associated professionals should 

consider items such as evaluating all critical man–machine mockups, performing 

link analyses for all important human–equipment interfaces, and developing func-

tion–flow schematic diagrams. 

There are many advantages of considering human factors during the system de-

sign. Some of these are useful to reduce potential human errors, useful to increase 

productivity, useful to reduce difficulties in learning system operation and mainte-

nance, useful to reduce the occurrence of accidents and injuries, useful to reduce 

equipment downtime, useful to reduce operator fatigue, useful to improve user 

acceptance, useful to reduce the cost of personnel training and selection, and useful 

to increase system safety [9, 19]. 

3.6  Human Factors Data Collection Sources, 

Data Documents, and Selective Data 

In engineering designs, usually various types of human factors-related data are 

used, including body weights and dimensions, energy expenditure per grade of 

work, human error rates, and permissible noise exposure per unit time. There are 

many different forms in which such data may exist: design standards, mathematical 

functions and expressions, expert judgments, graphic representations, experience 

and common sense, quantitative data tables, etc. Nonetheless, six useful sources for 

collecting human factors-related data are as follows [6, 17]: 

Published literature. This includes journals, conference proceedings, technical 

reports, and books. 

Published standards. These documents are published by professional societies, 

government bodies, etc.

Previous experience. These data are collected from similar cases that have 

occurred in the past. 
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Test reports. These are basically the results form test performed on the manu-

factured items or goods. 

User experience reports. These are those reports that reflect experiences of the 

user community with the equipment in the field use environment. 

Product development phase. This is a quite useful source for obtaining a vari-

ety of human factors-related data. 

Over the years, many good documents containing various types of human fac-

tors-related data have appeared. Ten of these are as follows [6]: 

Woodson, W.E., Human Factors Design Handbook, McGraw Hill Book Com-

pany, New York, 1972. 

White, R.M., The Anthropometry of United States Army Men and Women: 

1946–1977, Human Factors, Vol. 21, 1979, pp. 473–482. 

Chapanis, A., Human Factors in Systems Engineering, John Wiley and Sons, 

New York, 1996. 

Dhillon, B.S., Human Reliability with Human Factors, Pergamon Press, Inc., 

New York, 1986. 

Parker, J.F., West, V.R., Bioastronautics Data Book, Report No. NASA-SP-

3006, U.S. Government Printing Office, Washington, D.C., 1985. 

Salvendy, G., Editor, Handbook of Human Factors, John Wiley and Sons, New 

York, 1987. 

Anthropometry for Designers, Anthropometric Source Book 1, Report No. 1024, 

National Aeronautics and Space Administration, Houston, Texas, 1978. 

Meister, D., Sullivan, D., Guide to Human Engineering Design for Visual Dis-

plays, Report No. AD693237, 1969. Available from the National Technical In-

formation Service, Springfield, Virginia, USA. 

Phillips, C.A., Human Factors Engineering, John Wiley and Sons, New York, 

2000. 

Van Cott, H.P., Kindade, R.G., Editors, Human Engineering Guide to Equip-

ment Design, John Wiley and Sons, New York, 1972. 

As mentioned earlier, there are many published sources for obtaining quantita-

tive human factors-related data. Table 3.1 presents a sample of such data. The data 

presented in the table are concerned with body-related dimensions of the U.S. adult 

population (18–79 years) [8, 20, 21]. 

3.7  Useful Human Factors Guidelines

for System Design 

Over the years professionals working in the human factors area have developed 

many human factors-related guidelines for use in system design. Some of these 

guidelines are presented below [8, 22]: 
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Table 3.1. Some body dimension–related data values of the U.S. adult population (18–79 
years) 

95th percentile (in inches) 5th percentile (in inches) Data Description 

Female Male Female Male 

Weight 199 (lb) 217 (lb) 104 (lb) 126 (lb) 

Standing height 67.1 72.8 59 63.6

Sitting height 35.7 38 30.9 33.2 

Seated width 17.1 15.9 12.3 12.2 

Prepare a human factors design checklist for use during system design and pro-

duction cycle. 

Review system objectives from the human factors aspect. 

Acquire all applicable human factors design reference documents. 

Use appropriate mockups to “test” the effectiveness of user-hardware interface 

designs.

Perform appropriate experiments when cited reference guides fail to provide 

satisfactory information for design related decisions. 

Review with care final production drawings in regard to human factors. 

Review thoroughly the entire initial design concept ideas. 

Use the services of human factors specialists as appropriate. 

Conduct appropriate field tests of the system design before approving it for 

delivery to customers. 

3.8  Problems 

1. Write an essay on the history of human factors. 

2. Discuss human factors objectives. 

3. Compare at least six man and machine characteristics. 

4. List at least ten typical human behaviors. 

5. Discuss the following human sensory-related capabilities: 

Sight 

Touch 

Noise

6. Assume that a certain type of paper has a reflectance of 85%. Calculate the 

value of the brightness contrast, if the print on the paper has a reflectance of 8%. 

7. What are the benefits of considering human factors during the system design? 

8. Discuss at least four sources for obtaining human factors data. 

9. Discuss considerations of human factors during four system design stages. 

10. List at least seven useful human factors guidelines for system design. 
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Basic Human Reliability and Error Concepts 

4.1  Introduction 

Humans play a key role in the overall reliability of engineering systems because 

many such systems are interconnected by human links to a certain degree. Nowa-

days, their reliability and tendency to commit errors have become an important 

issue during the design of many engineering systems. 

Although the terms “human reliability” and “human error” may mean basically 

the same thing to many people, in certain circumstances their distinction could be 

quite important. Nonetheless, their fundamental difference is clearly conveyed by 

their definitions. Human reliability is defined as the probability that a job or task 

will be completed successfully by an individual at any specified stage in system 

operation within a required minimum time (i.e., if the time requirement exists) [1]. 

On the other hand, human error is defined as a failure to perform a given task (or 

the performance of a prohibited action), which could cause damage to equipment 

and property or disruption of scheduled operations [2]. 

The history of human reliability and error may be traced back to the late 1950s, 

when H.L. Williams pointed out that realistic system reliability analysis must in-

clude the human aspect as well [3, 4]. In 1960, A. Shapero et al. pointed out that 

human error is responsible for 20–50% of equipment failures [5]. In the 1960s, 

a number of publications, directly or indirectly, related to human reliability and 

error appeared in the form of journal and conference proceedings articles and tech-

nical reports [6].  

In 1973, IEEE Transactions on Reliability published a special issue on human 

reliability [7]. In 1986, a book entitled Human Reliability with Human Factors

appeared [4]. A large number of publications on human reliability/error are listed 

in References [8–11]. This chapter presents various introductory aspects of human 

reliability and error. 
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4.2  Occupational Stressors and 

Human Performance Effectiveness

Stress plays an important role in the reliability of an individual performing a certain 

task. There are basically the following four types of occupational stressors [4, 12]. 

Occupational change-related stressors 

Occupational frustration-related stressors 

Workload-related stressors 

Miscellaneous stressors 

The occupational change-related stressors are concerned with the occupational 

change that disrupts an individual’s cognitive, behavioral, and physiological pat-

terns of functioning. Some examples of the occupational change are relocation, 

promotion, and organizational restructuring. Normally, this type of stressors is 

present in an organization concerned with productivity and growth.  

The occupational frustration–related stressors are concerned with problems of 

occupational frustration. This frustration is generated in situations where the job 

inhibits the meeting of stated goals or objectives. Some of the factors that form 

elements of occupational frustration are lack of effective communication, role 

ambiguity, ineffective career development guidance, and bureaucracy difficulties. 

The workload-related stressors are concerned with the problems of work over-

load or work under-load. In the case of work overload, the job/task requirements 

exceed the ability of the concerned individual to satisfy them effectively. Similarly, 

in the case of work-under load the work activities being performed by the individ-

ual fail to provide sufficient stimulation. Three typical examples of the work under 

load are as follows [4, 12]: 

Repetitive performance 

Lack of any intellectual input 

Lack of proper opportunities to use individual’s acquired skills and expertise 

The miscellaneous stressors are all those stressors that are not included in the 

above three categories. Three examples of these stressors are noise, poor interper-

sonal relationships, and too much or too little lighting. 

The relationship between human performance effectiveness and stress has been 

studied by various researchers over the years. They conclude that such relationship 

can be described by the curve shown in Figure 4.1 [2, 12]. The curve indicates that 

stress is not an entirely negative state. In fact, stress at a moderate level is neces-

sary to increase human performance effectiveness to its optimal level. Otherwise, 

at very low stress, the task will be dull and not challenging, and in turn human 

performance effectiveness will not be at its maximum level. 

On the other hand, stress beyond a moderate level will cause deterioration in 

human performance due to factors such as worry, fear, or other kinds of psycho-

logical stress. All in all, it may be concluded that when an individual is performing 
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a task under high stress, the human error occurrence probability will be greater 

than when he/she is performing the same task under moderate stress. 

4.3  Human Error Occurrence Reasons, Ways,

and Consequences 

Over the years, many different reasons for the occurrence of human errors have 

been identified [13–14]. Some of these reasons are follows [4, 13]: 

Poor training or skill 

Poor equipment design 

Complex task 

Poor work layout 

High temperature or noise level in the work area 

Distraction in the work area 

Poor lighting in the work area 

Poorly written equipment operating and maintenance procedures 

Improper work tools 

Poor verbal communication 

Poor motivation 

Crowded work space 

Poor management 

Figure 4.1. Human performance effectiveness versus stress curve  
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There are many different ways for the occurrence of human error. Some of these 

are as follows [15]: 

Way I:  Failure to perform a required function 

Way II: Taken wrong decision in responding to a difficulty 

Way III: Failure to realize a hazardous condition 

Way IV: Performing a task that should not have been executed 

Way V:  Poor timing and poor response to a contingency 

There are various consequences of human error. They may vary form one task to 

another or one set of equipment to another. Furthermore, a consequence can range 

from minor to severe (e.g., from a short delay in system performance to a major loss of 

property and lives). Nonetheless, in broad terms a human error consequence in regard 

to equipment may simply be classified under three categories as shown in Figure 4.2. 

4.4  Human Error Classifications 

Human errors may be classified under many categories. Meister [13] has classified 

human errors under the following seven categories: 

Design Errors. These errors occur due to inadequate designs. The three types 

of such errors are assigning inappropriate functions to humans, failure to im-

plement human needs in the design, and failure to ensure the effectiveness of 

the man and machine interactions. An example of a design error is the place-

ment of controls and displays so far apart that an operator finds difficulty in us-

ing both of them effectively. 

Maintenance Errors. These errors occur in the field environment normally due 

to incorrect repair or installation of the equipment. Two examples of maintenance 

Figure 4.2. Categories of human error consequence with respect to equipment 
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errors are incorrect calibration of equipment and the application of the wrong 

grease at appropriate points of the equipment. 

Operator errors. These errors usually occur in the equipment field-use envi-

ronment due to operating personnel, when they fail to follow correct proce-

dures, or there is lack of correct procedures. More specifically, some of the fac-

tors that can lead to operator errors are task complexity, operator carelessness, 

poor environmental conditions, poor training, lack of proper procedures, and 

departure from following the correct operating procedures. 

Inspection errors. These errors are associated with accepting out-of-tolerance 

items or rejecting in-tolerance items. According to various studies the inspec-

tion effectiveness average is around 85% [16]. 

Fabrication Errors. These errors occur during product assembly because of 

poor workmanship. Some examples of these errors are using a wrong compo-

nent, omitting a component, assembly incompatible with blueprints, part is 

wired backward, and wrong soldering. There could be a number of reasons for 

the occurrence of fabrication errors. Some of these are poor illumination, poor 

blueprints, excessive noise level, poorly designed work layout, and excessive 

temperature [6]. 

Handling errors. These errors occur because of inappropriate transport or storage 

facilities, that are not in accordance with the manufacturer’s recommendations. 

Contributory errors. These errors are the ones that are difficult to define either 

as human or related to equipment. 

4.5  Human Performance Reliability Function 

Humans perform various types of time continuous tasks including aircraft maneu-

vering, scope monitoring, and missile countdown. In conditions such as these, 

human performance reliability parameter plays an important role. The general 

human performance reliability function for time-continuous tasks can be developed 

in the same manner as the development of the general reliability function for hard-

ware systems. Thus from Shooman [17], we write 

hpd1
,

dhp

R t
E t

R t t
 (4.1) 

where 

E(t) is the time t dependent error rate. 

Rhp(t) is the human performance reliability at time t.

Rearranging Equation (4.1) yields 

hp

hp

d
d .

R t
E t t

R t
 (4.2) 
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By integrating both sides of Equation (4.2) over the time interval [0, t], we get 

hp

hp0 0

1
d d .

t t

E t t R t
R t

 (4.3) 

Since at t = 0, Rhp (t) = 1, we rewrite Equation (4.3) to the following form: 

hp

hp

hp0 1

1
d d .

R tt

E t t R t
R t

 (4.4) 

After evaluating the right hand side of Equation (4.4), we get 

hp

0

l n d .

t

R t E t t  (4.5) 

Thus, from Equation (4.5), we get the following general expression for human 

performance reliability: 

0

d

hp e .

t

E t t

R t  (4.6)

Equation (4.6) is the general expression for human performance reliability. Thus, 

it can be used to calculate human performance reliability for any time to human error 

statistical distribution including gamma, exponential, Weibull, and log-normal. 

4.5.1  Experimental Justification for Some Time 
to Human Error Statistical Distributions 

The United States Air Force (USAF) conducted an experiment to obtain human 

error data [18]. This experiment was concerned with an operator observing a clock-

type light display and then requiring him/her to respond to a failed light event by 

pressing a hand-held switch. The results of this experiment indicated that the hu-

man error rate is a time variant (i.e., nonconstant) and the experiment tested the 

three types of errors: times to miss error, times to false alarm error, and combined 

miss and false alarm error. Three probability density functions that emerged as the 

representative distributions for the goodness of fit to the error data were gamma, 

Weibull, and log-normal [18, 19]. 

Example 4.1 

A transportation system operator’s times to error are Weibull distributed, thus 

his/her time dependent error rate is expressed by: 

1

,
t

E t  (4.7) 
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where 

t is time. 

 is the shape parameter. 

 is the scale parameter. 

Obtain the following: 

(i) An expression for the operator’s performance reliability function. 

(ii) The operator’s reliability for a 10-hour mission; if = 1 and = 600 hours. 

By substituting Equation (4.7) into Equation (4.6) we get 

1

0

d

hp e ,

exp .

t
t

t

R t

t
 (4.8) 

Using the given data values in Equation (4.8) yields 

10
10 exp ,

600

0.9835.

hpR

Thus, the expression for the operator’s performance reliability function is given 

by Equation (4.8) and his/her reliability is 0.9835. 

4.5.2  Mean Time to Human Error 

By integrating Equation (4.6) over the time interval [0, ], we get 

0

d

0

e d ,

t

E t t

MTTHE t  (4.9) 

where 

MTTHE is the mean time to human error. 

Equation (4.9) is the general expression for mean time to human error. More 

specifically, it can be used to compute mean time to human error for any time to 

human error statistical distribution (e.g., exponential, Weibull, and gamma). 

Example 4.2 

A transportation system operator’s times to human error are exponentially distrib-

uted, thus his or her error rate is 0.005 error/hour. Calculate the operator’s mean 

time to human error. 

Thus, we have 

 E(t) = 0.005 error/hour 



 4 Basic Human Reliability and Error Concepts 50

By substituting the above value into Equation (4.9), we get 

0

(0.005) d

0

(0.005)

0

e d ,

e d ,

1
,

0.005

200 hours.

t

t

t

MTTHE t

t

Thus, the operator’s mean time to human error is 200 hours. 

4.6  Human Reliability and Error Analysis Methods 

Over the years many human reliability and error analysis methods have appeared in 

the published literature [4]. Some of the basic ones are presented below and more 

general ones in Chapter 5. 

4.6.1  Personnel Reliability Index Method 

This index method was developed by the United States Navy for providing feed-

back on the technical proficiency of the electronic maintenance manpower [4, 20]. 

The index is based on nine job factors shown in Figure 4.3. There are various types 

of activities associated with each of these job factors. For example, activities asso-

ciated with the electro-cognition factor are maintenance and troubleshooting of 

electronic equipment and the use of electronic maintenance reference materials. 

The data are obtained from the maintenance supervisory staff over the period of 

two months for each of the job factors in Figure 4.3. These data are concerned with 

the number of uncommonly effective and uncommonly ineffective performances 

by individuals associated with maintenance activities. Using these data, the value 

of the following index, R, is calculated for each job factor: 

,
UEB

R
UEB UIB

 (4.10) 

where 

UEB is the number of uncommonly effective behaviors. 

UIB is the number of uncommonly ineffective behaviors. 

It is to be noted that the value of R varies between zero and one. The overall ef-

fectiveness value, E0, for a maintenance person is given by 
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9

0

1

,i

i

E R  (4.11) 

where 
Ri is the index value (i.e., reliability) of job factor i; for i = 1, 2, 3, …, 9. 

This index could be quite useful in areas such as design analysis and manpower 

training and selection. 

4.6.2  Man–Machine Systems Analysis 

The man machine systems analysis (MMSA) method is concerned with reducing 

human error-caused unwanted effects to some acceptable level in a system. MMSA 

was developed in the early 1950s and is composed of the following steps [21]: 

Step 1: Define system goals and its associated functions. 

Step 2:  Define all concerned situational characteristics (i.e., the performance 

shaping factors such as air quality, illumination, and union actions under which 

individuals have to carry out their assigned tasks). 

Step 3:  Define characteristics (e.g., skills, experience, motivation, and train-

ing) of all involved individuals. 

Figure 4.3. Job factors on which the personnel reliability index is based 
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Step 4:  Define jobs performed by all involved personnel. 

Step 5:  Analyze all jobs in regard to identifying potential error-likely condi-

tions and other related difficulties. 

Step 6:  Estimate chances or other information in regard to the occurrence of 

all potential human errors. 

Step 7:  Determine the likelihood that each potential human error will not be 

detected and rectified. 

Step 8:  Determine all possible consequences, if potential human errors are not 

detected.

Step 9:  Recommend necessary changes. 

Step 10:  Reevaluate each change by repeating most of the above steps. 

4.6.3  Cause and Effect Diagram (CAED) 

This method can be quite useful to perform human reliability and error analysis; it 

was developed in the early 1950s by K. Ishikawa [22]. Sometimes CAED is also 

referred to as the “Fishbone diagram” because of its resemblance to the skeleton of 

a fish. More specifically, the right-hand side of the CAED (i.e., the fish head) 

represents effect, and the left hand-side represents all the possible causes that are 

connected to the central line known as the “Fish Spine.” The following five main 

steps are used to develop a CAED [22]: 

Develop problem statement. 

Brainstorm to highlight all possible causes. 

Develop main cause categories by stratifying into natural groups and the steps 

of the process. 

Construct the diagram by linking all the highlighted causes under appropriate 

process steps and fill in the problem (i.e., the effect) in the diagram box (i.e.,

fish head). 

Refine cause classifications or categories by asking questions such as what 

causes this? And what is the exact reason for the existence of this condition? 

There are many advantages of CAED including a useful tool to identify root 

causes, a useful tool to generate relevant ideas, a useful tool to present an orderly 

arrangement of theories, and a useful tool to guide further inquiry. 

4.6.4  Error-cause Removal Program (ECRP) 

This method was originally developed for reducing the occurrence of human errors 

to some tolerable level in production operations [23]. ECRP may simply be de-

scribed as the production worker-participation program to reduce the occurrence of 

human errors. The emphasis of this method is on preventive measures rather than 

merely on remedial ones. 
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Some examples of the production workers are as follows [23]: 

Assembly personnel 

Machinists  

Inspection and maintenance personnel 

Production workers are divided into teams with their own coordinators having 

appropriate technical and group-related skills. The maximum size of a team is 

restricted to twelve persons. Teams hold their meetings on a regular basis, in which 

workers present error and error-likely reports. The reports are reviewed and at the 

end recommendations are made for appropriate remedial measures. The team coor-

dinators present the recommendations to management for its action. 

It is to be noted that there are also various human factors and other specialists 

who assist both teams and management in regard to factors such as evaluation and 

implementation of the proposed design solutions. More specifically, ECRP is made 

up of the following basic elements [4]: 

All ECRP personnel are properly educated about the usefulness of the ECRP. 

Management recognizes the efforts of production workers in regard to ECRP. 

Management implements the most promising proposed design solutions. 

All concerned workers and coordinators are trained appropriately in data collec-

tion and analysis methods. 

Human factors and other specialist determine the effects of changes in the pro-

duction process by considering the ECRP inputs. 

Production workers report and evaluate errors and error-likely conditions as 

well as they propose design solutions for eradicating error causes. 

Human factors and other specialist review proposed design solutions with re-

spect to cost. 

All in all, three useful guidelines concerning ECRP are as follows [11, 23]: 

Focus data collection to accident-prone conditions, error-likely conditions, and 

errors. 

Restrict to identifying those work conditions that require redesign to reduce the 

occurrence of error potential. 

Review each work redesign recommended by the team in regard to factors such as 

cost-effectiveness, the degree of error reduction, and increment in job satisfaction. 

4.7  Problems 

1. Discuss four types of occupational stressors. 

2. Describe the human performance effectiveness versus stress curve. 

3. List at least 12 reasons for the occurrence of human errors. 

4. Discuss three categories of human error consequence with respect to equipment. 
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5. Discuss the seven types of human errors. 

6. Compare design errors with operator errors. 

7. Obtain an expression for mean time to human error when time dependent error 

rate is represented by Equation (4.7). 

8. List the job factors on which the personnel reliability index is based. 

9. Describe the man–machine systems analysis (MMSA)  method. 

10. What are the seven basic elements of the error-cause removal program (ECRP)?
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5

Methods for Performing Human Reliability 

and Error Analysis in Transportation Systems 

5.1  Introduction 

Over the years, a vast amount of literature on human factors, reliability, and safety 

has appeared in the form of journal articles, books, conference proceedings articles, 

and technical reports [1–4]. Many new methods and techniques have been devel-

oped in these three areas. Some of these methods and techniques are being applied 

successfully across many diverse areas such as engineering design, health care, 

management, and maintenance. Three examples of these methods and techniques 

are failure modes and effect analysis (FMEA), the Markov method, and fault tree 

analysis (FTA). FMEA was developed in the early 1950s to analyze engineering 

systems from the reliability aspect. Today, it is being used across many diverse 

areas including health care and transportation. 

The Markov method is a highly mathematical approach often used to perform 

various types of reliability and safety analyses in engineering systems. Nowadays, it 

is also being used in areas such as maintenance, transportation, and health care. Fi-

nally, the FTA approach was developed in the early 1960s to perform safety analysis 

of rocket launch control systems. Today, it is being used across many diverse areas 

such as nuclear power generation, aerospace, health care, and management. 

This chapter presents a number of methods and techniques considered useful to 

perform human reliability and error analysis in transportation systems, extracted 

from the published literature on reliability, safety, and human factors. 

5.2  Probability Tree Method 

The probability tree method is frequently used to perform task analysis in the tech-

nique for the human error rate prediction (THERP) [5]. In performing task analy-

sis, the method diagrammatically denotes critical human actions and other related 
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events. More specifically, diagrammatic task analysis is represented by the 

branches of the probability tree. The branching limbs represent outcomes (i.e.,

success or failure) of each event associated with a given problem and each branch 

is assigned an occurrence probability. 

Some of the advantages of this method are an effective visibility tool, simplified 

mathematical computations, and a useful tool to predict the quantitative effects of 

errors. In addition, this method can incorporate, with some modifications, factors 

such as interaction stress, emotional stress, and interaction effects [1]. Additional 

information on the method is available in Reference [5]. The following example 

demonstrates the application of the probability tree method to a human reliability-

related transportation system problem. 

Example 5.1 

A transportation system operator performs three independent tasks: x, y, and z.

Task x is performed before task y, and task y before task z. Each of these three 

tasks can be performed either correctly or incorrectly. Develop a probability tree 

for the example and obtain an expression for the probability of not successfully 

accomplishing the overall mission by the operator. 

In this case, the transportation system operator first performs task x correctly or 

incorrectly and then proceeds to carry out task y. Task y can also be performed 

either correctly or incorrectly by the operator. Finally, the operator performs task z

with two outcomes: correct and incorrect. This entire scenario is depicted by 

a probability tree shown in Figure 5.1. 

The six symbols used in Figure 5.1 are defined below. 

x represents the event that task x is performed correctly. 

x  represents the event that task x is performed incorrectly. 

y represents the event that task y is performed correctly. 

y  represents the event that task y is performed incorrectly. 

z represents the event that task z is performed correctly. 

z  represents the event that task z is performed incorrectly. 

By examining the diagram in Figure 5.1, it can be noted that there are seven dis-

tinct possibilities, i.e., , , , , , , andx y z x y z x y z x y z x y z x y z x y z  for having 

an overall mission failure. Thus, the probability of not successfully accomplishing 

the overall mission by the transportation operator is  

tso ,

,x y x z x y z y zz y y z x x z x y x y z

P P x y z x y z x y z x y z x y z x y z x y z

P P P P P P P P P P P P P P P P P P P P P
 (5.1) 

where 

Ptso is the probability of not successfully accomplishing the overall mission by 

the transportation system operator. 
Px is the probability of performing task x correctly. 
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x
P  is the probability of performing task x incorrectly. 

Py is the probability of performing task y correctly. 

y
P  is the probability of performing task y incorrectly. 

Pz is the probability of performing task z correctly. 

z
P  is the probability of performing task z incorrectly. 

Since 1 , 1 , and 1 ,x y zx y z
P P P P P P  Equation (5.1) reduces to  

1 1 1 1

1 1 1 1 1 1 1 1 ,

1 .

tso x y z x z y x y z

y z x y x z z x y x y z

x y z

P P P P P P P P P P

P P P P P P P P P P P P

P P P

  (5.2) 

Example 5.2 

Assume that in Example 5.1, the probabilities of the transportation system opera-

tor performing tasks x, y, and z incorrectly are 0.1, 0.2, and 0.3, respectively. Cal-

culate the probability of not successfully accomplishing the overall mission by the 

operator. 

Figure 5.1. Probability tree for the transportation system operator performing tasks x, y, and z
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Thus, we have 

Px = 1–0.1 = 0.9, 

Py = 1–0.2 = 0.8, 

Pz = 1–0.3 = 0.7. 

By substituting the above values into Equation (5.2), we get 

1 0.9 0.8 0.7 ,

0.496.

tsoP

Thus, the probability of not successfully accomplishing the overall mission by 

the transportation system operator is 0.496. 

5.3  Failure Modes and Effect Analysis (FMEA) 

Failure Mode and Effect Analysis is probably the most widely used method in the 

industrial sector to analyze engineering systems from the reliability aspect. FMEA 

may simply be described as an effective approach for performing analysis of each 

potential failure mode in a given system to determine the effects of such failure 

modes on the total system [6]. This method is called failure mode effects and criti-

cal analysis (FMECA) when the effect of each failure mode is classified according 

to its severity. 

FMEA was developed in the early 1950s by the United States Navy’s Bureau of 

Aeronautics and it was called “Failure Analysis” [7]. Subsequently, it was renamed 

to “Failure Effect Analysis,” and the Bureau of Naval Weapons (the successor to 

the Bureau of Aeronautics) introduced it into its new specification on flight con-

trols [8]. The United States National Aeronautics and Astronautics Administration 

(NASA) extended the functions of the FMEA and called it FMECA [9]. The 

method is described in detail in References [10, 11], and a comprehensive list of 

publications on FMEA is available in Reference [12]. 

5.3.1  Steps for Performing FMEA 

FMEA is performed by following a number of steps. Seven main steps concerned 

with performing FMEA are shown in Figure 5.2 [2, 11]. 
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Figure 5.2. Seven main steps for performing FMEA 
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5.3.2 FMEA Benefits 

There are many benefits of performing FMEA. Some of these are as follows 

[10, 11]:  

Useful to identify safety concerns to be focused on 

A visibility tool for management 

A systematic method for classifying hardware failures 

Easy to understand 

Useful to improve communication among design interface personnel 

Useful to reduce engineering changes 

Useful to provide safeguard against repeating the same mistakes in the future 

Useful to reduce development time and cost 

A useful approach that begins from the detailed level and works upward 

Useful to improve customer satisfaction 

5.4  Technics of Operation Review (TOR) 

The Technics of Operation Review) method was developed in the early 1970s, and 

it may simply be described as a hands-on analytical methodology for identifying 

the root system causes of an operation failure [13]. The method uses a worksheet 

containing simple terms requiring “yes/no” decisions and is activated by an inci-

dent occurring at a specific location and time involving certain individuals. 

The following steps are associated with the TOR method [14]: 

Form the TOR team by ensuring that its members represent all concerned areas. 

Impart common knowledge to all team members by holding a roundtable session. 

Highlight a key systemic factor that was instrumental in causing the incident/ 

accident to occur. Ensure that this factor is based on the team consensus and 

serves as a starting point for further investigation. 

Use the team consensus in responding to a sequence of “yes/no” options. 

Evaluate all the identified factors and ensure the existence of the team consen-

sus in regard to the evaluation of each of these factors. 

Prioritize the contributory factors and start the process with the most serious 

factor.

Establish appropriate preventive/corrective strategies for each contributory 

factor.

Implement strategies. 

Finally, it is to be noted that the main strength of the TOR approach is the in-

volvement of line personnel in the analysis, and its main weakness: It is an after-

the-fact process. 
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5.5  The Throughput Ratio Method 

The throughput ratio method is a reliability-oriented predictive method that was de-

veloped by the United States Navy Electronics Laboratory Center [15]. The through-

put ratio determines the operability of man–machine interfaces or stations such as 

control panels. The term “operability” may be defined as the extent to which the man–

machine station performance satisfies the design expectation for a given station 

[1, 15]. Furthermore, the term “throughput” implies transmission, because the ratio is 

expressed in terms of responses or items per unit time emitted by the human operator. 

The actual throughput ratio in percentage is expressed by [1, 15]: 

100 ,MMO CF  (5.3) 

where 

MMO is the man machine operability expressed in percentage. 

 is the number of throughput items to be generated per unit time to satisfy 

design expectation. 

 is the number of throughput items generated per unit time. 

CF is the correction factor (i.e., correction for error or out-of-tolerance out-

put). 

In turn, the correction factor, CF, is defined by  

2

21
f fd

2

,
n

CF P P
n

 (5.4) 

where 
n2 is the number of trials in which the control-display operation is performed. 

n1 is the number of trials in which the control-display operation is conducted 

incorrectly. 
Pf is the probability of function failure because of a human error. 

Pfd is the probability that the human operator will fail to detect error. 

Some of the areas in which the throughput ratio method can be used are to dem-

onstrate system acceptability, to compare alternative design operability, and to 

establish system feasibility [1, 15]. 

Example 5.3 

Calculate the value of the throughput ratio, if the values of Pf, Pfd, n1, n2, , and 

are 0.7, 0.2, 2, 10, 5, and 11, respectively. 

By substituting the given data values into Equation (5.4), we get 

2
2 5

0.7 0.2 ,
10 11

0.0011.

CF
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Inserting the above calculated value and the given data values into Equa-

tion (5.3) yields 

5
0.0011 100 ,

11

45.34%.

MMO

Thus, the value of the throughput ratio (i.e., man–machine operability) is 

45.34%. 

5.6  Fault Tree Analysis 

Fault tree analysis is a widely used method in the industrial sector to perform reli-

ability analysis of engineering systems. It was developed in the early 1960s at the 

Bell Telephone Laboratories to perform safety analysis of the Minuteman launch 

control system [2]. 

A fault tree may simply be described as a logical representation of the relation-

ship of basic fault events that may cause a specified undesirable event, called the 

“top event,” to occur. It is depicted (i.e., fault tree) using a tree structure with logic 

gates such as OR and AND. 

There is probably nothing basically new about the principle used for the genera-

tion of fault trees. It consists of successively asking the question “What are the 

possible ways for this fault event to occur?”. However, the newness lies in the use 

of logic gates or operators in the organization and graphical representation of the 

logic structure relating the top event to basic fault events. 

5.6.1  Fault Tree Symbols 

Although, there are many symbols used in the construction of fault trees, the four 

basic ones are shown in Figure 5.3 [2, 16]. Other symbols are described in Refer-

ences [2, 11, 16, 17]. Each of the symbols in Figure 5.3 is described below. 

OR gate. This gate denotes that an output fault event will occur if any one or 

more of its input fault events occur. 

AND gate. This gate denotes that an output fault event will occur only if all of 

its input fault events occur. 

Circle. It denotes a basic fault event or the failure of an elementary part or 

a component. 

Rectangle. It denotes a fault event which results from the logical combination 

of fault events through the input of a logic gate. 
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Figure 5.3. Four basic symbols used in the fault tree construction: (a) OR gate, (b) AND 
gate, (c) Circle, (d) Rectangle 

5.6.2  Steps for Performing Fault Tree Analysis 

Normally, the following seven steps are used to perform fault tree analysis (FTA) 

[18]: 

Define the system and the assumptions pertaining to it. 

Identify the system top fault event (i.e., the system undesirable event to be in-

vestigated).

Identify all the possible causes that can cause the top event to occur, by using 

fault tree symbols and the logic tree format. 

Develop the fault tree to the lowest detail level as per the requirements. 

Perform analysis of the completed fault tree in regard to factors such as under-

standing the proper logic and the interrelationships among various fault paths 

and gaining proper insight into the unique modes of product/item faults. 

Identify most appropriate corrective measures. 

Document the analysis with care and follow up on the identified corrective 

measures.

Example 5.4 

A windowless room has a switch that can only fail to close and two light bulbs. 

Develop a fault tree for the undesired event (i.e., top event): a dark room. 

Thus, in this case the room can only be dark if there is no electricity, the switch 

fails to close, or both the light bulbs burn out. 

By using the symbols in Figure 5.3, the fault tree shown in Figure 5.4 for this 
example was developed. Each fault event in the fault tree diagram is labelled as E1,

E2, E3, E4, E5, E6, E7, and E8.
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Figure 5.4. Fault tree for the top or undesired event: dark room 

5.6.3  Probability Evaluation of Fault Trees 

The occurrence probability of the top event of a fault tree can be calculated when 

the probabilities of the occurrence of basic fault events are known. This can only 

be obtained by first calculating the occurrence probability of the resultant (i.e.,

output) fault events of intermediate and lower logic gates such as AND and OR. 

Thus, the probability of occurrence of the AND gate output fault event is expressed 

by [11]: 

0

1

,
n

i

i

P x P x  (5.5) 

where 
P(x0) is the probability of occurrence of the AND gate output fault event, x0.

n the number of AND gate input fault events. 
P(xi) is the occurrence probability of AND gate input fault event xi; for i = 1, 2, 

3, …, n.

Similarly, the probability of occurrence of the OR gate output fault event is 

given by [11] 

0

1

1 1 ,
k

i

i

P y P y  (5.6) 
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where 
P(y0) is the probability of occurrence of the OR gate output fault event, y0.

k the number of OR gate input fault events. 
P(yi) is the occurrence probability of OR gate input fault event yi; for i = 1, 2, 3, …, k. 

Example 5.5 

Assume that in Figure 5.4 the probabilities of occurrence of events E1, E2, E3, E4,

and E5 are 0.04, 0.02, 0.08, 0.08, and 0.07, respectively. Calculate the probability 

of occurrence of the undesired event (i.e., the top event): dark room. 

By inserting the specified data values into Equation (5.5), we get the following 
probability value, for the occurrence of event both bulbs burnt out, E7:

7 3 4( ) ,

0.08 0.08 ,

0.0064.

P E P E P E

Similarly, by substituting the given data values into Equation (5.6), we get the 
following probability value, for the occurrence of event no electricity, E6:

6 1 21 1 1 ,

1 1 0.04 1 0.02 ,

1 0.96 0.98 ,

0.0592.

P E P E P E

By substituting the above two calculated values and the given data value into 

Equation (5.6), we get the following probability value for the occurrence of the top 

event, dark room: 

8 6 5 71 1 1 1 ,

1 1 0.0592 1 0.07 1 0.0064 ,

0.1307.

P E P E P E P E

Thus, the probability of occurrence of the undesired event: dark room is 0.1307. 

5.7  Pareto Analysis 

The Pareto method is used to separate the most important causes of a given prob-

lem from the trivial ones; it is named after Vilfredo Pareto (1848–1923), an Italian 

economist. In human reliability and error analysis, it can be quite useful to identi- 

fy areas for a concerted effort. The method is composed of the following steps 

[11, 19]: 
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Prepare a list of causes in a tabular form and count their occurrences.  

Arrange all these causes in descending order. 

Calculate the total for the complete list.  

Calculate the percentage of the total for each cause. 

Construct a Pareto diagram that shows percentages vertically and their corres-

ponding causes horizontally. 

Draw appropriate conclusions from the end results. 

5.8  Pontecorvo Method 

The Pontecorvo method is used to obtain reliability estimates of task performance 

by an individual [20]. The method first obtains estimates of reliability for separate 

and discrete subtasks having no correct reliability figures, and then it obtains the 

total task reliability by combining these estimates. Normally, Pontecorvo method is 

used during the initial phases of design and is composed of the following six steps 

[1, 20]: 

Identify tasks. This step is concerned with identifying the tasks to be per-

formed. These tasks are identified at a gross level. More specifically, each task 

denotes one complete operation. 

Identify all the subtasks associated with each task (i.e., those subtasks that 

are essential for task completion). 

Collect relevant empirical performance data. These data are obtained from 

various sources including experimental literature and in-house operations. 

Establish subtask rate. This is established by rating each subtask according to 

its level of difficulty or potential for error. Usually, a 10-point scale that varies 

from least error to most error, is used to judge the subtask rate. 

Predict subtask reliability. This is accomplished by expressing the judged 

ratings of the data and the empirical data in the form of a straight line and then 

testing the regression line for goodness of fit. 

Determine task reliability. The task reliability is obtained by multiplying sub-

task reliabilities. 

The above approach is employed to estimate the performance of a single person 

acting alone. However, when a backup person is available, the probability for the 

task being performed correctly increases. Although, this is very true, the backup 

person may not be available all of the time. In this situation, the overall reliability 

of two persons working independently together to accomplish a task can be calcu-

lated by using the following equation [20]: 

2

sp a sp u a u1 1 ,OVR R T R T T T  (5.7) 
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where 
Rsp is single person reliability. 

Ta is the percentage of time the backup person is available. 

Tu is the percentage of time the backup person is unavailable. 

Example 5.6 

Assume that two persons work independently to perform maintenance on a trans-

portation system. The reliability of each person is 0.8, and only 60% of time is the 

backup person available. Compute the reliability of carrying out the maintenance 

task correctly. 

Thus, the percentage of time the backup person unavailable is given by  

1 0.6,

0.4 40%.

uT

or

By substituting the above calculated value and the specified data values into 

Equation (5.7), we get  

2
1 1 0.8 0.6 (0.8) (0.4) 0.6 0.4 ,

0.896.

OVR

Thus, the reliability of performing the maintenance task correctly is 0.896. 

5.9  Markov Method 

The Markov method, named for Andrei Andreyevich Markov (1856–1922), 

a Russian mathematician, is widely used to perform various types of reliability 

studies in the industrial sector. In the past, the Markov method has also been used 

in performing human reliability analysis [1]. Thus, it could be a quite useful tool to 

conduct various types of human reliability and error analysis in transportation 

systems. 

The Markov method is subject to the following assumptions [21]: 

All occurrences are independent. 

The probability of the occurrence of a transition from one system state to an-

other in the finite time interval t is given by t, where  is the constant transi-

tion rate from one system state to another. 

The probability of more than one occurrences in the finite time interval t from 

one system state to another is negligible (e.g., ( t) ( t)  0). 

The application of the Markov method in performing human reliability analysis 

is demonstrated through the following example: 
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Example 5.7 

Assume that an airline pilot makes errors at a constant rate, . This scenario is 

described in more detail by the state space diagram shown in Figure 5.5. The nu-

merals in the diagram denote system states. Develop expressions for the pilot’s 

reliability at time t and mean time to human error by using the Markov method. 

Figure 5.5. State space diagram representing the pilot 

By using the Markov method, we write down the following equations for the 

diagram in Figure 5.5 [11, 21]: 

0 0 1 ,P t t P t t  (5.8) 

1 0 1 ,P t t P t t P t  (5.9) 

where 

0P t t  is the probability that the pilot is performing his/her task normally or 
correctly at time (t + t).

P0 (t) is the probability that the pilot is performing his/her task normally at 

time t. 

 is the constant error rate of the pilot. 

t is the probability of human error by the pilot in finite time interval t.
1 t  is the probability of no error by the pilot in finite time interval t

P1(t) is the probability that the pilot has committed an error at time t

1P t t  is the probability that the pilot has committed an error at  time t + t.

By rearranging Equations (5.8)–(5.9) and taking the limit as t  0, we get 

lim d
,

d
t

P t t P t P t
P t

t t
 (5.10) 

and

1 1 1lim

0 0

d
.

d
t

P t t P t P t
P t

t t
 (5.11) 

At time t = 0, P0 (0) = 1 and P1 (0) = 0.
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Solving Equations (5.10)–(5.11) by using Laplace transforms, we get 

0

1
,P s

s
 (5.12) 

and

1 ,
( )

P s
s s

 (5.13) 

where 

s is the Laplace transform variable. 

Taking the inverse Laplace transforms of Equations (5.12)–(5.13), we obtain 

0 e ,tP t  (5.14) 

1 1 .tP t e  (5.15) 

Thus, the pilot’s reliability, Rp(t), at time t is given by 

0 e .t

pR t P t  (5.16) 

The pilot’s mean time to human error, MTTHEp, is given by 

p p

0

0

d ,

e d ,

1
.

t

MTTHE R t t

t  (5.17)

Example 5.8 

Assume that a pilot’s constant error rate is 0.0004 errors/hour. Calculate the pilot’s 

reliability for a 10-hour mission and mean time to human error. 

By substituting the given data values into Equations (5.16) and (5.17), we get 

(0.0004) (10)

p 10 e ,

0.9960,

R

and

1
,

0.0004

2,500 hours.

pMTTHE

Thus, the pilot’s reliability and mean time to human error are 0.9960 and 2,500 

hours, respectively. 
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5.10  Block Diagram Method 

The block diagram method can be used to calculate reliability of a m unit parallel 

system with human errors. Human errors are classified under two categories: criti-

cal and noncritical human errors. A critical human error causes system failure, 

whereas a noncritical human error results in only a single unit failure. A block 

diagram representing the above situation is shown in Figure 5.6. In this figure 

hypothetical blocks representing critical and noncritical human errors are placed in 

series with system and units, respectively. 

Figure 5.6. Block diagram of a parallel system with critical and noncritical human errors 

The method assumes that each unit’s failure probabilities can be separated into 

probabilities of hardware failures (i.e., non-human error failures) and human errors, 

as well as it is possible to estimate the probability of the total system failure due to 

human errors. 

The reliability of the parallel system shown in Figure 5.6 is given by [11]: 

ps c

1

1 1 1 1 1 ,
m

i i

i

R f F F  (5.18) 
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where 
Rps is the parallel system reliability. 

m is the number of active units in parallel. 
Fc is the failure probability of the parallel system due to critical human errors. 

fi is the hardware failure (i.e., non human error failure) probability of unit i; for 

i = 1, 2, 3, …, m.
Fi is the failure probability of unit i due to non-critical human errors; for i = 1, 2, 

3, …, m.

For constant hardware failure and critical and noncritical human error rates, the 
time t dependent equations for Fc, Fi, and fi are [1, 11]: 

c 1 e ,c t
F t  (5.19) 

nc1 e ,i t

iF t  (5.20) 

and

1 e ,i t

if t  (5.21) 

where 
Fc(t) is the failure probability of the parallel system due to critical human error at 

time t.
fi(t) is the hardware failure probability of unit i at time t; for i = 1, 2, 3, …, m.

Fi(t) is the failure probability of unit i due to noncritical human error at time t; for 

i = 1, 2, 3, …, m.

c is the system constant critical human error rate. 

nci is the constant non-critical human error rate of unit i; for i = 1, 2, 3, …, m.

i is the constant hardware failure rate of unit i; for i = 1, 2, 3, …, m.

Substituting Equations (5.19)–(5.21) into Equation (5.18), yields 

nc

ps

1

1 1 e e e ,i i c

m
t t t

i

R t  (5.22) 

where 
Rps(t) is the parallel system reliability at time t.

For identical units, Equation (5.22) becomes 

nc c

ps 1 1 e e ,
m

t t
R t  (5.23) 

where 

 is the unit constant hardware failure rate. 

nc is the unit constant noncritical human error rate. 

The parallel system mean time to failure (MTTFps ) is given by [1, 11]: 

ps ps

0

d .MTTF R t t  (5.24) 
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Thus, inserting Equation (5.23) into Equation (5.24) yields 

ps

0 nc c

1 1
1 ,

1

m
m im

i

ic

MTTF
m

 (5.25) 

where 

!
.

!( )!

m

i

m

i m i
 (5.26) 

In similar manner equations for other configurations can be developed [2]. 

Example 5.9 

Assume that a two independent and identical unit parallel system, used in a trans-

portation system, can fail either due to critical human errors or when all its units 

fail due to hardware failures or non-critical human errors. The constant hardware 

failure, critical human error, and noncritical human error rates are 0.0009 failures/ 

hour, 0.0001 errors/hour, and 0.0003 errors/hour, respectively. 

Calculate the system reliability for a 100-hour mission and mean time to failure. 

By substituting the given data values into Equation (5.23), we get 

2
0.0009 0.0003 100 0.0001 100

ps 100 1 1 e e ,

0.9774.

R

Similarly, substituting the specified data values into Equation (5.25) yields 

p

nc c nc c

2 1
,

2 2

2 2
,

0.0009 0.0003 0.0001 2 0.0009 2 0.0003 0.0001

1138.46 hours.

MTTF

Thus, the system reliability and mean time to failure are 0.9774 and 1138.46 

hours, respectively. 

5.11  Problems 

1. A transportation system operator performs two independent tasks: a and b. Task 

a is performed before task b, and both the tasks can be performed either correctly 

or incorrectly. Develop a probability tree and obtain an expression for the prob-

ability of not successfully accomplishing the overall mission by the operator. 

2. Write an essay on the historical developments concerning failure modes and 

effect analysis (FMEA). 

3. What are the benefits of performing FMEA? 



 References 75

4. What is the difference between FMEA and failure mode effects and criticality 

analysis (FMECA)? 

5. Describe the technics of operation review) method in regard to its application 

in performing human error analysis in transportation systems. 

6. Describe the following symbols/terms used in fault tree analysis (FTA): 

OR gate 

AND gate 

Resultant event 

Circle 

7. Compare FTA with FMEA. 

8. Assume that a windowless room has a switch that can only fail to close and 

four light bulbs. Develop a fault tree for the top event: dark room. 

9. Discuss Pareto analysis in regard to its application in performing human error 

analysis in transportation systems. 

10. Describe the six steps associated with the Pontecorvo method. 

11. Assume that a three independent and identical unit parallel system, used in 

a transportation system, can fail either due to critical human errors or when all 

its units fail due to hardware failures or noncritical human errors. The constant 

hardware failure, critical human error, and noncritical human error rates are 

0.0008 failures/hour, 0.0002 errors/hour, and 0.0004 errors/hour, respectively. 

Calculate the system mean time to failure. 
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Human Error in Railways 

6.1  Introduction 

The railway system is still an important means of transportation around the world. 

Each day it transports millions of dollars worth of goods and millions of passen-

gers from one end to another. In the United States, the railway system is composed 

of roughly 3000 stations and track terminals that serve around 15 large freight 

railroads and over 600 small, regional roads. It plays an important role in the US 

national economy. 

The effectiveness and the safety of railway operations depend on many factors 

including rail traffic rules, equipment reliability, general and safety management, 

and human factors. In particular with regard to human factors, it may be added that 

they are very important in the railway system just like in the case of any other com-

plex system. Over the years, a large number of railway accidents resulting in many 

fatalities and a high economic cost have occurred due to human factors-related 

problems in the design and operation of railway systems around the world [1–3]. 

Over the years many publications concerning human factors in the railway sys-

tem have appeared. Many of the publications on human error in that system are 

listed in the Appendix section of this book. This chapter presents various different 

aspects of human error in railways. 

6.2  Facts, Figures, and Examples 

Some of the facts, figures, and examples directly or indirectly concerned with hu-

man error in the railway system are as follows: 

During the period from 2000–2004, a total of 4,623 deaths and 51,597 injuries 

occurred in train accidents in the United States [4]. 

During the period from 1900–1997, approximately 70% of the 141 accidents on 

four British main railway lines occurred due to human error [5, 6]. 
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In Norway, approximately 62% of the 13 railway accidents that caused fatalities 

or injuries during the period from 1970–1998 were the result of human error [6]. 

In India, over 400 railway accidents occur annually and approximately 66% of 

these accidents are directly or indirectly, due to human error [7]. 

In 2004, 53% of the railway switching yard accidents (excluding highway-rail 

crossing train accidents) in the United States were due to human factors causes [1]. 

In 1988, in the United Kingdom (U.K.) 30 persons died and 69 were injured seri-

ously at the Clapham Junction railway accident due to a human error in wiring [8]. 

In 1999, human error and outdated equipment caused a fatal train wreck in 

south western Ontario, Canada [9]. 

In 2005, due to a human error a subway train crash at Thailand Cultural Center 

Station, Bangkok, Thailand injured around 200 people [10]. 

In 2005, due to a human error a three-train collision killed 133 people in Paki-

stan [11]. 

In 1999, in the U.K. 31 people died and 227 persons were hospitalized in a train 

accident due to a human error [12]. 

In 1989, in the U.K. a train accident at Purley on the London to Brighton line 

killed 5 persons and injured 88 persons. A subsequent investigation revealed 

that the accident was the result of a human error [3]. 

6.3  Railway Personnel Error-prone Tasks and Typical 

Human Error Occurrence Areas in Railway Operation 

Railway personnel perform various types of tasks during their work environment. 

Some of these tasks are more prone to human error than the others. Nonetheless, 

some of the tasks performed by the railway personnel prone to serious human error 

are shown in Figure 6.1 [12]. 

Although there are many areas for the occurrence of human error in railway op-

eration, the three typical ones are as follows [6]: 

Signal passing 

Train speed 

Signalling or dispatching 

Each of the above three areas is discussed below, separately. 

6.3.1 Signal Passing 

This is a very important area because trains passing a signal displaying a stop, is 

a very dangerous occurrence, because it can lead to an immediate conflict with an-

other train or trains. This situation is often referred to as Signal Passed at Danger 

(SPAD), and in the past, its occurrence has been quite frequent. The main reason for 
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this is the high frequency of approaching signalling points by train drivers during their 

work hours. Although, fortunately only a small percentage of SPAD) occurrences 

result in real accidents, but when they do happen they are often quite catastrophic. 

Some of the important causes for the occurrence of a SPAD), are listed in Ta-

ble 6.1 [12]. Each year, many SPAD) incidents occur in railway systems around 

the world. For example, the figure for the British Railway System, for the period 

1996–1997, is 653 [6]. 

Table 6.1. Some of the causes for the occurrence of a Signal Passed at Danger (SPAD) event

No. Cause

1 Failure to see signal because of poor visibility 

2 Misjudging the brakes’ effectiveness under specific circumstances such as bad weather 

3 Oversight or disregard to a signal 

4 Over speeding with respect to braking performance and warning signal distance 

5 Driver falls sleep or is unconscious 

6 Misunderstanding of signalling aspect 

7 Misjudging of which signal applies to the train in question 

A study of the SPAD) incidents conducted in the Netherlands for the period  

1983-1984 reported a number of findings. Some of the main ones are as follows 

[6, 13]: 

A total of 214 SPAD) incidents occurred during the specified period. 

Figure 6.1. Some of the tasks performed by railway personnel prone to serious human error 
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Around 90% of the SPAD) incidents occurred at stations or marshalling yards, 

and half them were concerned with arrival trains. 

There was no significant correlation between the train driver’s experience or 

route knowledge and the frequency of SPAD) incidents. 

There were no significant differences in SPAD) occurrences between the vari-

ous days of the week or the months of the year. 

There appear to be more SPAD) occurrences during the early hours of a work 

shift than the late hours of the shift. 

6.3.2  Train Speed 

This is another area that has resulted in numerous accidents because of the failure 

of the driver to reduce train speed as per specified for the route in question. The 

likelihood of over speeding and its associated consequences depend upon factors 

such as the type of speed restrictions and the circumstances around it. There are 

basically three types of speed restrictions that require driver response from his or 

her perspective: permanent speed restrictions, temporary or emergency speed re-

strictions, and conditional speed restrictions. 

The permanent speed restrictions are imposed because of track curves or some 

existing infrastructure conditions on a particular section of a track in question. The 

temporary or emergency speed restrictions are imposed because of track mainte-

nance work or temporary track deficiencies such as stability problems and frost 

heave. Finally, the conditional speed restrictions are imposed because of train route 

setting at a junction or station and the signalling aspect displayed in that regard. 

6.3.3  Signalling or Dispatching 

In the past many railway accidents have occurred in this area because of errors made 

by signalmen or dispatchers. Fortunately, with the application of modern technical 

devices the occurrence of human errors in this area has been reduced significantly [6]. 

6.4  Important Error Contributing Factors in Railways 

Over a period of six months, a study of seven U.S. and Canadian Class I freight rail-

roads and several regional railroads, concerning all Federal Railroad Administration 

(FRA) reportable train accidents, reported a total of 67 accidents/incidents [1]. Six of 

these accidents/incidents were further investigated in regard to error contributing 

factors. The investigation identified a total of 36 most probable contributing factors to 

the occurrence of these 6 accidents/incidents. These error contributing factors were 

classified under four categories as shown in Figure 6.2 [1]. These are operator acts, 

preconditions for operator acts, supervisory factors, and organizational factors. Under 
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each of these 4 categories a total of 12, 9, 6, and 9 contributing factors, respectively, 

were identified in the 6 accidents/incidents investigated. The contributing factors 

under the operator acts category were further divided into three groups: skilled-based 

errors, decision errors, and a routine contravention. 

Similarly, the contributory factors belonging to the preconditions for operator 

acts category were divided into two groups: the technological environments and 

the physical environment. In the four of the six accidents/incidents investigated, 

eight contributing factors were associated with the technological environment. An 

example of these factors is an inability of the operator to determine which direction 

is forward for the locomotive. In regard to the physical environment, only one 

contributing factor, i.e., inadequate lighting in the yard, was associated with one of 

the accidents/incidents. 

The contributory factors belonging to the supervisory category were also di-

vided into two groups: poor supervision and planned inappropriate operations. In 

three of the six accidents/incidents investigated, poor supervision was identified 

five times. The contributing factor, planned inappropriate operations, was associ-

ated with only one accident/incident.  

Finally, the contributory factors belonging to the organizational factors category 

were also divided into two groups: the organizational process and resource man-

agement. In four of the six accidents/incidents, the organizational process contrib-

uting factors were identified six times. They were basically associated with poor 

practices and procedures governing remote control locomotive (RCL) operations 

and the application of the RCL Technology-Resource management was involved in 

two of the six accidents/incidents and was associated with three contributing fac-

tors. Inadequate staffing was one of these three factors. 

6.5  Human Error Analysis Methods 

There are many methods used in reliability, quality, and safety fields to perform 

various types of analysis. Some of these methods can also be used to perform hu-

man error analysis in the railway system. These methods includes cause and effect 

diagram, fault tree analysis, failure modes and effect analysis, Pareto diagram, the 

Markov method, and the probability tree method. Some of these methods are de-

Figure 6.2. Four categories of error contributing factors in railways 
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scribed in Chapter 5 and the others in References [14–16]. Nonetheless, two of 

these methods are described below. 

6.5.1  Cause and Effect Diagram 

This method or diagram was developed by K. Ishikawa in the early 1950s [17]. 

Sometimes the diagram is also referred to as “Fishbone diagram” because of its 

resemblance to the skeleton of a fish. Nonetheless, this diagram is used to identify 

the main causes of a given problem and to generate relevant ideas. Pictorially, the 

right side of the diagram, i.e., the fish head, denotes the effect and the left side 

denotes all the possible causes. In turn, the causes are connected to the central line 

called the “Fish-spine.” Usually, the steps listed below are followed to develop 

a cause and effect diagram [16, 17]. 

Establish problem statement. 

Brainstorm to identify all possible causes for the problem under consideration. 

Develop appropriate main cause classifications by stratifying into natural 

groupings and process steps. 

Develop the diagram by following all the essential process steps. 

Fill in the problem or the effect in the box on the extreme right of the diagram. 

Refine cause classifications as considered appropriate by asking questions such 

as “Why does this condition exist? And “What causes this?. 

Additional information on this method is available in References [14–17]. 

Example 6.1 

After a careful investigation, it was established that there are four main causes, i.e.,

cause I, II, III, and IV for a railway signalman to commit an error. In turn, there are 

two subcauses (i.e., a and b) associated with Cause I, three (i.e., c, d, and e) with 

Cause II, two (i.e., f and g) with Cause III, and three (i.e., h, i, and j) with Cause IV. 

Develop a cause and effect diagram. A cause and effect diagram for Example 6.1 is 

shown in Figure 6.3. 
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Figure 6.3. A cause and effect diagram for Example 6.1 

6.5.2  Fault Tree Analysis 

This method is widely used in industry to perform various types of reliability and 

safety studies and it was developed in the early 1960s at the Bell Laboratories [18]. 

Fault tree analysis starts by identifying an undesirable event, known as top event, 

associated with a system under consideration. Fault events that could cause the 

occurrence of the top event are generated and connected by logic operators AND 

and OR. The AND gate provides a True output (i.e., fault) only when all its inputs 

are True (fault). In contrast, the OR gate provides a True output (i.e., fault) when 

one or more of its inputs are True (fault). 

This method is described in detail in Chapter 5. Its application to perform human 

error analysis in the railway system is demonstrated by the following example. 

Example 6.2 

After studying the functions performed by a train driver it was concluded that 

he/she can commit an error basically due to any of four causes: poor system de-

sign, poor training, poor outside environment, and carelessness. In turn, poor sys-

tem design could be either due to poor control equipment design or poor work 

place design, and the poor outside environment could be either due to snow storm, 

rain storm, or dust storm. 
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Figure 6.4. A fault tree for Example 6.2 

Develop a fault tree for the top event, train driver committing an error, by using 

the fault tree symbols given in Chapter 5. Thus, with the aid of Chapter 5 fault tree 

symbols, a fault tree for the example is shown in Figure 6.4.  

Example 6.3 

In Figure 6.4 fault tree, calculate the probability of the train driver committing an 

error if the occurrence probability of independent events shown in circles is 0.04. 

Single capital letters in the fault tree diagram denote corresponding events (e.g., A:

poor training and Y: poor outside environment). 

Thus, from Reference [19] and Chapter 5 the probability of occurrence of event 

X is

1 1 1 ,P X P C P D  (6.1) 

where 

P(C) is the probability of occurrence of event C.

P(D) is the probability of occurrence of event D.
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For the given values of P(C) and P(D), Equation (6.1) yields  

1 1 0.04 1 0.04 ,

0.0784.

P X

Similarly, the probability of occurrence of event Y is

1 1 1 1 ,P Y P E P F P G  (6.2) 

where 

P(E) is the probability of occurrence of event E.

P(F) is the probability of occurrence of event F.

P(G) is the probability of occurrence of event G.

For the given values of P(E), P(F), and P(G), from Equation (6.2), we get 

1 1 0.04 1 0.04 1 0.04 ,

0.1153.

P X

Thus, the probability of occurrence of event T (i.e., the train driver committing 

an error) is  

1 1 1 1 1 ,P T P X P A P B P Y  (6.3) 

where 

P(A) is the probability of occurrence of event A.

P(B) is the probability of occurrence of event B.

For the calculated values of P(X) and P(Y) and the given values of P(A), and 

P(B), Equation (6.3) yields 

1 1 0.0784 1 0.04 1 0.04 1 0.1153 ,

0.2486.

P T

Thus, the probability of the train driver committing an error is 0.2486. The fault 

tree of Figure 6.4 with the given and the above calculated event occurrence prob-

ability values is shown in Figure 6.5. 
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6.6  Analysis of Railway Accidents Due 

to Human Error 

Over the years, there have been many train accidents due to human error all over 

the world. This section presents a brief analysis of the following four train acci-

dents that occurred directly or indirectly due to human error in the United King-

dom during the period 1988–1999 [3, 20]: 

The Ladbroke Grove accident 

The Purley accident 

The Southall accident 

The Clapham Junction accident 

Each of the above four accidents is discussed below, separately. 

6.6.1  The Ladbroke Grove Accident 

The Ladbroke Grove accident occurred on October 5, 1999 at Ladbroke Grove, 

United Kingdom, where 2 trains collided and 31 people died. A subsequent inves-

Figure 6.5. Redrawn Figure 6.4 fault tree with the calculated and given event occurrence 
probability values 
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tigation into the accident revealed that the direct cause of the accident was the 

failure of one of the train drivers to respond to a red signal. A further investigation 

into the direct cause revealed that the accident was due to a combination of factors 

such as listed below [3]. 

Minimal amount of time available for observing the red signal aspect 

A novice driver who had driven just nine times on the route in question 

Short comings of the automatic warning system (AWS) driver aid 

Rather poor signal layout with obscuration by bridge girders 

Sun light on the red signal light diminished its relative contrast and intensity 

6.6.2  The Purley Accident 

This accident occurred on March 4, 1989 at Purley, United Kingdom, in which two 

passenger trains collided. More specifically, a fast moving train at a speed of about 

50 miles per hour ran into the back of the slow moving train. As the result of this 

accident, 5 persons were killed and 88 persons were hospitalized. 

A subsequent investigation into the accident revealed that the driver of the fast 

moving train passed through a series of signals at cautionary or danger aspects. 

More specifically, although the direct cause of the accident was the driver error, 

but the AWS intended to protect him was inadequate for its intended purpose. 

6.6.3  The Southall Accident 

This accident occurred on September 19, 1997 at Southall, United Kingdom in 

which a high-speed passenger train collided with an empty freight train. The acci-

dent took place at a track where four main rail lines were joined by crossovers be-

tween the adjacent tracks. Six persons were killed and 150 injured in the accident. 

A subsequent investigation into the accident revealed that the direct cause of the 

accident was the high-speed train driver’s failure to respond to a series of caution-

ary and danger signals. The main cause for this was the blockage of the driver’s 

view of the signals by work on overhead line electrification. In fact, the height of 

many of the signals was raised as much as 18 feet above the ground level. 

6.6.4  The Clapham Junction Accident 

This accident occurred in December 1988 at the Clapham Junction Station in London, 

United Kingdom, in which two commuter trains collided. A total of 35 people were 

killed in the accident. A subsequent investigation into the accident revealed that the 

main cause of the accident was a signal fault, resulting from a few days earlier work-

ing in the main signal box controlling trains at Clapham Junction. More specifically, 

the work was concerned with the installation of a modern system of electrical relays. 
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As the result of this accident, a total of 93 recommendations to improve meth-

ods of performing and supervising maintenance work, and to adopt appropriate 

quality control techniques for ensuring a proper execution of the maintenance ac-

tivity, were made. 

6.7  A Useful Checklist of Statements for Reducing

the Occurrence of Human Error in Railways 

This section presents a checklist of statements considered useful for ensuring good 

human factors-related practices in railway projects. In turn, this exercise will be 

useful to reduce the occurrence of human error in the railway system. These state-

ments are as follows [21]: 

People performing human factors tasks are competent to do so. 

People performing human factors tasks are given sufficient resources and author-

ity.

Human factors receive the same degree of importance as any other area of 

safety engineering. 

A programme-wide human factors coordinator is appointed. 

The representation of human error is integrated effectively with other safety 

analysis aspects. 

The necessary and existing competency of end users is evaluated effectively. 

Human errors are identified, modeled, and controlled effectively. 

A broad range of information concerning human factors is being communicated 

in an effective manner. 

All dependencies between human actions are understood clearly. 

Human reliability analysis methods are being used correctly and effectively. 

Human factors requirements are integrated effectively into the system require-

ments. 

The tasks being performed are clearly understood, in order to identify human 

error sources. 

The human factors planning aspect is fully integrated into the general project 

planning. 

The process of human error identification is fully integrated into the general 

process of hazard identification, within the project framework. 

When considering risk reduction techniques all potential system users are in-

volved. 

The identification, evaluation, and reduction of risk from human error is being 

considered as a main element of any safety process. 

All appropriate aspects of human factors are fully integrated into the safety 

argument. 



 6.8 A Checklist of Statements for Reducing the Occurrence of Human Error 89 

The project aims to design systems for helping all potential users avoid or re-

cover from hazards. 

All aspects of human factors are being considered from the outset of a given 

project.

6.8  Problems 

1. Write an essay on human error in railways. 

2. List at least eight tasks performed by railway personnel that are prone to seri-

ous human errors. 

3. Discuss the term Signal Passed at Danger (SPAD). 

4. List at least five important causes for the occurrence of a signal passed at Dan-

ger (SPAD) event. 

5. What are the important error contributing factors in railways? 

6. List at least six methods that can be used to perform human error analysis in 

the railway system. 

7. Compare the following two railway accidents that occurred in the United 

Kingdom: 

The Ladbroke Grove accident 

The Clapham Junction accident 

8. List at least 12 statements for use during the execution of a railway project that 

can, directly or indirectly, help to reduce the occurrence of human error in the 

railway system. 

9. List at least five important facts and figures, directly or indirectly, concerned 

with the occurrence of human error in the railway system. 

10. Discuss the following items with respect to the occurrence of human error in 

railway operation: 

Train speed 

Signaling or dispatching 
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Human Error in Shipping 

7.1  Introduction 

Humans have relied on oceans, lakes , and rivers to ship goods from one end to 

another throughout the recorded history. Today, over 90% of the world’s cargo is 

transported by merchant ships due to various reasons, including that it is the cheap-

est form of transportation. In fact, from the early 1920s through the end of the 

century, the total number of merchant ships in the world increased from under 

30,000 to about 90,000 [1, 2]. Also, today a large number of ships are being used 

for various military purposes throughout the world. 

A modern ship is comprised of many elements (systems), each of which has 

a varying degree of effect on the overall performance of that ship. Although many 

of these systems may be fully automated, they still require a degree of human in-

tervention (e.g., set initial tolerances or respond to alarms). Also, the nonautomated 

systems may require direct human inputs for their operation and maintenance, 

humans to interact with other humans, etc. Needless to say, as humans are not one 

hundred percent reliable, the past experiences indicate that in the shipping industry 

around 80% of all accidents are rooted in human error [3]. 

This chapter presents various important aspects of human error in shipping. 

7.2  Facts, Figures, and Examples 

Some of the facts, figures, and examples directly or indirectly related to human 

error in shipping are as follows: 

Human error costs the maritime industry $541 million per year, as per the find-

ings of the United Kingdom Protection and Indemnity (UK P&I) Club [4]. 

A study of 6091 major accident claims (i.e., over $100,000) associated with all 

classes of commercial ships, conducted over a period of 15 years by the UK P & 

I Club, revealed that 62% of the claims were attributable to human error [4–6]. 

Human error contributes to 84–88% of tanker accidents [7, 8]. 
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Human error contributes to 79% of towing vessel groundings [7, 9].  

Over 80% of marine accidents are caused or influenced by human and organiza-

tion factors [10, 11]. 

Around 60% of all US Naval Aviation-Class A accidents (i.e., the ones that 

result in death, permanent disability, or loss of $1 million) were due to various 

human and organization factors [10, 12]. 

Human error contributes to 89–96% of ship collisions [7, 13]. 

A Dutch study of 100 marine casualties found that human error contributed to 

96 of the 100 accidents [7, 14]. 

In February 2004, a chemical/product tanker, the Bow Mariner sunk because of 

an on-board explosion due to a human error and 18 crew members died [15]. 

The collision of the MV Santa Cruz II and the USCGC Cuyahoga due to 

a human error resulted in the death of 11 Coast Guardsmen [7, 16]. 

The grounding of the ship Torrey Canyon due to various human errors resulted 

in the spilling of 100,000 tons of oil [7, 16]. 

7.3  Human Factors Issues Facing the Marine Industry 

Today, there are many human factors issues facing the marine industry that directly 

or indirectly influence the occurrence of human error. Some of the important ones 

are shown in Figure 7.1 [7, 17–21]. These are poor communications, fatigue, poor 

automation design, poor general technical knowledge, poor maintenance, decisions 

based on inadequate information, faulty policies, practices, or standards, poor 

knowledge of own ship systems, and hazardous natural environment. 

The issue of “poor communication” is concerned with communications between 

shipmates, between masters and pilots, ship to ship, etc. Around 70% of all major 

Figure 7.1. Important human factor issues facing the marine industry 
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marine allisions and collisions took place when a State or federal pilot was direct-

ing one or both vessels [20]. In this regard, better training and procedures can help 

to promote better communications and coordination on and between vessels. Fa-

tigue has been pointed out as the “pressing issue” of mariners in two different stud-

ies [17, 18], and another study revealed that fatigue contributed to 33% of the ves-

sel injuries and 16% of the casualties [21]. Poor automation design is a challenging 

issue because poor equipment design pervades almost all shipboard automation, 

and as per Reference [14] poor equipment design was a causal factor in one-third 

of major marine casualties [14]. In this regard, a proper consideration by equip-

ment designers to factors such as how a given piece of equipment will support the 

mariner’s tasks and how it will integrate into the entire equipment “suite” used by 

the mariner can be a very helpful step. 

The issue of “poor general technical knowledge” is concerned with the poor un-

derstanding of mariners of how the automation works or under what conditions it 

was designed to work effectively. Consequently, mariners sometimes commit er-

rors in using the equipment, and, in fact, according to one study, this problem alone 

was responsible for 35% of casualties [14]. 

Poor maintenance is another important issue because poor maintenance of ships 

can lead to situations such as dangerous work environments, lack of functional 

backup systems, and crew fatigue from the need to carry out emergency repairs. In 

fact, the past experiences indicate that poor maintenance is a leading cause of fires 

and explosions in ships [13]. The issue of “decisions based on inadequate informa-

tion” is concerned with mariners making navigation-related decisions on inade-

quate information. They often tend to rely on either a favoured piece of equipment 

or their memory and in other cases, critical information could be lacking or incor-

rect altogether. Situations such as these can lead to navigation errors. 

The issue of faulty policies, practices, or procedures covers a variety of prob-

lems including the lack of available precisely written and comprehensible opera-

tional procedures aboard ship, management policies that encourage risk-taking, and 

the lack of standard traffic rules from port to port. 

Poor knowledge of the ships’ systems is a frequent contributing factor to marine 

casualties because of various difficulties encountered by crews and pilots working 

on ships of different sizes, with different types of equipment and carrying different 

cargoes. Furthermore, 78% of the mariners surveyed cited the lack of ship-specific 

knowledge an important problem [17]. Nonetheless, actions such as better training, 

standardized equipment design, and an effective method of assigning crew to ships 

can be quite useful to overcome this problem. 

The issue of hazardous natural environment is concerned with currents, winds, 

and fog that can make treacherous working conditions; thus a greater risk for casu-

alties. This problem could be overcome by considering these three factors (i.e.,

currents, winds, and fog) into ships and equipment design as well as adjusting ship 

associated operations on the basis of hazardous environmental conditions. 
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7.4  Risk Analysis Methods for Application 

in Marine Systems 

There are many sources of risk to marine systems including human error, external 

events, equipment failure, and institutional error [22]. Risk analysis or assessment 

helps to answer basically three questions, as shown in Figure 7.2. Over the years, 

in areas such as reliability and safety, many methods and techniques have been 

developed to perform various types of analysis. Many of these methods can be 

used to perform risk analysis in marine systems. Nine of these methods are shown 

in Figure 7.3 [22–26]. Each of these methods with respect to risk assessment, is 

briefly discussed below [22]: 

Fault tree analysis (FTA). This is a qualitative/quantitative and an inductive 

modeling approach, and is quite useful to identify combinations of equipment 

failures and human errors that can lead to an accident. An application of FTA to 

oil tanker grounding is presented in a subsequent section and additional infor-

mation on FTA is available in Reference [27]. 

Failure modes and effect analysis (FMEA). This is a qualitative/quantitative 

and an inductive modeling approach that identifies equipment (components) 

failure modes and their impacts on the surrounding components and the system. 

Additional information on the method is available in Reference [28]. 

Checklists. This is a qualitative approach, and it insures that organizations are 

complying with standard practices. Additional information on the method is 

available in Reference [29]. 

Safety/review audits. This is a qualitative approach and is quite useful to iden-

tify equipment conditions or operating procedures that could result in a casualty 

or lead to property damage or environmental impacts. Additional information 

on the method is available in References [22, 25]. 

Hazard and operability study (HAZOP. This is a qualitative approach that 

was developed in the chemical industry and is a form of FMEA. The method is 

quite useful to identify system deviations and their associated causes that can 

result in undesirable consequences and to determine recommended actions for 

reducing the frequency/deviation consequences. Additional information on the 

method is available in References [26, 30]. 

Probabilistic risk analysis (PRA). This quantitative methodology was devel-

oped by the nuclear engineering community to assess risk. PRA may use a com-

bination of risk assessment approaches and is described in detail in Refer-

ence [31]. 

“What-if” analysis. This is a qualitative approach that identifies hazards, haz-

ardous conditions, or specific accident events that could lead to undesirable con-

sequences. Additional information on the method is available in References 

[22, 25, 32, 33]. 
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Figure 7.2. Questions answered by risk assessment or analysis 

Figure 7.3. Methods for performing risk analysis in marine systems 
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Preliminary hazard analysis. This is a qualitative and an inductive modeling 

approach, and is quite useful to identify and prioritize hazards leading to undesir-

able consequences early in the system life cycle. In addition, it evaluates recom-

mended actions for reducing the frequency/consequences of the prioritized haz-

ards. Additional information on the method is available in References [22, 25, 26]. 

Event tree analysis (ETA). This is a quantitative and an inductive modeling 

approach that identifies various consequences of events, both successes and 

failures that can result in an accident. Additional information on ETA is avail-

able in References [22, 26, 34]. 

7.5  Fault Tree Analysis of Oil Tanker Groundings 

Over the years, as oil tankers have become bigger, the tolerance for error has de-

creased with an increase in consequences. The United States Coast Guard (USCG) 

Figure 7.4. A fault tree for the top event: powered grounding of tanker 
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has identified the tanker industry as a high-risk industry with a high potential for 

improvement [35]. Thus, it means that a systematic approach must be undertaken 

to identify all tanker associated possible accidents and their consequences, so that 

they can be reduced to a minimum level through appropriate safety-related meas-

ures. Fault tree analysis is a useful tool to perform various types of tanker safety-

related analysis, directly or indirectly, concerning human error. 

Using the fault tree symbols defined in Chapter 5, a simple fault tree for the top 

event, powered grounding of tanker, is shown in Figure 7.4 [35]. This top event 

may be described as an event that occurs when a tanker collides with the shoreline 

while underway because of lack of crew vigilance and navigational error. The 

capital letters in rectangles and circles of Figure 7.4 diagram denote intermediate 

and basic fault events associated with the tanker, respectively. Each of these capital 

letters is defined below [35]. 

A: The actual tanker course proceeds down a hazardous track. 

B: Able to follow a safe track. 

C: The tanker course deviates from a safe and desired path or track. 

D: The desired tanker track is unsafe or hazardous. 

E: Inadequate action to eliminate error and difference error is detected. 

F: No difference error detected. 

G: Errors committed in planning track. 

H: Planning information is incorrect and no errors in planning. 

I: Inadequate action to eradicate error. 

J: Difference error is detected. 

K: Incorrect information is used. 

L: Information is used incorrectly. 

M: Inadequate amount of information is used. 

N: No errors committed in planning. 

O: Planning information is incorrect. 

Example 7.1 

Assume that in Figure 7.4, the probabilities of occurrence of independent events, B,

F, I, J, K, L, M, N, and O are 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, and 0.09, 

respectively. Calculate the probability of occurrence of the top event: Powered 

grounding of tanker, by using equations presented in Chapter 5. 

Thus, from Chapter 5 the probability of occurrence of event G is

( ) 1 1 ( ) 1 1P G P K P L P M  (7.1) 

where 

P(K) is the probability of occurrence of event K.

P(L) is the probability of occurrence of event L.

P(M) is the probability of occurrence of event M.
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For the specified values of P(K), P(L), and P(M), Equation (7.1) yields 

( ) 1 1 0.05 1 0.06 1 0.07 ,

0.1695.

P G

Similarly, from Chapter 5 the probability of occurrence of event H is

,P H P N P O  (7.2) 

where 

P(N) is the probability of occurrence of event N.

P(O) is the probability of occurrence of event O.

For the given values of P(N) and P(O), from Equation (7.2), we get 

0.08 0.09 ,

0.0072.

P H

Similarly, the probability of occurrence of event E is

,P E P I P J  (7.3) 

where 

P(I) is the probability of occurrence of event I.

P(J) is the probability of occurrence of event J.

For the specified values of P(I) and P(J), Equation (7.3) yields 

0.03 0.04 ,

0.0012.

P E

In a similar manner to Equation (7.1), the probability of occurrence of event C is

1 1 1 ,P C P E P F  (7.4) 

where 

P(F) is the probability of occurrence of event F.

For the above calculated and given values of P(E) and P(F), respectively, from 

Equation (7.4), we get 

1 1 0.0012 1 0.02 ,

0.0212.

P C

Similarly, the probability of occurrence of event D is given by  

1 1 1 .P D P G P H  (7.5) 

For the calculated values of P(G) and P(H), Equation (7.5) yields 

1 1 0.1695 1 0.0072 ,

0.1755.

P D
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Similarly, the probability of occurrence of event A is  

1 1 1 .P A P C P D  (7.6)

For the calculated values of P(C) and P(D), from Equation (7.6), we get 

1 1 0.0212 1 0.1755 ,

0.1930.

P A

Thus, for the above calculated and given values of P(A) and P(B), respectively, 

the probability of occurrence of the top event: Powered grounding of tanker, is 

given by  

,

0.1930 0.01 ,

0.0019.

P A P B

7.6  Safety Management Assessment System to Identify

and Evaluate Human and Organizational Factors

in Marine Systems 

Past experiences indicate that a very high percentage of major marine accidents are 

either caused or influenced by humans and organizations (errors). The safety man-

agement assessment system (SMAS) is a useful tool to reduce such accidents [36]. 

In fact, it was developed specifically to assess marine systems such as ships and 

marine terminals with respect to human and organization factors. SMAS may sim-

ply be described as a screening approach that chooses and trains operators of the 

system under consideration for conducting a self-assessment. SMAS is composed 

of three main components as shown in Figure 7.5 [36]. 

The assessment process consists of three phases: in-office evaluation of infor-

mation (i.e., at the on-shore office), system visits (i.e., at the actual facility), and 

final review and assessment (i.e., at the on-shore office). The time required for the 

process is about five days. 

Assessors make comparisons and evaluate human and organization factors by 

choosing appropriate ranges and providing appropriate comments to capture the 

element of certainty. Instruments (i.e., computer programs) assist the assessment 

process by performing appropriate calculations, placing them in a database, and 

using pre-programmed reports to display the assessment results. 

A filed test of SMAS at a marine terminal in California concluded the following 

[36]: 

A facilitator is required in using SMAS. 

It is possible to accomplish, an assessment of a system for human and organiza-

tion factors, within five days. 
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The existence of the computer program is crucial in performing the assessment. 

A careful selection and proper training of operators as assessors is critical to 

produce consistant results. 

The use of operators as assessors is important because they are the best people 

to provide insight into their system. 

Additional information on SMAS is available in Reference [36]. 

7.7  Reducing the Manning Impact 

on Shipping System Reliability

In a reduced manning environment, the overall shipping system reliability is im-

pacted both negatively and positively. For example, with the human as an element 

of the system, the lesser number of humans could very well equate to reduced 

operating capacity. In contrast, the system operates better when machines or auto-

matic software comprise the critical operating parameters of the system [37]. 

Nonetheless, the expected impacts of a reduced manning design on shipping sys-

tem reliability can be described with respect to human systems integration ap-

proaches, for improving human reliability. Three of these approaches are as fol-

lows [37]: 

Reduce the occurrence of human error incidence 

Eliminate or minimize human error impacts 

Improve mean time between failures (MTBF) under the reduced manning envi-

ronment 

Figure 7.5. Safety management assessment system (SMAS) main components 
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In the case of the first approach, i.e., reduce the occurrence of human error inci-

dence, human error rates are reduced through means such as application of human 

engineering design principles, job task simplification, and error likelihood model-

ing or analysis. 

In the case of the second approach, i.e., eliminate or minimize human error im-

pacts, human error impacts are eliminated or minimized through actions such as 

designing the system to be error tolerant, and designing the system that enables the 

human/system to recognize that an error has occurred as well as to correct the error 

prior to any damage. 

In the case of the third approach, i.e., improve MTBF) under the reduced man-

ning environment, one typical method for improving MTBF) is to design or choose 

highly reliable system parts as well as design the interfaces to optimize the use of 

these parts. 

7.8  Problems 

1. Write an essay on human error in shipping. 

2. List at least seven facts and figures concerned with human error in shipping. 

3. Discuss five most important human factors issues facing the marine industry. 

4. What are the typical questions answered by risk assessment? 

5. Discuss the following two methods that can be used to perform risk analysis in 

marine systems: 

Failure modes and effect analysis 

Event tree analysis 

6. Assume that in Figure 7.4, the probability of occurrence of independent events 

B, F, I, J, K, L, M, N, and O is 0.05. Calculate the probability of occurrence of 

the top event: Powered grounding of tanker. 

7. Describe safety management assessment system. 

8. Discuss the term “reducing the manning impact on shipping system reliabil-

ity.”

9. Compare hazard and operability study with failure modes and effect analysis in 

regard to marine systems. 

10. List four methods that can be used to perform quantitative risk analysis in 

marine systems. 
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8

Human Error in Road Transportation Systems 

8.1  Introduction 

Each year billions of dollars are spent to construct or build roads and motor vehi-

cles throughout the world to move people and goods from one point to another. 

Commercial motor vehicle operations account for a large sum of annual revenues 

throughout the world. For example, in the United States alone these revenues are 

around $400 billion per year, representing over 80% of the nation’s freight bill [1]. 

In road transportation systems, safety is a pressing problem because throughout 

the world around 0.8 million road accident fatalities and 20–30 million injuries oc-

cur annually [2–3]. Although, around 70% of these fatalities and injuries occur in the 

developing or emerging world, the human error is believed to be an important factor 

in the occurrence of such events irrespective of developed or developing world. 

There could be many factors for the occurrence of human error including poor vehi-

cle design, poor road design, and negligence. Nowadays, because of factors such as 

these, increasing attention is being given to human factors in road transportation 

systems, in order to, directly or indirectly, reduce the occurrence of human error. 

This chapter presents various different aspects of human error in road transpor-

tation systems. 

8.2  Facts and Figures 

Some of the facts and figures, directly or indirectly, concerning human error in 

road transportation systems are as follows: 

Each year over 40,000 people die and another 3.5 million people are injured in 

the United States [4]. Furthermore, the annual cost of highway crashes to the 

country is over $150 billion [4]. 

During the period 1966–1998, over 70% of bus accidents were due to driver error 

in five developing countries: Thailand, Nepal, India, Zimbabwe, and Tanzania [2]. 
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As per Reference [5], human error is cited more frequently than mechanical 

problems in approximately 5,000 truck-related deaths that occur each year in 

the United States. 

A study of car-truck crashes revealed that most of these crashes were due to 

human error either committed by the truck driver or car driver [1]. 

About 65% of motor vehicle accidents are attributable to human error [6]. 

As per a South African Press Association (SAPA) report, around 57% of all bus 

accidents in South Africa are caused by human error [7]. 

As per the findings of a study concerning heavy truck accidents, about 80% of 

the accidents are caused by human error [8]. 

The annual cost of road crashes worldwide is estimated to be around $500 bil-

lion [9]. 

As per References [9–11], road traffic injuries will become the 3
rd
 largest cause 

of disabilities in the world by the year 2020. 

8.3  Operational Influences on Commercial Driver 

Performance 

Past experiences indicate that operational influences are an important factor on the 

performance of commercial drivers with respect to the occurrence of human error. 

Although all drivers perform their tasks in a vehicle functioning within the physical 

environment of a road, but a principal difference lies in the operational environ-

ment of commercial motor vehicle transportation. More specifically, commercial 

drivers work against the backdrop of a complex operational environment that in-

cludes items such as listed below [1]. 

Practices outlined by the company management. They include scheduling, 

selection, training, and incentives for safe work performance. 

Work requirements. An example of these requirements is customer delivery 

schedules. 

Government or other body regulations and penalties for violations.

Labour policies and traditions.

Finally, it may be added that to the greatest extent possible, the operational envi-

ronment must optimize safety with respect to human error while sustaining produc-

tivity to an acceptable level. 

8.4  Types of Driver Errors, Ranking of Driver Errors,

and Common Driver Errors 

There are various types of driver errors that can result in an accident. Refer-

ences [12, 13] have classified such errors under four distinct categories as shown in 
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Figure 8.1. In a decreasing frequency of occurrence, they are recognition errors, 

decision errors, performance errors, and miscellaneous errors. 

Over the years many studies have attempted to rank the occurrence of driver 

errors. 

The results of two of these studies (I and II) are presented below. In study I, the 

occurrence of various driver errors was ranked from highest frequency of occur-

rence to the lowest frequency of occurrence as presented in Table 8.1 [12, 13]. 

Similarly, in study II, various driver errors/causes were ranked from highest fre-

quency of occurrence to the lowest frequency of occurrence as follows [14]: 

Lack of care 

Too fast 

Looked, but failed to see 

Distraction 

Table 8.1. Ranking of driver errors that contribute to accidents

Rank

(highest occurrence  

to lowest occurrence) 

Error description 

1 Improper lookout 

2 Excessive speed 

3 Inattention 

4 False assumption 

5 Improper manoeuvre

6 Internal distraction 

Figure 8.1. Classification of driver errors that can result in accidents 
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Inexperience 

Failure to look 

Incorrect path 

Poor attention 

Improper overtaking 

Wrong interpretation 

Lack of judgment 

Misjudged distance and speed 

Following too closely 

Difficult manoeuvre 

Reckless or irresponsible 

Incorrect decision/action 

Lack of education or road craft  

Faulty signalling 

Poor skill 

Drivers make many different types of errors. The most common driver errors are 

shown in Figure 8.2 [14, 15]. 

Figure 8.2. Most common driver errors 
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8.5  Methods for Performing Human Error Analysis

in Road Transportation Systems 

There are many methods developed in reliability, safety, and other fields for con-

ducting various types of analysis [16, 17]. Some of these methods can also be used 

to conduct human error analysis in road transportation systems. These methods 

include fault tree analysis, Markov method, failure modes and effect analysis, and 

cause and effect diagram [16, 17]. The applications of fault tree analysis and 

Markov method to perform human error analysis in road transportation systems are 

demonstrated below, separately. 

8.5.1  Fault Tree Analysis 

This method was developed in the early 1960s and is widely used to perform vari-

ous types of reliability and safety studies in the industrial sector. The method is 

described in detail in Chapter 5 and its application to conduct human error analysis 

in road transportation systems is demonstrated through the following example. 

Example 8.1 

After a careful study of functions performed by a motor vehicle driver, it was con-

cluded that he/she can make an error due to one of the following eight causes: 

Heavy traffic 

Poor highway design 

Fatigue 

Poor weather 

Poor training 

Carelessness

Conversation with others  

Poor workplace design 

In turn, poor weather could be either due to snow storm, rain storm, dust storm, 

or freezing rain. Similarly, conversation with others could be either on cell phone 

or with someone in the vehicle. Finally, poor workplace design could be because of 

poor control panel design or poor seating. 

Develop a fault tree for the top event, motor vehicle driver making an error, by 

using the fault tree symbols given in Chapter 5. Using the Chapter 5 fault tree sym-

bols, a fault tree for the example was developed and is shown in Figure 8.3. 

Example 8.2 

In Figure 8.3 fault tree, calculate the probability of the motor vehicle driver making 

an error if the occurrence probability of independent events shown in circles is 0.02. 
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Single capital letters in the fault tree diagram denote corresponding events (e.g., T:

Motor vehicle driver making an error). 

From Chapters 2, 5, and Reference [16], the probability of occurrence of event 

X is given by  

1 1 1 ,P X P F P G  (8.1) 

where 

P(F) is the probability of occurrence of event F.

Figure 8.3. A fault tree for Example 8.1 
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P(G) is the probability of occurrence of event G.

For the specified values of P(F) and P(G), Equation (8.1) yields 

1 1 0.02 1 0.02 ,

0.0396.

P X

Similarly, from Chapters 2, 5, and Reference [16], the probability of occurrence 

of event Y is

1 1 1 1 1 ,P Y P J P K P L P M  (8.2) 

where 

P(J) is the probability of occurrence of event J.

P(K) is the probability of occurrence of event K.

P(L) is the probability of occurrence of event L.

P(M) is the probability of occurrence of event M.

For the given values of P(J), P(K), P(L), and P(M), Equation (8.2) yields 

4
1 1 0.02 ,

0.0776.

P Y

In similar manner, the probability of occurrence of event Z is  

1 1 1 ,P Z P H P I  (8.3) 

where 

P(H) is the probability of occurrence of event H.

P(I) is the probability of occurrence of event I.

For the specified values of P(H) and P(I), from Equation (8.3), we get 

2
1 1 0.02 ,

0.0396.

P Z

Thus, the probability of occurrence of event T (i.e., the motor vehicle driver 

making an error) is given by 

1 1 1 1 1 1

1 1 1 ,

P T P A P X P B P Y P C

P D P Z P E
 (8.4)

where 

P(A) is the probability of occurrence of event A.

P(B) is the probability of occurrence of event B.

P(C) is the probability of occurrence of event C.

P(D) is the probability of occurrence of event D.
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P(E) is the probability of occurrence of event E.

For the specified values of P(A), P(B), P(C), P(D), and P(E) and the calculated 

values of P(X), P(Y), and P(Z), Equation (8.4) yields 

5
1 1 0.02 1 0.0396 1 0.0776 1 0.0396 ,

0.2309.

P T

Thus, the probability of the motor vehicle driver making an error is 0.2309. 

8.5.2  Markov Method 

The Markov method is named after its Russian originator, Andrei Andreyevich 

Markov (1856–1922) and is frequently used to conduct various types of reliability 

studies in the industrial sector; particularly when times to item/system failures and 

repair times are exponentially distributed. The method is described in detail in 

Chapter 5. The following example demonstrates its application to perform human 

error analysis in road transportation systems. 

Example 8.2 

After studying times to human error committed by motor vehicle drivers, it was 

concluded that they are exponentially distributed. More specifically, the error rate 

of motor vehicle drivers is constant.  

Develop probability expressions that a motor vehicle driver will be performing 

his/her task successfully at time t and not performing his/her task successfully at 

time t. Use the state space diagram shown in Figure 8.4 to develop these two ex-

pressions. The numerals in the diagram denote the motor vehicle driver states. 

Figure 8.4. State space diagram representing the motor vehicle driver 

Using the Markov method described in Chapter 5, we write down the following 

equations for the Figure 8.4: 

0 0 d h1 ,P t t P t t  (8.1) 

1 1 0 dh ,P t t P t P t t  (8.2) 

where 
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t is time. 

dh is the constant error rate of the motor vehicle driver. 

dh t is the probability of human error by the motor vehicle driver in finite 

time interval t.

0P t t  is the probability that the motor vehicle driver is performing his/her task 
successfully (i.e., State 0 in Figure 8.4) at time (t + t).

1P t t  is the probability that the motor vehicle driver has committed an error 
(i.e., State 1 in Figure 8.4) at time (t + t).

(1 – dh t) is the probability of zero human error by the motor vehicle driver in 

finite time interval t.
P0(t) is the probability that the motor vehicle driver is performing his/her task 

normally (i.e., State 0 in Figure 8.4) at time t.
P1(t) is the probability that the motor vehicle driver has committed an error 

(i.e., State 1 in Figure 8.4) at time t.

Rearranging Equations (8.1)–(8.2) and taking the limit as t  0, we get 

0 0 0lim

0 d h 0

d
,

d
t

P t t P t P t
P t

t t
 (8.3) 

and

1 1 1lim

0 d h 0

d
( ).

d
t

P t t P t P t
P t

t t
 (8.4) 

At time t = 0, P0 (0) = 1 and P1 (0) = 0.

Solving Equations (8.3) and (8.4) by using Laplace transforms, we get 

0

d h

1
,P s

s
 (8.5) 

and

d h

1

d h

,P s
s s

 (8.6) 

where 

s is the Laplace transform variable. 

By taking the inverse Laplace transforms of Equations (8.5)–(8.6) yield  

d h

0 e ,
t

P t  (8.7) 

d h

1 1 e .
t

P t  (8.8) 

Thus, from Equation (8.7), the motor vehicle driver reliability, Rd(t), at time t is

d h

d 0 e .
t

R t P t  (8.9) 

Similarly, from Equation (8.8), the motor vehicle driver unreliability, URd(t), at 

time t is
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d h

d 1 1 e .
t

UR t P t  (8.10) 

Example 8.3 

Assume that the error rate of a motor vehicle driver is 0.005 errors/hour. Calculate 

the reliability of the motor vehicle driver during a 10-hour work period. 

By substituting the specified data values into Equation (8.9), we get 

(0.005) (10)

d 10 e ,

0.9512.

R

Thus, the reliability of the motor vehicle driver is 0.9512. 

8.6  Bus Accidents and Driver Error 

in Developing Countries 

Each year, there are around 0.8 million road accident fatalities and 20–30 million 

road accident-related injuries throughout the world [2, 3]. As per References [2, 3], 

around 70% of these events occur in the developing countries. Furthermore, the 

fatality rate per registered vehicle is at least 10 to 20 times higher in the developing 

countries than the best industrialized countries. More specifically, the worst devel-

oping countries in the term of fatality rate are Central African Republic, Ethiopia, 

Tanzania, and Nepal [2, 3]. Fatality rates in these countries are 150–200 fatali-

ties/10,000 vehicles/year, 150–200 fatalities/10,000 vehicles/year, 100–150 fatali-

ties/10,000 vehicles/year, and 50–100 fatalities/10,000 vehicles/year, respectively. 

For the period 1996–1998, bus accidents as percentage of total accidents and fa-

talities per bus accident are presented in Table 8.1 for five developing countries: 

Tanzania, Zimbabwe, Nepal, India, and Thailand [2, 3]. As per the table, the high-

est bus accidents as percentage of total accidents are in Tanzania, and the highest 

fatalities per bus accident are in Nepal. As per police analysis, the three main cate-

gories of causes for bus accidents in Tanzania were as follow [2, 3]: 

Human factors (76%) 

Vehicle condition (17%) 

External factors (7%) 

The figure in parentheses in the above three categories denote their correspond-

ing percentage. As per inputs from various sources including interviewees’ percep-

tions, human errors were the principal contributory cause of bus or other road acci-

dents in Tanzania. 

Similarly, as per inputs from various sources, the likely causes of bus accidents 

in Nepal can be classified as follows [2, 18]: 
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Drivers and driving habits 

Road condition 

Vehicle condition 

Other factors 

Table 8.2. Bus accidents as percentage of total accidents and fatalities per bus accident in 
five developing countries

No. Country Bus accidents as percentage 

of total accidents 

Fatalities per bus  

accident 

1 Tanzania 24% 0.39

2 Zimbabwe 15% 0.02

3 Nepal 14% 0.76

4 India 8% 0.17

5 Thailand 5% 0.34

As per Reference [2], 70–80% of bus accidents, for the period 1996–98, in Tan-

zania, Zimbabwe, Nepal, India, and Thailand were due to driver error. It simply 

means that human error is the single most important factor for the occurrence of 

bus accidents in these five countries. 

8.7  Problems 

1. Write an essay on human error in road transportation systems. 

2. List at least seven facts and figures concerned with human error in road trans-

portation systems. 

3. Discuss operational influences that effect commercial motor vehicle driver 

performance. 

4. Discuss four types of driver errors that can lead to an accident. 

5. What are the most common driver errors? 

6. Rank at least ten driver errors from highest frequency of occurrence to the 

lowest frequency of occurrence. 

7. In fault tree in Figure 8.3, calculate the probability of the motor vehicle driver 

making an error if the occurrence probability of independent events shown in 

circles is 0.05. Single capital letters in the fault tree diagram denote corres-

ponding events (e.g., T: motor vehicle driver making an error). 

8. Discuss the occurrence of bus accidents and driver error in developing coun-

tries.

9. Prove that the sum of Equations (8.5) and 8.6) is equal to 
1

s
 and discuss what 

it means. 
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10. Assume that the constant error rate of a motor vehicle driver is 0.002 errors/ 

hour. Calculate reliability and unreliability of the motor vehicle driver during 

a 6-hour work period. 
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Human Error in Aviation 

9.1  Introduction 

Since the first aircraft flight made by the Wright brothers in 1903, the aviation indus-

try has grown into billions of dollars of annual business throughout the world. In 

fact, as per the International Air Transport Association (IATA), over 1.6 billion 

passengers use the world’s airlines for business and leisure travel each year, and over 

40% of world trade of goods is carried by air [1]. Furthermore, in terms of employ-

ment air transport provides around 28 million jobs, directly or indirectly, worldwide. 

Since the late 1950s, concerted efforts to reduce the accident rate in aviation 

have yielded unprecedented levels of safety. Today, the accident rate for air travel 

is one fatality per one million flights [1]. Although, the overall accident rate has 

declined considerably over the years, unfortunately reductions in human error-

related accidents in aviation have failed to keep pace with the reduction of acci-

dents due to environmental and mechanical factors [2–4]. In fact, humans have 

been an increasing causal factor in both military and civilian aviation accidents as 

mechanical equipment have become more reliable [2, 3]. Today, a very large per-

centage of all aviation accidents are attributable, directly or indirectly, to some 

form of human error. 

This chapter presents various different aspects of human error in aviation. 

9.2  Facts, Figures, and Examples 

Some of the facts, figures, and examples, directly or indirectly, concerning human 

error in aviation are as follows: 

Each year over 1.6 billion passengers worldwide travel by air [1]. 

As per a National Aeronautics and Space Administration (NASA) Study, over 

70 percent of airline accidents, since the introduction of highly reliable turbojet 

aircraft in the late 1950s, involved some degree of human error [5]. 
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As per a Boeing study, the failure of the cockpit crew has been a contributing 

factor in over 73% of aircraft accidents globally [6, 7]. 

As per a study reported in Reference [8], pilot error was responsible for 34% of 

major airline crashes between 1990 and 1996. 

In 1978, a United Airlines DC-8 aircraft carrying 189 people crashed while 

attempting to land in Portland, Oregan and killed ten of the people on board be-

cause of pilot error [5]. 

A study of naval aviation accidents revealed that in 1977 accidents solely due to 

mechanical and environmental factors were almost equal to those, at least in 

part, to human error [2, 9]. However, by 1992 mechanical and environmental-

related accidents were virtually eliminated, but the human-error related acci-

dents were reduced by only 50% [2, 9]. 

In 1982, an Air Florida Boeing 737 aircraft crashed into the Potomac River near 

Washington, D.C. because of its pilot’s failure to heed the co-pilot’s repeated 

warnings that the aircraft was moving too slowly during the acceleration prior 

to takeoff [5]. 

As per a study reported in Reference [8], 45% of all major airline crashes occur-

ring at airports are due to pilot error, in comparison to 28% of those occurring 

elsewhere. 

As per a scientific study of aviation crashes in the United States reported in 

Reference [8], crashes due to pilot error in major airlines are decreasing. More 

specifically, as per the findings, they decreased from 43% for the period 1983–

1989 to 34% for the period 1990–1996. 

During the period 1983–1996, there were 29, 798 general aviation crashes, 371 

major airline crashes, and 1,735 commuter/air taxi crashes [8]. A study of these 

crashes revealed that pilot error was a probable cause for 85% of general aviation 

crashes, 38% of major airline crashes, and 74% of commuter/air taxi crashes [8]. 

9.3  Organizational Factors in Commercial Aviation 

Accidents with Respect to Pilot Error 

The occurrence of high-profile accidents such as the nuclear accident at Chernobyl 

[10], the piper Alpha oil platform explosion in the North Sea [11], and the Space 

Shuttle Challenger disaster [12] has brought considerable attention to the role of 

organizational factors in the causation of accidents in high-risk systems [13]. In 

recent years, considerable emphasis is being placed on organizational factors in 

aviation accidents with respect to pilot error. As the result of the emphasis, various 

studies have been conducted. One of these studies is reported in Reference [13]. 

This study analyzed the National Transportation Safety Board’s (NTSB’s) accident 

data concerning commercial aviation of the period 1990–2000. Sixty of the 1322 

accidents that occurred during the specified period were attributable, directly or 

indirectly, to pilot error and contained 70 organizational causes. These causes or 
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factors were grouped under ten distinct categories. These categories, along with 

their corresponding brief descriptions in parentheses, are as follows [13]: 

Inadequate facilities (i.e., failure to provide satisfactory lighting, environmental 

controls, clearance, etc. for flight operations) 

Inadequate procedures or directives (i.e., conflicting or ill-defined policies, 

formal oversight of operation) 

Poor supervision of operations at management level (i.e., failure to provide 

proper guidance, oversight, and leadership to flight operations) 

Faulty documentation (i.e., incorrect checklists, signoffs, and record keeping 

that effects flight operations) 

Inadequate standards/requirements (i.e., clearly defined organizational objec-

tives and adherence to policy) 

Management/company induced pressures (i.e., threats to pilot job status and/or 

pay) 

Poor initial, upgrade, or emergency training/transition (i.e., opportunities for 

pilot training not implemented or made available to appropriate pilots) 

Insufficient or untimely information sharing (i.e., logbooks, weather reports, 

and updates on the part of the organization) 

Poor surveillance of operations (i.e., chain-of-command, organizational climate 

issues, and quality assurance and trend information) 

Poor substantiation process (i.e., well-defined and verified process, accountabil-

ity, standards of operation, regulation, and recording/reporting process) 

The percentage contributions of the organizational causes or factors belonging to 

each of the above 10 categories to 60 accidents, were 1.5% (inadequate facilities), 

21% (inadequate procedures or directives), 10% (poor supervision of operations at 

management level), 4% (faulty documentation), 12% (inadequate standards/require-

ments), 6% (management/company induced pressures), 18% (poor initial, upgrade, 

or emergency training/transition), 12% (insufficient or untimely information shar-

ing), 13% (poor surveillance of operations), and 3% (poor substantiation process). It 

is to be noted from the above numerical values that 39% of the contribution was due 

to organization factors belonging to just two categories (i.e., inadequate procedures 

or directives and poor surveillance of operations). 

9.4  Factors Contributing to Flight Crew 

Decision Errors 

There are various factors that can contribute to flight crew decision errors concerning 

incidents. In particular, at minimum the factors that must be assessed with respect to 

their significance in contributing to flight crew decision errors, are as follows [14]: 
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Equipment factors. These include airplane flight deck indications, airplane con-

figuration, and the role of automation. 

Crew factors. These include crew intention, crew coordination/communication, 

crew understanding of situation at the time of procedure execution, technical 

knowledge/experience/skills, factors that affect individual performance (e.g.,

workload, fatigue, etc.), personal and corporate stressors, situation awareness 

factors (e.g., vigilance, attention, etc.), and so on. 

Flight phase where error occurred. 

The procedure form which the error resulted. This includes crew interpretation 

of the relevant procedure, onboard source of the procedure, current guidelines 

and policies aimed at prevention of incident, procedure status, and procedural 

factors (e.g., complexity, impracticality, negative transfer, etc. ). 

Environmental factors 

Other stimuli (i.e., beyond indications) 

9.5  Fatigue in Long-haul Operations 

Pilot and other flight crew members’ fatigue in long-haul flying is an important 

factor in the occurrence of human errors [15]. For example, each month National 

Aeronautics and Space Administration’s (NASA’s) Aviation Safety Reporting 

System (ASRS) receives reports from various long-haul flight crew members of 

how fatigue and sleep loss have been contributors to major operation-associated 

errors such as listed below [15]: 

Landing with proper clearance 

Altitude busts 

Improper fuel calculations 

Track deviations 

As per Reference [16], the sleep loss along with jet lag associated with multiple 

time zone flights contribute to about three-times higher loss ratio for long-haul 

wide-body aircraft operations, in comparison to the combined short and medium-

range fleet operations. 

Three underlying factors for increased fatigue due to jet lag that can interfere 

with flight crew performance and judgment in the cockpit are shown in Figure 9.1 

[15]. The factor, disruption of circadian, or 24-hour, rhythms in physiological and 

psychological functions, is probably best known by aviators as the major cause of 

jet lag. It occurs because of the slow rate at which physiological processes underly-

ing both sleep and wake adjust to rather rapid changes in time. It is to be noted that 

a clock delay occurs on flights in westward direction, as opposed to a clock ad-

vance on flights in eastward direction. Past experiences indicate that the latter is 

frequently more difficult to adjust than the former. 



 9.6 Reasons for Retaining Air Traffic Controllers, Effects of Automation  121

The factor, disruption of sleep/wake patterning leading to a sleep debt, simply 

means that the circadian disruption generated by Trans-meridian flight normally 

leads to sleep loss that further increases fatigue quite significantly. Sleep duration is 

longest when one goes to bed near the daily temperature peak (i.e., early evening) 

and shortest when one goes to bed near the daily trough (i.e., around 4:00 a.m.). All 

in all, sleep loss is a major operational variable in cockpit fatigue. 

The factor, daytime sleep tendency is also tied to chrono-biological processes, 

simply means that not only is sleep during long-haul operational schedules affected 

by the biological clock and sleep loss, but ones level of alertness during awake is 

also influenced quite significantly by biological clock dynamics. 

Finally, from the above three factors, one can conclude the following: 

Sleepiness is rhythmic that reaches a peak value in the early morning and late 

afternoon hours. 

An individual’s internal body clock has a period greater than 24 hours. 

The sleep length and type is partially determined by biological clocks. 

9.6  Reasons for Retaining Air Traffic Controllers, 

Effects of Automation on Controllers, and Factors

for Controller-caused Airspace Incidents 

There are many reasons for retaining air traffic controllers. Some of the most 

commonly cited reasons for the retention of human controllers, even in highly 

automated air traffic control systems, are as follows [17]: 

To understand and interpret the automation 

To retain human legal responsibility 

To deal with emergency and non-standard situations 

To maintain human knowledge and skills 

Figure 9.1. Factors/causes for increased fatigue due to jet lag 
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To revert to manual mode in the event of equipment failure 

To conduct training or assessments 

To respond to different machine modes 

To retain human intentionality 

Although air traffic controllers are still present, in the future, automation may 

change human tasks and functions to a such degree that may make it appropriate to 

rematch humans and machines before accruing any benefits from it. More specifi-

cally, automated aids for human higher cognitive functions definitely need more in 

human factors terms than proof that they are reliable, safe, and efficient and can 

help or increase human performance. Nonetheless, some of the incidental effects of 

automation on air traffic controllers are as follows [17]: 

Automation can undermine the trust of controllers in the machine unless it is 

highly reliable and safe. 

Automation can affect the formation and maintenance of situational awareness 

of controllers in the form of the mental picture, concerning the existing and po-

tential air traffic scenario. 

Table 9.1. Factors for controller-caused airspace incidents grouped under three categories 

FactorsNo. Type of  

incident Category I:  

Active

Category II: 

Organization 

Category III: 

Local

1 Near collision Diagnosis, proce-

dural, and actions 

inconsistent with 

specified procedures

Poor defenses  

and inadequate 

resource

management

Various

psychological 

factors 

2 Loss of  

separation

Actions incompati-

ble with specified 

procedures (i.e.,

execution errors) 

Poor control and 

monitoring, poor 

specifications or 

requirements

High controller 

workload factors in 

addition to poor 

concentration/lack 

of attention 

3 Air traffic service 

(ATS) flight

information

deficiency 

Inaccurate system 

“diagnosis” errors 

Inadequate

procedures and 

poor control and 

monitoring

Inadequate check-

ing and inadequate 

concentration/lack 

of attention 

4 ATS coordination 

deficiency 

Actions incompati-

ble with specified 

procedures (i.e.,

execution errors) 

Deficiencies in 

system design and 

poor specifications 

or requirements  

Poor concentration, 

instructions and 

procedures

5 ATS clearance 

deficiency 

Actions incompati-

ble with specified 

procedures

Poor control and 

monitoring and 

poor resource man-

agement instruc-

tions

Poor checking and 

concentration and 

lack of attention 
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Automation can cause human error, particularly if it requires new controller 

knowledge and new operational procedures, when there is not adequate transfer 

of training between the old system and the new system. 

Automation can induce controller uncertainty about detecting any machine 

fault, finding the degree of its ramifications, and determining which of the ma-

chine functions remain reasonably unaffected by it. 

There are many factors for controller-caused airspace incidents. A number of 

such factors, revealed by a New Zealand study of controller caused airspace inci-

dents between 1994–2002, are presented in Table 9.1 under three distinct catego-

ries [18]. These categories are active, local, and organization. 

9.7  Types of Pilot–Controller Communication Errors 

and Recommendations to Reduce 

Communication Errors 

The communication between pilots and air traffic controllers is subject to various 

types of errors. A Federal Aviation Administration (FAA) study analyzed a total of 

386 reports submitted to the Aviation Safety Reporting System (ASRS) between 

July 1991 and May 1996. As per this study, the communication errors can be 

grouped into four types as shown in Figure 9.2 [19]. These are read-back/hear-back 

errors, no pilot readback, hearback errors Type I, and miscellaneous errors. A read-

back error may simply be described as a discrepancy between the clearance the air 

traffic controller issued and the pilot read-back. In situations when the controller 

overlooks to correct this discrepancy, the oversight is know as “hear-back error”. 

Figure 9.2. Types of pilot-controller communication errors 



 9 Human Error in Aviation 124

In this study, read-back/hear-back errors were the most common type of communi-

cation errors and they accounted for 47% of the total errors. The most common 

contributing factor for the occurrence of readback/hearback errors was similar call 

signs, followed by controller workload [19]. 

A pilot read-back is probably the first and most efficient way to catch miscom-

munications between pilots and controllers. In this study, a lack of a pilot read-

back (i.e., no pilot readback) accounted for 25% of the total errors. The pilot ex-

pectation was the most common factor associated with a no pilot read-back that 

resulted in communication errors [19]. 

Hear-back errors type II are controller errors in which the aircraft pilot correctly 

and accurately repeats the issued clearance, but the controller overlooks to notice 

the issued clearance that, in fact, was not the clearance that he/she intended to 

issue. This type of error also includes events where the pilot made an action state-

ment or intent that the controller should have picked up was, in fact, problematic. 

In this study, hear-back errors type II accounted for 18% of the total errors [19]. 

Miscellaneous errors are all those errors that cannot be classified under the 

above three types of errors. An example of such errors is a pilot misunderstanding 

a clearance. In this study, miscellaneous errors accounted for 10% of the total 

errors [19]. 

Some of the recommendations that can help to reduce communication errors be-

tween pilots and controllers are as follows [19]: 

Encourage air traffic controllers to speak slowly and distinctly. 

Encourage aircraft pilots to respond to controller instructions with a full read-

back of all important elements. 

In the event of having similar call signs on the frequency, encourage controllers 

to continue to announce this fact. 

Encourage controllers not to issue “strings” of instructions to different aircraft. 

Encourage controllers to keep all instructions short with a maximum of four 

instructions per transmission. 

In the event of having similar call signs on the frequency, encourage all pilots to 

say their call sign prior and after each and every readback. 

Encourage controllers to treat all readbacks as they would treat any other piece 

of incoming information. 

9.8  Methods for Performing Human Error Analysis 

in Aviation 

There are many methods and techniques developed in areas such as reliability, 

quality, and safety for performing various types of analysis [2, 20, 21]. Some of 

these methods and techniques can also be used to perform human error analysis in 

aviation. These methods and techniques include fault tree analysis, cause and effect 
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diagram, failure modes and effect analysis, Markov method, Pareto diagram and 

the human factors analysis and classification systems. One of these methods and 

techniques (i.e., fault tree analysis) is presented below. 

9.8.1  Fault Tree Analysis 

This is a widely use method for performing reliability and safety analyses in the 

industrial sector and it was developed in the early 1960s at the Bell Telephone 

Laboratories [22]. The method is described in Chapter 5, and its application to per-

form human error analysis in aviation is demonstrated by the following example. 

Example 9.1 

Assume that a pilot can commit an error due to any of three causes: carelessness, 

faulty communication with air traffic controllers, or faulty information from co-

pilot. In turn, faulty communication with air traffic controllers could either be 

caused by poor communication channels or language barrier. In addition, two 

causes for receiving faulty information from co-pilot are faulty documentation or 

co-pilot carelessness. 

Develop a fault tree for the top event, pilot committing an error, by using fault 

tree symbols given in Chapter 5. Using fault tree symbols given in Chapter 5, 

a fault tree for the example, shown in Figure 9.3, was developed. 

Figure 9.3. A fault tree for Example 9.1 
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Example 9.2 

In Figure 9.3 fault tree, calculate the probability of occurrence of the top event: 

pilot committing an error, if the occurrence probability of independent fault events 

denoted by circles is 0.05. Single capital letters in the fault tree diagram denote 

corresponding fault events (e.g., F: Faulty documentation and T: Pilot committing 

an error). 

Thus from Chapters 2, 5 and Reference [20] the probability of occurrence of 

event A is  

1 1 1 ,P A P D P E  (9.1) 

where, 

P(D) is the probability of occurrence of event D.

P(E) is the probability of occurrence of event E.

For the specified values of P(D) and P(E), Equation (9.1) yields 

1 1 0.05 1 0.05 ,

0.0975.

P A

Similarly, the probability of occurrence of event B is given by  

1 1 1 ,P B P F P G  (9.2) 

where, 

P(F) is the probability of occurrence of event F.

P(G) is the probability of occurrence of event G.

For the specified values of P(F) and P(G), from Equation (9.2), we get 

1 1 0.05 1 0.05 ,

0.0975.

P B

Finally, the probability of occurrence of top event T (i.e., pilot committing an er-

ror) is  

1 1 1 1 ,P T P A P B P C  (9.3)

where, 

P(C) is the probability of occurrence of event C.

For the calculated values of P(A) and P(B) and the specified value of P(C),

Equation (9.3) yields 

1 1 0.0975 1 0.0975 1 0.05 ,

0.2262.

P T

Thus, the probability of occurrence of the top event T: Pilot committing an error 

is 0.2262. Figure 9.4 shows the redrawn fault tree of Figure 9.3 with the given and 

calculated fault event occurrence probability values. 
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Figure 9.4. Redrawn Figure 9.3 fault tree with the calculated and specified fault event oc-
currence probability values 

9.9 Examples and Study of Actual Airline Accidents 

due to Human Error 

Over the years many airline accidents have occurred, directly or indirectly, due to 

human error. Two of these accidents were as follows [2]: 

Korean Airlines Flight KAL007 Accident. A Korean Airlines aircraft carry-

ing 246 passengers and 23 crew members on board, took off from Anchorage, 

Alaska en route to Seoul, South Korea on August 31, 1983. The plane gradually 

drafted off course into Soviet territory and was shot down by two heat-seeking 

missiles fired from a Soviet fighter plane. As the result of this international in-

cident all people on board the aircraft died.  

A subsequent investigation by the International Civil Aviation Organization 

(ICAO) revealed that this tragedy or accident was due to pilot error [2, 22]. 

More specifically, flight crew failed to detect the aircraft’s deviation from its 

preassigned flight track for over five hours because of a lack of situational 

awareness and poor flight deck co-ordination [22]. 

British Midland Airways Flight BD092 Accident. A British Midland Airways 

twin-engine aircraft Boeing 737-400 departed from Heathrow Airport, London, 

U.K. for Belfast, Northern Ireland on January 8, 1989 and crashed due to en-

gine-related problems. A total of 39 people lost their lives in the crash [2]. 

A subsequent investigation revealed that the aircraft’s pilot failed to identify 

correctly the engine that had malfunctioned [23]. 
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9.10  Accident Prevention Strategies 

Over the years various strategies have been explored or proposed to minimize the 

occurrence of aircraft accidents. A careful attention to factors such as listed below 

can be quite useful to prevent aircraft accidents [14, 24]. 

Flying pilot adherence to procedures 

Non-flying pilot adherence to procedures 

Other operational procedural considerations 

Maintenance/inspection action 

Design improvement 

Air traffic control-crew communication 

Embedded piloting skills 

Air traffic control system performance 

Approach path stability 

Pilot experience in aircraft type 

Captain/instructor pilot exercise of authority 

Elimination of runway hazards 

Control of crew fatigue 

First officer’s cross-check performance as non-flying pilot 

Response to ground proximity warning system (GPWS) 

Weather information availability and accuracy 

Flight engineer adherence to procedures 

Flying pilot awareness and attention 

Go-around decision 

Use of all available approach aids 

Training for abnormal conditions 

9.11  Problems 

1. Write an essay on human error in aviation industry. 

2. List at least six facts and figures concerned with human error in aviation. 

3. Discuss organizational factors in commercial aviation accidents with respect to 

pilot error. 

4. List at least five important factors that must be assessed with respect to their 

significance in contributing to flight crew decision errors. 

5. Discuss factors/causes for increased flight crew fatigue due to jet lag. 

6. What are the important reasons for retaining air traffic controllers, even in 

highly automated air traffic control systems? 

7. Discuss incidental effects of automation on air traffic controllers. 
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8. Discuss four types of pilot-controller communication errors. 

9. List at least five most important ways for reducing communication errors be-

tween pilots and controllers. 

10. Discuss the following two aircraft accidents: 

Korean Airlines flight KAL007 accident 

British Midland Airways Flight BD092 accident 
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10

Human Error in Aircraft Maintenance 

10.1  Introduction 

Aircraft maintenance is an important element of the aviation system that supports 

aviation industry worldwide. As per References [1, 2], in 1989 the maintenance ele-

ment constituted around 12% of US airlines’ operating costs, or more than $8 billion 

annually. Needless to say, growth in air traffic and increased demands upon aircraft 

utilization due to the stringent requirements of commercial schedules continue to put 

pressures on maintenance operations for on-time performance. This, in turn, has 

opened up further windows of opportunity for the occurrence of human errors [3]. 

Thus, for a safe and reliable air transportation system, the existence of a sound 

aircraft maintenance system is essential [4]. The backbone of this system is the air-

craft maintenance technician (AMT) workforce. This workforce looks after needs 

and requirements of maintaining aircraft for safe and operationally efficient flights. 

Just like in the performance of any other task, the performance of aircraft mainte-

nance tasks is subject to human error. Past experiences indicate that human error in 

aircraft maintenance has been a causal factor in several air carrier accidents around 

the world that have resulted in many fatalities [3]. It means that there is a definite 

need to minimize the occurrence of such errors for safe and reliable flights. This 

chapter presents various important aspects of human error in aircraft maintenance. 

10.2  Facts, Figures and Examples 

Some of the facts, figures, and examples, directly or indirectly, concerned with 

human error in aircraft maintenance are as follows: 

As per References [5, 6], maintenance and inspection have been found to be 

factors in around 12% of major aircraft accidents. 

In 1979, in a DC-10 aircraft accident due to improper maintenance procedures 

followed by maintenance personnel 272 people died [7]. 
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A study of safety issues versus onboard fatality of worldwide jet fleet for the 

period 1982–1991 singled out maintenance and inspection as the second most 

important safety issue with onboard fatalities [8, 9]. 

In 1983, an aircraft departing from Miami Airport lost oil pressure in all three 

of its engines because of missing chip detector O-rings. A subsequent investiga-

tion of the incident revealed that poor inspection and supply procedures were 

the cause of the problem [10]. 

A study reported that 18% of all aircraft accidents are maintenance related [4, 11]. 

In 1986, a report stated that mechanical failure preceded by faulty maintenance 

is the major cause of aircraft accidents [12, 13]. 

A study reported that 15% of aircraft accidents during the period 1982–1991 

had maintenance as a contributing factor [14]. 

A study reported that the distribution of 122 maintenance errors in a major 

airline over a period of three years was: omission (56%), incorrect installations 

(30%), wrong parts (8%), and other (6%) [15, 16]. 

A study of data obtained from the United Kingdom Civil Aviation Authority 

Mandatory Occurrence Report database revealed that maintenance error events 

per million flights almost doubled over the period 1990–2000 [17]. 

In 1988, the upper cabin structure of a Boeing 737 -200 aircraft was ripped 

away during a flight because of structural failure. A subsequent investigation 

revealed that two maintenance inspectors failed to identify over 240 cracks in 

the skin of the aircraft at the time of inspection [17, 18]. 

In 1991, an Embraer 120 aircraft carrying 13 people on board experienced 

a sudden structural break-up in flight and crashed, killing all on board. A sub-

sequent investigation into the crash revealed that the cause of the accident was 

the removal of attaching screws, on the top of the left side leading edge of the 

horizontal stabilizer, during scheduled maintenance [3, 17]. 

10.3  Reasons for the Occurrence of Human Error

in Maintenance 

There are virtually limitless factors that can impact worker performance. The Inter-

national Civil Aviation Organization (ICAO) lists over 300 such factors/influences 

ranging from temperature to boredom [19]. Nonetheless, some of the important 

reasons for the occurrence of human error in maintenance are as follows [7, 20]: 

Complex maintenance-related tasks 

Poor work environment (i.e., lighting, humidity, temperature, etc.) and work 

layout 

Time pressure 

Fatigued maintenance personnel 

Inadequate work tools, training, and experience 
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Poor equipment design 

Poorly written maintenance procedures 

Outdated maintenance manuals 

In particular, with respect to maintenance technicians’ training and experience, 

as per a study, those who ranked highest possessed characteristics such as shown in 

Figure 10.1 [7, 21]. Also, as per correlation analysis there were positive correla-

tions between task performance and factors such as years of work experience, mo-

rale, responsibility-handling ability, and amount of time in career field. Similarly, 

there were negative correlations between task performance and anxiety level and 

fatigue symptoms. 

10.4  Major Categories of Human Errors in Aircraft

Maintenance and Inspection Tasks, Classification

of Human Error in Aircraft Maintenance and Their

Occurrence Frequency, and Common Errors

in Aircraft Maintenance 

A study of a major United States Airlines data indicates that there are many major 

categories of human errors in aircraft maintenance and inspection tasks. Eight of 

these categories are shown in Figure 10.2 [16, 22]. 

A Boeing study examined 86 aircraft incident reports concerning maintenance 

error and classified human errors into 31 distinct categories. These categories along 

with their occurrence frequency are presented in Table 10.1 [23]. 

A United Kingdom Civilian Aviation Authority (UKCAA) study conducted 

over a period of three years, reported the following commonly occurring human 

errors in aircraft maintenance [14, 16]: 

Wrong installation of parts 

Loose objects such as tools left in the aircraft 

Figure 10.1. Highest ranked maintenance technicians’ characteristics 
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Failure to remove landing gear ground lock pins prior to aircraft departure 

Fitting of incorrect components or parts 

Unsecured fuel caps and refuel panels 

Discrepancies in electrical wiring including cross connections 

Unsecured fairings, cowlings, and access panels 

Inadequate lubrication 

Table 10.1. Maintenance error categories along with their corresponding occurrence fre-
quencies

No. Maintenance error category Occurrence 

frequency 

1 System operated in unsafe conditions 16

2 System not made safe 10

3 Equipment failure 10

4 Towing event 10

5 Falls and spontaneous actions 6

6 Degradation not discovered 6

7 Person entered dangerous zones 5

8 Unfinished installation 5

9 Work not documented 5

10 Did not obtain or use appropriate equipment 4

11 Person contacted hazard 4

12 Unserviceable equipment/system used 4

13 System/equipment not activated/deactivated 4 

14 No appropriate verbal warning given 3

15 Safety lock or warning moved 2

16 Pin/tie left in place 2

17 Not tested appropriately 2

18 Equipment/vehicle contacted aircraft 2

19 Warning sign or tag not used 2

20 Vehicle driving instead of towing 2

21 Incorrect fluid type 1

22 Access panel not closed 1

23 Incorrect panel installation 1

24 Material left in engine/aircraft 1

25 Wrong orientation 1

26 Equipment not installed 1

27 Contamination of open system 1

28 Incorrect component/equipment installed 1

29 Unable to access part or component in stores 1

30 Necessary servicing not performed 1

31 Miscellaneous 6
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Figure 10.2. Major categories of human errors in aircraft maintenance and inspection tasks 

10.5  Methods for Performing Human Error Analysis

in Aircraft Maintenance 

Over the years many methods have been developed to perform various types of 

reliability analysis in engineering systems. Two widely used methods are fault tree 

analysis (FTA) and the Markov method. Both these methods can also be used to 

perform human error analysis in aircraft maintenance. Their applications to per-

form human error analysis in aircraft maintenance are presented below, separately. 

10.5.1  Fault Tree Analysis 

This method is widely used in the industrial sector to perform various types of 

reliability and safety studies. Additional information on the method is available in 

Chapter 5 and References [20, 24]. The following example demonstrates its appli-

cation in performing human error analysis in aircraft maintenance. 

Example 10.1 

Assume that the causes for an aircraft maintenance technician making an error are 

time pressure, poor management, inadequate tools, poorly written maintenance 

manuals, poor training, or use of incorrect maintenance manual. In turn, two factors 

for the time pressure are emergency job or management requirement. Similarly, two 
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reasons for the poor management are poor supervisory staff or poor organizational 

structure.

Develop a fault tree for the top event, aircraft maintenance technician making an 

error, by using the Chapter 5 fault tree symbols. Thus, by using fault tree symbols 

given in Chapter 5, a fault tree for the example was developed and is shown in 

Figure 10.3. 

Example 10.2 

Assume that the occurrence probability of independent fault events denoted by circles 

in Figure 10.3 is 0.01. Calculate the probability of occurrence of the fault tree top 

event: aircraft technician making an error. Single capital letters in the fault tree dia-

gram denote corresponding fault events (e.g., K: Poor training and L: Inadequate 

tools). 

Thus, from Chapter 5 and Reference [20] the probability of occurrence of event 

X is

1 1 1 ,P X P M P N  (10.1) 

where 

P(M) is the probability of occurrence of event M.

P(N) is the probability of occurrence of event N.

Using the specified value of P(M) = P(N) = 0.01 in Equation (10.1), we get 

1 1 0.01 1 0.01 ,

0.0199.

P X

Figure 10.3. Fault tree for Example 10.1 
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Similarly, the probability of occurrence of event Y is given by 

1 1 1 ,P Y P O P P  (10.2) 

where 

P(O) is the probability of occurrence of event O.

P(P) is the probability of occurrence of event P.

Using the given value of P(O) = P(P) = 0.01 in Equation (10.2) yields 

2
1 1 0.1 ,

0.0199.

P Y

Finally, the probability of occurrence of the fault tree top event T is

1 1 1 1 1 1 1 ,P T P X P Y P I P G P K P L

  (10.3) 

where 

P(I) is the probability of occurrence of event I.

P(G) is the probability of occurrence of event G.

P(K) is the probability of occurrence of event K.

P(L) is the probability of occurrence of event L.

Figure 10.4. Redrawn fault tree of Figure 10.3 with the specified and calculated event 
occurrence probability values 
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Using the above calculated values and the specified data values in Equa-

tion (10.3), we get 
2 4

1 1 0.0199 1 0.01 ,

0.0773.

P T

Thus, the probability of occurrence of the fault tree top event: aircraft technician 

making an error, is 0.0773. Figure 10.4 shows the Figure 10.3 fault tree with the 

above calculated and the specified event occurrence probability values. 

10.5.2  Markov Method 

This is a widely used method to perform various types of reliability analysis and is 

named after a Russian mathematician, its originator. Additional information on the 

method is available in Chapter 5 and in References [20, 24]. Its application to per-

form human error analysis in aircraft maintenance is demonstrated through the 

following example: 

Example 10.3 

Assume that an aircraft engine can fail either due to a maintenance error or other 

than a maintenance error. Maintenance error and non-maintenance error failure 

rates are constant. The failed engine from both the failure modes is repaired at 

a constant rate. This scenario is depicted by the state space diagram shown in Fig-

ure 10.5. Numerals in circles denote system states. 

Develop probability expressions for the aircraft engine working normally, failed 

due to a maintenance error, and failed due to a non-maintenance error failure at 

time t, by using the Markov method. 

Figure 10.5. Aircraft engine with maintenance error transition diagram 
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With the aid of Markov method, we write down the following Equations for the 

Figure 10.5 diagram: 

0

m 0 m 2 1

d
,

d

P t
P t P t P t

t
 (10.4) 

1

1 0

d
,

d

P t
P t P t

t
 (10.5) 

2

m 2 m 0

d
.

d

P t
P t P t

t
 (10.6) 

At time t = 0, P0(0) = 1 and P1(0) = P2(0) = 0.

Symbols used in Equations (10.4)–(10.6) and Figure 10.5 are defined below. 

t is time. 
Pi(t) is the probability that the aircraft engine is in state i at time t; for i = 0 means the 

engine operating normally, i = 1 means the engine failed due to a cause other 

than maintenance error, i = 2 means the engine failed due to a maintenance error. 

 is the aircraft engine constant non-maintenance error failure rate. 

m is the aircraft engine constant maintenance error rate. 

 is the aircraft engine constant repair rate from state 1. 

m is the aircraft engine constant repair rate from state 2. 

Solving Equations (10.4)–(10.6) by using Laplace transforms, we get 

0 ,
ms s

P s
A

 (10.7) 

where 

s is the Laplace transform variable and 

2

m m m m m ,A s s s   (10.8) 

m

1 ,
s

P s
A

 (10.9) 

m

2 .
s

P s
A

 (10.10) 

By taking inverse Laplace transforms of Equations (10.7)–(10.10), we get 

1 21 m 2 2 2 mm
0

1 2 1 1 2 1 1 2

e e ,c t c t
c c c c

P t
c c c c c c c c

 (10.11) 

where 

1/ 2
2

m m m m m m m

1 2

4
, ,

2
c c

  (10.12) 
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1 2 m m m ,c c  (10.13) 

1 2 m m ,c c  (10.14) 

1 2m 2m 1 m
1

1 2 1 1 2 2 1 2

e e ,c t c t
cc

P t
c c c c c c c c

 (10.15) 

1 22 mm m 1 m
2

1 2 1 1 2 2 1 2

e e .c t c t
cc

P t
c c c c c c c c

 (10.16) 

The probability of the aircraft engine failure due to maintenance error at time t

is given by Equation (10.16). 

As t becomes very large, Equation (10.16) reduces to 

m
2

1 2

m

m m m

,

.

P
c c

 (10.17) 

where 
P2 is the steady state probability of the aircraft engine failure due to maintenance 

error. 

Example 10.4 

Assume that the constant failure rate of an aircraft engine due to maintenance error 

is 0.0001 failures/hour and the engine constant failure rate other than due to main-

tenance error is 0.0009 failures/hour. The engine constant repair rate is 0.004 re-

pairs/hour. More specifically, it is same for the both types of failures. 

Calculate the steady state probability of the engine failure due to maintenance 

error. Thus, by substituting the given data values into Equation (10.17), we get 

2 2

0.0001 0.004
,

0.004 0.0009 0.004 0.0001 0.004

0.02.

P

Thus, the steady state probability of the aircraft engine failure due to mainte-

nance error is 0.02. 

10.6  Case Studies of Human Error 

in Aviation Maintenance 

Over the years, many aircraft accidents due to human error in maintenance have 

occurred. Two of these accidents are briefly described below. 
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10.6.1  British Airways BAC 1–11 Aircraft Accident 

This accident occurred on June 10, 1990 when a British Airways BAC 1–11 air-

craft departed Birmingham International airport in the United Kingdom for 

Malaga, Spain with 81 passengers and 6 crew members on board. As the aircraft 

was climbing through 17,300 feet pressure altitude, a cockpit windscreen blown 

out and sucked out the pilot in command through the windscreen aperture [3]. 

Fortunately, the co-pilot immediately regained control of the aircraft and the 

cabin crew members held the pilot by the ankles until the landing of the aircraft. 

A subsequent investigation into the accident revealed that the cause of the accident 

was the fitting of a replacement windscreen by using incorrect bolts [3]. 

10.6.2  Continental Express Embraer Brasilia Accident 

This accident occurred in September 1991 when a Continental Express Embraer 

Brasilia crashed, killing all on board, because the leading edge of the left horizon-

tal stabilizer separated from the aircraft [2]. A subsequent investigation into the 

accident revealed that the night before the accident some maintenance work, in-

volving the removal of screws from the upper left surface of the aircraft’s “T-tail,” 

was performed. When the shift change occurred, the work was only partially com-

pleted and it was not documented. 

Unfortunately, maintenance technicians of the incoming shift, being unaware of 

the partial completion of the maintenance work, signed the aircraft back into ser-

vice. In the final report on the accident, the National Transportation Safety Board 

highlighted deficient maintenance practices within the airline organization [2, 25]. 

10.7  Useful Guidelines to Reduce Human Error

in Aircraft Maintenance 

Over the years, various guidelines have been developed to reduce the occurrence of 

human error in aircraft maintenance. These guidelines cover the following ten 

areas [9]: 

Tools and equipment 

Procedures  

Design

Human error risk management 

Towing aircraft 

Maintenance incident feedback 

Training

Shift handover 

Communication 

Supervision
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Guidelines associated with each of the above ten areas are presented below, 

separately. Two guidelines concerning tools and equipment are reviewing systems 

by which items such as stands and lighting systems are kept to remove unservice-

able equipment from service and repairing it rapidly, and ensuring the storage of 

lock-out devices in such a way that it becomes immediately apparent when they are 

left in place inadvertently. Four guidelines concerning procedures are as follows: 

Review work practices on a regular basis to ensure that they do not differ sig-

nificantly from formal procedures. 

Review checklist effectiveness in assisting the performance of aircraft mainte-

nance people in routine circumstances such as preparing an aircraft for towing 

and activating hydraulics. 

Ensure that standard work practices are being followed throughout all mainte-

nance operations. 

Review all documented maintenance procedures and practices on a regular basis 

with respect to their consistency, accessibility, and realism. 

Two useful guidelines pertaining to design are actively seek relevant informa-

tion on the occurrence of human errors during the maintenance phase to provide 

appropriate input in the design phase and ensure that all equipment manufacturers 

give adequate attention to maintenance-related human factors during the design 

phase. Three guidelines pertaining to human error risk management are as follows: 

Avoid carrying out simultaneously the same maintenance task on similar redun-

dant items. 

Review formally the effectiveness of defences, such as engine runs, built into 

the system to detect maintenance errors. 

Review the need to disturb normally functioning systems for performing rather 

nonessential periodic maintenance inspections, because the disturbance may re-

sult in a maintenance error. 

A useful guideline in the areas of towing aircraft or other equipment is, review 

the procedures and equipment used for towing to and from all maintenance facili-

ties. Two guidelines in the area of maintenance incident feedback are as follows:  

Ensure that all appropriate personnel in management receive an effective feed-

back on human factors-related maintenance incidents periodically, with particu-

lar consideration to the underlying conditions that promote the occurrence of 

such incidents. 

Ensure that all personnel involved with training are given an effective feedback 

on recurring human factors-related maintenance incidents on a regular basis, so 

that appropriate corrective measures at these problems are targeted effectively.

Two useful guidelines concerning training are periodically provide appropriate 

training courses to maintenance people with emphasis on company procedures, and 

consider introducing crew resource management for individuals, directly or indi-

rectly, involved with maintenance. One particular guideline in the area of shift 

handover is to ensure the adequacy of practices concerned with shift handover by 
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considering documentation and communication, so that all incomplete tasks are 

transferred correctly across all shifts. 

An important guideline concerning the communication area is to ensure that ap-

propriate systems are in place for disseminating important pieces of information to 

all concerned with the maintenance activity, so that repeated errors or changing 

procedures are considered with care. 

Finally, a useful guideline pertaining to the supervision area is to recognize that 

supervision and management oversights need to be strengthened, particularly in the 

final hours of each shift, as the occurrence of human errors becomes more likely. 

10.8  Problems 

1. Write an essay on human error in aircraft maintenance. 

2. List at leas five facts and figures concerned with human error in aircraft main-

tenance.

3. What are the principal reasons of the occurrence of human error in the mainte-

nance activity? 

4. What are the major categories of human errors in aircraft maintenance and 

inspection tasks? 

5. Discuss commonly occurring human errors in aircraft maintenance. 

6. Discuss in detail the occurrence of an aircraft accident due to a maintenance 

error. 

7. List at least ten useful guidelines to reduce human error in aircraft mainte-

nance. 

8. Prove that the sum of Equations (10.7), (10.9) and (10.10) is equal to 
1

s
.

9. Obtain steady state probability expressions for Equations (10.11) and (10.15). 

10. Prove Equations (10.11), (10.15), and (10.16) by using Equations (10.7), 

(10.9), and (10.10). 
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11

Mathematical Models for Predicting Human 

Reliability and Error in Transportation Systems 

11.1  Introduction 

Mathematical modeling is a widely used approach in which the components of an 

item are represented by idealized elements assumed to have all the representative 

characteristics of real life components, and whose behaviour is possible to be de-

scribed by equations. However, a mathematical model’s degree of realism depends 

on the assumptions imposed upon it. 

Over the years, in the area of reliability engineering, various types of mathe-

matical models have been developed to study human reliability and human error in 

engineering systems. Many of these models were developed using stochastic pro-

cesses including the Markov method [1, 2]. Although the effectiveness of such 

models can vary from one application to another, some of them are being used 

quite successfully to study various types of real-life problems in the industrial 

sector [3]. Thus, some of these models can also be useful to study human reliability 

and error-related problems in transportation systems. 

This chapter presents the mathematical models considered useful to perform 

various types of human reliability and error analysis in transportation systems. 

Most of these models are based upon the Markov method. 

11.2  Models for Predicting Human Performance 

Reliability and Correctability Probability 

in Transportation Systems 

People involved with transportation systems perform various types of time continu-

ous tasks including tracking, operating, and monitoring. In performing such tasks 

humans can make mistakes or errors and sometime can correct the self-generated 
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errors as well. Therefore, this section presents two mathematical models to predict 

human performance reliability and correctability probability. 

11.2.1  Model I 

This model is concerned with predicting the human performance reliability or more 

specifically, the probability of performing a time continuous task correctly. An 

expression for predicting human performance reliability is developed as follows 

[1–5]. 

The probability of occurrence of human error, say, in a transportation system-

related task, in the finite time interval t with event Y given is 

,P X Y T T  (11.1) 

where 

(t) is the human error rate at time t; this is analogous to the hazard rate, z (t), in 

the classical reliability theory. 

X is an event that human error will occur in time interval [t, t + t]. 

Y is an errorless performance event of duration t.

The joint probability of the errorless performance is expressed by  

,P X Y P Y P Y P X Y P Y  (11.2) 

where 

X  is the event that human error will not occur in time interval [t, t + t]. 

P(Y) is the occurrence probability of event Y.

It is to be noted that Equation (11.2) denotes an errorless performance probabil-

ity over time intervals [0, t] and [t, t + t]. Equation (11.2) may be rewritten as 

follows: 

h h h ,R t R t P X Y R t t  (11.3) 

where 

Rh(t) is the human reliability at time t.

Substituting Equation (11.1) into Equation (11.3) yields 

h h

h .
R t t R t

R t t
t

 (11.4)

In the limiting case Equation (11.4) becomes 

h h hlim

0 h

d
.

d
t

R t t R t R t
R t t

t t
 (11.5) 

At time t = 0, Rh(0) = 1.
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By rearranging the two right-hand terms of Equation (11.5), integrating the both 

sides over the time interval [0, t], and using the above initial conditions, we get 

h

h

h1 0

1
d d .

R t t

R t t t
R t

 (11.6) 

After evaluating the left side of Equation (11.6), we get 

0

d

h e .

t

t t

R t  (11.7) 

The above equation is the general expression to compute human performance 

reliability for any time to human error statistical distribution (e.g., exponential, 

gamma, and Weibull). 

By integrating Equation (11.7) over the time interval [0, ], we obtain the fol-

lowing general expression for the mean time to human error: 

0

( )

0

t

t dt

mheT e dt  (11.8) 

Example 11.1 

Assume that the error rate of a train driver is 0.0004 errors/hour (i.e., times to hu-

man error are exponentially distributed). Calculate the driver’s reliability during 

a 8-hour work period. 

Thus, for exponentially distributed times to human error, we have [2] 

0.0004 errors/hour.t

Substituting the above data and the specified value for time t into Equation (11.7) 

yields 

8

0

(0.0004) d

h

(0.0004)(8)

8 e ,

e ,

0.9968.

t

R

Thus, the train driver’s reliability during the specified work period is 0.9968. 

11.2.2  Model II 

This model is concerned with predicting the probability that a self-generated error 

will be corrected in time t. In Reference [1], the correctability function is defined 

as the probability that a task error will be corrected in time t subjected to stress 

constraint associated with the task and its environment. Mathematically, the cor-

rectability function may be defined as follows: 

c / ,P t P correction of error in time t stress  (11.9) 
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where 

P is the probability. 
Pc(t) is the probability that a human error will be corrected in time t.

The time derivative of not-correctability function, cP t , may be defined as fol-

lows [1, 2]: 

c
c

1
,P t N t

N
 (11.10) 

where the prime denotes differentiation with respect to time t, and 

N is the total number of times task correction is accomplished after time t.

c
N t  is the total number of times the task is not accomplished after time t.

By dividing the both sides of Equation (11.10) by 
c

N t , we get 

c c

c c

.
.

N tN P t

N t N t
 (11.11)

The right-hand side of Equation (11.11) represents the instantaneous task cor-
rection rate c(t). Hence, Equation (11.11) may be rewritten to the following form: 

c

c

0.c

P t
t

P t
 (11.12) 

By solving Equation (11.12) for given initial conditions, we get 

c

0

d

c e .

t

t t

P t  (11.13) 

Since c c( ) ( ) 1,P t P t  we write 

c

0

c c

d

1 ,

1 e .

t

t t

P t P t

 (11.14)

It is to be noted that Equation (11.14) is a general expression that holds for both 

constant and non-constant task correction rates. More specifically, it holds whether 

the tasks correction rate is described by the exponential distribution or any other 

statistical distribution such as Rayleigh. 

Example 11.2 

Assume that a train driver’s self-generated error correction times are Rayleigh 

distributed. Thus, his/her task correction rate is expressed by 

c 2

2
,

t
t  (11.15) 
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where 

 is the distribution scale parameter. 

Obtain an expression for train driver’s correctability function (i.e., Pc(t)). 

By substituting Equation (11.15) into Equation (11.14) we obtain 

2

0

2

2

2
d

c ( ) 1 e ,

1 e .

t
t

t

t

P t
 (11.16) 

Thus, Equation (11.16) is the expression for train driver’s correctability func-

tion. 

11.3  Models for Predicting Human Performance 

Reliability Subject to Critical and Noncritical 

Human Errors, and Fluctuating Environment 

in Transportation Systems 

Over the years various types of mathematical models have been developed to per-

form human performance reliability analysis subject to fluctuating environment, 

critical and noncritical human errors, etc. This section presents two such models 

developed by using the Markov method, for application in the area of transporta-

tion systems.

11.3.1  Model I 

This model represents an operator in transportation systems (e.g., driver, pilot, etc.)

performing a time continuous task subjected to critical and noncritical errors. More 

specifically, the errors committed by the operator are divided into two groups: 

critical and noncritical. The model can be quite useful to obtain information such 

as follows: 

The operator performance reliability at time t.

The operator mean time to error. 

The probability of the operator committing a critical error at time t.

The probability of the operator committing a noncritical error at time t.

The model state space diagram is shown in Figure 11.1 and the numerals in the 

diagram circles denote the states of the transportation system operator. The follow-

ing assumptions are associated with the model: 

Human errors occur independently. 

Both critical and noncritical human error rates are constant. 



150 11 Mathematical Models for Predicting Human Reliability and Error 

The following symbols are associated with the model: 

nc is the constant noncritical human error rate of the transportation system op-

erator.

cr is the constant critical human error rate of the transportation system operator. 

j is the jth state of transportation system operator; j = 0 means that the transpor-

tation system operator performing his/her task correctly, j = 1 means that the 

transportation system operator has committed a noncritical human error, j = 2

means that the transportation system operator has committed a critical human 

error. 

Pj(t) is the probability of the transportation system operator in state j at time t, for 

j = 0, 1, 2. 

By using the Markov method, we write down the following set of equations for 

the Figure 11.1 diagram [6, 7]: 

0

nc cr 0

d
0,

d

P t
P t

t
 (11.17) 

1

nc 0

d
0,

d

P t
P t

t
 (11.18) 

2

cr 0

d
0.

d

P t
P t

t
 (11.19) 

At time t = 0, P0(0) = 1, P1(0) = 0, and P2(0) = 0.

Figure 11.1. State space diagram for the transportation system operator subjected to critical 
and noncritical human errors 



11.3 Models for Predicting Human Performance Reliability Subject 151 

By solving Equations (11.17)–(11.19), we get 

nc cr

0 e ,
t

P t  (11.20) 

nc crnc
1

nc cr

1 e ,
t

P t  (11.21) 

nc crcr
2

cr nc

1 e .
t

P t  (11.22) 

The above three equations can be used to obtain transportation system opera-

tor’s probabilities being in state 0, 1, and 2. The transportation system operator’s 

performance reliability is given by 

nc cr

tp 0 ,

e .
t

R P t
 (11.23)

where 
Rtp(t) is the transportation system operator’s performance reliability. 

The transportation system operator’s mean time to human error is given by [2, 7] 

nc cr

tp tp

0

0

nc cr

d ,

e d ,

1
.

t

MTTHE R t t

t  (11.24) 

where 
MTTHEtp is the transportation system operator’s mean time to human error. 

Example 11.3 

A transportation system operator’s constant critical and noncritical human error rates 

are 0.0025 errors/hour and 0.0005 errors/hour, respectively. Calculate the transporta-

tion system operator’s reliability for a 8-hour mission and mean time to human error. 

By substituting the specified data values into Equations (11.23) and (11.24), we get 

0.0005 0.0025 8

tp (8) e ,

0.9763.

R

and

tp

1
,

0.0005 0.0025

333.3 hours.

MTTHE

Thus, the transportation system operator’s reliability and mean time to human 

error are 0.9763 and 333.3 hours, respectively. 
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11.3.2  Model II 

This model represents a transportation system operator (e.g., driver, pilot, etc.)

performing time continuous task under fluctuating environment (i.e., normal and 

stressful) [2, 8]. An example of such environment is weather changing from normal 

to stormy and vice-versa. As the rate of operator errors from normal environment to 

stressful environment can vary quite significantly, this model can be used to calcu-

late the transportation system operator’s performance reliability and mean time to 

human error under the fluctuating environment. More specifically, the model con-

siders two separate operator error rates (i.e., in normal and stormy environments). 

The state space diagram of the model is shown in Figure 11.2 and the numerals 

in the diagram boxes and circles denote the transportation system operator’s states. 

The model is subjected to the following three assumptions: 

All operator errors occur independently. 

Operator error rates are constant. 

Rates of the environment changing from normal to stressful and vice versa are 

constant.

Figure 11.2. State space diagram for the transportation system operator performing his/her 
time continuous task in fluctuating normal and stressful environments 
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The following symbols are associated with the model: 

n is the constant error rate of the transportation system operator working in 

normal environment. 

s is the constant error rate of the transportation system operator working in 

stressful environment. 

n is the constant transition rate from stressful environment to normal environment. 

s is the constant transition rate from normal environment to stressful environment. 

j is the jth state of the transportation system operator; j = 0 means that the transpor-

tation system operator performing his/her task correctly in normal environment, 

j = 1 means that the transportation system operator performing his/her task cor-

rectly in stressful environment, j = 2 means that the transportation system opera-

tor has committed an error in normal environment, j = 3 means that the transpor-

tation system operator has committed an error in stressful environment. 

Pj(t) is the probability of the transportation system operator being in state j at time 

t, for j = 0, 1, 2, 3. 

By using the Markov method, we write down the following equations for the 

Figure 11.2 diagram [8]: 

0

n s 0 n 1

d
,

d

P t
P t P t

t
 (11.25) 

1

s n 1 s 0

d
,

d

P t
P t P t

t
 (11.26) 

2

n 0

d
,

d

P t
P t

t
 (11.27) 

3

s 1

d
.

d

P t
P t

t
 (11.28) 

At time t = 0, P0(0) = 1, and P1(0) = P2(0) = P3(0) = 0.

Solving Equations (11.25)–(11.28) by using Laplace transforms yield the fol-

lowing state probability equations:  

2 1

0 2 s n 1 s n

2 1

1
e e ,x t x tP t x x

x x
 (11.29) 

where 
1/ 2

2

1 1 1 24 2,x b b b  (11.30) 

1/ 2
2

2 1 1 24 2,x b b b  (11.31) 

1 n s n s ,b  (11.32) 
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2 n s n s s ,b  (11.33) 

2 1

2 4 5 6e e ,x t x tP t b b b  (11.34) 

where 

3

2 1

1
,b

x x
 (11.35) 

4 n s n 1 2 ,b x x  (11.36) 

5 3 n 4 1 ,b b b x  (11.37) 

6 3 n 4 2 ,b b b x  (11.38) 

2 1

1 s 3 e e ,x t x tP t b  (11.39) 

2 1

3 7 3 1 2( ) 1 x t x tP t b b x e x e  (11.40) 

where 

7 s s 1 2 .b x x  (11.41) 

The performance reliability of the transportation system operator is expressed by 

pso 0 1 ,R t P t P t  (11.42)

where 
Rpso(t) is the transportation system operator reliability at time t.

The transportation system operator’s mean time to human error is given by [2, 7] 

pso pso

0

d ,MTTHE R t t  (11.43) 

s s n 2 ,b  (11.44) 

where 
MTTHEpso is the transportation system operator’s mean time to human error. 

Example 11.4 

A transportation system operator’s constant error rates in normal and stressful 

environments are 0.0004 errors/hour and 0.0006 errors/hour, respectively. The 

constant transition rates from normal to stressful environment and vice-versa are 

0.04 times per hour and 0.02 times per hour, respectively. Calculate the transporta-

tion system operator’s mean time to human error. 



 11.4 Models for Performing Human Error Analysis in Transportation Systems 155 

By substituting the specified data values into Equation (11.44), we get 

pso

0.0006 0.04 0.02
,

0.0004 0.0006 0.02 0.0006 0.04

1879.6 hours.

MTTHE

Thus, the transportation system operator’s mean time to human error is 1879.6 

hours. 

11.4  Models for Performing Human Error Analysis

in Transportation Systems 

Over the years many mathematical models have been developed to perform various 

types of human error analysis in transportation systems [9–10]. This section pre-

sents three such models. 

11.4.1  Model I 

This model represents an on-surface transit system subjected to two types of fail-

ures: hardware failures and failures due to human errors [2, 9]. An example of such 

system is an operating vehicle that can fail either due to hardware failure or a failure 

Figure 11.3. State space diagram for a vehicle failing due to a hardware failure or a human 
error
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caused by a human error. The failed vehicle is towed to the repair workshop. The 

state space diagram of the model is shown in Figure 11.3. The numerals in the dia-

gram circle and boxes denote system states. The following assumptions are associ-

ated with the model: 

Failures and human errors occur independently. 

All failure rates are constant. 

The towing rates are constant. 

The vehicle can fail completely either due to hardware failures or due to human 

errors. 

The following symbols are associated with the model: 

i is the ith state of the on-surface transit system (i.e., vehicle); i = 0 means that 

the vehicle operating normally, i = 1 means that the vehicle has failed in the 

field due to a human error, i = 2 means that the vehicle has failed in the field 

due to a hardware failure, i = 3 means that the vehicle is in the repair workshop. 

Pj(t) is the probability that the on-surface transit system (i.e., vehicle) is in state i at 

time t, for i = 0, 1, 2, 3. 

 is the vehicle constant hardware failure rate.  

he is the vehicle constant failure rate due to human errors.  

x is the vehicle constant towing rate from system state 2 to state 3.  

y is the vehicle constant towing rate from system state 1 to state 3.  

With the aid of the Markov method, we write down the following equations for 

the Figure 11.3 diagram [2, 9 , 10]: 

0

he 0

d
0,

d

P t
P t

t
 (11.45) 

1

y 1 he 0

d
,

d

P t
P t P t

t
 (11.46) 

2

2 0

d
,

d
x

P t
P t P t

t
 (11.47) 

3

x 2 y 1

d
.

d

P t
P t P t

t
 (11.48) 

At time t = 0, P0(0) = 1, and P1(0) = P2(0) = P3(0) = 0.

Solving Equations (11.45)–(11.48) by using Laplace transforms, we get  

0 e ,ctP t  (11.49) 

where 

hec  (11.50) 
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1 1 e e ,y tctP t c  (11.51) 

where 

1 he y ,c c  (11.52) 

x

2 2 e e ,tctP t c  (11.53) 

where 

2 x ,c c  (11.54) 

3 1 2 31 e e e ,xy tt c tP t c c c  (11.55) 

where 

3 1 2 .y xc c c c  (11.56) 

The vehicle or transit system reliability is given by  

0 e ,ctR t P t  (11.57) 

where 

R (t) is the vehicle or transit system reliability at time t.

The vehicle mean time to failure is given by [7] 

0

0

he

d ,

e d ,

1 1
,

ct

MTTF R t t

t

c

 (11.58) 

where 
MTTFv  is the vehicle mean time to failure. 

Example 11.5 

Assume that constant hardware failure and failure due to human error, rates of 

a vehicle are 0.0008 failures/hour and 0.0001 failures/hour, respectively. Calculate 

the vehicle reliability for an 10-hour mission and mean time to failure. 

Substituting the specified data values into Equation (11.57) yields 

(0.0008 0.0001) (10)10 e ,

0.9910.

R

Similarly, by inserting the given data values into Equation (11.58), we get 
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1
,

0.0008 0.0001

1111.1 hours.

MTTF

Thus, the vehicle reliability and mean time to failure are 0.9910 and 1111.1 

hours, respectively.  

11.4.2  Model II 

This model is basically same as the previous model (i.e., Model I) but with one 

exception, i.e., the failed vehicle is repaired. More specifically, when the vehicle 

fails in the field, repair is attempted. If it cannot be repaired, then the vehicle is 

towed to the repair facility for repair. The redrawn diagram of Figure 11.3 is shown 

in Figure 11.4 with constant repair rates. Thus, Figure 11.4 is the state space dia-

gram for this model. The assumptions associated with this model are the same as 

for Model I. The symbols used to denote vehicle repair rates are defined below. 

 is the constant repair rate of the vehicle from the repair workshop (i.e., state 3). 

 is the constant repair rate of the vehicle when failed in the field due to a hard-

ware failure. 

he is the constant repair rate of the vehicle when failed in the field due a human error. 

Other symbols used in this model are the same as for Model I. By using the 

Markov method, we write down the following Equations for the Figure 11.4 dia-

gram [2, 9]: 

Figure 11.4. Redrawn Figure 11.3 diagram with constant repair rates 
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0

he 0 he 1 2 3

d
,

d

P t
P t P t P t P t

t
 (11.59) 

1

y he 1 he 0

d
,

d

P t
P t P t

t
 (11.60) 

2

x 2 0

d
,

d

P t
P t P t

t
 (11.61) 

3

3 1 2

d
.

d
y x

P t
P t P t P t

t
 (11.62) 

At time t = 0, P0(0) = 1, and P1(0) = P2(0) = P3(0) = 0.

By setting the derivatives equal to zero in Equations (11.59)–(11.62) and using 

the relationship 
3

0

1i

i

P , we get the following steady state probability equa-

tions [7]: 

0 ,
A

P
B

 (11.63) 

and

0 , for 1, 2,3i iP m P i  (11.64) 

where 

y he x ,A  (11.65) 

y he x x he x y ,B  (11.66) 

1 he y he ,m  (11.67) 

2 ,xm  (11.68) 

he y x x y he

3

y he x

.m  (11.69) 

Pi is the steady state probability of the vehicle being in state i, for i = 0, 1, 2, 3. 

The steady state availability and unavailability of the vehicle are given by 

s s 0 ,A P  (11.70) 

and

s s 1 2 3 ,UA P P P  (11.71) 

where 

A ss is the vehicle steady state availability. 

UA ss is the vehicle steady state unavailability. 
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11.4.3  Model III 

This model represents an on-surface transit system (e.g., a vehicle) that can either 

fail safely or fail with accident due to human errors or hardware failures [2, 10]. 

The failed system is taken to the repair shop. After repair, it is put back into normal 

operation. The model state space diagram is shown in Figure 11.5 and the numerals 

in diagram circles and box denote system states. The model is subjected to the 

following assumptions: 

All failures and errors are statistically independent. 

Failure, human error, towing, and repair rates are constant. 

The repaired system is as good as new. 

Figure 11.5. State space diagram for a vehicle that can either fail safely or fail with acci-
dent due to hardware failures or human errors 
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The following symbols are associated with the model:  

i is the ith state of the on-surface system (i.e., vehicle);  

i = 0  means that the vehicle operating normally,  

i = 1  means that the vehicle has failed safely due to hardware failures,  

i = 2  means that the vehicle has failed safely due to human errors,  

i = 3  means that the vehicle has failed with accident due to hardware failures,

i = 4  means that the vehicle has failed with accident due to human errors,  

i = 5  means that the vehicle is in repair shop. 

Pj(t) is the probability that the on-surface transit system (i.e., vehicle) is in state i

at time t, for i = 0, 1, 2, 3, 4, 5. 

d is the constant hardware failure rate of the vehicle failing safely.  

h  is the constant vehicle safe-failure human error rate.  

da  is the constant hardware failure rate of the vehicle that cause an accident.  

ha  is the constant human error rate of the vehicle that cause an accident. 

ti  is the constant vehicle towing rate from state i to state 5, for i = 1, 2, 3, 4. 

  is the constant vehicle repair rate form state 5 to state 0. 

Pi is the steady state probability that the on-surface transit system (i.e., vehicle) 

is in state i, for i = 0, 1, 2, 3, 4, 5. 

With the aid of the Markov method, we write down the following equations for 

the Figure 11.5 diagram [2, 7, 10]: 

0

d da h ha 0 5

d
,

d

P t
P t P t

t
(11.72) 
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d
,

d

P t
P t P t
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d

P t
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t
 (11.74) 
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d
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P t
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4

t4 4 ha 0
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,

d

P t
P t P t
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 (11.76)
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5 t1 1 t2 2 t3 3 t4 4

d
.

d

P t
P t P t P t P t P t

t
 (11.77) 

At time t = 0, P0(0) = 1, and P1(0) = P2(0) = P3(0) = P4(0) = P5(0) = 0.  

By setting = 0 in Equations (11.72)–(11.77) and then solving for P0(t), we get 

d da h ha

0 e ,
t

sR t P t  (11.78) 
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where 

R  s(t) is the vehicle reliability at time t.

The vehicle mean time to failure is given by [7] 

d da h ha

s s

0

0

d da h ha

d ,

e d ,

1
.

t

MTTF R t t

t  (11.79)

By setting derivatives equal to zero in Equations (11.72)–(11.77) and using the 

relationship 
5

0

1i

i

P , we obtain the following steady state probability equa-

tions [7]: 
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4 0
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2
5 0 .

D
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The vehicle steady state availability and unavailability are given by 

ss 0 ,AV P  (11.88) 

and

ss 1 2 3 4 5 ,UAV P P P P P  (11.89) 
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where 
AVss  is the vehicle steady state availability. 

UAVss is the vehicle steady state unavailability. 

The steady state probability of the vehicle failing safely is expressed by 

sss 1 2 .P P P  (11.90) 

Similarly, the steady state probability of the vehicle failing with an accident is 

ssa 3 4 .P P P  (11.91) 

The steady state probability of the vehicle failing due to human error is 

ssh e 2 4 .P P P  (11.92) 

Finally, the steady state probability of the vehicle failing due to hardware fail-

ures is given by 

sshf 1 3 .P P P  (11.93) 

Example 11.6 

Assume that in Figure 11.5, we have the following specified values for some tran-

sition rates: 

d = 0.0006 failures / hour 

da = 0.0002 failures / hour 

h = 0.0003 errors / hour 

ha = 0.0001 errors / hour 

Calculate the vehicle reliability for an 8-hour mission and mean time to failure. 

Inserting the given data into Equation (11.78) yields 

(0.0006 0.0002 0.0003 0.0001) (8)

s 8 e ,

0.9904.

R

Similarly, by inserting the specified data values into Equation (11.79), we get 

s

1
,

0.0006 0.0002 0.0003 0.0001

833.3 hours.

MTTF

Thus, the vehicle reliability and mean time to failure are 0.9904 and 833.3 

hours, respectively. 
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11.5  Problems 

1. Write an essay on mathematical models used for performing human reliability 

and error analysis in transportation systems. 

2. Assume that in Equation (11.7), the human error rate, (t), at time t follows the 

Weibull distribution. Obtain an expression for the human reliability, Rh(t).

3. Prove Equation (11.14) by using Equation (11.12). 

4. Compare human performance reliability and correctability functions. 

5. Assume that the constant error rate of a truck driver is 0.0006 errors/hour. 

Calculate the driver’s reliability during a 10-hour work period. 

6. Prove Equations (11.20)–(11.22). 

7. Prove that the sum of Equations (11.49), (11.51), (11.53), and (11.55) is equal to 

unity.

8. Prove Equations (11.63) and (11.64). 

9. Solve Equations (11.72)–(11.77). 

10. Assume that a vehicle operator’s constant error rates in normal and stressful 

environments are 0.0007 errors/hour and 0.0009 errors/hour, respectively. The 

constant transition rates from normal to stressful environment and vice versa 

are 0.06 times per hour and 0.03 times per hour, respectively. Calculate the ve-

hicle operator’s mean time to human error. 

References 

1 Regulinski, T.L., Askren, W.B., Stochastic Modeling of Human Performance Effec-
tiveness Functions, Proceedings of the Annual Reliability and Maintainability Sympo-

sium, 1972, p. 407–416. 
2 Dhillon, B.S., Human Reliability: With Human Factors, Pergamon Press, Inc., New 

York, 1986. 
3 Dhillon, B.S., Human Reliability and Error in Medical System, World Scientific 

Publishing, River Edge, New York, 2003. 
4 Regulinski, T.L., Askren, W.B., Mathematical Modeling of Human Performance 

Reliability, Proceedings of the Annual Symposium on Reliability, 1969, pp. 5–11. 
5 Askren, W.B., Regulinski, T.L., Quantifying Human Performance for Reliability 

Analysis of Systems, Human Factors, Vol. 11, 1969, pp. 393–396. 
6 Dhillon, B.S., The Analysis of the Reliability of Multi-State Device Networks, Ph.D. 

Dissertation, 1975. Available from the National Library of Canada, Ottawa, Canada. 
7 Dhillon, B.S., Design Reliability: Fundamentals and Applications, CRC Press, Boca 

Raton, Florida, 1999. 
8 Dhillon, B.S., Stochastic Models for Predicting Human Reliability, Microelectronics 

and Reliability, Vol. 25, 1985, pp. 729–752. 
9 Dhillon, B.S., Rayapati, S.N., Reliability and Availability Analysis of on Surface 

Transit Systems, Microelectronics and Reliability, Vol. 24, 1984, pp. 1029–1033. 
10 Dhillon, B.S., Rayapati, S.N., Reliability Evaluation of Transportation Systems with 

Human Errors, Proceedings of the IASTED Int. Conf. on Applied Simulation and 

Modeling, 1985, pp. 4–7. 



Appendix

Bibliography: Literature on Human Reliability 

and Error in Transportation Systems 

A.1 Introduction 

Over the years, many publications on human reliability and error in transportation 

systems have appeared in the form of journal articles, conference proceedings 

articles, technical reports, etc. This appendix presents an extensive list of publica-

tions, directly or indirectly, related to human reliability and error in transportation 

systems. 

The period covered by the listing is 1968–2006. The main objective of this list-

ing is to provide readers with sources for obtaining additional information on hu-

man reliability and error in transportation systems. 

A.2 Publications

1 Ahlstrom, U., Work Domain Analysis for Air Controller Weather Displays, Journal of 
Safety Research, Vol. 36, 2005, pp.159–169. 

2 Amrozowlcz, M.D., Brown, A., Golay, M., Probabilistic Analysis of Tanker Ground-
ings, Proceedings of the International Offshore and Polar Engineering Conference, 

Vol. 4, 1997, pp. 313–320.  
3 Anderson, D.E., Malone, T.B., Baker, C.C., Recapitalizing the Navy through Opti-

mized Manning and Improved Reliability, Naval Engineers Journal, Vol. 110, No. 6, 
1998, pp. 61–72.  

4 Anderson, D.E., Oberman, F.R., Malone, T.B., Baker, C.C., Influence of Human 
Engineering on Manning Levels and Human Performance on Ships, Naval Engineers 

Journal, Vol. 109, No. 6, 1997, pp. 67–76. 
5 Archer, R.D., Lewis, G.W., Lockett, J., Human Performance Modeling of Reduced 

Manning Concepts for Navy Ships, Proceedings of the Human Factors and Ergonom-

ics Society Annual Meeting, Vol. 2, 1996, pp. 987–991.  
6 Ayyub, B.M., Beach, J.E., Sarkani, S., Assakkaf, I.A., Risk Analysis and Management 

for Marine Systems, Naval Engineers Journal, Vol. 114, No. 2, 2002, pp. 181–206.  



166 Appendix 

7 Balsi, M., Racina, N., Automatic Recognition of Train Tail Signs using CNNs, Pro-

ceedings of the IEEE International Workshop on Cellular Neural Networks and their 

Applications, 1994, pp. 225–229.  
8 Baranyi, E., Racz, G., Szabo, G., Saghi, B., Traffic and Interlocking Simulation in 

Railway Operation: Theory and Practical Solutions, Periodica Polytechnica Trans-

portation Engineering, Vol. 33, No. 1–2, 2005, pp. 177–185.  
9 Barnes, H.J., Levine, J.D., Wogalter, M.S., Evaluating the Clarity of Highway Entrance-

Ramp Directional Signs, Proceedings of the XIVth Triennial Congress of the Interna-

tional Ergonomics Association and 44th Annual Meeting of the Human Factors and Er-

gonomics Association, 'Ergonomics for the New Millennium', 2000, pp. 794–797. 
10 Bennett, C.T., Schwirzke, M., Harm, C., Analysis of General Aviation Accidents 

during Operations Under Instrument Flight Rules, Proceedings of the Human Factors 

and Ergonomics Society Annual Meeting , 1990, pp. 1057–1061. 
11 Bercha, F.G., Brooks, C.J., Leafloor, F., Human Performance in Arctic Offshore 

Escape, Evacuation, and Rescue, Proceedings of the International Offshore and Polar 

Engineering Conference, 2003, pp. 2755–2763.  
12 Blekinsop, G., Only Human, Quality World, Vol. 29, No. 12, 2003, pp. 24–29.  
13 Bob-Manuel, K.D.H., Probabilistic Prediction of Capsize Applied to Small High-

Speed Craft, Ocean Engineering, Vol. 29, 2002, pp. 1841–1851.  
14 Boniface, D.E., Bea, R.G., Assessing the Risks of and Countermeasures for Human 

and Organizational Error, Transactions of the Society of Naval Architects and Marine 

Engineers, Vol. 104, 1996, pp. 157–177.  
15 Bourne, A., Managing Human Factors in London Underground, IEE Colloquium 

(Digest), No. 49, 2000, pp. 5/1–5/3. 
16 Bradley, E.A., Case Studies in Disaster – a Coded Approach, International Journal of 

Pressure Vessels and Piping, Vol. 61, No. 2–3, 1995, pp. 177–197.  
17 Brooker, P., Airborne Separation Assurance Systems: Towards a Work Programme to 

Prove Safety, Safety Science, Vol. 42, No. 8, 2004, pp. 723–754. 
18 Brown, A. Haugene, B., Assessing the Impact of Management and Organizational 

Factors on the Risk of Tanker Grounding, Proceedings of the International Offshore 

and Polar Engineering Conference, Vol. 4, 1998, pp. 469–477.
19 Brown, I.D., Drivers' Margins of Safety Considered as a Focus for Research on Error, 

Ergonomics, Vol. 33, No. 10–11, 1990, pp. 1307–1314. 
20 Brown, I.D., Prospects for Technological Countermeasures Against Driver Fatigue, 

Accident Analysis and Prevention, Vol. 29, No. 4, 1997, pp. 525–531.  
21 Buck, L., Error in the Perception of Railway Signals, Ergonomics, Vol. 6, 1968, 

pp.181–192.
22 Butsuen, T., Yoshioka, T., Okuda, K., Introduction of the Mazda Advanced Safety 

Vehicle, Proceedings of the IEEE Intelligent Vehicles Symposium,, 1996, pp. 242–249.  
23 Cacciabue, P.C., Human Error Risk Management Methodology for Safety Audit of 

a Large Railway Organisation, Applied Ergonomics, Vol. 36, No. 6, 2005, pp. 709–718.  
24 Cafiso, S., Condorelli, A., Cutrona, G., Mussumeci, G., A Seismic Network Reliabil-

ity Evaluation on a GIS Environment – A Case Study on Catania Province, Manage-

ment Information Systems, Vol. 9, 2004, pp. 131–140.  
25 Callantine, T.J., Agents for Analysis and Design of Complex Systems, Proceedings

of the IEEE International Conference on Systems, Man and Cybernetics, 2001, 
pp. 567–573.  

26 Callantine, T.J., Air Traffic Controller Agents, Proceedings of the International Con-

ference on Autonomous Agents, Vol. 2, 2003, pp. 952–953.  
27 Carey, M.S., Delivering Effective Human Systems, IEE Colloquium (Digest), No. 49, 

April 2000, pp. 6/1–6/5. 



 Appendix 167

28 Cartmale, K., Forbes, S.A., Human Error Analysis of a Safety Related Air Traffic Con-
trol Engineering Procedure, IEE Conference Publication, No. 463, 1999, pp. 346–351.  

29 Castaldo, R., Evers, C., Smith, A., Improved location/identification of aircraft/ground 
Vehicles on Airport Movement Areas: Results of FAA Trials, Proceedings of the In-

stitute of Navigation National Technical Meeting, 1996, pp. 555–562.  
30 Chan, K., Turner, D., The Application of Selective Door Opening within a Railway 

System, Advances in Transport, Vol. 15, 2004, pp. 155–164.  
31 Chang, C.S., Lau, C.M., Design of Modern Control Centres for the 21st Century – 

Human Factors and Technologies, IEE Conference Publication, No. 463, 1999, 
pp. 131–136.  

32 Chang, C.S., Livingston, A.D., Chang, D., Achieving a Uniform and Consistent 
Graphical User Interface for a Major Railway System, Advances in Transport, Vol. 15, 
2004, pp. 187–197.  

33 Chen, S., Gramopadhye, A., Melloy, B., The Effects of Individual Differences and 
Training on Paced and Unpaced Aircraft Visual Inspection Performance, Proceedings 

of the XIVth Triennial Congress of the International Ergonomics Association and 44th 

Annual Meeting of the Human Factors and Ergonomics Society, 2000, pp. 491–494.  
34 Congress, N., Automated Highway System: An Idea Whose Time has Come, Public 

Roads, Vol. 58, No. 1, 1994, pp. 1–9.  
35 Dawes, S.M., Integrated Framework to Analyze Coordination and Communication 

among Aircrew, Air Traffic Control, and Maintenance Personnel, Transportation Re-

search Record, No. 1480, 1995, pp. 9–16. 
36 Day, L.M., Farm Work Related Fatalities among Adults in Victoria, Australia the 

Human Cost of Agriculture, Accident Analysis and Prevention, Vol. 31, No. 1–2, 
1998, pp. 153–159.  

37 de Groot, H., Flight Safety. A Human Factors Task, Proceedings of the International 

Air Safety Seminar , 1990, pp. 102–106.  
38 Di Benedetto, M.D., Di Gennaro, S., D'Innocenzo, A., Critical Observability and 

Hybrid Observers for Error Detection in Air Traffic Management, Proceedings of the

IEEE International Symposium on Intelligent Controls, Vol. 2, 2005, pp. 1303–1308.  
39 Diehl, A., Effectiveness of Aeronautical Decision making Training, Proceedings of 

the Human Factors Society Annual Meeting, 1990, pp. 1367–1371.  
40 Dieudonne, J., Joseph, M., Cardosi, K., Is the Proposed Design of the Aeronautical 

Data Link System Likely to Reduce`the Miscommunications Error Rate and control-
ler/flight Crew Input Errors?, Proceedings of the AIAA/IEEE Digital Avionics Systems 

Conference, Vol. 2, 2000, pp.5. E.3.1–5.E.3.9.  
41 Donelson, A.C., Ramachandran, K., Zhao, K., Kalinowski, A., Rates of Occupant 

Deaths in Vehicle Rollover: Importance of Fatality-Risk Factors, Transportation Re-

search Record, No. 1665, 1999, pp. 109–117. 
42 Drury, C.G., Integrating Training into Human Factors Implementation, Proceedings

of the Human Factors and Ergonomics Society Annual Meeting, Vol. 2, 1996, 
pp. 1082–1086.  

43 Drury, C.G., Prabhu, P., Gramopadhye, A., Task Analysis of Aircraft Inspection 
Activities. Methods and Findings, Proceedings of the Human Factors Society Annual 

Meeting, 1990, pp. 1181–1185.  
44 Drury, C.G., Sarac, A., A Design Aid for Improved Documentation in Aircraft Main-

tenance: A Precursor to Training, Proceedings of the Human Factors and Ergonomics 

Society Annual Meeting, Vol. 2, 1997, pp. 1158–1162.  
45 Duffey, R.B., Saull, J.W., Errors in Technological Systems, Human Factors and 

Ergonomics in Manufacturing, Vol. 13, No. 4, 2003, pp. 279–291.  
46 Edkins, G.D., Pollock, C.M., Influence of Sustained Attention on Railway Accidents, 

Accident Analysis and Prevention, Vol. 29, No. 4, 1997, pp. 533–539.  



168 Appendix 

47 Egorov, G.V., Kozlyakov, V.V., Investigation of Coastal and Short Sea Ship's Risk 
and Hull's Reliability, Proceedings of the International Conference on Offshore Me-

chanics and Arctic Engineering , Vol. 2, 2001, pp. 49–54.  
48 El Koursi, E., Flahaut, G., Zaalberg, H., Hessami, A., Safety Assessment of European 

Rail Rules for Operating ERTMS, Proceedings of the International Conference on 

Automated People Movers, 2001, pp. 811–815.  
49 Embrey, D.E., Incorporating Management and Organisational Factors into Probabilis-

tic Safety Assessment, Reliability Engineering & System Safety, Vol. 38, No. 1–2, 
1992, pp. 199–208.  

50 Endsley, M.R., Rodgers, M.D., Attention Distribution and Situation Awareness in Air 
Traffic Control, Proceedings of the Human Factors and Ergonomics Society Annual 

Meeting, Vol. 1, 1996, pp. 82–85.  
51 Fahlgren, G., Hagdahl, R., Complacency, Proceedings of the International Air Safety 

Seminar , 1990, pp. 72–76.  
52 Feng, Z., Xu, Z., Wang, L., Shen, Y., Sun, H., Wang, N., Driver Error Analysis and 

Risk Model of Driver-Error of Chinese Railways, Proceedings of the International 

Symposium on Safety Science and Technology, 2004, pp. 2113–2117.  
53 Fuller, D.A., Managing Risk in Space Operations: Creating and Maintaining a High 

Reliability Organization, Proceedings of the AIAA Space Conference, 2004, pp. 218–
223.

54 Fuller, R., Learning to make Errors. Evidence from a Driving Task Simulation, Ergo-

nomics, Vol. 33, No. 10–11, 1990, pp. 1241–1250.  
55 Fulton, N.L., Airspace Design: A Conflict Avoidance Model Emphasizing Pilot Com-

munication and Perceptual Capabilities, Aeronautical Journal, Vol. 103, No. 1020, 
1999, pp. 65–74.  

56 Genova, R., Galaverna, M., Sciutto, G., Zavatoni, V., Techniques for Human Per-
formance Analysis in Railway Applications, Proceedings of the International Confer-

ence on Computer Aided Design, Manufacture and Operation in The Railway and 

Other Advanced Mass Transit Systems, 1998, pp. 959–968. 
57 Graeber, R.C., Fatigue in Long-Haul Operations. Sources and Solutions, Proceedings 

of the International Air Safety Seminar, 1990, pp. 246–257.
58 Graeber, R.C., Moodi, M.M., Understanding Flight Crew Adherence to Procedures: 

The Procedural Event Analysis Tool (PEAT), Proceedings of the International Air 

Safety Seminar, 1998, pp. 415–424. 
59 Gramopadhye, A.K., Melloy, B., Him, H., Koenig, S., Nickles, G., Kaufman, J., 

Thaker, J., Bingham, J., Fowler, D., ASSIST: A Computer Based Training Program 
for Aircraft Inspectors, Proceedings of the Human Factors and Ergonomics Society 

Annual Meeting, Vol. 2, 1998, pp. 1644–1650.  
60 Grant, J.S., Concepts of Fatigue and Vigilance in Relation to Railway Operation, 

Ergonomics, Vol. 14, 1971, pp. 111–118. 
61 Gruber, J., Die Mensch-Maschine-Schnittstelle Im Zusammenhang Mit Der Zuver-

laessigkeit Des Systems; Man-Machine Interface and its Impact on System Reliabili-
ty, ZEV-Zeitschrift fuer Eisenbahnwesen und Verkehrstechnik - Journal for Railway 

and Transport, Vol. 124, No. 2–3, 2000, pp. 103–108. 
62 Guo, C., Zhang, D., Li, J., Application of FSA to loading/discharging Course of Ship, 

Dalian Ligong Daxue Xuebao/Journal of Dalian University of Technology, Vol. 42, 
No. 5, 2002, pp. 564–569.  

63 Haga, S., An Experimental Study of Signal Vigilance Errors in Train Driving, Ergo-
nomics, Vol. 27, 1984, pp. 755–765. 

64 Haile, J., Clarke, T., Safety Risk and Human Error – the West Coast Route Moderni-
sation, IEE Colloquium (Digest), No. 49, 2000, pp. 4/1–4/9.  



 Appendix 169

65 Hale, A.R., Stoop, J., Hommels, J., Human Error Models as Predictors of Accident 
Scenarios for Designers in Road Transport Systems, Ergonomics, Vol. 33, No. 10–11, 
1990, pp. 1377–1387.  

66 Hamilton, W.I., Clarke, T., Driver Performance Modelling and its Practical Applica-
tion to Railway Safety, Applied Ergonomics, Vol. 36, No. 6 , 2005, pp. 661–670.  

67 Han, L.D., Simulating ITS Operations Safety with Virtual Reality, Proceedings of the 

Transportation Congress, Vol. 1, 1995, pp. 215–226.  
68 Hansen, M., Zhang, Y., Safety of Efficiency: Link between Operational Performance 

and Operational Errors in the National Airspace System, Transportation Research Re-

cord, No. 1888, 2004, pp. 15–21.  
69 Hanson, E.K.S., Focus of Attention and Pilot Error, Proceedings of the Eye Tracking 

Research and Applications Symposium, 2004, pp. 60–61.  
70 Harrald, J.R., Mazzuchi, T.A., Spahn, J., Van Dorp, R., Merrick, J., Shrestha, S., 

Grabowski, M., Using System Simulation to Model the Impact of Human Error in 
a Maritime System, Safety Science, Vol. 30, No. 1–2, 1998, pp. 235–247.  

71 Harrison, M.J., Runway Incursions and Airport Surface Traffic Automation, SAE 

(Society of Automotive Engineers) Transactions, Vol. 100, 1991, pp. 2423–2426.  
72 Hee, D.D., Pickrell, B.D., Bea, R.G., Roberts, K.H., Williamson, R.B., Safety Man-

agement Assessment System (SMAS): A Process for Identifying and Evaluating Hu-
man and Organization Factors in Marine System Operations with Field Test Results, 
Reliability Engineering and System Safety, Vol. 65, No. 2, 1999, pp. 125–140.  

73 Heinrich, D.J., Safer Approaches and Landings: A Multivariate Analysis of Critical 
Factors, Proceedings of the Corporate Aviation Safety Seminar, 2005, pp. 103–155.  

74 Helmreich, R.L., Managing Human Error in Aviation, Scientific American, May 
1997, pp. 62–64. 

75 Hidaka, H., Yamagata, T., Suzuki, Y., Structuring a New Maintenance System, Japa-

nese Railway Engineering, No. 132–133, 1995, pp. 7–10.  
76 Hinchey, M., Potential for Ship Control, Proceedings of the International Conference 

on Offshore Mechanics and Arctic Engineering , Vol. 1, 1993, pp. 245–248.  
77 Hong, Y., Changchun, L., Min, X., Tong, G., Yao, M., Human Reliability Analysis on 

Ship Power System Control Room Design, Proceedings of the XIVth Triennial Con-

gress of the International Ergonomics Association and 44th Annual Meeting of the 

Human Factors and Ergonomics Society, 2000, pp. 537–540.  
78 Hopkin, V.D., Safety and Human Error in Automated Air Traffic Control, IEE Con-

ference Publication, No. 463, 1999, pp. 113–118. 
79 Huang, H., Yuan, X., Yao, X., Fuzzy Fault Tree Analysis of Railway Traffic Safety, Pro-

ceedings of the Conference on Traffic and Transportation Studies, 2000, pp. 107–112. 
80 Hudoklin, A., Rozman, V., Human Errors Versus Stress, Reliability Engineering & 

System Safety, Vol. 37, 1992, pp. 231–236.  
81 Hudoklin, A., Rozman, V., Reliability of Railway Traffic Personnel, Reliability Engi-

neering & System Safety, Vol. 52, 1996, pp. 165–169.  
82 Hudoklin, A., Rozman, V., Safety Analysis of the Railway Traffic System, Reliability 

Engineering & System Safety, Vol. 37, 1992, pp. 7–13.  
83 Hughes, S., Warner Jones, S., Shaw, K., Experience in the Analysis of Accidents and 

Incidents Involving the Transport of Radioactive Materials, Nuclear Engineer, Vol. 44, 
No. 4, 2003, pp. 105–109.  

84 Ikeda, T., Human Factors Concerning Drivers of High-Speed Passenger Trains, Rail

International, No. 3, 1995, pp. 19–24.  
85 Inoue, T., Kusukami, K., Kon-No, S., Car Driver Behavior in Railway Crossing Acci-

dent, Quarterly Report of RTRI (Railway Technical Research Institute of Japan),

Vol. 37, No. 1, 1996, pp. 26–31.  



170 Appendix 

86 Itoh, K., Tanaka, H., Seki, M., Eye-Movement Analysis of Track Monitoring Patterns 
of Night Train Operators: Effects of Geographic Knowledge and Fatigue, Proceedings

of the XIVth Triennial Congress of the International Ergonomics Association and 44th

Annual Meeting of the Human Factors and Ergonomics Society , 2000, pp. 360–363.  
87 Jacobsen, T., A Potential of Reducing the Risk of Ship Casualties by 50%, Marine 

and Maritime, Vol. 3, 2003, pp. 171–181. 
88 Ji, Q., Zhu, Z., Lan, P., Real-Time Nonintrusive Monitoring and Prediction of Driver 

Fatigue, IEEE Transactions on Vehicular Technology, Vol. 53, No. 4, 2004, 
pp. 1052–1068.  

89 Johnson, W.B., Shepherd, W.T., Impact of Human Factors Research on Commercial 
Aircraft Maintenance and Inspection, Proceedings of the International Air Safety 

Seminar, 1993, pp. 187–199.  
90 Joshi, V.V., Kaufman, L.M., Giras, T.C., Human Behavior Modeling in Train Control 

Systems, Proceedings of the Annual Reliability and Maintainability Symposium, 

2001, pp. 183–188.  
91 Kamiyama, M., Furukawa, A., Yoshimura, A., The Effect of Shifting Errors when 

Correcting Track Irregularities with a Heavy Tamping Machine, Advances in Trans-

port, Vol. 7, 2000, pp. 95–104.  
92 Kantowitz, B.H., Hanowski, R.J., Kantowitz, S.C., Driver Acceptance of Unreliable 

Traffic Information in Familiar and Unfamiliar Settings, Human factors, Vol. 39, No. 2, 
1997, pp. 164–174.  

93 Kataoka, K., Komaya, K., Crew Operation Scheduling Based on Simulated Evolution 
Technique, Proceedings of the International Conference on Computer Aided Design, 

Manufacture and Operation in The Railway and Other Advanced Mass Transit Sys-

tems, 1998, pp. 277–285.  
94 Kerstholt, J.H., Passenier, P.O., Houttuin, K., Schuffel, H., Effect of a Priori Probabil-

ity and Complexity on Decision Making in a Supervisory Control Task, Human fac-

tors, Vol. 38, No. 1, 1996, pp. 65–79.  
95 Khan, F.I., Haddara, M.R., Risk-Based Maintenance of Ethylene Oxide Production 

Facilities, Journal of hazardous materials, Vol. 108, No. 3, 2004, pp. 147–159.  
96 Kioka, K., Shigemori, M., Study on Validity of Psychological Aptitude Tests for 

Train Operation Divisions – A Study on Validity of Intelligence Test Pass Or Failure 
Criterion Adopted in Japanese Railway Industry, Quarterly Report of RTRI (Railway 

Technical Research Institute of Japan), Vol. 43, No. 2, 2002, pp. 63–66.  
97 Kirwan, B., The Role of the Controller in the Accelerating Industry of Air Traffic 

Management, Safety Science, Vol. 37, No. 2–3, 2001, pp. 151–185.  
98 Kitajima, H., Numata, N., Yamamoto, K., Goi, Y., Prediction of Automobile Driver 

Sleepiness (1st Report, Rating of Sleepiness Based on Facial Expression and Examina-
tion of Effective Predictor Indexes of Sleepiness), Nippon Kikai Gakkai Ronbunshu,

C Hen/Transactions of the Japan Society of Mechanical Engineers, Part C, Vol. 63, 
No. 613, 1997, pp. 3059–3066.  

99 Kizil, M.S., Peterson, J., English, W., The Effect of Coal Particle Size on Colorimetric 
Analysis of Roadway Dust, Journal of Loss Prevention in the Process Industries,

Vol. 14, No. 5, 2001, pp. 387–394.  
100 Knox, C.E., Scanlon, C.H., Flight Tests using Data Link for Air Traffic Control and 

Weather Information Exchange, SAE (Society of Automotive Engineers) Transactions, 

Vol. 99, 1990, pp. 1683–1688.  
101 Kobylinski, L.K., Rational Approach to Ship Safety Requirements, Proceedings of the 

International Conference on Marine Technology, 1997, pp. 3–13.  
102 Koppa, R.J., Fambro, D.B., Zimmer, R.A., Measuring Driver Performance in Braking 

Maneuvers, Transportation Research Record, No. 1550, 1996, pp. 8–15.  



 Appendix 171

103 Kovari, B., Air Crew Training, Human Factors and Reorganizing in Case of Irregu-
larities, Periodica Polytechnica Transportation Engineering, Vol. 33, No. 1–2, 2005, 
pp. 77–88.  

104 Kraft, E.R., A Hump Sequencing Algorithm for Real Time Management of Train 
Connection Reliability, Journal of the Transportation Research Forum, Vol. 39, No. 4, 
2000, pp. 95–115.  

105 Kraiss, K., Hamacher, N., Concepts of User Centered Automation, Aerospace Science 

and Technology, Vol. 5, No. 8, 2001, pp. 505–510.  
106 Kraus, D.C., Gramopadhye, A.K., Effect of Team Training on Aircraft Maintenance 

Technicians: Computer-Based Training Versus Instructor-Based Training, Interna-

tional Journal of Industrial Ergonomics, Vol. 27, No. 3, 2001, pp. 141–157.  
107 Krauss, G.R., Cardo, A., Safety of Life at Sea: Lessons Learned from the Analysis of 

Casualties Involving Ferries, Proceedings of the International Offshore and Polar 

Engineering Conference, Vol. 3, 1997, pp. 484–491.  
108 Lamonde, F., Safety Improvement in Railways: Which Criteria for Coordination at 

a Distance Design?, International Journal of Industrial Ergonomics, Vol. 17, No. 6, 
1996, pp. 481–497.  

109 Latorella, K.A., Investigating Interruptions: An Example from the Flightdeck, Pro-

ceedings of the Human Factors and Ergonomics Society Annual Meeting , Vol. 1, 
1996, pp. 249–254.  

110 Lauber, J.K., Contribution of Human Factors Engineering to Safety, Proceedings of 
the International Air Safety Seminar, 1993, pp. 77–88.  

111 Lee, J.D., Sanquist, T.F., Augmenting the Operator Function Model with Cognitive 
Operations: Assessing the Cognitive Demands of Technological Innovation in Ship 
Navigation, IEEE Transactions on Systems, Man, and Cybernetics: Part A: Systems 

and Humans., Vol. 30, No. 3, 2000, pp. 273–285.  
112 Lenior, T.M.J., Analyses of Cognitive Processes in Train Traffic Control, Ergonom-

ics, Vol. 36, 1993, pp. 1361–1368. 
113 Lerner, N., Steinberg, G., Huey, R., Hanscom, F., Driver Misperception of Maneuver 

Opportunities and Requirements, Proceedings of the XIVth Triennial Congress of the 

International Ergonomics Association and 44th Annual Meeting of the Human Fac-

tors and Ergonomics Society, 2000, pp. 255–258.  
114 Li, D., Tang, W., Zhang, S., Hybrid Event Tree Analysis of Ship Grounding Probabil-

ity, Proceedings of the International Conference on Offshore Mechanics and Arctic 

Engineering – OMAE, Vol. 2, 2003, pp. 345–349.  
115 Li, D., Tang, W., Zhang, S., Hybrid Event Tree Calculation of Ship Grounding Prob-

ability Caused by Piloting Failure, Shanghai Jiaotong Daxue Xuebao/Journal of 

Shanghai Jiaotong University, Vol. 37, No. 8, 2003, pp. 1146–1150.  
116 Lin, L.J., Cohen, H.H., Accidents in the Trucking Industry, International Journal of 

Industrial Ergonomics, Vol. 20, 1997, pp. 287–300. 
117 Lourens, P.F., Theoretical Perspectives on Error Analysis and Traffic Behaviour, 

Ergonomics, Vol. 33, No. 10–11, 1990, pp. 1251–1263. 
118 Lucas, D., Safe People in Safe Railways, IEE Colloquium (Digest), No. 49, 2000, 

pp. 3/1–3/2.  
119 MacGregor, C., Hopfl, H.D., Integrating Safety and Systems: The Implications for 

Organizational Learning, Proceedings of the International Air Safety Seminar, 1992, 
pp. 304–311.  

120 Majos, K., Communication and Operational Failures in the Cockpit, Human Factors 
and Aerospace Safety, Vol. 1, No. 4, 2001, p. 323–340. 

121 Majumdar, A., Ochieng, W.Y., Nalder, P., Trend Analysis of Controller-Caused 
Airspace Incidents in New Zealand, 1994–2002, Transportation Research Record, 

No. 1888, 2004, pp. 22–33.  



172 Appendix 

122 Majumdar, A., Ochieng, W.Y., A Trend Analysis of Air Traffic Occurrences in the 
UK Airspace, Journal of Navigation, Vol. 56, No. 2, 2003, pp. 211–229. 

123 Majumdar, A., Ochleng, W.Y., Nalder, P., Airspace Safety in New Zealand: A Causal 
Analysis of Controller Caused Airspace Incidents between 1994–2002, The Aeronau-

tical Journal, Vol. 108, May 2004, pp. 225–236.  
124 Malavasi, G., Ricci, S., Simulation of Stochastic Elements in Railway Systems using 

Self-Learning Processes, European Journal of Operational Research, Vol. 131, No. 2, 
2001, pp. 262–272.  

125 Malone, T.B., Rousseau, G.K., Malone, J.T., Enhancement of Human Reliability in 
Port and Shipping Operations, Water Studies, Vol. 9, 2000, pp. 101–111.  

126 Mathews, H.W.J., Global Outlook of Safety and Security Systems in Passenger Cars 
and Light Trucks, Proceedings of the Society of Automotive Engineers Conference, 

1992, pp. 71–93.  
127 Mayfield, T.F., Role of Human Factors Engineering in Designing for Operator Train-

ing, American Society of Mechanical Engineers Publications on Safety Engineering 

and Risk Analysis (SERA), Vol. 1, 1994, pp. 63–68.  
128 Mazzeo, P.L., Nitti, M., Stella, E., Ancona, N., Distante, A., An Automatic Inspection 

System for the Hexagonal Headed Bolts Detection in Railway Maintenance, Proceed-
ings of the IEEE Conference on Intelligent Transportation Systems, 2004, pp. 417–422.  

129 McDonald, W.A., Hoffmann, E.R., Driver’s Awareness of Traffic Sign Information, 
Ergonomics, Vol. 34, 1991, pp. 585–612. 

130 McLeod, R.W., Walker, G.H., Moray, N., Analysing and Modelling Train Driver 
Performance, Applied Ergonomics, Vol. 36, No. 6, 2005, pp. 671–680.  

131 McSweeney, K.P., Baker, C.C., McCafferty, D.B., Revision of the American Bureau 
of Shipping Guidance Notes on the Application of Ergonomics to Marine Systems – 
A Status Report, Proceedings of the Annual Offshore Technology Conference, 2002, 
pp. 2577–2581.  

132 Metzger, U., Parasuraman, R., Automation in Future Air Traffic Management: Effects 
of Decision Aid Reliability on Controller Performance and Mental Workload, Human 

factors, Vol. 47, No. 1, 2005, pp. 35–49. 
133 Mjos, K., Human Error Flight Operations, Ph.D. Dissertation, 2002. Available from 

the Dept. of Psychology, Norwegian University of Science and Technology, Trond-
heim, Norway. 

134 Modugno, F., Leveson, N.G., Reese, J.D., Partridge, K., Sandys, S., Creating and 
Analyzing Requirement Specifications of Joint Human-Computer Controllers for 
Safety-Critical Systems, Proceedings of the Annual Symposium on Human Interaction 

with Complex Systems, 1996, pp. 46–53.  
135 Mollard, R., Coblentz, A., Cabon, P., Vigilance in Transport Operations. Field Studies 

in Air Transport and Railways, Proceedings of the Human Factors Society Annual 

Meeting, 1990, pp. 1062–1066. 
136 Moray, N., Designing for Transportation Safety in the Light of Perception, Attention, 

and Mental Models, Ergonomics, Vol. 33, No. 10–11, 1990, pp. 1201–1213.  
137 Mosier, K.L., Palmer, E.A., Degani, A., Electronic Checklists. Implications for Deci-

sion Making, Proceedings of the Human Factors Society Annual Conference, 1992, 
pp. 7–11.  

138 Nelson, W.R., Integrated Design Environment for Human Performance and Human 
Reliability Analysis, Proceedings of the IEEE Conference on Human Factors and 

Power Plants, 1997, pp. 8.7–8.11.  
139 Nelson, W.R., Structured Methods for Identifying and Correcting Potential Human 

Errors in Aviation Operations, Proceedings of the IEEE International Conference on 

Systems, Man and Cybernetics, Vol. 4, 1997, pp. 3132–3136.  



 Appendix 173

140 Novak, M., Problems of Attention Decreases of Human System Operators, Neural 

Network World, Vol. 14, No. 3–4, 2004, pp. 291–301.  
141 Novak, M., Votruba, Z., Challenge of Human Factor Influence for Car Safety, Neural 

Network World, Vol. 14, No. 1, 2004, pp. 37–41.  
142 Novak, M., Votruba, Z., Faber, J., Impacts of Driver Attention Failures on Transport 

Reliability and Safety and Possibilities of its Minimizing, Neural Network World, 

Vol. 14, No. 1, 2004, pp. 49–65.  
143 Ogle, J., Guensler, R., Bachman, W., Koutsak, M., Wolf, J., Accuracy of Global 

Positioning System for Determining Driver Performance Parameters, Transportation 

Research Record, No. 1818, 2002, pp. 12–24.  
144 Orasanu, J., Fischer, U., McDonnell, L.K., Davison, J., Haars, K.E., Villeda, E., Van-

Aken, C., How do Flight Crews Detect and Prevent Errors? Findings from a Flight 
Simulation Study, Proceedings of the Human Factors and Ergonomics Society Annual 

Meeting, Vol. 1, 1998, pp. 191–195.  
145 Orlady, H.W., Orlady, L.M., Human Factors in Multi-Crew Flight Operations, Aero-

nautical Journal, Vol. 106, 2002, pp. 321–324.  
146 Parasuraman, R., Hancock, P.A., Olofinboba, O., Alarm Effectiveness in Driver-

Centred Collision-Warning Systems, Ergonomics, Vol. 40, No. 3, 1997, pp. 390–399.  
147 Parker, J.F.J., Human Factors Guide for Aviation Maintenance, Proceedings of the 

Human Factors and Ergonomics Society Annual Meeting, Vol. 1, 1993, pp. 30–35.  
148 Pauzie, A., Human Interface of in-Vehicle Information Systems, Proceedings of the 

Conference on Vehicle Navigation and Information Systems, 1994, pp. 6–11.
149 Polet, P., Vanderhaegen, F., Millot, P., Analysis of Intentional Human Deviated Be-

haviour: An Experimental Study, Proceedings of the IEEE International Conference 

on Systems, Man and Cybernetics, Vol. 3, 2004, pp. 2605–2610.  
150 Ranney, T.A., Mazzae, E.N., Garrott, W.R., Barickman, F.S., Development of a Test 

Protocol to Demonstrate the Effects of Secondary Tasks on Closed-Course Driving 
Performance, Proceedings of the Human Factors and Ergonomics Society Annual 

Conference , 2001, pp. 1581–1585.  
151 Reason, J., Maintenance-Related Errors: The Biggest Threat to Aviation Safety After 

Gravity, Aviation Safety, 1997, pp. 465–470. 
152 Regunath, S., Raina, S., Gramopadhye, A.K., Use of HTA in Establishing Training 

Content for Aircraft Inspection, Proceedings of the IIE Annual Conference , 2004, 
pp. 2279–2282.  

153 Reid, W.S., Safety in Perspective, for Autonomous Off Road Equipment (AORE), 
Proceedings of the ASABE Annual International Meeting, 2004, pp. 1141–1146.  

154 Reinach, S., Viale, A., Application of a Human Error Framework to Conduct Train 
accident/incident Investigations, Accident Analysis and Prevention, Vol. 38, 2006, 
pp. 396–406.  

155 Ricci, S., Tecnologia e Comportamenti Umani Nella Sicurezza Della Circolazione 
Ferroviaria; Technology and Human Behaviour in Railway Traffic Safety, Ingegneria 

Ferroviaria, Vol. 56, No. 5, 2001, pp. 227–232.  
156 Richards, P.G., The Perceived Gap between Need(Ed) and Mandated Training Mind 

the Gap, Aeronautical Journal, Vol. 106, 2002, pp. 427–430.  
157 Rognin, L., Salembier, P., Zouinar, M., Cooperation, Reliability of Socio-Technical 

Systems and Allocation of Function, International Journal of Human Computer Stud-

ies, Vol. 52, No. 2, 2000, pp. 357–379.  
158 Rumar, K., Basic Driver Error. Late Detection, Ergonomics, Vol. 33, No. 10–11, 

1990, pp. 1281.  
159 Rushworth, A.M., Reducing Accident Potential by Improving the Ergonomics and 

Safety of Locomotive and FSV Driver Cabs by Retrofit, Mining Technology, Vol. 78, 
No. 898, 1996, pp. 153–159.  



174 Appendix 

160 Sadasivan, S., Greenstein, J.S., Gramopadhye, A.K., Duchowski, A.T., Use of Eye 
Movements as Feedforward Training for a Synthetic Aircraft Inspection Task, Proceed-

ings of the Conference on Human Factors in Computing Systems, 2005, pp. 141–149. 
161 Sadasivan, S., Nalanagula, D., Greenstein, J., Gramopadhye, A., Duchowski, A., 

Training Novice Inspectors to Adopt an Expert's Search Strategy, Proceedings of the 
IIE Annual Conference, 2004, pp. 2257–2262. 

162 Sanquist, T.F., Human Factors in Maritime Applications: A New Opportunity for 
Multi-Model Transportation Research, Proceedings of the Human Factors Society 

Annual Meeting, Vol. 2, 1992, pp. 1123–1127.  
163 Sanquist, T.F., Lee, J.D., McCallum, M.C., Methods for Assessing Training and 

Qualification Needs for Automated Ships, Proceedings of the Human Factors and 

Ergonomics Society Annual Meeting, Vol. 2, 1995, pp. 1263–1267. 
164 Sasou, K., Reason, J., Team Errors: Definition and Taxonomy, Reliability Engineer-

ing and System Safety, Vol. 65, No. 1, 1999, pp. 1–9.  
165 Schmid, F., Organisational Ergonomics: A Case Study from the Railway Systems 

Area, IEE Conference Publication, No. 481, 2001, pp. 261–270.  
166 Schmid, F., Collis, L.M., Human Centred Design Principles, IEE Conference Publica-

tion, No. 463, 1999, pp. 37–43.  
167 Schmidt, R.A., Young, D.E., Ayres, T.J., Wong, J.R., Pedal Misapplications: Their Fre-

quency and Variety Revealed through Police Accident Reports, Proceedings of the Hu-

man Factors and Ergonomics Society Annual Conference, Vol. 2, 1997, pp. 1023–1027.  
168 Shappell, S.A., Wiegmann, D.A., A Human Error Analysis of General Aviation Con-

trolled Flight Into Terrain Accidents Occurring Between 1990–1998, Report No. 
DOT/FAA/AM–03/4, Office of Aerospace Medicine, Federal Aviation Administra-
tion, Washington, D.C., March 2003. 

169 Shelden, S., Belcher, S., Cockpit Traffic Displays of Tomorrow, Ergonomics in De-

sign, Vol. 7, No. 3, 1999, pp. 4–9.  
170 Shepherd, A., Marshall, E., Timeliness and Task Specification in Designing for Hu-

man Factors in Railway Operations, Applied Ergonomics, Vol. 36, No. 6 , 2005, 
pp. 719–727.  

171 Shinomiya, A., Recent Researches of Human Science on Railway Systems, Quarterly 

Report of RTRI (Railway Technical Research Institute of Japan), Vol. 43, No. 2, 
2002, pp. 54–57.  

172 Shorrock, S.T., Errors of Memory in Air Traffic Control, Safety Science, Vol. 43, No. 8, 
2005, pp. 571–588. 

173 Shorrock, S.T., Kirwan, B., Development and Application of a Human Error Identifi-
cation Tool for Air Traffic Control, Applied Ergonomics, Vol. 33, No. 4, 2002, 
pp. 319–336.  

174 Shorrock, S.T., Kirwan, B., MacKendrick, H., Scaife, R., Foley, S., The Practical 
Application of Human Error Assessment in UK Air Traffic Management, IEE Con-

ference Publication, No. 481, 2001, pp. 190–195. 
175 Singer, G., Starr, A., Improvement by Regulation: Addressing Flight Crew er-

ror/performance in a New Flight Deck Certification Process, Proceedings of the An-

nual European Aviation Safety Seminar, 2004, pp. 83–87. 
176 Siregar, M.L., Kaligis, W.K., Viewing Characteristics of Drivers, Advances in Trans-

port, Vol. 8, 2001, pp. 579–587.  
177 Small, D.W., Kerns, K., Opportunities for Rapid Integration of Human Factors in 

Developing a Free Flight Capability, Proceedings of the AIAA/IEEE Digital Avionics 

Systems Conference, 1995, pp. 468–473. 
178 Son, K., Choi, K., Yoon, J., Human Sensibility Ergonomics Approach to Vehicle 

Simulator Based on Dynamics, JSME International Journal, Series C: Mechanical 

Systems, Machine Elements and Manufacturing, Vol. 47, No. 3, 2004, pp. 889–895.  



 Appendix 175

179 Sraeter, O., Kirwan, B., Differences Between Human Reliability Approaches in Nu-

clear and Aviation Safety, Proceedings of the IEEE 7
th
 Human Factors Meeting, 2002, 

pp. 3.34–3.39. 
180 Stager, P., Hameluck, D., Ergonomics in Air Traffic Control, Ergonomics, Vol. 33, 

No. 4, 1990, pp. 493–499.  
181 Sweeney, M.M., Ellingstad, V.S., Mayer, D.L., Eastwood, M.D., Weinstein, E.B., 

Loeb, B.S., The Need for Sleep: Discriminating between Fatigue-Related and Non fa-
tigue-Related Truck Accidents, Proceedings of the Human Factors and Ergonomics 

Society Annual Conference, Vol. 2, 1995, pp. 1122–1126. 
182 Taylor, M., Integration of Life Safety Systems in a High-Risk Underground Environ-

ment, Engineering Technology, Vol. 8, No. 7, 2005, pp. 42–47.  
183 Telle, B., Vanderhaegen, F., Moray, N., Railway System Design in the Light of Hu-

man and Machine Unreliability, Proceedings of the IEEE International Conference on 

Systems, Man and Cybernetics, Vol. 4, 1996, pp. 2780–2785.  
184 Tsuchiya, M., Ikeda, H., Human Reliability Analysis of LPG Truck Loading Opera-

tion, IFAC Symposia Series, No. 6, 1992, pp. 135–139.  
185 Tsukamoto, D., Hasegawa, T., Development of Maintenance Support System for 

Wayside Workers, Quarterly Report of RTRI (Railway Technical Research Institute of 

Japan), Vol. 43, No. 4, 2002, pp. 175–181. 
186 Ugajin, H., Human Factors Approach to Railway Safety, Quarterly Report of RTRI 

(Railway Technical Research Institute of Japan), Vol. 40, No. 1, 1999, pp. 5–10.  
187 Ujimoto, K.V., Integrating Human Factors into the Safety Chain – a Report on Inter-

national Air Transport Association's (IATA) Human Factors '98, Canadian Aeronau-

tics and Space Journal, Vol. 44, No. 3, 1998, pp. 194–197. 
188 Vakil, S.S., Hansman, R.J., Predictability as a Metric of Automation Complexity, 

Proceedings of the Human Factors and Ergonomics Society Annual Meeting , Vol. 1, 
1997, pp. 70–74.  

189 Van Elslande, P., Fleury, D., Elderly Drivers: What Errors do they Commit on the 
Road?, Proceedings of the XIVth Triennial Congress of the International Ergonomics 

Association and 44th Annual Meeting of the Human Factors and Ergonomics Society, 

2000, pp. 259–262.  
190 Vanderhaegen, F., APRECIH: A Human Unreliability Analysis Method – Application 

to Railway System, Control Engineering Practice, Vol. 7, No. 11, 1999, pp. 1395–1403.  
191 Vanderhaegen, F., Non-Probabilistic Prospective and Retrospective Human Reliabil-

ity Analysis Method – Application to Railway System, Reliability Engineering and 

System Safety, Vol. 71, 2001, pp. 1–13. 
192 Vanderhaegen, F., Telle, B., Consequence Analysis of Human Unreliability during 

Railway Traffic Control, Proceedings of the International Conference on Computer 

Aided Design, Manufacture and Operation in The Railway and Other Advanced Mass 

Transit Systems, 1998, pp. 949–958.  
193 Visciola, M., Pilot Errors. Do we know enough?, Proceedings of the International Air 

Safety Seminar Proceedings, 1990, pp. 11–17.  
194 Vora, J., Nair, S., Gramopadhye, A.K., Melloy, B.J., Medlin, E., Duchowski, A.T., 

Kanki, B.G., Using Virtual Reality Technology to Improve Aircraft Inspection Per-
formance: Presence and Performance Measurement Studies, Proceedings of the Hu-

man Factors and Ergonomics Society Annual Meeting, 2001, pp. 1867–1871.
195 Wagenaar, W.A., Groeneweg, J., Accidents at Sea: Multiple Causes and Impossible 

Consequences, Int. J. Man-Machine Studies, Vol. 27, 1987, pp. 587–598. 
196 Watson, G.S., Papelis, Y.E., Chen, L.D., Transportation Safety Research Applications 

Utilizing High-Fidelity Driving Simulation, Advances in Transport, Vol. 14, 2003, 
pp. 193–202.  



176 Appendix 

197 Wenner, C.A., Drury, C.G., Analyzing Human Error in Aircraft Ground Damage 
Incidents, International Journal of Industrial Ergonomics, Vol. 26, 2000, pp. 177–199. 

198 West, R., French, D., Kemp, R., Elander, J., Direct Observation of Driving, Self Re-
ports of Driver Behaviour, and Accident Involvement, Ergonomics, Vol. 36, No. 5, 
1993, pp. 557–567.  

199 Wigglesworth, E.C., A Human Factors Commentary on Innovations at Railroad-
Highway Grade Crossings in Australia, Journal of Safety Research, Vol. 32, No. 3, 
2001, pp. 309–321. 

200 Wilson, J.R., Norris, B.J., Rail Human Factors: Past, Present and Future, Applied 

Ergonomics, Vol. 36, No. 6, 2005, pp. 649–660.  
201 Wright, K., Embrey, D., Using the MARS Model for Getting at the Causes of SPADS, 

Rail Professional, 2000, pp. 6–10. 
202 Wu, L., Yang, Y., Jing, G., Application of Man-Machine-Environment System Engi-

neering in Underground Transportation Safety, Proceedings in Mining Science and 

Safety Technology Conference, 2002, pp. 514–518. 
203 Xiaoli, L., Classified Statistical Report on 152 Flight Incidents of Less than Separa-

tion Standard Occurred in China Civil Aviation during 1990–2003, Proceedings of the 

2004 International Symposium on Safety Science and Technology, 2004, pp. 166–172.  
204 Ye, L., Jiang, Y., Jiang, W., Shen, M., Locomotive Drivers' Diatheses in China's 

Railways, Proceedings of the Conference on Traffic and Transportation Studies, 

ICTTS, Vol. 4, 2004, pp. 392–396.  
205 Yemelyanov, A.M., Unified Modeling of Human Operator Activity in a Real-World 

Environment, Conference Proceedings of the IEEE International Conference on Sys-

tems, Man and Cybernetics, Vol. 3, 2005, pp. 2476–2481.  



Author Biography 

Dr. B.S. Dhillon is a professor of Engineering Management in the Department of 

Mechanical Engineering at the University of Ottawa. He has served as a Chair-

man/Director of Mechanical Engineering Department/Engineering Management 

Program for over ten years at the same institution. He has published over 330 arti-

cles on engineering management, reliability, safety, etc. He is or has been on the 

editorial boards of nine international scientific journals. In addition, Dr. Dhillon 

has written 31 books on various aspects of engineering management, design, reli-

ability, safety, and quality published by Wiley (1981), Van Nostrand (1982), But-

terworth (1983), Marcel Dekker (1984), Pergamon (1986), etc. His books are being 

used in over 70 countries, and many of them are translated into languages such as 

German, Russian and Chinese. He has served as General Chairman of two interna-

tional conferences on reliability and quality control held in Los Angeles and Paris 

in 1987. 

Prof. Dhillon has served as a consultant to various organizations and bodies and 

has many years of experience in the industrial sector. At the University of Ottawa, 

he has been teaching reliability, quality, engineering management, design, and 

related areas for over 27 years, and he has also lectured in over 50 countries, in-

cluding keynote addresses at various international scientific conferences held in 

North America, Europe, Asia, and Africa. In March 2004, Dr. Dhillon was a dis-

tinguished speaker at the Conf./Workshop on Surgical Errors (sponsored by White 

House Health and Safety Committee and Pentagon), held at the Capitol Hill (One 

Constitution Avenue, Washington, D.C.).  

Professor Dhillon attended the University of Wales, where he received a B.S. in 

electrical and electronic engineering and an M.S. in mechanical engineering. He 

received a Ph.D. in industrial engineering from the University of Windsor.  



Index

A

Air carrier accidents  131 

Air Florida  118 

Air taxi crashes  2, 118 

Air traffic control systems  121, 128 

Aircraft accidents, major  131 

Aircraft maintenance technician 

(AMT)  131, 135, 136 

Aircraft maintenance, common 

errors  133 

Aircraft maintenance, useful 

guidelines  141–144 

Airline accidents 

British Midland Airways  

127, 129 

Korean Airlines  127, 129, 130 

Aviation industry  117, 128 

Aviation Safety Reporting System  

8, 120, 123, 130 

B

Biological clock dynamics  121 

Block diagram method  72 

Boolean algebra laws  13, 14 

Brightness contrast estimation  36 

Bus accidents  2, 10, 105, 106, 

114–116 

C

Car-truck crashes  106 

Cause and effect diagram   

52, 81–83, 125 

Character height estimation  35 

Commercial aviation accidents  

118, 128, 129 

Common driver errors  

106, 108, 115 

Controller-caused airspace incidents  

121–123 

Critical human errors   

72–75, 149, 150 

Cumulative distribution function 

definition  16, 17 

D

Definition 

Accident  3 

Failure  3 

Human error  3, 9 

Human performance reliability  3 

Human reliability  3, 9 

Man-function  3, 9 

Probability  13, 15 

Safety  3 

Transportation system  3, 9 

Driver errors  106, 107, 115 



180 Index 

E

Error-cause removal program  

52, 54, 55 

Event tree analysis  96, 101 

Expected value definition  17, 18 

F

Failure modes and effect analysis  

57, 60–62, 74, 75, 81, 94, 101, 109 

Fault tree analysis  57, 64, 65, 75, 81, 

83, 94, 96, 97, 109, 124, 125, 135 

Fault tree symbols 

AND gate  64–66, 75 

Circle  64, 65, 75 

OR gate  64–67, 75 

Rectangle  64, 65 

Federal Aviation Administration 

(FAA)  123, 130 

Federal Railroad Administration 

(FRA)  6, 80, 89 

Final-value theorem  19 

Fishbone diagram  82 

Flight crew decision errors  119, 128 

Fluid flow valve  19 

G

General aviation crashes  118 

Glare constant estimation  37 

Government Industry Data Exchange 

Program (GIDEP)  8 

Ground proximity warning system 

(GPWS)  128 

H

Hazard and operability study 

(HAZOP)  94, 101 

High-profile accidents 

Alpha oil platform explosion  118 

Chernobyl nuclear accident  118 

Space Shuttle Challenger disaster  

118 

High-risk industry  97 

High-risk systems  118 

Highway crashes  105 

Human behaviors  31, 32, 40 

Human correctability function   

164 

Human error analysis in 

transportation systems  155 

Human error classifications 

Contributory errors  47 

Design errors  46, 54 

Fabrication errors  47 

Handling errors  47 

Inspection errors  47 

Maintenance errors  46 

Operator errors  47, 54 

Human error data banks  8 

Human error occurrence 

Consequences  45, 46, 52 

Reasons  45 

Ways  45 

Human error risk management  

141, 142 

Human factors guidelines  39, 40 

Human factors objectives  30, 40 

Human performance effectiveness  

44, 45, 53 

Human performance reliability  

47, 48, 55 

Human performance reliability 

function  164 

Human performance reliability 

prediction  145, 146, 149 

Human sensory capabilities  

31, 32, 40 

I

Inspector performance estimation  

35

International Air Transport 

Association (IATA)  117, 129 

International Civil Aviation 

Organization (ICAO)  7, 11, 

132, 144 



 Index 181

L

Laplace transform definition  18, 26 

Long-haul operations  120, 129 

M

Maintenance personnel, fatigued  

132 

Maintenance technicians’ 

characteristics  133 

Man and machine characteristics  

30, 31, 40 

Man-machine systems analysis  

51, 54 

Marine accidents  2, 92, 99 

Marine industry  92, 101 

Marine systems  94, 95, 99, 101, 102 

Marine transportation Research 

Board  6, 7 

Markov method  57, 69, 70, 81, 109, 

112, 125, 135, 138, 139 

Maximum safe car speed estimation  

35

Mean time between failures (MTBF)  

100, 101 

Mean time to human error  49, 50, 

54, 70, 71 

Motor vehicle driver  109–116 

N

National Aeronautics and Space 

Administration (NASA)  

1, 60, 117 

National Maritime Safety Incident 

Reporting System  8 

National Transportation Safety 

Board (NTSB)  118, 129 

O

Occupational stressors  44, 53 

Oil tanker Groundings  92, 94, 96, 

97, 99, 101, 103 

On-surface transit system  155, 156, 

160, 161 

Operator error rates  152–154, 164 

P

Pareto analysis  67, 75 

Pareto diagram  81, 125 

Personnel reliability index method  

50, 51, 54 

Pilot–controller communication 

errors  123, 124, 129, 130 

Pontecorvo method  68, 75 

Preliminary hazard analysis  95, 96 

Probabilistic risk analysis  94, 103 

Probability density function 

definition  17, 21–25 

Probability distributions 

Binomial Distribution  20 

Exponential Distribution  22, 24, 

48, 49 

Gamma Distribution  24, 48, 49 

Log-normal Distribution  25, 48 

Normal Distribution  25 

Poisson Distribution  21, 22 

Rayleigh Distribution  23, 24 

Weibull Distribution  23, 24, 

48, 49 

Probability properties  13 

Probability tree method  57, 58 

R

Railway accident analysis 

The Clapham Junction accident  

86, 87, 89 

The Ladbroke Grove accident  

86, 89 

The Purley accident  86, 87 

The Southall accident  86, 87 

Railway accidents  1, 2, 5, 10, 11, 

77, 78, 80, 86, 89 

Read back/hear back errors  123, 124 

Remote control locomotive  81 

Rest period estimation  34 



182 Index 

Risk assessment analysis  

94, 95, 101 

Road accident fatalities  105, 114 

Road traffic injuries  106 

Road transportation systems  

105, 109, 112, 115 

S

Safety management assessment 

system (SMAS)  99–103 

Safety/review audits  94 

Self-generated error correction  148 

Shipboard automation  93 

Shipping system reliability  100, 101 

Signal passed at danger (SPAD)   

78–80, 89 

Signal passing  78 

South African Press Association 

(SAPA)  106, 116 

Space Shuttle Challenger disaster  

118 

System design phase stages  37 

T

Tanker accidents  2, 91 

Technics of operation review (TOR)  

62, 75 

Thailand Cultural Center Station  78 

Throughput ratio method  63, 64 

Towing rates  156, 160, 161 

Towing vessel groundings  92 

Train accidents  77, 78, 80, 86, 89 

Train driver  79, 80, 83–85, 87,  

147–149 

Train speed  78, 80, 89 

Trans-meridian flight  121 

Transportation system operator  

149–155 

Truck accidents  106 

Truck driver  106, 164 

U

United Kingdom Civil Aviation 

Authority  2, 132 

United Kingdom Protection and 

Indemnity (UKP&I) Club  2, 91 

V

Vehicle mean time to failure  

157, 162 

Venn diagram  14, 26 

W

World Health Organization  2 

Wright brothers  117 




