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MARTIN J. BALL, MICHAEL R.
PERKINS, NICOLE MULLER,
AND SARA HOWARD

Although the insights of the speech and language sciences have long been
applied to the description and analysis of communication impairment, the
widespread use of the term ‘clinical linguistics” dates only from the publica-
tion of the book of that title by David Crystal (1981). Crystal defines clinical
linguistics as “the application of linguistic science to the study of communication
disability, as encountered in clinical situations” (Crystal, 1981, p. 1).Further,
Crystal (1984, p. 31) adds to his definition: “clinical linguistics is the application
of the theories, methods and findings of linguistics (including phonetics) to the
study of those situations where language handicaps are diagnosed and treated.”

Restricting the direction of application from linguistics to language disorder
is deliberate: “the orientation . .. should be noted. It may be contrasted with
the approach of neurolinguists, for example, who study clinical language data
in order to gain insights into linguistic or neurological theory” (Crystal, 1984,
pp- 30-1). However, it has since been recognized that the study of commun-
ication disorders can tell us a great deal about the nature of communication
itself, and the scope of the term has subsequently been extended. For example,
Ball and Kent (1987, p. 2) in the preface to the then newly launching journal
Clinical Linguistics and Phonetics, state that they prefer a definition that covers
“either applying linguistic/phonetic analytic techniques to clinical problems,
or showing how clinical data contribute to theoretical issues in linguistics/
phonetics”. This approach is the one we take in this handbook.

In the 1970s and 80s Crystal and his colleagues worked to develop lingui-
stically based profiling techniques for the analysis of normal and disordered
syntax (Crystal, Fletcher, & Garman, 1976; Crystal, 1979), and then phonology,
prosody and semantics (Crystal, 1982). At about the same time a particular
interest in the clinical application of phonology began to emerge, with work
by Grunwell (1982), Ingram (1976, 1981), Edwards and Shriberg (1983), and
Edwards and Gierut (1986) among many others. The founding of the journal
Clinical Linguistics and Phonetics in 1987 provided an expanded forum for the
development of clinical linguistics, and the lead article by Crystal pointed the
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way to the exploration of interactions between levels of analysis in clinical
linguistics (Crystal, 1987). The 1990s saw a number of book-length treatments
of specific areas of clinical linguistics such as syntax (Grodzinsky, 1990), prag-
matics (Gallagher, 1991; Smith & Leinonen, 1992), psycholinguistics (Lesser &
Milroy, 1993), new approaches to phonology (Ball & Kent, 1997), transcribing
disordered speech (Ball, Rahilly, & Tench, 1996; revisited in Miiller, 2006),
instrumental aspects of clinical phonetics (Ball & Code, 1997), and the detailed
application of these specific areas in the form of individual case studies (Perkins
& Howard, 1995). The increasing momentum of research into clinical linguis-
tics has continued into the current decade. Collections of research articles have
been published which attest to the full scope of the discipline (e.g. Fava, 2002;
Maassen & Groenen, 1999; Windsor, Hewlett, & Kelly, 2002). Clinical Linguistics
and Phonetics now appears monthly with articles covering a range of linguistic
areas and disorder types, and dealing with a variety of different languages.
Recent books show the expansion of clinical linguistics into new areas: Ball
(2007) describes a clinical sociolinguistics, Perkins (2007) provides a unified
theory of pragmatic ability and disability, and Guendouzi and Miiller (2006)
investigate the nature of discourse in dementia. The discipline has clearly
matured to a point where an up-to-date survey in the form of a handbook is
warranted, if not overdue.

For this handbook we have commissioned state-of-the-art articles by leading
clinical linguists and phoneticians with the aim of covering the main areas of
research in the field. It is organized according to the different areas of linguistics
- e.g. phonology, syntax, pragmatics — rather than to different types of com-
munication disorder — e.g. aphasia, specific language impairment, dysarthria.
The latter approach has been avoided partly because there are handbooks of com-
munication disorders already in existence (e.g. Blanken, Dittmann, Grimm,
Marshall, & Wallesch, 1993; Damico, Ball, & Miiller, forthcoming; Kent, 2003),
but also to reflect the status of clinical linguistics as a subdiscipline of linguistics
rather than of speech and language pathology. The aim has been to include
discussion of a range of pathologies, both developmental and acquired, in
each chapter. In addition, we have invited authors to briefly consider the
actual or potential influence of their particular specialist area on mainstream
theories and descriptions of language, in line with our expanded definition
of clinical linguistics above.

The handbook is divided into three parts: I: Discourse, Pragmatics and
Sociolinguistics, II: Syntax and Semantics and III: Phonetics and Phonology.

Part I, Discourse, Pragmatics and Sociolinguistics, considers speech, langu-
age and communication impairment from the perspective of language use. In
particular, it examines how the choices involved in language production and
comprehension are influenced by underlying linguistic and cognitive abilities
and also by the communicative context, including factors such as the age, sex
and socio-cultural background of the interlocutors, their relationship, relative
status and degree of shared knowledge, their interactional agendas, and the
physical, social, cultural, institutional and political parameters of the interaction
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itself. The focus on use and context is a relatively recent development in clinical
linguistics, which has been more traditionally concerned with the form and
structure of speech and language. However, the vitality of this burgeoning area
of the discipline is evident in the range of different theoretical approaches and
methodological paradigms represented in the nine chapters of part L.

In the opening chapter, Miiller, Guendouzi and Wilson review the applica-
tion of Discourse Analysis (DA) in its various guises to the study of commu-
nication disorders. They focus in particular on Kintsch and Van Dijk’s model of
macrostructure and microstructure, on story grammars, and on socio-cultural
approaches such as Critical Discourse Analysis, Discursive Psychology and
Social Construction Theory. In addition, Speech Act Theory, which is also
mentioned in several other chapters (e.g. chapters 4 and 5), receives its main
treatment in this chapter. Two further theories of pragmatics — Conversational
Implicature and Relevance Theory — are covered in chapters 2 and 3. Ahlsén
examines how Grice’s cooperative principle and conversational maxims can
be used as a framework for elucidating communication impairment, and in
particular focuses on ways in which the principle and maxims appear not to
be adhered to for various reasons. Problems with world knowledge, cognition,
language comprehension and language production can all affect the use of
implicature, and she examines the impact of each on individual maxims. In
chapter 3, Leinonen and Ryder review the clinical application of Relevance
Theory (RT). The use of RT by clinicians has so far been fairly limited, though
the authors argue that an account of pragmatic impairment in terms of cogni-
tive processing, as proposed in RT, is of more explanatory value than description
of behavioral symptoms alone. RT has proved to be particularly illuminating
in the analysis of individuals with autism, and it is argued that RT itself is sup-
ported by studies of pragmatic impairment.

Rather than take pragmatic theory as its starting point as in chapters 2 and
3, Stemmer’s chapter on ‘neuropragmatics” — a recently coined term meaning
the study of the neural substrates of pragmatic behavior — provides an over-
view of research which aims to identify links between a range of neurological
impairments (e.g. right-hemisphere damage, traumatic brain injury, dementia
and developmental disorders) and behaviors which have an impact on prag-
matic competence, such as problems with inferential reasoning, interpretation
of irony, sarcasm and jokes, and recognition of others’ emotions and executive
functions (e.g. attention, planning and problem solving). Perkins in chapter 5
likewise focuses on factors which underlie pragmatic impairment, but from a
broader perspective. His ‘emergentist’ theory of pragmatics views pragmatic
impairment not as a discrete phenomenon in its own right but as the complex
outcome of interactions between semiotic, cognitive and sensorimotor systems
during the process of communication. It extends the neuropragmatic account
by (1) viewing phenomena such as cognitive processing and language use as
inherently interpersonal, (2) seeing the relationship between underlying deficit
and consequent behavior as being mediated via a process of compensatory
adaptation, and (3) characterizing pragmatics as a multimodal rather than an
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exclusively linguistic phenomenon. The interpersonal dimension of language
use is also highlighted by Wilkinson in chapter 6 from the perspective of
conversation analysis (CA) — a variety of discourse analysis which focuses on
the way in which conversation comes into being through a collaborative pro-
cess of turn-by-turn construction in real time by both participants. Wilkinson
examines how CA has been used to analyze interactions involving individuals
with acquired and developmental communication disorders, and shows that
such disorders are not the exclusive responsibility of individuals but are to a
considerable degree the manifestation of jointly negotiated agendas.

In chapter 7, Damico and Ball examine the wider sociolinguistic context of
communication disorder from the perspective of the variationist paradigm
originally developed by Labov. They note, for example, the importance of being
aware of the accent, dialect and socio-cultural features of the client’s speech
community which otherwise might be interpreted as evidence of impairment
when compared to standard varieties/norms, and the necessity of setting eco-
logically valid remedial targets. They also discuss the way in which power
relationships are negotiated between clinician and client, and the notion of
literacy as a socio-political construct. Ferguson and Thomson (chapter 8) also
take a sociolinguistically oriented view of communication impairment, but from
the perspective of Systemic Functional Linguistics (SFL), a theory of language
use developed by the British linguist Michael Halliday, in which syntax, sem-
antics, phonology and pragmatics are all integral. They provide an outline
of the theory, and of how it lends itself to clinical linguistic analysis, arguing
that rather than simply providing a checklist of items for assessment or inter-
vention, the value of SFL lies in its provision of a meaning-based conceptual
and analytical paradigm which affords unique insight into the nature of com-
munication impairment.

The final chapter in part I, by Hua and Wei, examines how cross-linguistic
variation and bilingualism intersect with pragmatics, discourse and sociolin-
guistics in the context of clinical linguistics. There is still a relatively small
literature on non-English speaking people with communication impairments,
and within this literature discourse, pragmatics and sociolinguistics are the
least researched topics. Hua and Wei point out that cross-linguistic and multi-
lingual research in these areas is important not just in order to understand
the nature of the impairments themselves and the extent to which they are
influenced by the properties of specific languages and sociocultural factors,
but also in order to provide effective assessment and treatment.

Part II is dedicated to syntax, morphology and semantics in the clinical
domain. Whereas part I is concerned with language use in its various guises,
the chapters in part II deal with formal aspects of language: sentence structure,
word structure, and lexical meaning, traditionally considered core areas of
both mainstream and clinical linguistics.

Chomsky’s theory of generative grammar has been a dominant paradigm in
theoretical syntax for roughly half a century. Clahsen’s chapter (10) gives an
overview of applications of generative grammar to issues in clinical linguistics.
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Traditionally, favorite areas of application were aphasia and Specific Lan-
guage Impairment (SLI), since, in these disorders, impairment appears to be
specific to linguistic systems, while other cognitive domains remain more or
less unimpaired. Clahsen outlines several approaches to the deficits observed
in agrammatic aphasia: feature and trace deletion, Tree Pruning, and Under-
specification of T/INFL, the former two being framed within Government and
Binding Theory, the latter within the Minimalist Program. In the application of
Chomskyan grammar to SLI, Clahsen discusses two types of approaches: those
that identify quite broad syntactic impairments, and those that attempt to find
specific linguistic markers for SLI. Chomskyan theory has thus far not been
widely applied to broader developmental disorders that involve a broader
range of cognitive and linguistic impairments, such as Down’s syndrome.
Clahsen discusses difficulties with pronoun comprehension, anaphoric bind-
ing and passivization that have been analyzed within this framework.

The topic of Wray’s chapter (11) is formulaic language. Characteristics of
formulaic sequences are that they appear to be stored and retrieved whole,
rather than spontaneously created or analyzed at the point of use. Findings
on the occurrence and nature of formulaic language in aphasia, Alzheimer’s
disease and autism are reviewed. Wray discusses dual systems models of
language processing (‘holistic’ and ‘analytic” processing), and contrasts them
with a model of the lexicon as composed of different subunits on the basis
of function.

Marinis (chapter 12) discusses syntactic processing in developmental and
acquired language disorders, focusing on SLI and aphasia. He identifies as a
major issue the question whether language disorder results from an incom-
plete language system (either incompletely developed, or affected by brain
insult in acquired disorders), or from processing limitations. The chapter
reviews literature investigating real-time syntactic processing, and compares
differences in insights provided by on-line and off-line tasks.

In chapter 13, Penke surveys how inflectional systems are affected in lan-
guage disorders. The factors identified as influencing errors with inflectional
morphology are typology and complexity of inflectional systems, inflection
type, regularity, frequency, and morphosyntactic specifications and marked-
ness. Penke reviews theories that aim to account for deficits in inflectional
systems, such as the role of mental lexicon versus that of mental grammar, and
accounts based on problems with perception and production of inflectional
affixes. Under the heading of the relevance of inflectional impairments for
linguistic theory, the author discusses the implications of findings of selective
deficits of regular and irregular inflections across a number of languages, dif-
ferential impairment of different inflections with the same or similar surface
forms, and the status of inflectional morphemes in the mental lexicon.

Kahlaoui and Joanette (chapter 14) give an overview of the neurological
structures underlying word semantics, focusing on the specific contributions
of the two cerebral hemispheres. The chapter surveys research on hemispheric
asymmetries in semantic processing in normally functioning brains, as well as
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in studies of brain damage with a variety of etiologies (left-hemisphere lesions,
right-hemisphere lesions, Alzheimer’s disease). The authors conclude that
semantic processing in the right cerebral hemisphere is unique, enriching and
complementing processing by the left cerebral hemisphere.

Frisch, Kotz and Friederici (chapter 15) present research on the neural cor-
relates of normal and pathological language processing at the sentence level.
Their survey begins with the classical models of language as a neurological
and psychological function, developed from the second half of the nineteenth
century onwards. The chapter discusses the timing issue in language process-
ing, as investigated via reaction-time experiments, event-related potentials
(ERP), and neuroimaging methods that allow a high spatial resolution (positron
emission tomography and functional magnetic resonance imaging — fMRI).
The authors discuss ERP and fMRI research intro semantic integration and syn-
tactic processes (word category integration, processing of morphosyntactic
information, and syntactic repair analysis). They present a model of differen-
tial sequential phases of sentence processing, with the caveat that this is a very
dynamic area of research and that therefore models are in a state of flux.

The main focus of de Jong’s chapter (16) is on specific language impairment
(SLI) in bilingual children. A brief discussion of aphasia in bilingual adults is
included for comparative and contrastive purposes. Diagnostic concerns in
bilingual SLI mirror major research questions, namely how to map the bound-
aries between language disorder and normally developing speakers of two or
multiple languages with varying acquisition patterns (simultaneous or sequen-
tial, for example). The question of what constitutes bilingual SLI and how it
differs from monolingual SLI is approached via a composite of group com-
parisons featuring bilingualism and/or SLI.

Crago, Paradis and Menn (chapter 17) offer cross-linguistic perspectives on
impairments of syntax and semantics. The two populations focused upon are
children with SLI, and adults with acquired aphasia. A key focus of cross-
linguistic research in SLI has been the question of the extent to which clinical
markers are language-specific or show tendencies across languages, with invest-
igations of inflectional morphology dominating, while research on syntax or
lexical semantics is thus far underrepresented. The authors conclude that while
there are no universal cross-linguistic characteristics of SLI, there are char-
acteristic tendencies, in particular within language families. The discussion
of cross-linguistic research on aphasia begins with reviews of research on
the comprehension of syntax and word-string interpretation studies, before
moving on to production studies. The chapter concludes with a brief section
on bilingual aphasia.

Black and Chiat’s chapter (18) on interfaces between cognition, semantics
and syntax focuses on verb argument structure, its impairments and linguistic
analyses. A summary of deficits in verb argument structure in SLI and aphasia
is followed by a review of thematic role analysis, in which each verb is cat-
egorized as having a specified thematic structure paired with a syntactic sub-
categorization frame. This permits an account of patterns of mapping between
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thematic and semantic roles shared by semantically diverse verbs. Given a
number of shortcomings of thematic role analysis identified in the research
literature, the authors conclude that thematic roles are insufficient to account
for verb argument structures and their impairments. Rather, the authors argue
that situations and their properties are crucial in the linguistic expression of
situations, and that ‘event structure’ analysis should include the aspectual
type of a situation, the causal structure of situations, and an indication of the
properties of participants affecting their linguistic mapping.

Part III deals with phonetics and phonology. Because these related areas so
often overlap in the clinical context (see Ball and Miiller, 2002, for the difficult-
ies in the use of the phonetics-phonology distinction with clinical data), we
have combined these fields of study into the third part of the book.

Chapters 19 to 24, ‘Phonetic Analysis’, comprise a series of accounts of
different methods for the phonetic analysis of clinical speech data, covering
a range of instrumental, acoustic and perceptual approaches. In chapter 19,
Gibbon describes a range of instrumental techniques used to capture aspects
of articulatory activity during speech production, including electropalatography,
X-ray, ultrasound, magnetic resonance imaging, electromagnetic articulography,
optoelectronic systems and glossometry. As well as discussing the insights
into the nature of impaired speech production which their use in research has
supplied, Gibbon provides an assessment of the strengths and weaknesses of
the techniques for use in the clinical context with children and adults with
speech impairments, and also discusses the possible reasons why their clinical
use is not as yet more widespread. In chapter 20, Whitehill and Lee continue
the theme of instrumental analysis, describing a range of techniques which
assess nasal resonance and airflow and velopharyngeal function, including
direct visualization methods, such as nasendoscopy and videofluoroscopy,
as well as acoustic and aerodynamic approaches including spectrography,
nasometry, accelerometry and pressure-flow techniques. The authors note
the care that is needed in the application of the techniques and in the inter-
pretation of data gained from them, and discuss the relationship between
instrumental and perceptual analyses in different clinical populations, includ-
ing particularly speakers with cleft palate and speakers with a dysarthria.

Following on from the preceding accounts of articulation and resonance, in
chapter 21 Awan considers the instrumental analysis of phonation and voice.
Describing a range of direct and indirect techniques for investigating laryngeal
structure and function, Awan points out the many challenges involved in
voice analysis, given both the complex, multidimensional character of voice
quality and phonatory activity, and also the additional consideration of inter-
and intra-speaker variability and variation.

In chapter 22, Kent and Kim tackle the huge subject of acoustic analysis and
its application in clinical phonetics. As they note, it is a particularly valuable
technique in exploring the nature of speech impairments, as it can link the
processes of speech production and speech perception. As well as providing a
summary of the acoustic features of vowels and consonants, the authors use
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key areas of the research literature to discuss the ways in which acoustic
analysis has contributed so extensively to our understanding of impaired speech
production and perception. While acknowledging how much has already been
achieved, Kent and Kim point the way forward to further work across a wide
range of speech impairments.

Complementarily to the instrumental techniques already covered, in chap-
ter 23 Heselwood and Howard explore the use of phonetic transcription in the
analysis of atypical speech output. As well as a discussion of the motivation
for carrying out narrow phonetic transcription, they describe its strengths and
pitfalls. Issues considered by the authors include the content and layout of
transcriptions, the various symbol systems and conventions available for cap-
turing unusual aspects of speech production, and the different kinds and levels
of detail which might be appropriate for different types of speech data.

Moving away from the approaches to clinical phonetic investigation
addressed in the previous chapters, Bent and Pisoni (chapter 24) focus on the
ways in which researchers have assessed speech perception and the extent
to which different experimental paradigms support or undermine the claims
made by competing theories of speech perception. Of particular interest is
the degree to which the processes of speech perception are distinct from pro-
cesses which human beings use to process other auditory events, as well
as issues surrounding intelligibility and talker variability. The authors con-
sider the implications of these issues for individuals with speech and language
difficulties.

Chapters 25 to 30, ‘Phonological Analysis’, deals with clinical phonological
concerns. A variety of phonological theories have been applied to the analysis
of clinical data and recruited to aid in the planning of remediation for phono-
logical errors, and these chapters explore the most dominant of these together
with some innovations in the field. Miccio and Scarpino (chapter 25) critically
evaluate the phonological processes approach to clinical phonology developed
out of the theory of Natural Phonology, an approach that has been dominant
among speech-language pathologists for some time. The authors note both the
positive aspects of attention to patterns (rather than individual segments) and
the frequent lack of phonetic grounding in some of the processes invented to
deal with disordered speech.

The move to the nonlinear accounts of phonological patterning that have
been part of the generative paradigm for many years came relatively late to
clinical phonology. Developments such as autosegmental phonology, metrical
phonology and feature geometry have all now been seen to have implica-
tions in the description and remediation of disordered speech. Bernhardt and
Stemberger (chapter 26) describe these developments and move on to discuss
how they operate within a constraints-based phonology. Dinnsen and Gierut
(chapter 27) also take constraints as central, using the recently emerging
approach of Optimality Theory to discuss phonological overgeneralization in
children’s speech. Optimality Theory accounts for phonological changes through
the reordering of constraints, and the authors point out that a variety of
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disordered speech patterns could be described in this way. Government Pho-
nology is in the same generative tradition as several of the preceding accounts.
However, as Ball (chapter 28) explains, there are many important differences
at both the segmental and the prosodic levels. One of the most important
aspects of the theory is that feature values are unary and that governing rela-
tions may hold between features, and between segments. Often, the changes
seen in disordered speech may be accounted for through changes in these
governing relations.

An alternative to the generative paradigm is offered by Van Lieshout and
Goldstein (chapter 29), who describe Articulatory Phonology and its applica-
tion to speech impairment. As the name suggests, Articulatory Phonology is
strongly phonetically based, with articulatory gestures acting as the primitive
units of description. Changes in gestural coordination, gestural intrusion and
decoupling are insightful ways of describing many aspects of disordered speech
in both children and adults. The final chapter on phonological analysis (30) is
by Sosa and Bybee; it describes the very recent work on phonology in use
pioneered by the second author. This approach to phonology attempts psy-
cholinguistic validity (rather than simply descriptive validity), and, in its
modeling of phonological storage and emerging patterns influenced by fre-
quency, may well have important implications for both the description and
the treatment of disordered speech.

The remaining chapters of part III deal with other important topics in clin-
ical phonetics and phonology. Ziegler, in chapter 31, deals with neurophonetics.
He describes this area of study as a subdiscipline of neurolinguistics, and is
concerned with those areas of neural functioning that deal with spoken lan-
guage processing; he acknowledges the difficulty of disentangling phonetic
from phonological concerns in neurolinguistics. The chapter concentrates on
two main areas: motor disorders (including adult-acquired impairments and
developmental problems in children), and perceptual neurophonetics. It
concludes with the impact the study of neurophonetics has had on theory
building in phonetics.

An issue which permeates many types of speech impairment, including
those associated with aphasia, dysfluency, dysarthria, apraxia of speech and
hearing impairment, is that of coarticulation, and specifically of impairments
to coarticulation which disrupt the smooth and delicately timed overlapping of
the different vocal organ movements for speech. In chapter 32 Hardcastle and
Tjaden address this wide-ranging topic, examining different theoretical and
methodological approaches to defining and measuring coarticulation, as well
as discussing problems with coarticulation manifest across different clinical
populations. They comment on the difficulties inherent in conducting clinical
research in this area, but also note that further refinement and development
of those analytic techniques currently available form a worthwhile endeavor.

Stoel-Gammon and Pollock’s chapter (33) deals with vowels in normal
acquisition and in disorder. The authors note the lack of research in this
area in comparison to work with consonants. The chapter commences with a
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physiological description of vowel production, before examining the vowel
system of American English in some detail. The literature on vowel acquisi-
tion in English and other languages is reviewed, and examples of vowel errors
in normally developing and phonologically disordered children are given,
including a discussion of childhood apraxia of speech. The chapter concludes
with a discussion of assessment and treatment issues.

In chapter 34 Wells and Whiteside focus on prosody and on the ways
in which atypical prosodic behavior may be investigated and assessed. As
well as providing accounts of phonetic (perceptual and instrumental) and
phonological/linguistic approaches to the analysis of prosody, the authors
broaden their perspective to encompass both psycholinguistic and interactional
approaches, the former focusing on the input and output processes involved
in the perception and production of prosodic variables, and the latter explor-
ing how various prosodic behaviors contribute to the negotiation of aspects
of conversation such as turn-taking, topic control and repairs in real talk.
They argue that the study of prosody in speech impairments is doubly valu-
able, both as a way of characterizing prosodic impairments, and also as a
way of exploring how a speaker’s comparative strengths in prosody might be
employed to compensate for other speech production deficits.

Speech intelligibility is the focus of Gary Weismer’s chapter 35. The author
discusses the problem of defining what is meant by speech intelligibility, set-
tling on the “relative measure of the degree to which a speaker’s speech signal
is understood”. Weismer examines various approaches to the measuring of
speech intelligibility, and then turns his attention to predicting intelligibility
from error analyses, noting that feature-analytic measures prove better pre-
dictors than those based on transcription. Multiple regression models are also
reviewed, the author concluding that a small number of the variables account
for most of the variance in intelligibility scores.

Where clinical phonetic and phonological analysis has traditionally taken as
its focus single words, in chapter 36 Howard, Wells, and Local adopt a differ-
ent perspective, looking at how individuals with impaired speech produce
words in sequence in multi-word utterances. As well as focusing in detail on
word juncture behaviors and the ways in which speakers with speech difficulties
negotiate word boundaries, they discuss the interplay between articulation and
prosody in longer utterances, and the impact that connected speech difficulties
can have on intelligibility. Insights from detailed phonetic analysis of clinical
and developmental data lead the authors to call for analysis of connected speech
to become a routine component of clinical assessment.

Another departure from traditional approaches to clinical phonetic and pho-
nological analysis is made by Docherty and Khattab in chapter 37, where they
present compelling reasons for researchers and clinicians to take account of
sociophonetic factors in assessing and characterizing impaired speech. The
authors explore issues associated with describing and interpreting sociophonetic
variation and with seeking to understand how young children develop the
ability to perceive and produce a repertoire of subtle and appropriate variants.
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The implications of sociophonetic variation for clinical assessment and inter-
vention as they relate to social and regional variation are explored, as well as
the variation encountered in bilingual and second-language speakers.

The final contribution to the handbook deals with the cross-linguistic acquisi-
tion of phonology. Ingram (chapter 38) starts by considering the range of pho-
nological differences between languages (from segmental inventories through
prosody and phonotactics to morphophonology) and discussing theoretical
aspects of phonology and phonological acquisition. He concentrates on con-
sonant and word-complexity acquisition, in relation to theoretical concerns
about the universal versus individual language nature of acquisition, and
whether problems in acquisition have a phonological or articulatory basis.
Ingram presents data from a range of different languages that lead to the
conclusion that a considerable amount of cross-language variation is found
in phonological acquisition, and that phonological disorders are not simply
a reflex of articulatory limitations.
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1 Discourse Analysis
and Communication
Impairment
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1.1 Introduction: Definitions and
Conceptualizations of Discourse

1.1.1 What is discourse?

The applied clinical disciplines have a long history of borrowing theoretical
constructs and methods of inquiry from, for example, theoretical linguistics,
psycholinguistics, the philosophy of language, sociology, anthropology, and
others. This means on the one hand that there is an impressive array of meth-
odological resources and complementary (and sometimes contradictory) the-
oretical viewpoints that can inform our understanding of all manner of speech
and language data. On the other hand, there is a danger of conceptual and
terminological confusion, if the theoretical and philosophical heritage of
terminologies is overlooked (see Guendouzi & Miiller, 2006; Perkins, 2007, for
more detailed discussion).

The terms discourse and discourse analysis are used in many different ways
by different people, not only in clinical' linguistics (or, more broadly, clinical
communication studies) and speech-language pathology, but also in non-
clinical domains. The Latin word discursus, which became ‘discourse’ in Eng-
lish (Onions, 1966, p. 272), means ‘running to and fro’, from which derived the
medieval Latin meaning ‘argument’. Thus, within disciplines that deal with
human language, speech and communication, ‘discourse’ can be understood,
in the widest sense, as both the process of running to and fro, an exchange,
between a human being and his or her environment, and the products arising
from such exchanges.

Because of space limitations, we do not attempt to give a comprehensive
overview of explicit and implicit definitions of the terms discourse and discourse

The Handbook of Clinical Linguistics. Edited by Martin J. Ball, Michael R. Perkins, Nicole Miiller
and Sara Howard © 2008 Blackwell Publishing Ltd. ISBN: 978-1-405-13522-1
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analysis as they have been used in the non-clinical literature. Readers may
find such overviews in the opening chapter of Jaworski and Coupland (1999)
or Schiffrin (1994, ch. 2), and in the introduction to Schiffrin, Tannen, and
Hamilton (2001). The latter volume groups the multitude of discourse-analytic
approaches into three major strands: “(1) anything beyond the sentence,
(2) language use, and (3) a broader range of social practice that includes non-
linguistic and nonspecific instances of language” (p. 1). The conceptualization
of discourse adopted, whether explicitly defined or left implicit to emerge from
the data gathered and analyzed, depends of course on the research question
asked, which in turn is constrained by the theoretical or analytical framework
within which a researcher works.

Schiffrin (1994) distinguishes between formalist and functionalist traditions
in discourse analysis. Formalist approaches aim at the discovery of structural
properties pertaining between elements of discourse, (1) as defined in Schiffrin,
Tannen, and Hamilton (2001). It would appear to follow that such approaches
also implicitly focus on discourse as product, rather than as a process. In other
words, while there are “producers and receivers of sentences, or extended
texts, . . . the analysis concentrates solely on the product, that is, the words-
on-the-page” (Brown & Yule, 1983, p. 23). Functionalist views of discourse, on
the other hand, aim to capture patterns of language use, including the use of
linguistic form (and other communicative devices) for interactive and com-
municative purposes, thus discourses (2) and (3). Brown and Yule, taking a pro-
cess stance towards discourse, describe a discourse analyst as someone who
is “interested in the function or purpose of a piece of linguistic data and also
in how that data is processed, both by the producer and the receiver” (1983,
p. 25), and who treats “data as the record (text) of a dynamic process in
which language was used as an instrument of communication in a context
by a speaker/writer to express meanings and achieve intentions (discourse)”
(p. 26). Discourse (3) is the object of analysis in critical approaches, which
examine language and its use within the context of social practices, and society
and identities as constructed through discursive (linguistic and non-linguistic)
practices. (Guendouzi & Miiller, 2006, ch. 1, on which this section draws sub-
stantially, presents a more detailed overview of definitions and approaches
to discourse, and additional references, with specific application to dementia
studies.)

In reality, the distinction between discourse as process and discourse as
product, and indeed between formalist and functionalist approaches, turns
out to be less than straightforward to maintain. First of all, it has to be stressed
that all analysis of discourse is an analysis of a product (with the possible
exception of real-time neuroimaging studies; but even there we can argue
that what is analyzed is an artifact of an analytical procedure, i.e. a pattern,
or image). That is to say, the starting point of an analysis is always going
to be a “piece of linguistic data”, in Brown and Yule’s phrase, or a text. In gen-
eral, researchers in clinical contexts are primarily concerned with the mech-
anisms that underlie the processing of discourse and the production of text.
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However, definitions of discourse in work that does not draw on the methods
of conversation analysis (see Wilkinson, chapter 6 in this volume), particularly
in experimental research, tend to fall squarely into Schiffrin, Tannen, and
Hamilton’s (2001) category (1), as for example Joanette, Goulet, and Hannequin's
statement (1990, p. 163) that discourse “refers to a groups of sentences such
as in a conversation or a story”, or Cherney, Shadden, and Coelho’s definition
of discourse (1998, p. 2) as “continuous stretches of language or a series of con-
nected sentences or related linguistic units that convey a message”.

Research and assessment in clinical discourse analysis frequently targets
specific discourse types, or genres. Table 1.1 summarizes a widely used tax-
onomy (based on Cherney, Shadden, & Coelho, 1998).

The distinction between discourse types and their characteristics is of course
an oversimplification. A speaker’s main purpose in telling a story may be
instructional (a ‘cautionary tale’), by way of entertainment. A business negoti-
ation may have a conversational structure overall, but is likely to contain ele-
ments of expository and persuasive discourse, and possibly even narrative
material (by way of illustrating elements of either expository or persuasive
discourse). However, in terms of clinical applications the simplification inher-
ent in the categorization is deliberate, since it limits the variables of analysis
that have to be taken into account, and thus makes comparisons and general-
izations easier. This is also the reason why in assessment or research contexts,
‘naturalness’ tends to be sacrificed for the sake of standardization in terms
of the tasks and stimuli used. For example, one of the frequently used picture
stimuli to elicit descriptive discourse is the well-known “Cookie Theft Picture”
from the Boston Diagnostic Aphasia Examination (Goodglass & Kaplan, 1983).
Narrative discourse is often elicited using action pictures, or picture sequences
(see some of the references in sections 1.2 and 1.3 below. Thus a balance is
attempted between achieving generalizability and, if not necessarily a dis-
course context that is entirely personally relevant and natural to the parti-
cipant, one that is engaging enough to produce data that reflect the best of
the participant’s ability.

1.1.2 Analyses of discourses in clinical domains, and
the role and impact of disorder

We believe it is safe to say that there is, in clinical domains, a common thread
among the multiplicity of approaches to the analysis of discourse, namely the
quest for mechanisms that permit humans the creation of meaning in context.”
The chief instrument for meaning creation is of course language use. Within
clinical linguistics and interaction studies, a focus of interaction is impair-
ments that impede communicative language use. The object of analysis is
always a text, and the properties of the said text may be formulated in a
multitude of different ways; however, clinical discourse analysis in the end
will always aim at a clinical purpose. The purpose may be the search for
generalizable features, patterns or symptoms that characterize either disorders



6 Nicole Miiller, Jacqueline A. Guendouzi, and Brent Wilson

Table 1.1 Discourse genres distinguished in clinical applications

Type Characteristics Purpose Examples
Descriptive Lists attributes To translate ~ Description of a
and concepts; a static visual picture or an object
no chronological image (real
sequence or imaginary)
into language
Narrative Presents events/ To entertain Retelling a personal
actions arranged in by relating experience or
a chronological or real or a fictional event;
temporal sequence fictitious retelling a story
event to an heard, read, or from
audience a picture sequence
or action picture
Procedural Includes instructions  To instruct Instructions how to
and/or directions, as to how a make a cup of tea;
in a specific order procedure is  how to change
carried out a wheel on a car
Persuasive Expresses an opinion; That the Political canvassing
gives reasons to addressee (persuading voters
support that opinion  should come to vote for a certain
to share candidate)
the opinion
expressed by
the speaker
Expository Provides factual To inform Exposition of pros
and interpretive about a topic and cons of a
information about certain therapy
a topic (compare approach
and contrast;
cause and effect;
generalization, etc.)
Conversational Interactive; To mutually  Chat between

participants switch
roles (speaker—
addressee)

communicate
content

friends; interview

or populations with certain impairments, for strategies by which the impact of
impairment is alleviated, or for the mechanisms by which societies construct
images of impairment or disorder. Whatever the research question, the ana-
lysis of discourse in clinical domains is essentially functional, even though the
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measures employed may be borrowed from so-called formal approaches to
discourse analysis.

As regards the enabling (or, depending on one’s perspective, disabling)
mechanisms in the creation of meaning in context, we can, at a minimum,
distinguish the following:

1 Intra-individual or -personal: the cognitive, linguistic, but also organic
(including neural) mechanisms that can be linked to the achievement of dis-
course. Michael Perkins (chapter 5 in this volume) lists a number of semiotic,
cognitive and sensorimotor elements of pragmatics, which can be included
here as part of the intra-individual discourse potential.

2 Inter-individual, or interactional: the mechanisms at work in an interaction
that contribute to meaning creation. These mechanisms could be further sub-
divided into characteristics of interactants (which makes reference back
to point 1), of an unfolding interaction, and of the context in which an
interaction takes place.

3 Social: the mechanisms in the socio-cultural context beyond any given com-
municative situation that contribute to meaning creation.

This tripartite distinction is of course somewhat of a simplification: It is too
gross-grained in that within each category, multiplicities of mechanisms and
processes could be distinguished; and it is too rigid because meaning creation
between communicating participants cannot happen without all three types
of mechanisms. However, it may serve us as a simple structure to which to
anchor some distinctions concerning the various approaches to clinical dis-
course analysis, and the presence and nature of disorder.

To say what it means for a skill, an anatomical or neurological mechan-
ism, an interaction, or even a person (to name only a few possibilities) to be
‘disordered’ is not a trivial endeavor in clinical studies. The perspective on this
question will determine how a researcher or clinician defines and approaches
a research question or therapeutic activity. Our tripartite classification of con-
tributing mechanisms, then, offers three different perspectives on the nature
of texts, and on the role of disorder. We can look at texts as windows on
cultural and social processes, and socially negotiated meanings of ‘order” and
‘disorder’ (making reference to point 3). Another perspective is an interactional-
emergent view of disorder that makes reference to point 2 above, and that
looks at a text as a record of the joint, interactional negotiation of meaning.
Furthermore, we can use texts, and in particular texts in which meaning con-
struction is disrupted in some fashion, as reflections of certain configurations
of impairments that are properties of a person (point 1).

Wilkinson (chapter 6 in this volume) discusses the application of conversa-
tion analysis (CA) to clinical data. Among the major methodological tenets of
CA and clinical approaches based on CA is the principle that one’s data must
be approached with as few preconceptions as possible as to how mutual under-
standing (the joint negotiation of meaning within the interactional context)
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is or is not achieved. Further, the analyst’s role is to discover, by way of detailed
description of the ‘local’ (i.e. turn-by-turn, in conversational data) organiza-
tion of a text (e.g. a transcript of a conversation), the mechanisms that inter-
actants use to jointly negotiate meaning. Thus, there is no a priori ‘ill-formed’
or ‘well-formed’ structure; rather, what is or is not successful emerges out of
the unfolding interaction (see also Atkinson & Heritage, 1984). Thus the search
is for joint interactional mechanisms (including, for example, compensatory
strategies, or even non-conventional uses of interactional tools; see also Perkins,
chapter 5 in this volume), rather than primarily for indicators of communicative
impairment.

In contrast to what could thus be termed a bottom-up approach to discourse
as defined above, many investigators apply a top-down set of tools to the
analysis of data from clinical contexts. These tools are then employed in the
search for characteristics of discourse that can be considered typical for certain
types of disorder; that is, discourse characteristics are analyzed as reflections
of impairment. This perspective within clinical discourse analysis typically
employs an experimental or quasi-experimental-reductionist approach to
research, in which attempts are made to control for factors that may influence
the production of texts and cloud the perspective on individual impairment.
Top-down approaches to discourse typically employ, either implicitly or expli-
citly, a notion of well-formedness. In other words, as well as applying a set
of descriptive-analytic categories to a text, such approaches bring a set of
assumptions as to appropriate or inappropriate realizations of categories.

Our presentation of approaches to the analysis of discourse is necessarily
selective. In sections 1.2 and 1.3 below, we discuss perspectives on discourse
that originated in research on language processing, namely the notion of micro-
and macrostructures (1.2) and analyses of narrative, specifically story gram-
mars (1.3). Section 1.4 deals with a perspective borrowed from the philosophy
of language, speech act theory. While these perspectives emerge from very dif-
ferent scientific and philosophical traditions, they have provided researchers
in the clinical disciplines with analytical and descriptive frameworks that have
been widely used (and at times widely criticized). Other influential work in
the realm of clinical discourse analyses is discussed elsewhere in this volume:
for example, cohesion analyses grounded in Systemic Functional Linguistics
(Ferguson & Thomson, chapter 8 in this volume), and conversation analysis
(Wilkinson, chapter 6 in this volume). Section 1.5 moves the discussion to the
social construction of self and personhood in the presence of disorder, speci-
fically dementia.

1.2 Perspectives from Discourse Processing:
Micro- and Macrostructures

Theories that attempt to explain the processing of discourse, developed
chiefly in the 1970s and 1980s, have had a considerable impact on the clinical
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domain. The research underlying the clinical application was deliberately and
programmatically interdisciplinary, spanning psychology, linguistics, sociology
and cognitive science (see e.g. Gordon, 1993; Kintsch, 1977; Mandler, 1984;
Schank & Abelson, 1977; Van Dijk, 1977; Van Dijk & Kintsch, 1978, 1983).
Attempts to model cognitive structures and processes underlying the com-
prehension (and by implication production)’ of discourse were motivated by
the view that “actual language use in social contexts” rather than “abstract or
ideal language systems should be the empirical object of linguistic theories”
(de Beaugrande, 1991, p. 265, excerpting from Van Dijk & Kintsch, 1983). This
view is influenced by the traditions of European structuralism, literary scholar-
ship and rhetoric, and sociolinguistics, and can also be seen in part as a reaction
against the preoccupation of mainstream linguistics (in essence dominated
by the transformational generative paradigm) and psycholinguistics with the
syntax and semantics of isolated sentences. A central tenet of what Duchan
(1994, pp. 2-3) briefly summarizes as the “thought behind the discourse”
approach is that the comprehension and production of discourse involves a
language user’s establishing and subsequently drawing on mental representa-
tions (knowledge structures or schemas). Further, it is assumed that it is pos-
sible to formally model such representations. In the clinical literature, further
assumptions that emerge are that such models can be used to describe and
isolate deficits in processing (both linguistic and cognitive) associated with
various diagnostic categories, such as aphasia, right-brain damage, and others,
and that, in turn, the deficits associated with these diagnostic categories can
shed light on normal, non-disordered language processing.

The categories micro- and macrostructure in particular, and by extension
micro- and macrostructural deficits, are frequently employed in the clinical
literature. Studies employing the notion of micro- and macrostructures fre-
quently make reference to Kintsch and Van Dijk’s (1978) model of discourse
comprehension and production. Our brief summary of the model is based on
Kintsch and Van Dijk (1978), Mross (1990), and Fayol and Lemaire (1993). One
assumption in Kintsch and Van Dijk’s model is that comprehension happens
in real time. Processing the linguistic cues in a text and relating them to con-
ceptual knowledge is constrained by the limitations of short-term memory.
This circumstance forces cyclical, iterative processing. In Kintsch and Van Dijk’s
model, text is represented at three levels. The verbatim trace or surface of a
text is the memory of specific words or phrases.* The text base represents
the meaning of the text, and consists of a partially ordered list of connected
propositions. Within the text base, Kintsch and Van Dijk distinguish between
microstructure and macrostructure. The microstructure contains ‘local” infor-
mation, “corresponding to the individual words and their relationships in the
text” (Mross, 1990, p. 55). Argument overlap, or co-reference, results in local
coherence. The macrostructure of the text base represents global information;
it represents the level of gist, topic, main ideas of the text. Correspondingly,
global coherence operates at the level of the text as a whole. The macrostructure
results from the operation of so-called macro-rules, which “relate sequences of
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propositions at the local level to higher-level sequences of propositions, in so
doing yielding the global meaning of the discourse” (Mross, 1990, p. 59). The
macro-rules (deletion, generalization and construction) operate recursively on
the micropropositions, and thus produce a hierarchical, partially ordered list
of propositions. Superstructures, in Kintsch and Van Dijk’s (1978) terms, are
abstract cognitive structures that correspond to conventionalized types of dis-
course (e.g. narrative). Superstructures are, as Mross points out (1990, p. 59),
“more of a description of the overall form that a discourse may take and are not
a representation of the semantic content of a particular discourse”, in contrast
to the macrostructure. Kintsch and Van Dijk further hypothesize that, in addi-
tion to the text base “readers construct a structure referred to as the situation
model” (Mross, 1990, p. 62), in order to account for phenomena such as learn-
ing from texts, i.e. using information from texts, as opposed to remembering a
text. Whereas Kintsch and Van Dijk’s (1978) model proposes that the process-
ing of micropropositions results in macrostructure (see above), other authors
(e.g. Johnson-Laird, 1983; see also Van Dijk and Kintsch, 1983) stress the role
of general world knowledge, and a heuristic model of processing.

The differentiation between micro-, macro- and superstructures, and between
micro- and macroprocessing has been attractive to researchers in the area of
memory (impaired or otherwise), and various impairments of linguistic and
cognitive functioning. Mross (1990), as well as giving a detailed précis of
the Kintsch and Van Dijk model in its philosophical and historical context,
summarizes experimental studies on short-term and long-term memory and
text processing. In the field of aphasia studies, Ulatowska and her colleagues
in the 1980s investigated micro- and macrostructure availability in the produc-
tion of procedural and narrative discourse (Ulatowska, Doyel, Freedman-Stern,
Macaluso-Haynes, & North, 1983; Ulatowska, Freedman-Stern, Weiss-Doyel,
Macaluso-Haynes, & North, 1983; Ulatowska, North, & Macaluso-Haynes, 1981).
The superstructures of Kintsch and Van Dijk’s model were here defined as
“categories of story grammar”, or “sets of instrumental scripts” (Huber, 1990,
p. 171). The general conclusions are that even where significant language
impairment at the syntactic and lexical level was present, the most essential
elements were recognizably preserved. As Huber (1990, p. 172) points out,
“methodologically, the discovery of macropropositions is difficult to achieve”,
given that macropropositions are abstractions and therefore not directly acces-
sible. Ulatowska, Freedman-Stern, Weiss-Doyel, Macaluso-Haynes, and North
(1983) chose to identify essential propositions empirically, as those most fre-
quently used in the story summaries of their non-impaired control group. They
found that none of the participants with aphasia produced the complete set of
essential propositions, but that nonessential ones were omitted more often.

Huber (1990) contrasts heuristic macroprocessing and algorithmic micro-
processing, the former relying significantly on world knowledge, the latter on
linguistic knowledge. He summarizes experiments in text-picture matching,
comprehension of metaphorical idioms, story arrangement (with cartoon stimuli),
and verbal description of cartoon stories. Overall, the studies pointed towards
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knowledge based macroprocessing as “the preferred mode of text processing”
in aphasia. However, they also found that macroprocessing was not completely
spared in persons with aphasia, either in production or in comprehension.

In a review of aphasic discourse analysis, Armstrong (2000, p. 880) finds
that investigations of micro- and macrostructural deficits in aphasia research
have led to a separation of levels of processing “to the point where it has been
suggested that a dissociation between the skills required for intact microstruc-
ture and macrostructure of text may exist”. Glosser and Deser (1990) suggest
that hemispheric specialization of micro- and macrolinguistic skills may underlie
a dissociation. However, the existence of such a dissociation is not universally
accepted (see e.g. Christiansen, 1995). Armstrong, who approaches micro- and
macrostructure from the perspective of discourse coherence, calls for further
research into the possible links between the two levels of processing, as well as
investigations into their organization in speakers with aphasia.

The differentiation between micro- and macro-levels of processing has also
been applied to populations with impairment other than aphasia. Coelho, Grela,
Corso, Gamble, and Feinn (2005) summarize relevant research in the area of
traumatic brain injury (TBI). They report on a study utilizing propositional
density at the microstructural level, which finds that persons with TBI pro-
duce narratives with lower propositional density (number of propositions per
sentence) than persons without brain injury. Myers (1993) summarizes findings
on deficits in narrative production in persons with right-hemisphere damage,
among them macrostructural deficits.

Research involving persons with various types of brain damage assumes,
in general, that neural correlates of characteristics of texts (e.g. propositional
density) can be identified; in other words, a departure from well-formedness
reflects patterns of processing deficits. At times, however, the terms micro-,
macro- and superstructure are used in a more or less theory-neutral fashion in
the clinical literature. Cherney, Shadden, and Coelho (1998, p. 5), for example,
refer to micro-, macro- and superstructural analyses, the first being defined as a
focus on the word or sentence level, investigating the “small elements” in a
text and the relationships between them. Macrostructural analyses operate at
the level of the text, looking at “gist, theme, or main ideas”. Superstructural
analysis “overlies the text”; the term is essentially used in the sense of genre or
discourse type. Thus terms that were originally conceived of as distinguishing
between levels of processing become analytic, or assessment, categories, that
do not necessarily make an a priori claim to psychological, or neural, reality.

1.3 Perspectives from Discourse Processing:
Story Grammars

Narratives have been an object of analysis for many disciplines within the
humanities, sciences and cognitive sciences (see Johnstone, 2001, for an over-
view). While there is great potential for the use of narratives (especially
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personal autobiographical narratives) as a tool to explore the social construc-
tion of disease and disorder, the analysis of narrative structure has also been
frequently used to investigate patterns of cognitive and linguistic deficit in the
context of various types of impairment.

Story grammars were developed, in the 1970s, within a generative perspec-
tive on language and language processing which, however, aspired to provide
formal models of language beyond the level of isolated sentences (see above).
Story grammars are, in essence, “systems of rules defining the regularities
found in narrative texts” (Fayol & Lemaire, 1993, p. 4).

Stein and Glenn’s (1979) story schema is an example of such a grammar.
Initially drawing on, and then departing from, earlier work by Rumelhart
(1975), they propose to set out a grammar that represents the internal repre-
sentation involved in comprehending (and, by implication, producing) stories.
The story grammar has a set of ordered generative (or ‘rewrite’) rules that
specify category structures and intercategory relations; further, a “story con-
sists of a setting category plus an episode system” (Stein & Glenn, 1979, p. 59).
The internal structure of a simple episode comprises (1) an initiating event,
(2) the protagonist’s internal response to (1), (3) her or his internal plan to achieve
a goal, (4) an attempt to carry out the plan and attain the goal, (5) the conse-
quence of (4), and (6) the protagonist’s reaction to (5). A story’s episode sys-
tem consists of one or more episodes linked by the connectors AND (includes
simultaneous or a temporal relation), THEN (includes temporal but not direct
causal relations), or CAUSE (includes temporal relations which are causal in
nature) (Stein & Glenn, 1979, pp. 60-2; see also e.g. Mandler, 1984; Mandler &
Johnson, 1977). Story grammars have not been universally accepted as adequ-
ate models of story processing; however, as Fayol and Lemaire (1993) point
out, canonical story structure has widely been considered a relevant factor.

The notion of story grammar has experienced considerable popularity as an
analytical tool in the investigation of narratives produced by persons with a
variety of linguistic and cognitive impairments. For example, Roth and Spekman
(1986) used Stein and Glenn’s (1979) structure, with slight modifications, to
analyze oral narratives by children with learning disabilities, who produced
stories containing fewer propositions overall, fewer complete episodes and
fewer Minor Setting statements than normally developing controls. Jordan,
Murdoch, and Buttsworth (1991) replicated Roth and Spekman’s procedure
with groups of children with closed head injury (CHI). In contrast to other
studies discussed in the paper, story grammar analysis did not result in sig-
nificant differences between narratives by children with either mild or severe
CHI and those by normally developing peers. Ska and Guénard (1993) analyzed
narratives produced by persons with dementia of the Alzheimer’s type (DAT)
using Stein and Glenn’s (1979) categories. They found that persons with
DAT produced fewer story components than normally aging controls, made
sequential-order errors, and produced more irrelevant propositions. In addi-
tion, for both participants with DAT and controls, the nature of the task
(narratives produced with no visual stimulus, with a single picture stimulus,
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or an ordered series of pictures) significantly affected performance. Pearce,
McCormack, and James (2003) used picture stimuli (a wordless picture book,
and an isolated picture) to elicit oral narratives from children with specific
language impairment (SLI), normally developing (ND) age-matched peers,
and children with language impairment and low non-verbal ability (LNVA).
Children with SLI produced more complex stories than children with LNVA,
but only with the wordless picture book. The authors interpret their findings
as challenging notions about SLI as “a unique classification that may be
defined by morphosyntactic characteristics” (p. 331). McDonald and Turkstra
(1998) review literature on assessing pragmatic language function, including
story grammar analyses of narratives, in adolescents with traumatic brain
injury (TBI). Coelho, Youse, Le, and Feinn (2003) included elements of story
grammar analyses (number of complete and incomplete episodes, and the
completion of T-units contained within episode structure) in a discriminant
analysis of narrative and conversational discourse produced by adults with
CHI and non-brain injured adults.

In terms of story grammar, a well-formed story is one that contains the
elements specified in the story grammar, and no (or little) extraneous infor-
mation that would distract from the well-formed story structure. McCabe and
Bliss (2003, pp. 12-14) urge caution in the use of story grammar analysis as an
assessment tool for children’s narrative production. Story grammar analysis
does not necessarily discriminate between children with and without language
impairment, particularly on story-retelling tasks. Furthermore, a prescriptive
use of story grammar in the sense of an assessment template produces a bias
against narratives which are not produced in the European tradition.

1.4 A Perspective from the Philosophy
of Language: Speech Acts in Theory
and Practice

Communicative intent, its expression and comprehension — in other words,
what people do with language — is of course a fundamental concern in clinical
contexts. Austin’s (1962) tripartite division of a speech act into locutionary act,
illocutionary act, and perlocution looks simple and straightforward. A locutionary
act, or locution, is a speaker’s use of words with determinate sense or, in other
words, unambiguous meaning, and reference. The illocutionary act or illocution
is the act carried out by the speaker uttering the locution; in other words,
the illocution embodies the speaker’s intention in making an utterance. The
illocutionary effect is the addressee’s (or listener’s) recognition of the speaker’s
intention (Searle, 1969). The listener’s acting upon the speaker’s expressed
intention is the perlocution, or perlocutionary act. The effect, or force, of an
utterance is a source of meaning that can be distinguished from the truth or
falsity of a sentence, another source of meaning. To illustrate, the proposition
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expressed by means of the sentence It's raining will be true if at the time
specified (the present) watery precipitation is indeed happening. However,
the sentence can be used in an utterance to express, for example, a reminder
by the speaker to the listener to pick up an umbrella before stepping outside,
or as an excuse by the speaker when asked why she hasn’t cut the grass yet.
Certain conditions, often referred to as felicity conditions (see e.g. Austin, 1962;
Searle, 1969, 1975) have to be met for illocutionary acts to be successful, i.e.
lead to the desired perlocutions. For example, a promise can only ‘count as’ a
promise if the action to which a speaker is committing represents something
that is desirable to the addressee.

Searle (1975) classifies illocutionary acts into five major categories, using
their illocutionary point as a criterion. The illocutionary point can be described
as the main source of meaning of the illocutionary act. As an illustration, an
order has the same illocutionary point as a request: the speaker’s intent is that
the addressee will carry out an action. However, the former has an element
of compulsion or obligation on the part of the addressee and an element of
authority on the part of the speaker; the latter does not. Searle’s classification
has been modified by various authors both in terms of terminology and defini-
tions (see e.g. Bach & Harnisch, 1979; Hancher, 1979; Clark, 1996; Levinson,
1983); the following is based on Searle (1979, pp. 12-20).

Hlocutionary acts Illocutionary points

Assertives “commit the speaker . .. to something’s being the case,
to the truth of the expressed proposition” (p. 12).

Directives “are attempts by the speaker to get the hearer to do
something” (p. 13).

Commissives “commit the speaker to some future course of action”
(p- 14).

Expressives “express the psychological state specified in the sincerity

condition about a state of affairs specified in the
propositional content” (p. 15); “express a feeling toward
the addressee” (Clark, 1996, p. 135).

Declaration: “bring about some alteration in the status or condition of
the referred to object . . . solely in virtue of the fact that
the declaration has been successfully performed” (p. 17).

Subclassifications of these basic categories can be found in various treatments
and applications of speech act theory; we shall return below to potential prob-
lems of taxonomies and their applicability to texts.

As mentioned above, the success or failure of a speech act depends on the
addressee’s ‘uptake’, which presupposes that the addressee recognizes the
illocutionary force and acts accordingly. In day-to-day language use, speakers
typically do not have any problems with decoding a declarative sentence form
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that could in some context express the illocutionary point of an assertive (‘I'm
cold’) as a directive (the point of which is to get the hearer to achieve a rise in
the ambient temperature, e.g. by turning the heating up). Speech act theory
(SAT) distinguishes between direct and indirect speech acts. In the former
category, there is a direct mapping between sentence form and illocutionary
force, or, to put it differently, the illocutionary force is derived from grammat-
ical structure and semantic meaning (e.g. ‘I'm cold” used as an assertive). With
indirect speech acts, a distinction is made between primary and secondary
illocutionary acts, where the primary act consists of the ‘literal” act, whereas
the secondary (and dominant) illocutionary act is inferable (e.g. the use of
a ‘literal’” assertive to perform a directive). Various mechanisms have been
proposed to account for how a listener arrives at a speaker’s intended inter-
pretation of an illocutionary act, including reference to felicity conditions,
Gricean implicature (Grice, 1975; Searle, 1975), idiom theory and convention,
and so-called ifids, or ‘illocutionary force identifying devices” (Levinson, 1983)
(see e.g. Geis, 1995; Grundy, 1995, for summaries and discussions).

1.4.1 Critiques of SAT and its application to
contextualized data

Speech act theory as developed in the 1960s and 1970s was not intended as
a framework for the analysis of naturally occurring conversational language,
nor indeed as a taxonomy to capture the cognitive (even less the neurological)
processes underlying the expression of communicative intent in authentic com-
municative situations (see e.g. Searle, 1986). Indeed, the limitations of SAT in
terms of its applicability to contextualized, interactive language use have drawn
much comment. For example, H. H. Clark (1996, pp. 136-9) points out that
Searle’s basic five categories are too general to generate all possible illocutionary
acts. Further, he notes that there is an assumption that an illocutionary act
belongs to only one category; however, utterances, in practice, can and do
fulfill multiple functions simultaneously. In Clark’s discussion, the greatest
drawback of Searle’s approach is the almost exclusive focus in SAT on the
speaker’s actions, all but ignoring the listener’s contribution (but see Austin,
1962). According to Clark, “illocutionary acts...can be accomplished only
as parts of joint actions, and the same is true for perlocutionary acts” (1996,
p- 139). Clark makes reference to Streeck’s (1980) critique of SAT and sub-
sequent attempt to extend and modify the theory into a framework that lends
itself to the analysis of naturally occurring interactive language. Streeck iden-
tifies several principles which a theory of communicative interaction needs to
accommodate: Interaction cannot be reduced to intentional action on the part
of the speaker (pp. 146-7). Meaning is constituted interactively, rather than
predetermined (pp. 147-9), so that “[i]llocutionary forces are created and can
only be identified within the context of prior and subsequent speech acts”
(p. 149). Further, SAT’s insistence on the complete sentence as the typical
grammatical form of an illocutionary act is problematic, since what functions
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as a communicative unit is constructed interactively (pp. 149-50). A further
principle is the indefiniteness of shared understandings (pp. 150-1). Accord-
ing to Streeck, an analysis of speech acts only makes sense within a frame-
work for the analysis of interaction, which aims to discover the participants’
“methodic procedures for accomplishing shared understanding and coordinated
behavior” (p. 151). This call for procedural, as it were, analysis of situated talk
of course brings us into the neighborhood of conversation analysis (see further
below, and Wilkinson, chapter 6 in this volume).

Lesser and Milroy (1993, p. 149) point out that “indeterminacy and multi-
plicity of meaning have plagued attempts to apply a speech-act framework to
situated speech . . . But from the point of view of the practical analyst, perhaps
the most serious problem is that meanings seem to be jointly negotiated as
conversation proceeds, interpretation cosequently changing as the discourse
unfolds.” They also stress the problematicity of using top-down analyses that
attempt to specify sets of rules for the production and interpretation of utter-
ances, and the need for more bottom-up “empirical analysis” that approaches
contextualized data with a “minimum of prior theoretical constraint” (p. 151).

1.4.2 Applications of concepts from SAT
in clinical domains

Lesser and Milroy (1993, p. 147) comment on SAT that while “it hardly holds
water as a theoretical model [to be applied to authentic communication], some
of its basic distinctions and concepts are quite fundamentally relevant to clinical
practice”, which would explain why, for several decades, many researchers
have sought to apply concepts from SAT to clinical data, in a variety of con-
texts. As elsewhere in this chapter, the examples given below are intended to
be illustrative, rather than exhaustive. Our focus will be on taxonomies, cat-
egories and classifications, rather than on the results of individual studies.
Classifications from SAT have been used in the construction of communica-
tion assessments. The earlier version of Prutting and Kirchner’s (1983) Prag-
matic Protocol includes a taxonomy of behaviors based on SAT, distinguishing
between utterance acts (how a speaker presents a message), propositional acts
(linguistic meaning), illocutionary acts and perlocutionary acts. In the later
(1987) version of the Pragmatic Protocol, this classification was abandoned; the
notion of speech acts (speech act pair analysis and variety of speech acts are to be
rated as either “appropriate’ or ‘inappropriate’, or ‘no opportunity to observe’)
was, however, maintained. The Profile of Communicative Appropriateness
(Penn, 1988) includes the management of indirect speech acts (without further
subclassification) as one aspect under the metacategory of sociolinguistic sen-
sitivity. Damico’s Systematic Observation of Communicative Interaction (see
e.g. Damico, 1991) is a tool for ‘real-time” observation of communicative inter-
action which uses Bach and Harnisch’s (1979) modification of Searle’s original
classification of illocutionary acts as a framework. Inappropriate execution of
illocutionary acts is classified by means of 16 types of problematic verbal that
are categorized according to Grice’s maxims of conversational cooperation
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(Grice, 1975; also Ahlsén, chapter 2 in this volume), as well as four types of
problematic non-verbal behaviors. (See Adams, 2002, for a review of other
assessment methods and analytic procedures that employ concepts from SAT,
among other aspects of interaction and pragmatics.)

Attempts to use concepts and taxonomies from SAT have frequently led to
extensions and modifications of the original classification, both on the level of
what is categorized (speaker’s intent, as in ‘classical’ SAT, or other levels of
interaction as well as speaker’s intent, or comprehension of speaker’s intent),
and how the taxonomies are structured. Given that the development of inten-
tions and their expression is a cornerstone of cognitive and linguistic matura-
tion, it is not surprising that the area of child language development (both
normal and disordered) represents a particularly rich, and sometimes bewil-
dering, array of classification schemes. Bates, Camaioni, and Volterra (1975)
applied the tripartite conceptualization of the speech act into perlocution(ary
act), illocution(ary act) and locution(ary act) to the communicative develop-
ment of children, drawing on Piaget’s developmental model, and used them
as labels in a chronological stage model: The first stage is the perlocutionary
stage (birth to approximately 8 months, by the end of which the child pro-
duces goal-directed behaviors. During the second stage, labeled the illocutionary
stage (approximately 8—12 months), the child conveys a range of intentions, by
gesturing and the use of phonetically increasingly consistent vocalizations.
The locutionary stage (from approximately 12 months) begins with the produc-
tion of the first meaningful words.

Halliday’s longitudinal observations of his son (Halliday, 1975) resulted in
seven categories of the expression of communicative intentions with the intro-
duction of the first words (Instrumental, Regulatory, Interactional, Personal,
Heuristic, Imaginative, Informative). Dore’s (1974, 1975) classification of the
communicative intentions of children at the one-word stage distinguishes
nine major categories of so-called ‘primitive speech acts’ (Labeling, Answering,
Requesting action, Requesting an answer, Calling/addressing, Greeting, Pro-
testing, Repeating/imitating, Practicing (language). In the language of pre-
school children, Dore (1978, 1979) makes 38 distinctions in total, in six major
categories (Requestives, Assertives, Responsives, Regulatives, Expressives, and
Performatives). Fey’s (1986) coding system of speech acts distinguishes the
major categories of requestives, assertive acts, and performatives, all with
several subcategories.

Ninio, Snow, Pan, and Rollins (1994) review several taxonomies of speech
acts, as well as a number of studies that apply speech act classifications to
the spoken language output of children with a variety of communicative dis-
orders. They come to the conclusion that “there is rather little comparability of
analysis across the various studies” (p. 161) and, further, that it is not suf-
ficient to classify communicative intent in terms of an illocutionary act. Their
classification scheme distinguishes between the propositional or semantic level,
the performance or speech act level, the interactive level, and the conversational
level, with the caveat that these levels are easily distinguishable, but that
“there are undoubtedly more” (p. 157). The authors offer the “Inventory of
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Communicative Acts-Abridged (INCA-A)”, which distinguishes between 22
interchange types and 66 speech acts. Rollins, Pan, Conti-Ramsden, and Snow
(1994) distinguish three levels of communicative act, namely the social inter-
change, speech act and conversational levels. Their major speech act categories
(with subcategories of “openers” and “responses” for each with the exception
of the category “other”) are: directives, statements/declarations, questions,
commitments, and other (p. 199).

Research employing various taxonomies of speech acts is not restricted to
the investigation of child language development and disorders. For example,
Ripich, Vertes, Whitehouse, Fulton, and Ekelman (1991) adapt their classifica-
tion of speech acts from Dore (1979). Causino Lamar, Obler, Knoefel, and Albert
(1994) include the categories “directives” (and responses to directives), com-
ments and representatives, and expressives and commissives in a series of 13
pragmatic parameters (derived from Prutting & Kirchner, 1983) in their invest-
igation of conversations between persons with late-stage Alzheimer’s disease
and hospital care staff.

The distinction between direct and indirect speech acts has also received
considerable attention in clinical contexts. Stemmer (chapter 4 in this volume)
outlines research in this area as involving persons with right-hemisphere dam-
age and other acquired neurological impairment, and the reader is referred to
that chapter for more detailed discussion. Earlier experimental literature relat-
ing to how listeners use contextual information in identifying the intended
meaning of an utterance (e.g. whether an interrogative serves as a request for
information or as an order) is summarized in Abbeduto, Furman, and Davis
(1989) (see also Lesser & Milroy, 1993, with specific reference to aphasia).

That the existence of multiple taxonomies and categorizations makes it dif-
ficult to make comparisons between studies has been remarked upon by many
researchers (see e.g. Lesser & Milroy, 1993; McTear, 1985; Ninio, Snow, Pan, &
Rollins, 1994; Rollins, Pan, Conti-Ramsden, & Snow, 1994; also Perkins, chapter
5 in this volume, and 2007). This embarras de richesses of course also represents
the continued search for methods to systematically, reliably and categorically
capture the logical, syntactic, and interactive relationships between communi-
cative intent and linguistic expression over several decades (see e.g. Geis, 1995
for a comparatively recent attempt to synthesize principles from speech act
theory, conversation analysis, and artificial intelligence in natural language
processing). However, it also points towards the inherent problematicity of
top-down approaches in the analysis of human communicative activity.

1.5 Social and Cultural Discourses of Disorder
and Impairment: Critical Approaches

Critical approaches to discourse investigate the linguistic and non-linguistic
social practices that contribute to and express the world views and sense of
self of individuals within a society, and that both reflect and give rise to value
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systems and ideologies. Our discussion of the investigation of discourse as a
social-cultural process draws its illustrations mainly from the field of demen-
tia studies, and is based in part on the more detailed discussion in Guendouzi
and Miiller (2006). In the areas of gerontology, investigations of normal and
pathological aging, and dementia studies, critical analyses have gained much
prominence over the past two decades, in particular in the so-called ‘caregiving’
or ‘caring’ professions, such as nursing, elder care, and geriatric medicine (see
e.g. Golander & Raz, 1996; Kitwood, 1990, 1997; Sabat, 2001).

1.5.1 Critical Discourse Analysis and Discursive
Psychology: Philosophical and political roots

Two influential approaches in the critical tradition are Critical Discourse Ana-
lysis (CDA) and Discursive Psychology (DP), both seeking to investigate the
values and constructs underlying, and giving rise to, discourses of various
types. Critical approaches allow researchers to describe, interpret and explain
how language is used to accomplish clinical interactions and interventions
(Candlin, 1995).

CDA “primarily studies the way social power abuse, dominance, and inequal-
ity are enacted, reproduced, and resisted by text and talk in the social and
political contexts” (Van Dijk, 2001, p. 35). Texts are viewed as the products of
social and historical traditions, and it is the analyst’s task to situate current
discourses within those traditions. CDA looks for patterns within texts that
may reveal the interests and influences of particular groups within society.
An important contributing tradition to CDA is critical linguistics (e.g. Fowler,
Hodge, Kress, & Trew, 1979; Kress, 1988; Mey, 1985), a major objective the
examination of power and ideology (Fairclough, 1989; Hodge & Kress, 1992).
CDA analysis, however, is more than just a commentary on texts, but calls for
a systematic analysis of the form and organization of texts. CDA has also
drawn on traditions that are not primarily linguistically oriented, for example
work in media studies by the Glasgow University Media Group (1976) and by
Stuart Hall and colleagues (1980), and studies by Anthony Giddens in sociology
(1976, 1991). Unlike conversation analysis, CDA does not regard conversa-
tional interaction as the prime site of analysis. Rather, it takes a broader per-
spective to include non-conversational spoken, written, and non-linguistic texts,
for example images (e.g. Kress & van Leeuwen, 1996). Critical approaches are
multi-layered and situate their data samples within broader social and institu-
tional discourses. For example, work in gender studies has looked at how
women’s talk is embedded within the patriarchal texts of Western cultural and
historical traditions (see e.g. Cameron, 1992; Coates, 1996).

CDA is not a philosophically or politically neutral form of analysis (see
e.g. Verschueren, 2001). It draws on a long line of philosophical traditions,
and often makes reference to prominent social philosophers and social scient-
ists (e.g. Bakhtin, 1981, 1986; Bourdieu, 1991; Foucault, 1984; Habermas, 1989).
Fairclough (1995) suggests that CDA is a successor to the tradition of European
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philosophy and critical theory, and much of the early work in CDA has been
grounded in the Marxist tradition (e.g. Althusser, 1971) and the notion of
power struggles. Drawing on Gramsci’s work (1971), “which foregrounds the
winning of consent in the exercise of power” (Fairclough, 1995, p. 27), CDA
suggests that ideological perspectives are embedded within our everyday
discourse practices, and institutions are held together as much by discourse
practices as by constitutional power. Therefore if we study the organization
of those discourses we can examine how ideologies affect our everyday inter-
actions. Thus, CDA starts from the premise that discourse practices represent
the “social power of groups and institutions” (van Dijk, 2001, p. 354).

Discursive Pyschology (DP) is a critical approach that draws on the tradition
of ethnomethodology in seeking to understand the individual’s own perspec-
tive of the world. Potter (2003, p. 6), drawing on Edwards (1997), suggests that
one of the “central themes in discursive psychology is the way that versions of
the world and versions of psychological states are linked together in talk for
the purposes of action”. DP, like conversation analysis, calls for researchers to
approach their data with an open mind, and to avoid bringing preconceptions
of power to the analysis. DP does, however, examine how ideologies are linked
to the psychological constructs of the individual, and utilizes “the analytical
resources of both discourse analysis and conversation analysis” (Potter, 2003;
see also Potter & Wetherell, 1987). Thus, although DP may seek to make links
to ideologies it does not posit a priori viewpoints.

1.5.2 Critical approaches to discourses of Alzheimer’s
disease and dementia

1.5.2.1 Media discourses

A powerful mediator of public awareness of health issues is the institutional,
political and economic perspective of the news media. Negativity is a strong
news value (Galtung & Ruge, 1973); ‘bad news is good news’ (Fowler, 1991;
Bell, 1991). Stories involving death, disease or crime gain wide media cover-
age, they attract a large audience and are therefore profitable for the owners
or shareholders of media companies.

Alzheimer’s disease, along with its accompanying deterioration of cognition
and communication, has received a great deal of media attention in recent
years. The most dominant themes emerging from the media relating to dementia
are that of a horrific loss of self, and the rapidly growing number of people
diagnosed with dementia. Televised documentaries of people living with
dementia tend to focus on the negative aspects of dementia, on progressive
and irreversible loss of independence and functioning. The public is made
very aware, and indeed potentially very fearful, of the growing ‘threat of
dementia’, and of increasing numbers of persons diagnosed with a dement-
ing disease (such as Alzheimer’s disease); the latter circumstance is at times
referred to as an “Alzheimer’s epidemic”. An example from a newspaper (see
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below) reveals themes of hopelessness and negativity in current public dis-
courses that dehumanize people with dementia:

Alzheimer’s disease [is] a progressive and frightening neurological disorder . ..
it begins as forgetfulness. As time passes the brain increasingly malfunctions,
resulting in profound deficiencies in cognitive thought. This eventually ends in a
catastrophe: extreme confusion, loss of judgment, inability to recognize loved
ones, belligerency . . . in the truest sense of the word the advanced Alzheimer’s
patient has lost all of the qualities that make him or her human. (Gott, 2004)

Negative images may raise public awareness and therefore result in more
public pressure for funding for research and treatment. However, research has
shown that repeated, continuous exposure to negative images may result in a
general acceptance of these socially constructed stereotypes (e.g. Fowler, 1991;
Hodge & Kress, 1992). Continuous dwelling on negative images of the threat
of terminal cognitive deterioration and loss of self may thus lead to an accept-
ance of this stereotype as ‘inevitable’, or even ‘inescapable’, and therefore be
counterproductive in terms of mobilizing public pressure.

1.5.2.2 Discourses of ‘selfhood” and ‘personhood’: the social

construction of self and dementia

Debates surrounding the concept of ‘self’ stretch (at least) as far back as Socrates,
and are still with us in recent and current critical thinking (e.g. Dennett, 1990),
neuroscience (e.g. Damasio, 1999), genetic research (e.g. in the area of research
involving embryonic stem cells) and artificial intelligence (Clark, 2003; Kurzweil,
1999). Whether the self should be conceptualized as a product of evolution
(Barkow, Cosmides, & Tooby, 1992), of physiology (LeDoux, 2002), or as an
emergent phenomenon of social interaction, we appear no closer to a defini-
tive answer than earlier philosophers and researchers. Indeed, much depends
on how ‘self’ is defined (a thorough discussion of which would lead us beyond
the scope of this chapter; see also Gergen, 1991; Goffman, 1964).

The self as a socially constructed entity may at first sight be a philosophical
concern of limited relevance to the clinical professions and research commu-
nities. However, perspectives on selfhood and personhood, and the possible
or probable links between a person’s self or sense of self, and the functioning
of the brain (both ‘higher” and ‘lower” neurological functions) present medical
and moral dilemmas. For example, at what point in a progressive degenera-
tion of the brain does ‘loss of self” occur? Of what benefit are social contacts
to a person with dementia (e.g. in nursing homes); conversely, what harm
does social isolation cause to a dementing brain, and the person that this
brain inhabits? Can intervention geared towards maintaining a sense of self,
or personhood, be effective (and how would such effectiveness be assessed, or
measured)? Following on from this, should such intervention be considered a
right, and therefore be available to all? Questions of what constitutes ‘selfhood’
or ‘personhood’ are highly relevant to how we treat persons with dementia
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(especially progressive dementias, such as dementia of the Alzheimer’s type),
both in the medical sense, and in terms of according them the status of social
human beings.

Experimental reductionist science centers on the “psychometric person”
(Sabat, 2001, p. 263), a context-free personification of measures and norms used
to assess impairment. This of course cannot capture the real-life variations
and context-dependent fluctuations in functioning we see in the daily life
experiences of persons with dementia. Therefore, Sabat (2001, p. 171) proposes
to view persons with dementia as “semiotic or meaning-driven subjects”, to
consider whether they are capable of forming and retaining (1) intact goals,
(2) intentions, and (3) long-standing dispositions, and how their life-contexts
are facilitative or counterproductive in these terms. For example, institutional
settings, such as long-term residential facilities, may overregiment the residents’
lives to the point where they become overly dependent, lacking the power to
influence even minor day-to-day life events or make decisions for themselves.
Sabat (2001, p. 97), drawing on work by Kitwood and Bredin (1992), and
Kitwood (1997), lists a host of “malignant” social behaviors that people in
institutions encounter that impact on the “afflicted person’s feelings of self-
worth and personhood”.

Social construction theory (Coulter, 1979; Harré, 1983, 1991; Sabat & Harré,
1992) provides ways of analyzing projections of self within daily interactions.
For example, one way to construct self within discourse is through the use
of linguistic tokens, such as the pronouns ‘I’, ‘me’ or ‘you’. These pronouns
index the individual’s awareness of self as a singularity, separate from their
surroundings and identifiable as such. Whether the ‘I’ is indexical of the
individual we have always known or some new ‘I" is not always clear to the
caregiver or family member. This expectation of unpredictability makes it dif-
ficult for others to adjust their orientation to the person with dementia.

Sabat (2001) differentiates between three constructions of ‘self’. “Self 1” is
the “self of personal identity” a person’s experience of personal, individual
identity (p. 276). The “self of mental and physical attributes” is referred to as
“Self 2” (p. 190). This concept of self includes factors such as the individual’s
beliefs and cognitive and physical attributes (e.g. being a gifted mathemati-
cian, short, thin or blonde). Some of these attributes remain largely unchanged
over the course of the lifespan, and are not affected by disease processes (for
example dementia), whereas other are (e.g. losing the ability to play chess, or
to balance a check book), and these have to be accommodated into a new
concept of self. The term “Self 3” (p. 294) refers to the multiple social personae,
roles and role-specific patterns of behavior that an individual adopts through-
out the lifespan, many of them coexisting with each other, for example those
of being someone’s child, a parent, a spouse, a co-worker. In order to fulfill
their roles, social actors need to be aware of the context, the social status and
identity of interlocutors, and their own role in relation to the other persons
(e.g. mother, spouse, friend). They also need to discursively position them-
selves within a specific temporal framework, that is, which aspect of self needs
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to be foregrounded in a given situation. A person with dementia may confuse
or misinterpret any, or all, of these variables, therefore enacting the ‘wrong’
role for the particular context or audience, and creating a mismatch between
actions and expectations.

Such a mismatch may result in attempts of persons without dementia (e.g.
family or professional caregivers) to compensate, which in turn may lead to
either overaccommodation (e.g. oversimplification of a communicative situ-
ation) or underaccommodation (e.g. preventing further contributions from hap-
pening). The dynamics of social interaction require that interactional partners
recognize each other’s social role(s), intentions and states of mind. Thus, three
variables that have an important effect on the dynamics of dementia interactions
are (1) the internal concept of selfhood on the part of the person with dementia,
(2) the socially negotiated self accorded them by interactional partners, and
(3) mismatches between the two. Such mismatches may be difficult or even
impossible to resolve, depending on the levels of communicative impairment
and the expectations of communication partners.

1.5.2.3 Critical approaches to discourse and clinical research
Critical approaches to discourse can shed light on the socially constructed
values and ideologies that impact the lives of persons with communicative (or
other) impairments within their social contexts. Therefore, they can help to
raise public awareness, and to identify ideologies that are inimical to the equit-
able treatment of persons with impairments. However, we need to be aware
that there is never only one ‘correct’ or ‘possible’ interpretation of texts (see
Verschueren, 2001). A further issue arising out of the critical enterprise is that
it creates responsibilities: Identification of counterproductive ideologies should
be accompanied by attempts to adjust public discourses in order to introduce
alternative ways of conceptualizing, for example, dementia or other commu-
nicative or cognitive impairment. Researchers in the clinical disciplines can play
a role in this process, by carrying out detailed critical analyses of communica-
tive patterns in institutional, medical and media discourses to overcome nega-
tive stereotypes, and expectations of failure. Critical approaches to analysis of
discourse serve two very important roles in clinical research: CDA can reveal
how institutional discourses frame disorder (in relation to, for example, measur-
able impairment), often identifying impairment with an identity of helpless-
ness, lack of choice, negativity and fear. DP attempts to examine the experience
of impairment from the perspective of the person affected. In the case of
dementia, for example, it would be overoptimistic to state that any analysis
can truly recreate the experience of a person with a progressive deterioration
of cognitive and communicative ability. However, work grounded in DP does
attempt to let dominant themes (and therefore the priorities and concerns of
the person with dementia) arise out of the texts examined, rather than use
preconceived expectations of disorder.

Critical perspectives on discourse have not only been applied to dementia.
A further context that is experiencing a discussion of the social construction of



24  Nicole Miiller, Jacqueline A. Guendouzi, and Brent Wilson

disorder is autism and its ramifications. For example, Avdi, Griffin, and Brough
(2000) analyze how parents of children with autism represent the ‘problem’
during the diagnostic assessment process, and identify three discourses
employed by families in the construction of medical diagnoses, namely the dis-
courses of normal development, the medical discourse, and the discourse of
disability. O’Dell and Brownlow (2005) investigate media reports on purported
links between the MMR vaccination and the development of autism. They find
that a prominent theme in news reports is parental fear of ‘damage’ to affected
children (i.e. onset of autism), noting that “[ilmplicit within the debate is the
notion that an autistic child/adult is less acceptable than a (supposedly) ‘normal’
child” (p. 194). Thus the emergence of an “autistic identity” (p. 194) is con-
structed as negative, which, according to the authors, contrasts with the fact
that “such identities can be highly valued by those so labelled” (p. 194). Avdi
(2005) focuses on the negotiation of a pathological identity in family therapy
involving a family with an autistic child. She concludes that dominant medical,
pathology-maintaining accounts need to be deconstructed in order to allow
for less disorder-centered, less problematic discourses to emerge.

1.6 Whither Clinical Discourse Analysis?

As mentioned in our introductory paragraphs, and illustrated in our discussion,
there is a multitude of approaches to discourse (however defined) in the clinical
disciplines, using a wide variety of data. Approaches range from the use of
top-down frameworks with predetermined categories (e.g. story grammars in
their original conception, or speech acts), to bottom-up, essentially emergentist
methods such as conversation analysis. In addition, terminologies and concepts
have been borrowed from a number of different disciplines, and in this process
of adoption their meanings have adapted to a new context of use. Further, a
tension can be perceived between ‘naturalness’ of data, and generalizability of
findings: On the one hand, the quest for generalizable characteristics of certain
types of impairments, typically cast in a traditional reductionist-experimental
framework, carries with it the requirement for not only replicability, but also
the control of potentially confounding extraneous variables. On the other hand,
discourse by its very nature (whether discourse as text, or as an interactional
process) is context-shaped, and indeed context-creating.

A potential terminological landmine which thus far we have studiously
avoided is the delimitation of discourse and pragmatics. Perkins (2007) dis-
cusses this question in some detail. As he points out, whether pragmatics is
considered a component of discourse or discourse a component of pragmatics
depends on the theoretical tradition framing the inquiry, and the object under
investigation. Other chapters in part I of this volume may serve as an illustra-
tion of this point: Conversational Implicature (Ahlsén, chapter 2), Relevance
Theory (Leinonen & Ryder, chapter 3), Neuropragmatics (Stemmer, chapter 4),
conversation analysis (Wilkinson, chapter 6), Systemic Functional Linguistics
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(Ferguson & Thomson, chapter 8) and all deal, in various ways and with
various types of data, with phenomena of discourse.

Rather than viewing this diverse universe of approaches to clinical discourse
as disorderly and in need of unification, we see it as the reflection of a rich
tradition of inquiry into human communicative action and interaction, its con-
tributing processes, and indeed impairments. As the sciences contributing to
the understanding of human communication continue to progress and interact
(see, for example, Perkins in chapter 5 on pragmatic impairment as an emer-
gent phenomenon), so the analysis of clinical discourse will adopt and adapt
new frameworks, and in turn contribute to the non-clinical sciences.

NOTES

1 For the purposes of this chapter, the term ‘clinical” is used as a shorthand to sum-
marize contexts of communication impairment, and data arising out of such contexts,
following the convention in use in, e.g., ‘clinical linguistics” or ‘clinical phonetics’.

2 See also Jaworski and Coupland (1999, p. xi) on the multiplicity of definitions of
‘discourse” in non-clinical domains: “Whatever discourse is, and however concretely
or abstractly the term is used, there will at least be agreement that it has focally to
do with language, meaning and context.”

3 Huber (1990) discusses the problematicity of regarding comprehension and pro-
duction essentially as reverses of each other.

4 Note that Kintsch and Van Dijk’s (1978) discussion centers on the reading and recall
of texts.
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2 Conversational
Implicature and
Communication
Impairment

ELISABETH AHLSEN

2.1 What is Conversational Implicature?

The notion of conversational implicature stems from H. P. Grice’s 1975 paper
‘Logic in Conversation’. That paper set out an overriding principle of coopera-
tion and a series of subordinate conversational maxims, which make human
communication possible and ‘smooth’. Before looking more closely at conver-
sational implicature, it is important to situate the framework as one of the
main ways in which the pragmatic functions of language comprehension and
production in context can be studied and understood. As Stephen Levinson
stated in his 1983 book Pragmatics, “given a linguistic form uttered in a con-
text, a pragmatic theory must account for the inference of presuppositions,
implicatures, illocutionary force and other pragmatic implications” (p. 21).

Implicatures are, thus, one of the sets of phenomena that constitute prag-
matics; they are related to others, especially to inference. Inference is described
by Levinson as follows: “Understanding an utterance involves the making of
inferences that will connect what is said to what is mutually assumed or what
has been said before” (Levinson, 1983, p. 21). In light of this description, presup-
positions (what is mutually assumed), implicatures (what has to be inferred
from context and convention or from conversational principles), and illocution-
ary force (the function that a speaker intends an utterance to have) all serve to
make the relevant connections.

Implicature, according to Grice (1975), is what a speaker may imply, suggest
or mean, as distinct from what the speaker literally says. Conventional implica-
tures are determined by the conventional meanings of the words used. We
will not dwell on conventional implicatures here, but simply note that Grice
assumes some kind of ‘literal meaning’. It is not clear that a specific ‘literal
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meaning’ really exists when the semantics and pragmatics of utterances in
context are the focus; one might instead think of the conventional or typical
meanings of words.

The general principle behind conversational implicature is the cooperative
principle.

Make your conversational contribution such as is required, at the stage at which
it occurs, by the accepted purpose or direction of the talk exchange in which you
are engaged (Grice, 1975, p. 45).

In order to adhere to the cooperative principle, which is necessary for commu-
nication to work, language users employ a set of conversational maxims, which
present the principle in more detail. These are the maxims of quantity, quality,
relation, and manner, as described below.

Quantity: Make your contributions as informative as is required (for the cur-
rent purposes of the exchange). Do not make your contributions
more informative than is required.

Quality: Do not say what you believe to be false. Do not say that for which
you lack adequate evidence.

Relation: ~ Be relevant.

Manner:  Be perspicuous. Avoid obscurity of expression. Avoid ambiguity.
Be brief (avoid unnecessary prolixity). Be orderly.

These are the four most important conversational maxims mentioned by Grice.
This list should not, however, be seen as exhaustive. Other maxims may also
apply, for example politeness (Be polite). Allwood (1976) made use of Grice’s
principle and maxims, but also criticized them. According to Allwood, it is
not enough to have the cooperative principle, which means that people take
each other into cognitive consideration. We also need a principle of ethical con-
sideration. In other words, we should not only care about how other persons
cognitively understand or share the content of what we say, but we must also
care about their feelings. Conversational implicatures are, thus, not straight-
forward semantic interpretations or semantic inferences, in a logical, deduc-
tive sense, about the relations between utterances. Instead, they are inferences
about what is said, made on the basis of assumptions about how we cooper-
ate in spoken interaction. Since they emanate from general considerations of
rationality, the claim is that they can be universally applied to all kinds of
cooperative exchanges.

How are conversational principles and maxims used in speech and how can linguists
use them in describing and explaining communication?

It has been suggested that the conversational maxims can be:
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1 observed directly (by standard implicature, or so-called generalized
implicature, if no particular contextual conditions are needed);
2 flouted (deliberately breached).

Maxims are flouted through the use of irony, sarcasm, jokes, etc., which function
by breaking one of the maxims in a particular way. This mechanism would
not work if the maxims were not assumed to be adhered to by persons who
communicate. In other words, when we observe successful flouting, we know
that the maxims work. We cannot directly observe what goes on in speakers’
minds, so only in their output can we find flouting and other signs that allow
us to study conversational implicature.

2.2 Conversational Implicature and
Clinical Linguistics

Some of the advantages of studying conversational implicature in pragmatics,
according to Levinson (1983), are as follows:

¢ that the general principles originate outside the organization of language
but profoundly affect the structure of language and therefore offer signific-
ant functional explanations of linguistic facts;

¢ that they make it possible to explicitly account for how one can mean more
than what one actually says;

¢ that they are likely to simplify semantic descriptions;

¢ that they are essential for understanding various basic facts about language;

e that they have very general explanatory power.

This also makes them useful and interesting for clinical linguists (cf. Ahlsén,
1993).

Conversational implicature makes conversation maximally efficient, rational
and cooperative. It is quite fundamental to most of human communication
and fulfills a number of functions, as we have seen above. It affects our co-
construction of meaning in spoken interaction, since it determines what we
say and how we organize our contributions, as well as how we perceive and
understand the contributions of others. In clinical linguistics, this becomes
relevant in several ways. We are interested in the causes and effects of what
we can describe in terms of conversational implicature. For some communica-
tion disorders, conversational principles and maxims can provide an import-
ant framework for their description and explanation, where perhaps no other
available framework can capture the same phenomena. In other cases, they
provide additional information that can help us understand the disorder and
assist patients in developing communicative strategies. We can study how



Conwversational Implicature 35

conversational implicature helps communication and we can also study how it
goes wrong. In this way, we can study how the maxims are observed either
more or less successfully, or possibly how they are not fully observed at all.
We can study:

1 Cases when conversational principles and maxims appear not to be
adhered to. Either they cannot be used in the usual way as a basis for inter-
pretation, although they can be used with addition/qualification, or they
are put out of play, perhaps by a disorder that affects them more directly.
We can study how the participants in a conversation handle this situation.

2 Cases when flouting is attempted but is not successful, or possibly is not
attempted. Since the maxims cannot be assumed in the same way by the
two participants, the possibility of flouting as a ‘device’ in the conversation
vanishes. Since this is a negative identification, it is hard to study, but it
is still important. Many persons with communication disorders have sub-
jective problems that can be explained in terms of problems with flouting.
The focus in our examples will, however, be instances of the first kind
of case.

The Gricean maxims rely on (1) the participants’ cognitive ability to use
the principles and maxims as such, and (2) the ability of all participants to con-
trol and execute their own linguistic processing. We can therefore assume that
they will be affected in some way by all communication disorders. Thus, we
have to consider the role of underlying cognitive processing in communica-
tion, such as memory processes, for example working memory and the avail-
ability of long-term memory, central executive functions and attention. We
also have to consider all possible disturbances of language processing, on the
input as well as the output side. Thirdly, we have to consider the communica-
tive interaction between participants, their co-construction of meaning and
their general alignment and coordination. In some cases, it might be possible
to see that — and how — conversational implicature is specifically affected by
one factor, but in most cases it will depend on the complex interaction
between several factors. Conversational implicature is always at work and it is
likely to adapt to the circumstances, for example, to the effects of communica-
tion disorders, in particular ways. It is therefore important to try to find out
how this comes about and what the consequences are.

A prerequisite for the successful use of conversational implicature is that
the participants must have sufficient experience and background knowledge,
in a general sense, to ‘anchor’ the application of conversational maxims, and,
specifically, knowledge of how people interact in communication. We will
therefore consider this factor in more detail below.

We will take a closer look at the principles and maxims at work in relation
to a number of types of communication disorders. Let us first briefly consider
cooperation, ethical consideration, strategies and context.
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2.2.1 The principles of cognitive cooperation and
ethical consideration

We have seen and will see that the full-fledged use of the conversational
maxims can be affected in many ways by communication disorders. Since the
maxims specify how we use the cooperative principle, the actual outcome of this
principle is usually affected, although we can assume that in most cases, the
cooperative and ethical principles are at work as much as, or perhaps more than,
in typical communication.

Strategies play a central role in communication involving persons with com-
munication disorders. Strategies may be more or less conscious manipulations
of how we use conversational implicature to make sense of communicative con-
tributions. They also affect how persons communicate in many ways that go
beyond the direct effects of the communication problem in itself and thereby
affect the basis for conversational implicature. Consequently, we need to be
aware of strategies at work.

Context is another factor that continuously affects how we communicate and
how we use conversational implicature. This means that the situation makes
it easier or harder to communicate linguistically, depending on the available
objects, the persons involved, what has been said before, the communicative
requirements for taking part in an activity, etc.

2.3 Communication Impairment and
Conversational Implicature: Types
and Examples

In addition to background experience, there are three basic types of disorders
that can affect the use of conversational implicature: (1) cognitive disorders
of different types, (2) disorders affecting language comprehension, and (3) dis-
orders affecting language production. (These three types are by no means
mutually exclusive — in fact, they are rather interdependent — they are simply
three main aspects of how we usually look at these types of disorders.) We
will use them to illustrate how the maxims are used by and affected in persons
with communication impairments.

2.3.1 Background experiences: A prerequisite

As a general background for being able to participate fully in communicative
interaction, we need the necessary ‘knowledge of the world” and awareness
of the situation at hand. This store of knowledge develops over time and we
do not expect small children to have very much of this knowledge and aware-
ness, since they have not yet had many life experiences. As communicators we
usually expect children to be less experienced, and adapt to it, so this does not
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become a problem. When the development is not appropriate to the person’s
age, problems in everyday interaction arise. This may depend on an inadequate
social environment and experiences. It may also be caused by late or atypical
cognitive and/or linguistic development (see below). The result can be, for
example, a lack of vocabulary and knowledge about different topics, but also
a lack of experience with how people interact in communication and what one
can expect from others. That is, parts of the basis for using conversational
implicature may be lacking. For adults, dementia, amnesia or other types of
problems affecting long-term memory and attention can lead to this kind of
problem (see below).

2.3.1.1 Resulting problems with maxims

Quantity: It becomes impossible to correctly judge what is the right amount
and type of information to produce in a given situation, if there is
a lack of experience (or memory problems causing a lack of access
to experience). This can lead to giving too much or too little infor-
mation and to problems interpreting and understanding what other
people say.

Manner:  Lack of available experience with the manner of presentation of
information leads to comprehension problems and to seemingly dis-
organized presentation, which requires the interlocutor to make
an extra effort.

Relation: It is impossible to correctly assess what information is relevant
at a given point in an interaction, if there is a lack of available
background information.

Quality:  Quality can sometimes be affected by deficient world knowledge.

Concrete examples of the effects include vocabulary errors: deviant use of
words such as overgeneralization (calling all animals dog or all colors red),
speech output that appears to lack precise content words, and dispreferred
answers and comments to the interlocutor’s utterances, due to comprehension
problems caused by the lack of available background knowledge.

2.3.2 Cognitive disorders of memory, attention,
central executive functions and ‘Theory
of Mind’ (ToM)

Cognitive disorders affect how we can acquire and use knowledge of the
world and life experiences. They are also closely related and integrated into
linguistic processing on both the input and output sides and this is very
important for conversational implicature, which involves the ability to make
inferences. One of the most important abilities needed is the ability to select
among alternatives in a given situation, which involves cognitive flexibility
and sensitivity to context. Related to this ability, but focusing specifically on
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the interlocutor, some form of ToM-like ability is required. Memory, central
executive functions and sustained attention (the ability to focus and remain
focused) are also very important.

2.3.2.1 Children

Many children who have cognitive problems are characterized by a slow
or atypical cognitive development in general, which affects attention, focus,
central executive function, etc. Another group is made up of children with a
diagnosis of ADHD, who have problems with sustained attention and focusing.
A third group comprises children with autism spectrum disorder or Asperger
syndrome, where ToM and experiences with alignment, coordination and fine-
tuned interpersonal interaction can be deficient (Happé & Loth, 2002). Chil-
dren with acquired brain damage are also likely to have cognitive problems
affecting memory and attention, as well as so-called ‘subtle’ or ‘high-level’
language (HLL) disorders, which are closely linked to cognitive processing.

2.3.2.2 Adults

Cognitive disorders have been studied in people with acquired cortical and
subcortical lesions in the left and right hemispheres after a stroke or traumatic
brain injury (TBI) and in people with dementia. Since these groups show
some interesting phenomena that are directly and indirectly of importance for
conversational implicature, we will consider some of the specific findings. In
this category, which borders on (and intersects with) language comprehension
problems, a number of symptoms have been described that directly relate to
inference and more specifically to conversational implicature.

Many possible causal factors have been suggested, both more direct ones
that are often described in terms of some type of pragmatic impairment and
more indirect ones that refer to an underlying cognitive deficit of a more basic
ability. Some of the factors suggested include:

reduced sensitivity to conversational conventions,

reduced sensitivity to context,

reduced sensitivity to others’ intentions, beliefs and motivations (ToM),
reduced ability to generate the holistic theme or topic of a conversation
(topic drift),

reduced ability to make fine semantic distinctions,

reduced sensitivity to facial expressions and prosody,

disorders of attention,

disorders of working memory,

cognitive rigidity, for instance, difficulties in making revised inference,
impaired selective ability (reduced specificity).

(Martin & McDonald, 2003; McDonald, 1993; McDonald & Pearce, 1996;
McDonald, Togher, & Code, 1999; Myers, 1999; Perkins, Body, & Parker, 1995;
Rehak, Kaplan, & Gardner, 1992; Saldert, 2006)
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2.3.2.3 Resulting problems with maxims

Quantity:

Manner:

Relation:

Quality:

Memory disorders will cause the same problems as the problems
with lack of available background knowledge that we noted above,
since general world knowledge/experience is not totally available
and therefore quantity demands cannot be assessed. Disorders
affecting attention and short-term memory make it impossible to
keep items and sequences in focus long enough to maintain an
overview of single utterances and/or the interaction sequence,
which directly affects the ability to apply the maxim of quantity,
since it is impossible to know what has been said in the conversa-
tion. These kinds of disorders, for instance HLL disorders, are especi-
ally sensitive to conversational maxims. If the disorder affects ToM
abilities, there will be an even more direct relationship to deficient
use of the quantity maxim, since the lack of an ability to judge what
information the interlocutor might need is the core of this disability.
The same factors make it difficult to judge whether the interlocutor
has provided enough information or not.

Many of the elements affecting the maxim of quantity also affect
the different aspects of the maxim of manner. If one cannot keep
attention and working memory focused long enough, it is hard to
organize one’s own contributions, and it might also be hard to
make sense of the organization of the interlocutor’s contributions.
Central executive function disorders can have a considerable impact
in this regard.

To judge what is relevant in interpreting the interlocutor’s output
and planning one’s own utterances also requires an overview that
is dependent on the cognitive functions of memory and sustained
attention. It is also dependent on ToM-like abilities.

Quality is only secondarily affected, for example by memory
disorders.

Examples 1 and 2 below illustrate how the output of a person with right-
hemisphere damage does not facilitate the application of the maxims of
manner and relevance by the listener.

Example 1. Man with right-hemisphere lesion (R) in conversation with a speech
and language therapist (SLT) (S) about having been to a clinic at the ‘social
house’ (from Saldert, 2006).

(/ = pause of up to 3 seconds; // = pause of 3 seconds or more)

R: and then / oh yes then I met // a warder /
S:  uhum
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R: from ‘name of prison” / he had a lot of pa- / that one I met later because he
worked at ‘name of amusement park’ as a guard /because I met...had a
gang with him there then see / from ‘name of prison’

at ‘name of amusement park’

/n- / no [no at there]

[where did you meet him]

at / at this social house

Example 2. Man with right-hemisphere lesion in conversation with an SLT
about what happened in a shop (from Saldert, 2006).

R: but I was there in half a tick I ran forward / then said you have to watch out
the said // and was pretty much a boy in the same age / same length / that
opened a door in another place that was a young mother too / and I said
thank you and she got so very surprised because of that

Examples 1 and 2 both relate fairly directly to the use of conversational
maxims and how problems can arise when speakers do not present their out-
put in the best possible way, making it hard for the interlocutor to assess the
relevance of what is said. Fast-changing associations, word-finding problems
and topic drift make the contributions hard to interpret. It is especially hard to
know what situation, place or person is being referred to, and the interlocutor
has to ask clarification questions, as in Example 1.

2.3.3 Language comprehension

In order to use conversational implicature optimally, one has to be able to
follow the conversation, which requires good language comprehension. All
aspects of language processing, including sensitivity to prosodic or body com-
munication cues to information structure, emotion, etc., are used. The success-
ful use of conversational implicature requires attention to individual cues,
selection of relevant cues, integration of relevant cues, and association of cues
with prior experiences or world knowledge (Myers, 1999, p. 105). We can see
that this requires language comprehension, cognitive abilities, and access to
and ability to use background knowledge/experiences. Conversational impli-
cature is likely to play an important role in interactions involving persons
with language comprehension disorders, but since parts of the basis for its use
are damaged or missing, the results can be ‘deviant.’

2.3.3.1 Children

In children with delayed or atypical language development, this is an area of
some controversy, since it is not easy to distinguish more specific language
disorders from more general (or specific) cognitive disorders. There may also
be difficulties in distinguishing between language comprehension problems
and problems caused by deficient background knowledge and experience.
Finally, different alternatives have been suggested with regard to labeling
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some of these children as having a semantic-pragmatic, semantic or pragmatic
disorder. In either case, this brings us to problems with conversational impli-
cature, which can be secondary to or part of language comprehension problems
(cf. Letts & Leinonen, 2001; McTear & Conti-Ramsden, 1992).

2.3.3.2 Adults

Language comprehension problems in adults are mainly found in persons
with acquired left- and right-hemisphere cortical and subcortical lesions after
a stroke or TBI and in persons with dementia.

2.3.3.3 Resulting problems with maxims

Language comprehension problems limit the accessibility of what is being
said and therefore also limit the use of the maxims of quantity, manner and
relation.

Quantity: Since what is said is not properly understood, it is hard to know
whether (1) the interlocutor has provided the right amount of infor-
mation, and (2) one’s own contributions are providing the right
quantity of information. It is also hard for the interlocutor to know
(1) how much needs to be said so that the person with the com-
munication disorder will understand, and (2) how well the language
production of the person with a communication disorder matches
their intended amount of information and how to interpret what
is said. Neither participant can assume that the right quantity is
being produced. One of the prominent features identifying persons
with comprehension disorders is the production of ‘too much’
speech.

Manner:  Not only the quantity but also the manner in which language is
produced is affected, since semantic-pragmatic problems, such as
word-finding problems, increased fluency of speech, and circum-
locutions and neologisms, make the patient produce information in
suboptimal ways. It is also hard for the interlocutor to know how
to best organize his or her own speech, in order to be understood.

Relation: ~ The features mentioned under quantity and manner also affect
relation. It is not clear to either participant that what is produced
by the patient is relevant, or how it should be interpreted as
relevant.

Quality:  Since comprehension of one’s own speech is often affected, the
quality maxim can also be affected on the output side, so that the
interlocutor cannot assume that what is said is always correct.
Children’s language comprehension problems affect their acqui-
sition of knowledge of the world and experience of how people
communicate and consequently affect their use of conversational
implicature (Beeman, 1993; Letts & Leinonen, 2001; McDonald, 1993;
McTear & Conti-Ramsden, 1992; Rehak, Kaplan, & Gardner, 1992).
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Examples 3 and 4 below illustrate some typical effects of language com-
prehension problems on spoken interaction.

Example 3. Conversation between a woman with aphasia (A) and an SLT (S)
(from Ahlsén, 1993).

Context: The SLT is interviewing A about her family and asks her the ages of
her two children.

S:  both are older than ten

(shows ten fingers)

what did you say

are they OLDER than ten years they are bigger than ten

(shows ten fingers, then shows height of ten-year-old with hand)
so hard what's it called

(looks at her fingers, shows three fingers)

three

(shows three fingers)

yes
is one of them so small

yes

oh

what did you say

three

no that must be wrong mustn’t it

e

>

S8

>0 > DD

Example 4. Interaction in a confrontation naming test between a child with
specific language impairment (SLI) who has language comprehension diffi-
culties (C) and an SLT (S) (from Mansson, 2004).

Context: Confrontation naming task — the SLT mishears the child’s contribu-
tion and reformulates her question.

C: tongs
S: what was the NAME for it
(C shrugs shoulders, looks down, tilts head to one side and smiles)
S: It was correct what you said
C: TONGS
(looks at S)
S: yes TONGS

Both of the above examples reveal an increased insecurity in the use of
conversational maxims on the part of both participants. They involve both
comprehension and production difficulties, making it hard for participants
to know exactly how to use conversational implicature.

In Example 3, the woman with aphasia does not at first understand the
question; when she asks for a repetition, the SLT does not know what aspects
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of her question were not understood or why. This is reflected in the changed
formulation of her second question. She makes a number of changes:

1 emphatic stress on the adjective older (older — OLDER),

2 the addition of the noun years (ten — ten years),

3 the reformulation of a declarative question as an interrogative question
(SVO — VSO word order),

4  the addition of a repetition of the declarative question while changing the
adjective to bigger (older — bigger),

5 the addition of the gesture illustrating the height of a ten-year-old.

This reflects the fact that she does not know whether she has to deal with
problems related to quantity or manner, and thus she is not sure which spe-
cific aspects — vocabulary, word order, or more redundancy in presentation
(verbal-vocal and body communication) - to change.

In the subsequent attempts to establish the age of the children, each particip-
ant has problems establishing whether the number suggested by the other
participant is correct or not. A’s comprehension and production problems
make her unsure about the correctness of her own contributions and the
SLT’s interpretation. They also cause the SLT to be insecure about whether A’s
expression is correct. Questions concerning how much redundancy should be
used and how mutual agreement should be established are typically directly
related to conversational inference.

Example 4 illustrates how the child’s comprehension and production prob-
lems result in insecurity in the use of conversational maxims. The fact that the
SLT did not initially understand C’s first contribution, which was correct, can
probably be traced back to her expectations, that is, she cannot assume that
C will understand and produce utterances correctly. But, more importantly,
the fact that she then reformulates her question (in a way that is reminiscent
of the strategy used in Example 3) makes C unsure. The child may doubt
whether he contributed the correct information (that is, he doubts the quality
and relevance of his own output) and, since he is aware that he does not
know the name of everything that is asked for in the test, he is likely to do
just that, given the SLT’s new question. This is also indicated by his body
communication.

2.3.4 Language production problems

In language production, the ability to make choices of pragmatic (for example,
communication act), semantic, lexical, syntactic, morphological and phono-
logical structures and units, as well as prosody and body communication,
has to be intact, if one is to produce contributions that will facilitate the use of
conversational implicature. This ability is, of course, also secondarily affected
by cognitive and world knowledge prerequisites for making the appropriate
choices.
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2.3.4.1 Children

We find it natural that small children can only use a subset of language, and
that not always correctly, and so we adapt to their abilities. But children with
delayed or atypical language development, such as SLI, have more difficulties
observing conversational maxims in their production and this will cause diffi-
culties for their interlocutors. There are qualitatively different kinds of pro-
duction problems. Grammar and phonology problems result in more direct
production difficulties, even when semantic-pragmatic and cognitive abilities
function properly. Problems with semantics and pragmatics may also be re-
lated to different linguistic and cognitive factors as well as background know-
ledge and are more challenging with respect to conversational implicature.

2.3.4.2 Adults

Language production problems are found in the same groups of adults as
language comprehension problems and in many cases in those with other
types of cognitive problems as well, that is, in persons with acquired left- and
right-hemisphere cortical and subcortical lesions after stroke or TBI and in
persons with dementia. In addition, they occur in persons with more specific
speech production problems, such as speech apraxia and dysarthria.

2.3.4.3 Augmentative and alternative communication (AAC)

A special case for both children and adults concerns persons who have
reduced mobility, caused by cerebral palsy, hemiplegia after a stroke, apraxia
or dysarthria, where production problems can be severe and have a huge
impact on the use of conversational implicature. The use of communication
aids often also imposes specific demands on the interaction.

2.3.4.4 Resulting problems with maxims

What are described here are problems that primarily result from production
difficulties. In reality, comprehension and production problems very often co-
exist in the same patient, so section 2.3.3 above, ‘Language comprehension’, is
also relevant in these cases. Examples 3 and 4 above are also relevant with
respect to language production problems.

Quantity: Many production problems affect the amount of speech that is
produced so that it becomes either too sparse or (less frequently)
too verbose.

Manner:  If you cannot produce speech in the best-ordered manner, you
have to do it in some other way, by applying a strategy; alterna-
tively, you might not be able to control the manner at all.

Relation: ~ Production problems and strategies can make it a bit harder for the
listener to interpret relevance in a straightforward way, but in prin-
ciple relation is not affected so much.

Quality:  The quality maxim is not affected much, except in cases where, for
example, the patient cannot voluntarily choose between producing
a ‘yes’ and a 'no” answer.
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The maxim of quantity is maybe best exemplified by the typical speech
production of persons with so-called fluent and nonfluent aphasia. We can see
in examples 5 and 6 how not only quantity but also manner and, to some
extent, relevance are affected. In both examples, the context is a task where
the subject is asked to narrate what happens in an ordered sequence of four
pictures. The pictures show: (1) a man sweeping up leaves with two children
and a dog watching him in the background, (2) the man putting the leaves into
a basket, (3) the wind blowing all the leaves out of the basket, and (4) the man
angrily swinging the basket over his head, while the children and dog in the
background walk away laughing.

Example 5. Nonfluent aphasia: narration of picture story (from Ahlsén, 1993).

a basket and one sweeps a leaf // takes // basket // takes up // takes up the
leaf // leaf leaves fly // he gets angry

Example 6. Fluent aphasia: narration of picture story.

it is a man who eh // he // yes when s when is is a little colder outside then
then comes k- a- on the snow or on that the // next to // eh he picks in in
what’s that called // what’s it called // he he lies iiin bag not bag // yes
almost bag and then it blows too much then it it fla- flo- floats away and then
it lies on the ground and then he must // and he must then do again once
more you see

Whereas control subjects normally tell the story in about 50 words, Example 5
contains 21 words and Example 6 contains 82.

The ‘nonfluent” story is fairly well organized in terms of manner, although
the sparse grammar and grammatical insecurity make it far from optimal. In
terms of reference, the speaker does not include enough of the relevant infor-
mation. The story does not specify who the main character is or what roles the
wind, the children and the dog play. There is, thus, too little output.

The “fluent” story, on the other hand, although it is fairly verbose, also lacks
some referential information (to the children and the dog), while word-finding
problems and substitutions (lies for puts, bag for basket), as well as circumlocu-
tions, create problems of manner and relevance. In sum, there is too much
quantity in terms of words and phrases produced, whereas manner, relevance
and quality of content are not optimal. The word substitutions could also
affect quality.

2.4 Cooperation: Cognitive and Ethical
Consideration

Conversational implicature is a complex phenomenon, as we have seen, with
a set of maxims specifying the assumptions that, if there are no indications
to the contrary, are made by participants in a communicative situation about
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the contributions they make. In addition to being complex, it is also not
explicit or directly observable in most cases. The examples above represent
attempts to show how the usually quite automatized use of the maxims can
become less reliable in different types of communication disorders and how
this, in its turn, affects communication. The conversational maxims can be
helpful tools for analyzing communication disorders and their consequences
and they can also help to identify successful and less successful communica-
tion strategies.

The cases discussed above are, thus, not really cases where the maxims
are not observed at all or where they are flouted, but cases where their use
is restricted or less reliable because of the communication disorder. One can
interpret these subjects’ output as showing that the maxims are not adhered
to, but this probably applies above all to the surface symptoms and may not
necessarily mean that the subjects are not, in some sense, adhering to them
internally. Instead, we might say that the participants in these interactions
automatically and sometimes, when necessary, consciously try to use the
maxims as much as possible and that this is one reason why the conversations
work as well as they do, given the communication disorder. So conversational
implicature can be a helpful, as well as a somewhat misleading, strategy in
this context.

Flouting of the conversational maxims is often reported as a major sub-
jective problem by persons with communication disorders, especially acquired
disorders. We can see why this is so, in the above examples. Since the maxims
cannot be effectively used and trusted in the usual way, the participants adapt
their conversational inferences. Every deviation from the preferred use of
maxims must be interpreted as being potentially not an intended deviation
but a problem of production, comprehension, cognition or experience/world
knowledge. Therefore, an intentional flouting is not only (because of these
problems) difficult to produce, but nearly always fails to be interpreted as
intentional by the interlocutor. This can be extremely frustrating for the person
with the communication disorder, who can no longer make jokes or use irony
successfully.

The overriding principles of cognitive and ethical consideration are always
at work. In spite of, or possibly because of, the problems affecting production,
comprehension, cognition and experience/world knowledge and the result-
ing insecurity in using the specific conversational maxims, there seems to be
an ‘overconsideration” of the interlocutor. This may lead to the unimpaired
participant’s engaging in overinterpretation and often leads to an almost
extreme use of politeness strategies, failure to mention communication prob-
lems and explicitly taking on the ‘guilt” when the other participant fails to
communicate fully.
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2.5 Influence of Clinical Linguistics on
General Linguistics

As in many other cases, clinical linguistics can provide valuable insights for
the study of conversational implicature in general linguistics. It is sometimes
claimed that the conversational maxims can really only be studied when they
are being flouted. However, as we have seen above, communication disorders
provide a broad spectrum of ways in which we can at least attempt to study how
conversational maxims and principles are adhered to more or less successfully
in communication. We can use them to explain other linguistic phenomena
and we can study how they are affected by cognitive and linguistic constraints.
This can help us in further developing linguistic theory and applications con-
cerning conversational implicature.
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3 Relevance Theory and
Communication Disorders

EEVA LEINONEN AND
NUALA RYDER

3.1 Introduction

Clinical Pragmatics is a term coined in the early 1990s to reflect an emerging
awareness that some communication difficulties could not be attributed to
‘purely’ linguistic problems. For a long time before that, practicing speech and
language therapists had worked with children and adults whose primary dif-
ficulties seemed to lie with the understanding and/or production of connected
discourse. The language produced seemed to be grammatically and seman-
tically well-formed but not appropriate to the particular context in which it
was produced. Conversational contributions produced by these individuals
appeared not always to be connected and relevant to those of others, suggest-
ing difficulty with contextual or pragmatic comprehension.

Smith and Leinonen (1992) reviewed much of the early work in clinical
pragmatics. Many different linguistically based methodologies were used to
investigate these difficulties. One methodology was the analysis of conversa-
tions for unacceptable and irrelevant contributions leading to categorizations
of different types of ‘semantic-pragmatic disorder’. This led to discussion of
whether descriptions of surface manifestations of underlying difficulties are
sufficient for an understanding of pragmatic impairment. There was a need
for a theoretical framework that would have psycholinguistic validity.

In the mid-1990s, Happé found Relevance Theory to be a useful theoretical
framework for investigating theory-of-mind abilities in autistic children.
Leinonen and Kerbel (1999) also used Relevance Theory to explore pragmatic
failure in conversations involving children with comprehension difficulties.
More recently, Ryder and Leinonen (2003) and Leinonen, Ryder, Ellis, and
Hammond (2003) have used this framework successfully to study the develop-
ment of language comprehension and comprehension difficulties in children.
The methodology developed for these studies has subsequently been used by
Loukusa, Leinonen, Kuusikko, et al. (2007) to explore the pragmatic performance
of normally developing Finnish-speaking children and those with a diagnosis

The Handbook of Clinical Linguistics. Edited by Martin J. Ball, Michael R. Perkins, Nicole Miiller
and Sara Howard © 2008 Blackwell Publishing Ltd. ISBN: 978-1-405-13522-1
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of Asperger syndrome. Relevance Theory has been used to a lesser extent in
the study of acquired language disorders in adults. Dipper, Bryan, and Tyson
(1997) found the framework useful in exploring why patients with right-
hemisphere damage had impaired semantic and pragmatic knowledge.

In this chapter, we first give a brief introduction to Relevance Theory. This
is an oversimplification of this very complex and rapidly evolving theory, but
we have striven for succinctness rather than completeness in our exposition.
We will then review studies on developmental and acquired disorders using
the Relevance Theory framework. One advantage of using a rigorous theoretical
framework in studying language disorders is the information we gain about
the theory itself. In the final section we will comment on the impact that these
studies have had on Relevance Theory.

3.2 Introducing Relevance Theory

Relevance Theory (Sperber & Wilson, 1995) is a theory of communication
which aims to elucidate in detail the claim that an essential feature of most
human communication (verbal and non-verbal) is the expression and recogni-
tion of intentions (Wilson & Sperber, 2004). The theory attempts to explain how
meaning is stored in memory (concepts) and how information is processed to
successfully understand an intended meaning. This inferential model of com-
munication suggests that an utterance is a linguistically coded piece of informa-
tion which is only a starting point for the comprehension of intended meaning.
Relevance Theory (RT) explains how the hearer infers the speaker’s meaning
on the basis of the evidence provided, i.e. the linguistic expression and the
context. The context may include any relevant information (including gestures,
intonation and so on), whether stored in the memory or directly obtained from
the encyclopedic entries (see below) of the concepts which may be accessed
during interpretation.

The comprehension of language in communication requires the ability to
interpret meaning in context. As children develop toward becoming more com-
petent comprehenders of language, they need to become increasingly skilled
at interpreting meaning that arises in context (Bishop, 1997; Milosky, 1992;
Oakhill & Yuill, 1986). RT provides a model of the processes that facilitate the
understanding of implicated meaning (implicatures), and it lends itself to the
empirical investigation of language interpretation in both normal and clinical
populations.

Sperber and Wilson (1995) argue that inferential comprehension involves
central cognitive processes rather than specialized mechanisms. Hence, com-
prehension and production of pragmatic meaning and cognition are intrinsic-
ally linked. They further propose that in any given communicative situation,
our cognitive systems are equipped to process the most relevant information.
Language interpretation is guided by a principle of relevance, which ensures
that only the most relevant information is processed. The principle of relevance
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states that every communication intended to be communicative guarantees
to the listener that it is optimally relevant. For information to be optimally
relevant to the hearer, it has to interact in certain ways with previous know-
ledge and/or contextual information to produce an outcome with the least
possible processing effort. For example, indirect answers to questions are
intended to be relevant and are intended to produce a particular interpretation
by the speaker. The hearer interprets the intended meaning with minimum
processing effort. So in the following example (from Leinonen & Kerbel, 1999),
B’s utterance is indirect.

Example 1

A: Is Mary a good friend?
B: I know her.

Minimum processing effort in this context means that B’s intended meaning
is the first interpretation available for the listener in this context. There are
many possible meanings of ‘I know her’ depending on the context in which it
is uttered. In uttering ‘I know her” in this context, B intends this to mean "‘Mary
is not a good friend” and expects that A will recover this meaning.

According to the principle of relevance, the hearer recovers the meanings
‘T only know Mary slightly” and ‘one knows a good friend more than slightly’
in this context. The former is arrived at on the basis of the context in which the
utterance occurs and the latter on the basis of one’s world knowledge. Both
meanings are integrated (interact) to produce the meaning intended by B (Mary
is not a good friend of mine). The interaction process results in a probable
conclusion (implicature); for example, if B says he only knows Mary slightly,
and a good friend is someone you know well, then Mary is not a good friend
of B. RT suggests that “the more worthwhile the conclusions achieved by
processing an input, the more relevant it will be” (Wilson & Sperber, 2004,
p- 4). A conclusion is worthwhile if it answers a question that the speaker
had in mind (as in the example above), strengthens an assumption already
held, or contradicts an assumption held. The example given here shows how
the intended meaning of an utterance is arrived at through the interaction of
incoming information (i.e. the linguistic expression) with the listener’s existing
knowledge or other contextually available information, and via this interaction
the relevance of the utterance is arrived at and understood as intended.

Understanding indirect meaning in this way is cognitively effortful. RT sug-
gests that recovering an implicature (the probable conclusion resulting from
the processing of contextual information) is a more sophisticated ability than
inferring semantic meaning or inferring a referent. Although understanding
semantic meaning requires inferencing within context, it does not require the
generation of implicatures.

The meaning of ‘worked” in Example 2 depends on the context in which it is
uttered and has to be inferred from the context.
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Example 2
Teacher: Well done everybody, you worked hard today.

If uttered by an aerobics teacher at the end of a class, “‘worked” is correctly
interpreted as ‘exercised,” whereas in other contexts, for example when spoken
by a school teacher, it would be intended to mean school work of some kind.
Language is often underdetermined and context can be said to determine
successful interpretation. Sperber (1994) suggests that all typically developing
children are able to infer meaning and that language development is char-
acterized by children’s increasing ability to use context and integrate relevant
information in the interpretation of intended meaning. RT’s model of prag-
matic processing can provide a way of investigating how context is utilized
in interpretation and lends itself to studying the development of children’s
ability to comprehend contextual meaning.

In clinical populations, research focuses on the impairment of language skills,
which can include reduced ability to draw correct inferences or correctly
integrate information in order to understand meaning. RT argues that mean-
ing is dependent on context. Meanings of words may be enriched on the basis
of context and constrained by the principle of relevance. RT suggests that
concepts (the meaning of words) include encyclopedic, logical and lexical
addresses which are accessed on attending to the utterance. The conceptual
address of a word such as ‘work’ is treated merely as a point of access to an
ordered array of encyclopedic information from which the hearer selects in
order to construct a satisfactory interpretation. The hearer follows a path of
least effort in selecting the relevant meaning and stops when their expecta-
tions of relevance are satisfied. That is, the principle of relevance prevents all
possible meanings being considered (as in Example 2 above), but rather the
context triggers expectations and the first interpretation meeting those expecta-
tions is selected.

Sperber and Wilson (1995) suggest that the ability to successfully engage in
communicative dialogue requires levels of ‘mind-reading’ ability (first-order,
second-order, third-order, and so on). First-order mind reading ability is a
metarepresentational ability facilitating recognition of the speaker’s informa-
tive intention (awareness that she or he intends to inform you of something).
Second-order mind-reading ability, the ability to represent the mental states of
others, is necessary for successful interpretation of metaphor, irony, sarcasm,
and some humor. That is, the hearer is aware of the speaker’s intent to com-
municate something and of the speaker’s intention that the hearer will believe
what she or he intends her or him to believe. It is suggested that irony and
sarcasm require third- and fourth-order abilities (Langdon, Davies, & Coltheart,
2002), whereby the hearer attributes thoughts to the speaker and the speaker’s
attitude towards them (Papp, 2006).

Like indirect questions, metaphor, sarcasm and irony cannot be understood
from the linguistic form alone, and the intended meaning is not gleaned from
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interpretation of enriched semantic meaning of the words used. The meaning
is interpreted by metarepresentation and by attributing the speaker’s attitude
to the utterance. For example, a sarcastic comment such as ‘Barbecue weather
indeed!” is interpreted as relevant because the hearer interprets the speaker’s
intention to communicate a thought (that the weather is not suitable for cook-
ing outside) and an attitude (derogatory) towards it. Interpreting metaphors is
similarly explained. For example, in the utterance below, speaker A refers to a
friend known also by the hearer (B).

A: ‘John is an animal.’

Speaker A intends the hearer to interpret this as ‘John’s behavior is like that of
an animal (rather than a human)’ in the situation being discussed. The hearer
uses the context to interpret the meaning and the utterance achieves most
of its relevance by expressing the speaker’s attitude towards John’s behavior.
Metaphor and sarcasm necessitate understanding both what the metaphor is
referring to (the behavior of John) and the speaker’s intention in using it (to
state that John's behavior is like that of an animal rather than human). The
attribution of the speaker’s attitude towards something is thought to increase
processing costs. RT therefore lends itself to providing a framework for invest-
igating the ability of clinical populations to process language expressions which
differ in terms of their processing cost.

3.3 Developmental Disorders

Relevance theory has been used to empirically investigate the development of
language understanding in normal children (Foster-Cohen, 1994, 1999) includ-
ing the cognitive processes of pragmatic comprehension (Ryder & Leinonen,
2003), in children with SLI (Leinonen, Ryder, Ellis, & Hammond, 2003), with
Asperger syndrome and autism (Loukusa, Leinonen, Kuusikko, et al., 2007)
and in investigating the features of autistic communication, including the ability
to understand communicative attention and attribute mental states (Happé,
1993, 1995).

Studies of children’s language development suggest that early language
development (before the age of three years) is centered on concrete events in
their world (things they can see, touch or do), after which children develop the
ability to understand more abstract events and to think about the intentions
of the hearer (pragmatic understanding) and are able to understand meaning
in context (Bishop, 1997). Young children utilize contextual cues such as non-
verbal signals, facial expressions and the environment in interpreting expres-
sions that are addressed to them. Children’s early comprehension is contextually
driven, and the developmental process can be seen to involve an increasing
ability to utilize language in the comprehension process (pragmatic understand-
ing). Children with developmental language disorders often have difficulties
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in understanding and/or using words in context, whether written or spoken.
Other characteristics may also be present, such as using words (and their mean-
ings) inappropriately and difficulty in comprehension (they may hear a word
and not understand its meaning), and an inability to express ideas. These children
are developing typically with the exception of their language abilities, which
results in difficulties in communicating. The grammatical difficulties of children
with language impairment have been researched extensively, but less is known
about their difficulties in understanding intended meaning.

RT suggests that the development of pragmatic comprehension includes
the ability to utilize relevant context in assigning referents, enriching semantic
meaning and integrating contextual information to recover implicature(s). The
recovery of implicatures is argued to involve reasoning whereby the contextual
information is integrated to yield a probable conclusion or assumption based
on the context. This conclusion is called an implicature. As children become
more sophisticated in their use of language, they develop the ability to utilize
context and combine information from different sources to interpret intended
meaning. In a study of three- to five-year-old children, Ryder and Leinonen
(2003) found a developmental trend in the use of context in typically develop-
ing children. The three-year-olds were unable to answer questions targeting
the recovery of implicatures and the five-year-olds were still developing this
ability, but all the children were able to infer referents successfully and enrich
semantic meaning. In a further study, age-matched SLI children (mean age eight
years) performed similarly to the four-year-olds, suggesting a delayed develop-
mental pattern (Leinonen & Ryder 2003). These findings supported the view
of RT that assigning referents and enriching semantic meaning, while they
involve inferencing, are less pragmatically complex than generating implicatures
which require the integration of context (such as world knowledge and pre-
viously constructed meaning from prior context). The questions targeting
implicatures were particularly problematic for the SLI children compared to
their age-matched peers. That is, the pragmatic demands of the question (based
on a storybook methodology) affected the ability of the SLI children to answer
correctly, and these children appear delayed in pragmatic language develop-
ment. Ryder, Leinonen, and Schulz (in press) investigated the effect of context
(verbal and pictorial) on the ability of children with SLI and children with
pragmatic difficulties to answer pragmatically demanding questions. Children
with SLI were found to perform similarly to typically developing five- and six-
year-olds when only verbal context was available, but where strong pictorial
support was given, the children performed similarly to their age-matched peers
(seven-year-olds). As predicted by RT, the performance on questions targeting
implicature(s) was found to be significantly poorer in SLI children.

Children with Asperger syndrome (AS) and high-functioning autism (HFA)
have also been found to have difficulty with pragmatically demanding ques-
tions (requiring implicature(s) to be generated). In a study using a similar
methodology to Ryder and Leinonen (2003), Loukusa, Leinonen, Kuusikko,
et al. (2007) used questions to target the processes of reference assignment,
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enrichment and implicature (based on short scenarios) in monolingual Finnish-
speaking children with normal language abilities and AS/HFA. The children
were found to have difficulties with the most pragmatically demanding ques-
tions. In line with developmental trends found in English-speaking typically
developing children and children with SLI, the older Finnish-speaking children
with AS/HFA in this study (10- to 12-year-olds) performed better than the
younger AS/HFA group (seven- to nine-year-olds) when answering the more
pragmatically complex questions. The younger group were able to answer
some of the questions targeting implicatures, though they were less successful
overall than the typically developing seven- to nine-year-old Finnish-speaking
children. Results of this study (and the Ryder and Leinonen studies with
English-speaking children) suggest that in typically developing children, prag-
matic abilities have developed by the age of seven years. In children with SLI
and AS/HFA this development appears delayed.

RT makes it possible to derive predictions about the levels of commu-
nicative competence in children and adults with either (1) no theory of mind,
(2) first-order theory of mind only, or (3) second-order theory of mind abilities
(Happé, 1993). These ‘mentalizing’ abilities (i.e. being able to think about
thoughts and attribute mental states) were investigated in individuals with
autism and with mild learning disabilities (Happé, 1995). The ability to under-
stand figurative language (sarcasm, metaphor, irony) develops gradually in
typically developing children from around the age of five upwards (Laval &
Bert-Erboul, 2005). Three-year-old children (English and French) were found
to be unable to understand sarcasm or metaphors as were children and adults
with autism. This difficulty in individuals with autism is linked to their inabil-
ity to understand the intentions of others in communicative situations. As RT
predicts that figurative language such as similes requires less processing than
metaphor, and metaphor less than irony (because of the attribution of mental
states), Happé (1993, 1995) investigated figurative language in individuals with
autism. The participants with autism (aged 9-28 years) were grouped according
to their ability on theory-of-mind tasks and then answered questions targeting
similes, metaphors, and irony. The control subjects (aged 12-38 years) had mild
learning disabilities. Findings supported RT’s predictions about the increasing
levels of representation necessary for understanding simile, metaphor, and
irony, and suggested that the ability to understand the intentions of others (i.e.
theory of mind) was directly associated with the comprehension of pragmatic-
ally demanding figurative language (Happé, 1993). There were also under-
lying differences in the mentalizing abilities of the groups with autism, which
mediated false-belief performance and utterance comprehension (Happé, 1995).

3.4 Acquired Disorders

There have been many studies suggesting that damage to the right hemi-
sphere results in pragmatic language difficulties. These difficulties include an
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inability to understand non-literal language (e.g. metaphor, sarcasm, and
humor), an inability to utilize context effectively (including an inability to judge
whether facts are plausible given a specific context), and an inability to make
inferences (Bihrle, Brownell, Powelson, & Gardner, 1986; Brownell, Michel,
Powelson, & Gardner, 1983; Gardner, Brownell, Wapner, & Michelow, 1983;
Roman, Brownell, Potter, Seibold, & Gardner, 1987, Wapner, Hamby, &
Gardner, 1981; Winner & Gardner, 1977).

Dipper, Bryan, and Tyson (1997) investigated the pragmatic difficulties of
individuals with right hemisphere damage (RHD) using RT. The participants
were six stroke patients aged 31-74 years with unilateral right-hemisphere
damage following a single neurological episode, and twelve age-matched con-
trols. They noted that when answering questions based on a story, the patients
with RHD did not use the context of the story in their answers, but were able
to justify their answers. The justifications revealed that the RHD participants
did not appear to be aware of the contextual information but were relying
on world knowledge to generate semantically related inferences rather than
utilizing the context given in the story. Dipper et al. proposed RT as a way of
investigating the reasons for their answers.

RT’s model of language comprehension suggests that a deductive system
operates on linguistic input, and concepts consist of addresses in memory
which give rise to logical, encyclopedic and lexical information. Participants in
Dipper et al.’s study listened and read two sentence scenarios and answered
three question types targeting three types of bridging inference. The first (textual
inference) required utilizing linguistic input in order to answer correctly. The
second (textually reinforced inference) targeted information derived from dis-
course connectives which generate the context and inference, without access-
ing encyclopedic information (RT suggests discourse connectives are procedural
and do not have encyclopedic entries). The third inference was encyclopedic,
that is, where a correct answer required access to knowledge, for example that
peeling onions can make your eyes water.

Dipper et al. (1997, p. 227) found that RHD participants performed less well
than controls on all inference types and that there was not one inference type
which was ‘easier” for both groups. The clinical group was found to rely on
encyclopedic information; questions targeting linguistic deduction were prob-
lematic for this group, particularly discourse connectives. If RT’s account of
the procedural and non-encyclopedic nature of discourse connective concepts
is correct, then, as Dipper et al. suggest, the brain damage suffered by RHD
patients affects the logical deductive device, and the use of linguistic context
to infer intended meaning is therefore affected.

RT has also been used to investigate the process of inferencing when inter-
preting sarcasm in clinical populations (McDonald, 1999). RT suggests that the
most relevant and least effortful interpretation possible in a given context is
inferred along with recognition of the speaker’s attitude. The comprehension
of sarcasm draws on linguistic and contextual features in the same way as
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other linguistic expression but, additionally, sarcastic comments echo a prior
proposition (shared knowledge), and this echoing communicates the speaker’s
derogatory attitude. The contextual information relevant to the interpretation
of sarcasm often includes tone of voice, facial expression, and in some studies
recognising the relationship between speakers (McDonald 2000). McDonald’s
(1999) review of studies of sarcasm comprehension (in normal and clinical
populations) suggests that patients with traumatic brain injury (TBI) gen-
erally had difficulty in inferential reasoning, and the differences in successful
interpretation of sarcasm were found to be related to the different types of
contextual information which had to be processed. McDonald (2000) notes
that TBI populations are heterogeneous and that there is evidence that some
TBI patients have difficulties with non-verbal context (intonation, gesture) and
in recognizing the relationship between speakers, which impedes their ability
to understand sarcasm.

Patients with RH brain damage were also found to have difficulties in
interpreting counterfactual comments (sarcastic) when the contradiction was
verbal rather than physical contextual information (i.e., recognizing the con-
tradiction depended on interpreting the verbal contradiction rather than an
action). McDonald (1999) argues that these patients understand the literal
meaning of the comment and are therefore able to recognise the scornful echo
(as proposed by RT), but this is not sufficient to understand the sarcastic intent.
RH patients appeared to attribute a perception of the literal interpretation to
the listener. Therefore McDonald suggests that the conversational inferences
are essential for the understanding of sarcasm.

McDonald (1999) notes that the way in which questions target the under-
standing of sarcasm differs in research in this area. Some target the speaker’s
intention or attitude when replying to a sarcastic remark, others target whether
the speaker intended the meaning of his utterance to be understood literally,
and some target counterfactual meaning (i.e. they ask if the speaker meant the
opposite of what was uttered). TBI patients improved their success rate when
the number of inferences made about the speakers was reduced. That is, ques-
tions asking whether the speaker uttering a sarcastic remark intended the
utterance to be taken literally were answered correctly more often than ques-
tions asking if the speaker responding to the sarcasm meant the opposite
to what was said (e.g. whether the speaker of ‘Sorry I made you come’ was
pleased that he made his addressee come). This suggests that inferences about
both the facts of the situation and the mental state of the speaker (attitudes,
knowledge, and intentions) are important for comprehending sarcasm. RT’s
notion of attitudinal cues in sarcasm was considered to be well founded, though
McDonald questions the suggestion that the echoic interpretation is involved.
The generation of inferences regarding mental state may be crucial for some
interpretations of sarcasm and this appears to be a difficulty in individuals
with TBI. There is also the possibility that the number of inferences necessary
(or the integration of information) is implicated.
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3.5 Conclusions

Studies of language disorders using Relevance Theory have validated the pre-
dictions of pragmatic complexity made by RT. They have shown, for instance,
that predicted level of complexity of pragmatic processing is related to order
of development. Furthermore, it has been shown that instances of pragmatic
breakdown can be predicted and explained by the theory. These support the
psychological validity of the theory itself and its consequent usefulness for
exploring and understanding both development and disorders.

The theory also places responsibility for conversational success and failure
squarely on the shoulders of all parties involved. Studies using this frame-
work have demonstrated this in contexts where one of the participants has
difficulty with pragmatic processing and how others can compensate for or,
unfortunately, compound the ensuing conversational difficulties. These obser-
vations have important implications for the type of therapy that is used with
individuals with pragmatic difficulties. Therapy which encourages the under-
standing of how context is utilized in comprehension may be valuable.

Working within a theoretical framework enables one to make testable pre-
dictions about the nature of language disorders and the kinds of behaviors
that children and adults with impaired language production and comprehen-
sion are likely to exhibit. We have found that working with RT has enabled us
to move from description of surface behaviors to a deeper understanding of
why pragmatic language difficulties may come about and why they have
the impact that they do on the quality of conversational interactions. We have
also been able to make progress in suggesting useful ways of facilitating inter-
actions with pragmatically impaired individuals both within and outside
therapeutic contexts.
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4 Neuropragmatics

BRIGITTE STEMMER

4.1 Introduction

While the study of pragmatics has a long tradition in philosophy and linguistics,
its incorporation into the neuroscience of language is relatively recent. The
observation that some patients with damage to the right hemisphere (RHD)
do not show any obvious impairments in producing or comprehending words
or sentences, but nevertheless exhibit communication problems, led to the
incorporation of pragmatic theories into neurolinguistic research (for a summary
see Paradis, 1998; Stemmer, 1999b). This research has mainly been concerned
with providing detailed descriptive accounts of communicative difficulties,
first in patients with RHD, and subsequently in other clinical populations such
as in patients with autistic, schizophrenic, or developmental disorders and
with dementia. Attempts have been made to investigate and explain the pro-
cesses leading to such impairments. In doing so, questions naturally evolved
regarding the role of the brain in the comprehension and production of prag-
matic behavior, along with an interest in the neural substrates of cerebral
involvement. This research has become known as neuropragmatics. Tradition-
ally, insights have been gained from studies with patients who have sustained
some sort of brain damage and, more recently, from studies of both healthy
individuals and patients with brain lesions that use such neuroimaging tech-
niques as PET, fMRI or EEG/ERP.

The studies usually subsumed under neuropragmatics deal with how
aspects of communication such as discourse, conversation and figurative
language are comprehended and/or produced by individuals with and
without brain pathologies. While pragmatic theories are frequently used to
provide a description and explanation of communicative behavior, knowledge
from neuroscience or other ‘neuro’ disciplines is drawn upon to explain
how aspects of pragmatics are represented or processed in the brain and to
gain insights about the neural substrates and networks involved. Although
neuropragmatics research involves both healthy and clinical populations,
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this contribution will focus on the various patterns of neural dysfunction that
lead to pragmatic impairment.

4.2 Neuropragmatics and Clinical Populations

Early observations of a dissociation between language problems occurring after
left-hemisphere damage and communication problems after right-hemisphere
damage probably contributed strongly to a situation in which the most
frequently studied patient population in neuropragmatics is patients with
focal lesions in the right hemisphere. We thus discuss this research first and
then continue with examples of neuropragmatic impairment in other clinical
populations.

4.2.1 Pragmatic impairment in right-hemisphere
damaged (RHD) individuals

Ample evidence has accumulated that in right handed people damage in the
left (and not right) hemisphere may lead to various forms of aphasia, and it is
usually assumed that damage to the right hemisphere can lead to pragmatic
impairment. RHD patients are often described as behaving conversationally
oddly or inappropriately in social situations despite intact linguistic abilities.
Their conversational style has been described as embellishing, rambling, tangen-
tial, non-informative, irrelevant, repetitive, confabulatory, and literal. They
jump from topic to topic and leave the listener with gaps of information; they
miss the overall point of a conversation and have difficulties maintaining
the theme of a conversation. There is a large literature describing the effects
of RHD on the comprehension and production of discourse. One aspect of this
literature is concerned with the difficulties RHD patients have in producing,
comprehending, or interpreting appropriately ‘non-literal’, “indirect” or figura-
tive language such as indirect requests, metaphor, proverbs, sarcasm and irony,
idioms, or some types of humor (for reviews see Brownell, Carroll, Rehak, &
Wingfield, 1992; Brownell & Stringfellow, 1999; Joanette & Brownell, 1990;
Shammi & Stuss, 1999; Stemmer, 1994; Stemmer, Giroux, & Joanette, 1994;
Tompkins, 1990).

4.2.1.1 Indirect speech acts

The difficulties that RHD patients have with indirectness and non-literalness
have been key features in many neuropsychological studies. The underlying
assumption usually is that ‘indirect’ and ‘non-literal’ language is more ‘abstract’
and requires more complex or different inferencing processes, and more process-
ing efforts, than ‘literal” or ‘direct” language. For example, uttering or compre-
hending a request such as ‘Are you here by car?’ (meaning ‘Give me a lift home”)
underlies a complex interplay between social, situational, interpersonal and



Neuropragmatics 63

cognitive variables — although such a request is part of our daily routine. We
usually do not spend much time thinking about how to phrase the request or
interpret it. Consider the request ‘Could you please pass the bread?” Although
the wording of this utterance might be interpreted as a question as to whether
or not you are indeed able to physically pass the bread, primary pragmatic
knowledge (Gibbs, 1999) or high saliency (Giora, 2003) leads us to interpret
the utterance as a request to pass the bread. In early studies, it was claimed
that RHD patients had problems understanding such indirect requests (Foldi,
1987; Hirst, LeDoux, & Stein, 1984; Weylman, Brownell, Roman, & Gardner,
1989). There is, however, nothing either particularly indirect or abstract about
this utterance; there are likewise no reasons to believe that its comprehension
demands complex processes of inference or particular processing efforts. Also
utterances such as, ‘I have no idea how to get home’, where the wording of the
utterance may suggest several meanings, are readily understood as ‘Please
give me a lift home’ as secondary pragmatic knowledge leads to the intended
meaning (Gibbs, 1999). Later studies on requests, using other designs and
better-defined theoretical frameworks, only partially supported the findings
of earlier studies. In particular, it was shown that RHD patients were quite
able to understand and produce a whole range of types of direct and indirect
requests. However, a rather reduced and, at times, inappropriate use and
evaluation of explanatory material was observed. Pragmatic knowledge per se
seemed to be preserved but there was a lack of ability to establish a relation-
ship between request types (non-conventional indirect requests) involving prim-
arily secondary pragmatic knowledge and the supporting material (Brownell
& Stringfellow, 1999; Stemmer, Giroux, & Joanette, 1994). A recent study invest-
igated basic speech acts (among them requests) and reported left-hemisphere
damaged (LHD) and RHD patients to be impaired compared to healthy controls,
with LHD showing poorer performance than the RHD patients (Soroker, Kasher,
Giora, Batori, Corn, Gil, & Zaidel, 2005). These findings are difficult to reconcile
with previous research. One explanation is that structural and functional aspects
of language seem to have been confounded in the stimuli used. It cannot
be excluded that the LHD patients performed more poorly because of more
demanding structural language aspects and that the RHD patients did not
show problems because the speech acts were of the conventional or salient
type. The authors also tried to assign each basic speech act to a distinct pattern
of localization. Such assignments seem somewhat premature, however, con-
sidering the heterogeneity of both the patient population and the details of the
lesions shown in the CT scans.

Indirect requests have also been investigated in traumatic brain injury (TBI)
patients who showed preserved sensitivity to various social factors but had
difficulties in formulating non-conventional indirect requests (McDonald &
van Sommers, 1993), or in producing non-conventional requests that would
overcome listener reluctance (McDonald & Pearce, 1998). The TBI patients
investigated in these studies were extremely heterogeneous with respect to the
nature of their brain damage and no claims were made concerning underlying
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neural substrates possibly implicated in the pragmatic impairments described.
In one study, all patients were impaired in their ability to perform executive
functions. There is thus some indication that impaired reasoning abilities may
have influenced pragmatic performance.

4.2.1.2 Irony, sarcasm, lies and jokes

Other types of figurative language such as irony, sarcasm, lies or jokes have also
been investigated in RHD patients. Similar to non-conventional indirect requests,
these types of figurative language imply complex metarepresentational abilities
(Gibbs, 1999; Sperber, 2000). RHD patients have been found to be impaired in
their ability to reply to inferential questions concerning sarcastic final comments
with regard to a narrative, despite an intact ability to infer attitudinal and emo-
tional information about the speakers. Difficulties have also been observed
with the interpretation of counterfactual comments at the end of a story (Kaplan,
Brownell, Jacobs, & Gardner, 1990; Tompkins & Mateer, 1985). RHD patients
have also demonstrated problems using contextual information to guide inter-
pretations of sarcastic, humorous or deceitful utterances. Similar difficulties have
been observed in autistic children, however, and thus these observations in
RHD patients were not taken as evidence that the deficits were specific to right-
hemisphere pathology (Kaplan, Brownell, Jacobs, & Gardner, 1990).

Some RHD patients have been observed to be impaired in tasks involving
second-order metarepresentational judgments involving lies and ironic joke
stories (Winner, Brownell, Happé, Blum, & Pincus, 1998). Although it seemed
that the right hemisphere might be involved in second-order metarepresenta-
tional processes, as expressed in the theory of mind, inasmuch as not all RHD
subjects showed a poor performance and a few control subjects performed
poorly on this task, it was suggested that the underlying impairment may not
be restricted to right-hemisphere pathology. Aside from RHD patients, TBI
patients and autistic children have also demonstrated difficulties interpreting
sarcastic remarks (for a summary see McDonald, 1999).

Arriving at metarepresentational judgments involves making inferences at
various levels of complexity, just as does interpreting various types of figura-
tive language, such as sarcasm. It is thus not surprising that a relationship
between impaired executive functions and a diminished ability to interpret
sarcasm in patients with frontal lobe lesions has been observed by McDonald
and Pearce (1996). Executive functions are often conceptualized as the central
executive of the information-processing system and encompass the control of
attention, goal setting (initiating, planning, problem solving, strategic behavior)
and cognitive flexibility (attention shifting, working memory, self-monitoring,
self-regulation) (Fuster, 2002; Stuss & Alexander, 2000). It can easily be seen
that some, if not all, of these components are necessary for drawing complex
inferences and for tasks involving integration.

RHD and LHD patients have been compared with respect to their abilities
to comprehend jokes and cartoons. Similarly to the comprehension of
non-conventional indirect requests or ironic and sarcastic remarks, context,
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knowledge and experience guide joke and cartoon comprehension, and the
listener must be able to revise or update his or her assumptions made during
the comprehension process. Apprehension, unexpectedness, surprise and appre-
ciation are all elements involved in cartoon and joke comprehension. Com-
pared to LHD, RHD patients were unable to use new information to arrive at
a revised interpretation of the humorous discourse (Bihrle, Brownell, Powelson,
& Gardner, 1986; Brownell & Gardner, 1988; Brownell, Michel, Powelson, &
Gardner, 1983). While they were sensitive to the surprise element of the joke
or cartoon, they were unable to establish appropriate coherence with the pre-
vious discourse. LHD patients also did not arrive at the correct joke or cartoon
interpretation but, unlike RHD patients, they were able to maintain coherence
between the critical utterance and the opening text body. Another study invest-
igated the role of specific cognitive processes in humor appreciation and the
underlying neural networks (Shammi & Stuss, 1999). Impairment of aspects
in the humor task was found in two patients with right frontal damage, and in
one patient with left frontal and three patients with bilateral frontal lesions
(Shammi & Stuss, 1999, p. 659). The authors’ conclusion that the ability to
appreciate humor was related to the anterior portion of the right frontal lobe
needs to be viewed with caution considering the few subjects who showed
the impairment pattern. Similarly to McDonald and colleagues in their studies
of sarcasm, Shammi and Stuss reported a relationship between executive
functions (working memory, mental shifting, verbal abstraction) and humor
appreciation for all frontal-lobe-damaged patients.

4.2.1.3 Emotions and verbal communication

Studies investigating the impact of emotional content on verbal communica-
tion have suggested that emotional context may suppress pragmatic perform-
ance in RHD but facilitate pragmatic performance in LHD (Bloom, Borod,
Obler, & Gerstman, 1993). In a comparison of RHD, LHD and healthy controls
in a picture story test that elicited emotional, visuospatial or procedural/
neutral content, LHD patients were found to be more impaired than RHD on
a total pragmatic feature score and RHD more impaired with respect to the
emotional content story. Another study found that positive emotional content
induced poorer performance in RHD patients while negative emotional con-
tent influenced the processing of information in LHD patients (Borod, Rorie,
Pick, et al., 2000).

Generally, lesion studies have thus shown that some aspects of figurative
language comprehension and/or production are impaired in RHD and TBI
patients. It remains unclear to what extent the right hemisphere is involved in
the pragmatics-associated difficulties of the TBI patients. Lesion studies indicate
that the right hemisphere, and possibly the right frontal lobe, are involved in
humor processing. However, some studies also indicate an involvement of the
left hemisphere. It is conceivable that each hemisphere contributes different
aspects to specific facets of figurative language and humor processing, and to
various degrees.
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4.2.2 Pragmatic abilities in other patient populations

Although pragmatic abilities have been investigated most often in RHD patients,
pragmatic impairments have also been observed in other patient populations.
It should be noted that the observation of similar pragmatic impairments in
different patient populations does not necessarily mean that the reasons for
the impairment are the same: nor do identical lesions always lead to the same
pragmatic impairments.

4.2.2.1 Aphasia

Aphasia is most frequently provoked by a lesion to the left hemisphere.
Studying pragmatic abilities in these patients can be challenging due to their
language impairment, and frequently no clear conclusion can be drawn as to
whether the impairment is linguistically based or of a pragmatic nature. Good
command of pragmatic abilities and functions has been described in a patient
with severe Broca’s aphasia. Frequent discourse initiation and topic change
and a reduced query production were ascribed to the linguistic impairment in
this patient (Dronkers, Ludy, & Redfern, 1998). Similarly, linguistic impair-
ment seems to have influenced the performance of patients with fluent aphasia
whose discourse was less informative than that of non-brain-damaged adults
(Chapman, Highley, & Thompson, 1998). However, these patients” ability to
draw inferences between textual content and real-world knowledge was
intact. Other problems that have been described include inappropriate pause
times during turn-taking in discourse, a reduced variety in the use of types of
speech acts, and less specificity and accuracy of the message (Borod, Rorie,
Pick, et al., 2000; Kasher, Batori, Soroker, Graves, & Zaidel, 1999; Kee, Green,
Gizer, Laack, & Zaidel, 2000; Prutting & Kirchner, 1987; for a summary see
Wright & Newhoff, 2005).

Generally, some pragmatic abilities seem to be intact in aphasic patients,
and those abilities that have been found to be impaired may be related to
the linguistic impairments. There is, however, the possibility that cognitive
impairment — for instance in working memory - is implicated (Caplan &
Waters, 2002). This possibility has rarely been investigated in these patients.
Research further suggests that the type of aphasia influences pragmatic
abilities. There is currently no clear evidence to suggest that the pragmatic
weaknesses described in aphasic patients are independent of their language
problem or other cognitive problems.

4.2.2.2 Dementia

Comparing linguistic and pragmatic abilities in fluent aphasics of mild severity
with patients with Alzheimer’s disease (AD) in the early stages showed that
the AD patients as a group (but not every individual patient) exhibited pro-
minent difficulties in drawing inferences in a fable retell task, a picture genera-
tion story task, a task in which the central meaning had to be abstracted, and
a task in which the didactic meaning had to be derived in the form of a lesson
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(Chapman, Highley, & Thompson, 1998). These disturbances were independ-
ent of linguistic formulation difficulties in these patients. As possible causes
for the impairments, the authors discuss memory problems, not attending to
the most salient aspects of the task, and affliction of the right hemisphere in
the disease process.

Traumatic brain injury (TBI). TBI patients have been shown to be impaired in
formulating non-conventional requests despite appropriate sensitivity to vari-
ous social factors, and in the appropriate use of politeness markers in tele-
phone conversations (McDonald & van Sommers, 1993; Togher & Hand, 1998).
A detailed single case study with a TBI patient demonstrated that a range of
cognitive deficits (attention, executive functions, impulse control) can lead to
inappropriate pragmatic language use (Body, Perkins, & McDonald, 1999).

4.2.2.3 Williams syndrome

This genetic syndrome is characterized by relatively spared language in the
context of general cognitive impairment and hyper-sociability. A comparison
of children and adolescents with Williams syndrome (WS) with those with
Down syndrome (DS) patients and healthy controls while telling a story based
on pictures found that the WS patients produced more social evaluations dur-
ing story telling than the control and DS individuals. Compared to healthy
controls, both WS and DS demonstrated difficulties with the story structure
(canonic schema) and with maintaining the theme of a story (Bernicot, Lacrois,
& Reilly, 2003).

4.2.2.4  Schizophrenia

A number of researchers have ascribed the communicational oddities in patients
with schizophrenia to the area of pragmatics. The described abnormalities
include a failure to structure discourse at higher levels, to adhere to a topic,
and to distinguish relevant from non-relevant content topic maintenance, and
those abilities evaluated by the pragmatic protocol (Prutting & Kirchner, 1987)
(for a summary see Meilijson, Kasher, & Elizur, 2004). Schizophrenic patients
have also shown problems with understanding false-belief stories and non-
literal language (metaphors and irony) (Langdon, Coltheart, Ward, & Catts,
2002). There is some indication that schizophrenic patients may be grouped
according to their patterns of pragmatic impairments. Meilijson, Kasher, and
Elizur (2004) identified two schizophrenic patient groups who demonstrated
problems in speech act, turn-taking and lexical and non-verbal performance,
and one group that was mostly impaired in lexical performance.

4.3 Explaining Pragmatic Impairments in
RHD Patients

Numerous explanations have been advanced to explain the pragmatic difficult-
ies identified in RHD patients. Most generally, they can be summarized as the
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inferencing hypothesis, the theory of mind hypothesis, and the mental model
hypothesis (for a summary and discussion see Martin & McDonald, 2003;
Stemmer & Cohen, 2002; note that these authors use a different terminology).
The inferencing hypothesis suggests that the communicative impairments
observed are due to difficulties generating inferences (Beeman, 1993; Bisset &
Novak, 1995; Brownell & Martino, 1998; Brownell, Potter, Bihrle, & Gardner,
1986; McDonald & Wales, 1986; Moya, Benowitz, Levine, & Finkelstein, 1986;
Read, 1981; Rehak, Kaplan, Weylman, et al.,, 1992; Tompkins, Lehman, &
Baumgaertner, 1999; Wapner, Hamby, & Gardner, 1981). Controversies in
the interpretation of research findings concerning the ability to comprehend
or generate inferences have been explained by the lack of a proper definition of
inferencing, a neglect in distinguishing between different types of inferencing
and a lack of consideration of inference generation models (Frederiksen &
Stemmer, 1993; Lehman & Tompkins, 2000; Stemmer & Joanette, 1998).

The theory of mind hypothesis refers to the ability of a person to form
representations of other people’s mental states (such as hopes, beliefs, beliefs
about beliefs, moods, desires, intentions) and to employ such representations
to interpret, predict, and judge utterances and behavior. The theory of mind
hypothesis is thus closely related to the inferencing hypothesis in that it refers
to the ability to make inferences about other people’s mental states. It is typic-
ally tested with tasks that assess the subject’s ability to infer that someone can
have a mistaken belief that is different from her or his own true belief (first-
order false beliefs). It is assumed that this situation requires an understanding
of the other’s mental state. Second-order false belief tasks assess the ability to
understand what someone else thinks about what another person thinks.

Several authors have investigated whether the communicative difficulties
of RHD patients are due to a compromised theory of mind. Compared to LHD,
RHD patients made more errors in responses to false belief questions if the
false belief question was ambiguous (Siegal, Carrington, & Radel, 1996). No
difference between the patient groups were found when the false belief ques-
tion was unambiguous. Interpretation of the study is compromised by the
small amount of information provided on the functional abilities of the patients
investigated. Further, both patient groups were extremely heterogeneous in
terms of lesion site, time post-onset and education. It has also been suggested
that RHD patients” difficulties with distinguishing lies from jokes was related
to difficulties in inferring second-order mental states (Winner, Brownell, Happé,
Blum, & Pincus, 1998). The authors concluded that although the right hemi-
sphere clearly seems to be implicated in the theory of mind, the frontal lobes
and possibly the prefrontal region may also be involved in the conceptualization
of mental events. This is further supported by the observation that some of
the non-brain-damaged control subjects also performed poorly on the second-
order belief tasks.

The assumption that successful performance on theory of mind tasks is
non-specific in relation to right-hemisphere involvement is supported by
Stone, Baron-Cohen, and Knight’s (1998) study on frontal lobe contributions to
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the theory of mind. These authors investigated the ability of patients with
bilateral orbito-frontal lesions and patients with left dorsolateral frontal lesions
using first- and second-order theory of mind tasks and a faux pas task. No
theory of mind effect as tested with the first- and second-order belief tasks was
found in the bilateral orbito-frontal lesioned patients or in the left dorsolateral
frontal lesioned patients. The latter group showed a working memory effect.
In the faux pas task, most of the bilateral orbito-frontal lesioned patients (but
not the dorsolateral frontal patients) failed to recognize the faux pas although
they were quite able to make appropriate empathic inferences about what
the characters in the stories would have felt. The authors concluded that the
empathic understanding of what another person would find upsetting was
intact in the orbito-frontal lesioned patients, and they ascribed the faux pas
errors to problems connecting the theory of mind inferences with an under-
standing of emotion. They further concluded that the orbito-frontal cortex
is part of the circuit involved in theory of mind tasks. As these authors
tested bilateral orbito-frontal and left dorsolateral frontal lesioned patients
the involvement of the right hemisphere remains unclear. In an attempt to
elucidate the contribution of various prefrontal regions to theory of mind tasks,
Stuss and colleagues (Stuss, Gallup, & Alexander, 2001) investigated patients
with frontal (right, left, bilateral) and compared them with non-frontal lesion
patients and healthy controls. They used a simple ‘direct inference’ task, a
more complex ‘transfer inference” task and a deception task in which the sub-
ject had to infer that someone was trying to deceive them. For the deception
task bifrontal lesions were related to impaired performance on the deception
task. There was less specificity of lesion location within the frontal lobe for the
transfer inference task with some tentative suggestion for a greater involve-
ment of the right frontal region.

The mental model hypothesis (Frederiksen & Stemmer, 1993; Stemmer,
Giroux, & Joanette, 1994; Stemmer & Joanette, 1998) is based on Johnson-
Laird’s (1983, 1989) concept of a mental model. Mental models are dynamic
symbolic representations of how we perceive and represent the world. From
external events and internal experiences people construct and employ mental
models in order to understand, explain, and predict phenomena of the envir-
onment, and to act accordingly (for a summary see Stemmer & Cohen, 2002).
Note that aspects of the theory of mind are encompassed in the mental model
approach. A main concern of the theory of mental model is to explain higher
cognitive processes such as comprehension, drawing inferences, and intention
in communication and action. Investigating single cases and using a mental
model approach, it was suggested that RHD patients had no problems drawing
inferences per se and no problems with manipulating mental representations
that involved only one mental model. Instead, those processes seemed to be
impaired that constructed mental representations which required the manipu-
lation of more than one conceptual model to arrive at a new conceptual model
(Frederiksen & Stemmer, 1993; Stemmer & Joanette, 1998; Stemmer, Giroux, &
Joanette, 1994). LHD patients did not show these problems.
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4.4 Cognitive Functions and Aspects
of Pragmatics

Previously, we have discussed various pathologies that affect pragmatic per-
formance. With these pathologies it is more the rule than the exception that
they are accompanied by (not always obvious or easily measured) cognitive
impairments, and the question is to what extent these impairments influence
pragmatic performance (for a discussion see Body, Perkins & McDonald, 1999;
Brownell & Friedman, 2001; McDonald, 1999; McDonald, 2000; Stemmer, 1999a;
Stemmer & Cohen, 2002). Many studies have not addressed these issues and
those that did have not always been conclusive. The relationship between
working memory (WM) (using a sentence span task) and discourse compre-
hension was studied in RHD, LHD patients and healthy controls by Tompkins,
Bloise, Timko, and Baumgaertner (1994). A strong correlation was reported
between WM and one aspect of inferencing that required the subject to inter-
pret a final utterance in a discourse that contradicted the speaker’s attitude.
The LHD patients performed worse than controls on this inference task but
no reliable correlation between WM and performance on the tasks were found.
Another study found a correlation between working memory (using the read-
ing span task) and reading comprehension performance in LHD aphasic
patients (Caspari, Parkinson, LaPointe, & Katz, 1998). A reason for these
controversial findings may be subtle differences in the implicated lesioned
network(s) (see section 4.5 below for a discussion).

More studies have investigated the relationship between executive functions
and pragmatic performance. There is some indication that a loss of inhibition
may influence request performance in TBI patients, and impaired executive
functions and poor sarcasm interpretation were found to be correlated in
patients with frontal lobe lesions (McDonald & Pearce, 1996, 1998). A relation-
ship between facets of executive functions (perseveration errors) as measured
by the Wisconsin Card Sorting Test (WCST) and incomplete story episode
description in TBI patients was also reported by Coelho, Liles, and Duffy
(1995). In a single case study of a TBI patient, Body, Perkins, and McDonald
(1999) reported impairment in verbal abilities, all facets of attention, verbal
learning and memory, perception, problem solving, impulsiveness and per-
severation — that is, impairments frequently observed in patients with frontal
lobe lesions. From a pragmatic perspective, the patient demonstrated impaired
conversational interaction by not taking sufficient account of the interlocutor’s
perspective. No detailed lesion analysis is provided but the left temporoparietal
region seemed to have been involved.

It is reasonable to assume that the neural substrates underlying arousal,
attention, perception, emotion, memory, learning, or cognitive control directly
or indirectly influence aspects of pragmatic processing. Many studies invest-
igating RHD patients and patients with other brain pathologies did not include
extensive or subtle neuropsychological testing, and the findings reported by
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those who did vary widely or are inconclusive. Investigating request perform-
ance in TBI patients, McDonald and Pearce (1998) did not find a relationship
to facets of executive dysfunction. They did, however, demonstrate that a loss
of inhibition influenced the capacity to take mental states into account when
producing requests. It may be that the tests used to explore facets of executive
functions either were not sensitive enough, involved facets of executive func-
tions different from those tested in other studies, or used the notions of execu-
tive functions and control mechanisms in a somewhat unusual way. In another
study McDonald (2000) examined the influence of an impaired executive system
or an impaired system for visuospatial mental constructions and synthesis on
pragmatic performance in RHD patients. The author reported that visuospatial
but not executive function was related to pragmatic performance. Unfortunately,
the interpretation of the results is rather limited in this study due to the
heterogeneous patient group (four right subcortical lesions, two right parietal /
occipital lesions, two bilateral lesions, five mixed right fronto/temporal/pari-
etal lesions, one no imaging available and one without CT pathology), a failure
to account statistically for this diverse patient group and the rather limited
testing for executive impairment. With regard to the relationship between
facets of attention or memory and pragmatic performance, there are only a few
studies that allude to a possible relationship and there are no studies primarily
investigating these issues. The situation is aggravated by the fact that standard
neuropsychological testing may not reveal impairments although most brain-
damaged individuals are impaired to some degree in their mental capacities
(see e.g. Stuss, Alexander, Floden, et al., 2002; Stuss & Levine, 2002).

4.5 Pragmatic Behavior and the Brain

Despite numerous studies aimed at investigating pragmatic abilities in various
pathological populations, no clear picture has emerged concerning the neural
substrates and networks involved. The researcher investigating pragmatic
abilities in brain-damaged populations is faced with several non-trivial chal-
lenges. First, there is the heterogeneity of the patients; age, level of education,
severity of functional impairment (at all kinds of levels), extent of structural
impairment, and time of testing post-onset should all be considered. Second,
a choice has to be made concerning the theoretical framework and model of
analysis the research is based on. Third, the construction of the stimuli needs
to satisfy the theoretical framework, and, at the same time, be applicable to the
patients with or despite their individual functional impairments. These con-
straints certainly add to the frequently found discrepancy of findings among
various studies. In addition, many studies lack a precise lesion analysis with
neuroimaging techniques, which, naturally, was not available for early studies.
With today’s advanced technology, we are now in a position to provide better
lesion descriptions, base our research on more advanced pragmatic theories
and models and integrate a variety of cognitive measures that have been



72  Brigitte Stemmer

related to specific brain functions. Another consideration has to do with the
perspective one has of pragmatic performance and with the elements of which
such performance consists. It seems unlikely that these diverse elements com-
prise a cohesive entity with a specific localized topological representation in
the brain. Pragmatically appropriate communicative behavior depends on com-
plex interplays of linguistic, emotional, cognitive, and regulatory mechanisms
(see, for example, Perkins, chapter 5 in this volume). Just as different organic
disease processes can produce similar symptoms and similar symptoms can
reflect different organic etiologies, different cognitive disease processes can
also produce similar pragmatic impairments and vice versa. It thus seems that
knowledge about the ways these various mechanisms work and interact — and
the neural substrates and networks involved in these interactions — will help
us to understand what the individual facets of pragmatic performance and
impairment actually are. This will involve looking beyond the confines of lin-
guistics and pragmatics as has been done, for example, by some researchers
who have related research of frontal lobe functions to pragmatic impairments.

There is extensive research on the neuroanatomy, physiology and neuropsy-
chology of frontal lobe functions that suggests links to the pragmatic commu-
nicative behavior that has been described. The dorsal frontal lobes have been
related to cognitive and the ventral frontal lobes to affective functions (for
summaries see Knight & Stuss, 2002; Mesulam, 2000; Stuss & Anderson, 2004;
Stuss & Levine, 2002). It has been suggested that the prefrontal cortex can be
viewed as the central executive organ for cognitive control and the orbitofrontal
cortex as the central executive organ for emotional and social control. Inhibition,
emotion and reward processing is mediated by the ventral medial /orbitofrontal
region and thus seems implicated in behavioral self-regulation. The right frontal
lobe seems particularly important in such aspects of self-awareness as the
ability to reflect about one’s own thoughts and events occurring in the environ-
ment, and the ability to understand the mental states of others. The left frontal
lobe has been associated with memory encoding and the right frontal lobe with
retrieval of episodic memory. The prefrontal cortex is involved in metamemory
judgment and memory for source of information. Pathological changes in this
function can be seen in patients who cannot judge whether their retrieved
memory is correct, or who cannot remember the situation during which the
knowledge was acquired, despite an intact memory for facts. The prefrontal
cortex is further implicated in novelty processing such as new learning, creat-
ivity and adjustments to perturbations in the environment. It is devoted to
complex mental integration and orchestrates extensive network interactions.
Its role in inhibiting impulses and in disengaging stimuli from their customary
responses seems to be related to the promotion of flexibility, foresight and
planning (for a summary see Mesulam, 2000). It has further been suggested
that there are distinct basic processes related to the anterior attentional system,
with the bilateral superior medial frontal area (anterior cingulate region) being
implicated in monitoring regulation of conflict responses and the right lateral
frontal region in monitoring or checking (Stuss, Alexander, Shallicec, et al., 2005).
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Despite the controversies, it seems safe to say that the frontal lobe network
(with its extensive connections to other cortical and subcortical regions) plays
a crucial role in pragmatic processing. However, a clearly defined contribution
of the right frontal lobe to pragmatic processing remains somewhat elusive.
The challenge we are facing is to define more clearly the neural circuits
involved, their interaction, and the contribution of the hemispheres and
subcortical regions. Some help in this endeavor may come from discussions of
the neural underpinnings of social cognition and behavior. Similarly to the
RHD patients described previously, patients with damage to the ventromedial
frontal lobe show impairments in social reasoning and decision making,
impaired social behavior and manners, a lack of concern for others and a lack
of empathy, in other words, abnormalities in emotion and feelings despite
intact social knowledge and intellectual functioning (Damasio, 1996). In light
of these observations, Damasio has advanced the somatic marker hypothe-
sis according to which the ventromedial frontal cortex contains convergence
zones that record links between stored knowledge about situations, actors,
options for actions and outcomes, and bioregulatory states such as emotions
and feelings that in past experience have been associated with such situations
and actions. Damage to the ventromedial frontal system prevents a normal
emotional or socially relevant response from being triggered. Other struc-
tures involved in triggering emotional reactions are the amygdala and
the somatosensory-related cortices in the right hemisphere. The amygdala is
involved in quick and automatic responses related to potentially threatening
situations or to allocating processing resources to potentially salient but
ambiguous stimuli. The right somatosensory-related cortices provide access
to a detailed representation of the body state associated with emotional or
social behavior (Adolphs, 1999). All three structures function together and
contribute to our ability to build mental models including a model about our
own and other’s mental states (ibid.).

Relating social cognition and brain structures is only a first tentative step
in the effort to understand pragmatic processing. We should not forget that
patients with damage to the frontal lobes and the right hemisphere are not a
homogeneous group. Some of these patients do not show any impairments,
and those who do can differ widely with respect to the nature of the impairment.
Up to now, it is far from clear what the relationships between aspects of social
cognition and brain functioning are. Possible routes for investigating these
relationships have been opened, however, and new routes remain to be
explored.
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5 Pragmatic Impairment as
an Emergent Phenomenon

MICHAEL R. PERKINS

5.1 Introduction

Transcript 1 is an extract from a conversation between John, a child with
autistic spectrum disorder (ASD), aged 4;11, and Kate, a speech and language
therapist. They are looking at pictures of different kinds of fruit.

Transcript 1

1 Kate: Could you eat that? [indicating picture of oranges]
2 John: No.

3 Kate: Why's that?

4 John: Because the orange is hurting me.

5 Kate: How does it hurt you?

6 John: He won't eat it.

7 Kate: You don't eat oranges?

8 John: No.

9 Kate: Why not, John?

10 John: Because silly.
11 Kate: Why are they silly?
12 John: An orange.

Most of John's contributions to the conversation don’t seem to connect well
with what Kate says. One might describe them as inappropriate, irrelevant or
just plain odd. Assuming that such exchanges are typical of John, would we be
justified in describing his conversation as showing evidence of pragmatic
impairment? If we analyze his utterances using certain categories derived from
pragmatic theory the answer would appear to be ‘yes’. For example, John's
contributions are not particularly ‘cooperative” in the sense of Grice’s coopera-
tive principle (see Ahlsén, chapter 2 in this volume). More specifically, accord-
ing to Grice’s theory of conversational implicature, John’s responses in lines 6
and 12 - from an outside observer’s viewpoint, though not necessarily from
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John’s — could be seen as breaking the maxim of relevance (i.e. they appear
to have little to do with Kate’s preceding questions) and if his responses in
lines 2 and 4 are indeed untrue, they break the maxim of quality. It is not clear,
though, whether these ‘floutings’ of the maxims are intended to trigger
implicatures, and if so, what they might be. Other features of John’s conversa-
tion may be described using Speech Act Theory (see Miiller, Guendouzi, &
Wilson, chapter 1 in this volume). For example, John’s responses in lines 6 and
12 could be taken as evidence of a lack of ‘illocutionary uptake’; i.e., as Blank,
Gessner, and Esposito (1979) put it when describing a similar child, he seems
to find it hard to “interpret the...intent of others” (p. 351). Kate likewise
appears to find some of John’s utterances hard to interpret — for example, in
line 7 she tries to get John to verify whether a re-explicated version of his
preceding utterance is in fact what he meant. In terms of Relevance Theory
(see Leinonen & Ryder, chapter 3 in this volume), this could be construed as
both Kate and John having to make a significant commitment in terms of
processing effort with relatively little to show for it by way of ‘contextual
effects” including enhanced mutual understanding. The concepts and categor-
ies provided by pragmatic theory thus provide us with a ready means of
describing atypical communicative behavior.

John would also be labeled as pragmatically impaired according to various
formal assessment procedures. For example, to take just two items from Bishop’s
Children’s Communicative Checklist (2003), John “uses terms like ‘he” or ‘it” with-
out making it clear what he is talking about” (cf. line 6) and “it is sometimes
hard to make sense of what he is saying because it seems illogical or discon-
nected”. Likewise, according to Penn’s Profile of Communicative Appropriateness
(1985), John's conversation might be described as manifesting inappropriate
‘reference’, ‘idea sequencing’ and ‘topic adherence’.

These ways of characterizing pragmatic impairment are common in clinical
practice and research, and have given rise to a wide range of clinical pragmatic
tests, assessments and checklists. However, while providing a useful means of
describing anomalous communicative behavior, most tests are less successful
at explaining such behavior in a way that provides clinicians with clear targets
for intervention. For example, a lack of illocutionary uptake could be an indir-
ect consequence of a range of factors including difficulties with inferential
reasoning, a syntactic parsing problem, an attention deficit, problems with
short-term verbal memory or impaired auditory processing. Thus labeling the
behavioral symptoms is only a first step; the likely underlying cause also
needs to be identified.

In this chapter I outline an approach to the analysis of pragmatic impair-
ment which regards it as an ‘emergent’ phenomenon. That is to say, rather
than seeing pragmatics as a discrete component of communicative processing
like syntax, phonology or lexis, it views it as an indirect, or ‘epiphenomenal’,
consequence of the way such components are used and interact. Furthermore,
rather than viewing pragmatic competence as being solely to do with language
use, the ‘emergentist’ approach regards it as resulting from the interaction
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of multiple factors including language, cognition, and more besides. The
emergentist account of pragmatic ability and disability has its roots in the
‘interactionist’” approach pioneered by Elizabeth Bates, Carol Prutting, and
Claire Penn, among others (see, for example, Gallagher, 1991; Penn, 1999). The
version presented here, which has been developed over the last decade or so
(e.g. Perkins, 1998, 2005, 2007), draws in addition on insights from cognitive
science (e.g. A. Clark, 1997), social psychology (H. H. Clark, 1996) and conversa-
tion analysis (Wilkinson, chapter 6 in this volume).

5.2 An Emergentist Model of Pragmatic Ability
and Disability

John’s pragmatic problems as illustrated in the transcript above stem at least
partly from being unable to work out others’ states of mind including their
intentions, feelings and knowledge. For meaning that is linguistically encoded,
this may not pose much of a problem. However, any meaning which is left
unsaid, on the assumption that the hearer will be able to infer it, is bound to be
problematic in cases where there is inadequate access to others’ mental states.
An inability to ‘read’ others” minds in this way is commonly described as
having an impaired ‘theory of mind’ (ToM) (see Stemmer, chapter 4 in this
volume) — i.e. a cognitive deficit — and the link between ToM competence and
pragmatic impairment is now generally accepted in research on ASD, right-
hemisphere brain damage (RHD) and traumatic brain injury (TBI) (Happé,
Brownell, & Winner, 1999; Martin & McDonald, 2003).

However, ToM is not the only aspect of cognition to contribute to pragmatic
ability. From a speaker’s perspective, pragmatics may be seen as getting the
balance right between what is said and what may reasonably be left to be
inferred, and the hearer’s role is to work this out. This interpersonal balancing
act is dependent not only on ToM but in addition on the capacity to encode
and decode what is expressed linguistically. If a speaker has a language-
encoding problem, the hearer may be left with a difficult or even impossible
inferential task. Transcript 2 is from a conversation with W, a 74-year-old man
with anomic aphasia who has problems with lexical retrieval. As a result, he is
unable to encode sufficient information linguistically to express what he means.
The imbalance between explicit and implicit meaning is in this instance too
great to be redressed through extra inferential processing on T’s part, with
negative consequences for mutual understanding.

Transcript 2

T: so what did you make? what did the factory make?

W: what did we make was not a lot because we only made things for the things
that were [ded] so we all made things that were out our out of our um
things.
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In this particular case the underlying problem happens to be one of lexical
access, but difficulties with phonology, syntax or prosody have similar con-
sequences for the explicit-implicit balance. If pragmatic competence is seen as
effective language use, ability to make the right encoding choices clearly draws
not only on cognitive factors but also on linguistic ability.

Linguistic encoding ability can in turn be indirectly affected by motor speech
problems as found in conditions as different as dysarthria, cleft palate and
cerebral palsy where access to phonological, syntactic and semantic form is
obscured by poor articulation, but the end result in terms of additional infer-
ential processing for the hearer is the same.

Linguistic decoding ability also plays a significant role in pragmatic pro-
cessing. If one is unable to parse incoming utterances in order to arrive
at an accurate representation of their propositional content, any additional
implicit meaning will be more difficult to access. Language is thus one type
of input system which the inferential reasoning system draws on, though
it is not the only one relevant to pragmatics. Visual impairment, for example,
can affect the detection of irony via facial expression, and young blind chil-
dren have been shown to perform as poorly as children with autism on ToM
tasks (Hobson & Bishop, 2003). Hearing impairment, too, has been shown to
have adverse effects on conversational turn-taking and initiation (Mogford-
Bevan, 1993).

Inferential reasoning also draws on a range of cognitive capacities. ToM
plays a particularly important role here, as noted above, but so do other areas
of cognition. The conversational extract in Transcript 3, spoken by a man with
traumatic brain injury, exhibits sudden topic shifts which leave the hearer
unable to work out the links and see the overall coherence of what is being said.

Transcript 3

I have got faults and . my biggest fault is . I do enjoy sport . it's something that
I've always done . I've done it all my life . I've nothing but respect for my mother
and father and . my sister . and basically sir . I've only come to this conclusion
this last two months . and . as far as I'm concerned . my sister doesn’t exist
(Perkins, Body, & Parker, 1995, p. 305)

This appears to be linked to problems with short-term memory —i.e. the speaker
forgets what he has just been talking about — and ‘executive function’ —i.e. he
has problems with planning and monitoring what he is saying.

So far, it has been tacitly assumed that the sole way of making meaning
explicit is via language, and indeed such an assumption is widespread in both
theoretical and clinical linguistics. Semiotic systems such as prosody, gesture,
gaze, facial expression and posture are often seen as secondary to spoken
language, and even ‘pragmatic” insofar as they enable the hearer to infer mean-
ing not expressed linguistically. In recent years, however, a number of research
studies have suggested that all of these systems have a certain equivalence in



Pragmatic Impairment as an Emergent Phenomenon 83

that they provide alternative ways of making meaning explicit. Furthermore,
they appear to function together as a single, mutually dependent and integr-
ated signaling system across which meaning is orchestrated (McNeill, 2000).
Such a multimodal approach to communication muddies the waters of the
explicit/implicit distnction made in traditional pragmatics. In the emergentist
approach, on the other hand, it simply leads to the recognition of a wider
range of choices which are implicated in decisions about what meanings are to
be made explicit.

The ability for a speaker to maintain, and for a hearer to work out, the
precise relationship between what is explicitly conveyed and what is meant
can thus be seen to be dependent on a range of underlying factors, some of
which are shown in table 5.1.

The semiotic elements provide alternative ways of representing meaning
which may be encoded motorically and decoded sensorily. The various cogni-
tive elements are responsible for what is and is not encoded and decoded, and
how, why, when, where and whether these processes take place. Seen in this
way, pragmatics is an inherent property of the communicative spectrum as a
whole, rather than being exclusively subserved by a single cognitive system,
i.e. ToM, in conjunction with a single semiotic system, i.e. language, as is more
commonly assumed to be the case.

From a clinical perspective, such an approach has the advantage of allowing
a focus on the disparate range of factors which can lead to pragmatic impair-
ment, and thus provides the opportunity to focus on, and treat, underlying
causes in addition to behavioral symptoms. This permits a detailed typology

Table 5.1 Some semiotic, cognitive and sensorimotor elements
of pragmatics

Semiotic Cognitive Motor Sensory
Language: Inference Vocal tract Hearing
phonology Theory of mind Hands Vision

prosody Executive function Arms
morphology Memory Face
syntax Emotion Eyes
semantics Attitude Body
discourse

Gesture

Gaze

Facial expression
Posture

Source: Perkins, 2007.
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Table 5.2 A simple taxonomy of pragmatic impairments

Area of underlying deficit Type of pragmatic
impairment
inference Cognitive

theory of mind
executive function
memory

emotion and attitude

phonology Linguistic
morphology

syntax

lexis

prosody

discourse

gesture Non-verbal
gaze

facial expression

posture

auditory perception Sensorimotor
visual perception
motor/articulatory ability

of different pragmatic impairments, rather than forcing a reliance on a single
generic, but uninformative, label such as pragmatic impairment/disability/
difficulties (Perkins, 2000). Table 5.2 represents a starting point for such a
taxonomy.

Even this, though, is still something of a simplification, as it leaves out a
crucial dimension of pragmatic impairment that we have so far not touched
upon.

5.3 Compensatory Adaptation

Most approaches to communication impairment assume a direct link between
an underlying linguistic or cognitive deficit and the set of behaviors or symp-
toms to which it gives rise. So, for example, aphasic agrammatism and specific
language impairment (SLI) are often seen as a direct consequence of damage
to a grammar ‘module’. An alternative view is that behavioral symptoms are
often only indirectly linked to an underlying deficit, and may in fact result
from compensatory adaptation. So, for example, some now see agrammatism
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as “message simplification on the part of the aphasic speaker in an attempt to
prevent computational overload” (Kolk, 1995, p. 294), and SLI as a compen-
satory adaptation to a procedural memory deficit whereby linguistic rules are
learned explicitly via declarative memory, as is typically the case in adult
second language learners (Ullman & Pierpont, 2005).

In similar vein, the emergentist account of pragmatic impairment sees
pragmatic behavior as resulting from complex interactions and trade-offs
between the kinds of elements shown in table 5.1. An individual is seen as an
intrapersonal domain, comprising the sum total of all his or her interacting
semiotic, cognitive and sensorimotor capacities. Any malfunctioning capacity
will have consequences for the entire intrapersonal domain, and any subsequent
adaptation will result in a redistribution of resources across the domain as a
whole. Problems with phonological encoding, for example, may be offset by
more extensive use of gesture, and syntactic comprehension difficulties may
lead the hearer to rely more on contextually inferred meaning. Such adapta-
tions and trade-offs are deemed pragmatic if they are motivated by the need to
communicate with others. A group of two or more individuals is seen as an
interpersonal domain in which the individuals’ capacities interact with those
of the other individual(s). The interacting elements are still of the same type -
i.e. semiotic, cognitive and sensorimotor — but become a shared resource. A
deficit within an individual may have interpersonal consequences, and any
resulting adaptations will have an impact on the explicit-implicit meaning
balance at an interpersonal level. This could lead, for example, to attitudinal
and emotional meaning being encoded via facial expression rather than lin-
guistically, and being decoded visually rather than auditorily. Some examples
are provided in table 5.3.

To summarize: when we describe pragmatic ability and disability as emer-
gent, we mean that pragmatics is not a discrete entity but the complex outcome
of many interacting variables. When we communicate with others, we draw
on a range of capacities including (1) signaling systems such as language,
gesture and facial expression, (2) cognitive systems such as theory of mind,
inference and memory, (3) motor output systems such as the vocal tract and
hand movement and (4) sensory input systems such as hearing and vision.
All of these ‘elements’ exist within the individual, i.e., they constitute an
intrapersonal domain, but during communication they combine with those
of other individuals to form an interpersonal domain. Interpersonal commu-
nication involves many choices: for example, which meanings are explicitly
encoded, and which left implicit, which signaling systems are used, and which
meanings are most salient and relevant. The exercise of such choices requires
multiple interactions between the various underlying semiotic, cognitive and
sensorimotor capacities both within and between individuals. Intrapersonal
and interpersonal domains are dynamic systems whose integrity and equilib-
rium are maintained via a continuous process of compensatory adaptation.
The effect of this is most plainly seen when one or more individual elements
malfunction and create an imbalance within the system as a whole.
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Table 5.3 Examples of interpersonal compensation for expressive and
receptive communication impairments

Impairment of expressive resources Compensation by interlocutor

Semiotic, e.g. syntactic formulation Greater reliance on inference based on

problems contextual clues and shared knowledge

Cognitive, e.g. attention deficit Greater reliance on gesture, eye contact,
linguistic repetition

Sensorimotor, e.g. dysarthria, Repetition of what hearer thinks has

dyspraxia been said for verification by speaker

Impairment of receptive resources Compensation by interlocutor

Semiotic, e.g. poor parsing, word ~ Simplified syntax, use of gesture and

recognition visual clues

Cognitive, e.g. poor short-term Frequent linguistic recapitulation and
memory use of visual reminders

Sensorimotor, e.g. hearing Greater reliance on gesture, exaggerated
impairment articulation and other visual clues

Source: Perkins, 2007.

5.4 Clinical and Theoretical Implications of
an Emergentist Model of Pragmatics

Because of its holistic perspective, the emergentist account of pragmatics is
much broader in scope than other approaches which focus on a single com-
ponent of pragmatic processing such as intention, inference or ToM, and is
effectively co-extensive with the entire spectrum of interpersonal communi-
cation. This does not mean, though, that specificity and rigor are sacrificed for
comprehensiveness. Admittedly, labels such as “pragmatic impairment” and
‘pragmatic disability” are too vague to have much diagnostic value. For example,
Prutting and Kirchner’s Pragmatic Protocol (1987) includes items as disparate
as variety of speech acts, topic maintenance, repair, pause time and feedback
to speakers. Likewise, pragmatic impairment has been seen as an inherent
property of a similarly disparate range of unrelated communication disorders
including aphasia, Asperger’s syndrome, autism, dementia, developmental lan-
guage disorder, hearing impairment, visual impairment and schizophrenia
(Perkins, 2003). However, by focusing on the entire range of underlying factors
that determine the balance between explicit and implicit meaning, the emer-
gentist approach is able to identify the different pragmatic consequences of all
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these conditions in terms of both their underlying causes and their commu-
nicative effects. Furthermore, in so doing it provides an explanation of the con-
dition rather than just describing it, and makes it possible to direct intervention
at causes rather than just symptoms.

It is rarely the case, though, that anomalous behavior maps directly onto a
single underlying cognitive, linguistic or sensorimotor deficit. It is quite com-
mon to find behavioral symptoms resulting from attempts to compensate for a
deficit elsewhere in the intrapersonal domain. So, for example, Tarling, Perkins,
and Stojanovik (2006) found that a child with Williams syndrome was able to
partially mask syntactic formulation and lexical retrieval difficulties by effect-
ing smooth and well-timed turn transitions and topic changes to give the overall
impression of being an attentive and effective conversational partner. Similarly,
Simmons-Mackie and Damico (1996) have shown how individuals with aphasia
are able to make use of posture, gesture, repetition and neologisms to signal
discourse functions such as turn initiation and termination which would norm-
ally be done linguistically. By viewing individuals and groups of individuals
as dynamic organisms comprising complex interactions of cognitive, linguistic
and sensorimotor processes, the emergentist approach moves away from the
single deficit model of pathology and sees all communication disorders as poten-
tially complex.

Models of typical and atypical pragmatic functioning tend to focus either
on the capacities of the individual (e.g. ToM) with minimal reference to prop-
erties of the interaction in which the individual is a participant, or else on the
interaction itself with little account being taken of the participants” underlying
cognitive and linguistic capacities (as in conversation analysis). The emergentist
model, on the other hand, sees the intrapersonal and interpersonal domains as
working in synergy, as is found in dynamic models of shared cognition (e.g.
Clark, 1997) and joint action (e.g. Clark, 1996).

In a case study of Peter, a child with an original diagnosis of SLI, Perkins
(2007) showed that a range of anomalous communicative behaviors could only
be properly understood when seen simultaneously from the perspective of the
individual and that of the communicating dyad. Some of Peter’s conversa-
tional problems were easily describable in traditional pragmatic terms — for
example, referential inadequacy, lack of coherence, poor topic introduction
and maintenance, being unclear (Grice’s maxim of manner), saying too little
or too much (Grice’s maxim of quantity), and not always making clear the
illocutionary force of his utterances. In other areas, though, Peter was clearly
pragmatically skilled — for example, his use of conversational repair, gaze,
prosody and gesture to manage turn-taking effectively and to coordinate his
own behavior with that of the interlocutor. A single diagnostic term such as
‘pragmatic impairment’ is therefore clearly neither adequate nor sufficiently
specific. Some of these behaviors were linked to problems with lexical retrieval
and syntactic formulation, i.e. a language encoding problem, which meant that
his meaning was often insufficiently explicit. However, his language perform-
ance was also very variable. For example, lexical access improved when he
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was able to keep his syntax simple, and syntactically complex sentences were
possible provided he used pro-forms such as ‘it’ and ‘there’ instead of more
semantically specified forms. (These compensatory adaptations were in fact
only part of a more complex picture, being linked to underlying difficulties
with auditory verbal memory (i.e. remembering what he had already said, and
what others had said to him) and auditory selective attention (i.e. being able to
process language against background noise).) We can describe such trade-offs
in intrapersonal terms (i.e. as interactions within and between Peter’s linguistic,
cognitive and sensorimotor systems) but they are also clearly interpersonally
motivated. In addition, some compensatory adaptations were exclusively
interpersonal. For example, Peter would sometimes formulate a proposition
gradually and incrementally across several conversational turns, and require
evidence of understanding from his interlocutor after each increment before
continuing. A simple example is shown in Transcript 4.

Transcript 4

1 Peter: you know the tickets?
2 Sara: yeah
3 Peter: they tell you where to go

Instead of producing the single sentence ‘the tickets tell you where to go’ in
one turn, the subject noun phrase is specified first, and then subsequently
substituted by a pronoun which reduces the processing load. Syntactic formu-
lation across turns in this way is only possible with appropriate input from
the interlocutor, making it effectively a joint activity. A further example of
interpersonal adaptation is the use of eye gaze by Peter to indicate when he
requires assistance from his conversational partner to find a word. Peter’s
word searches can sometimes take many seconds, and he pauses frequently.
Although conversational pauses are often treated by interlocutors as a place
where they may take a turn, this only happens in Peter’s case when in addi-
tion he re-establishes eye contact. In Transcript 5, there is a gap between ‘on’
and ‘a ship” of about 2 seconds containing both filled and unfilled pauses
(underlined in the transcript). During this time, Peter’s gaze is averted, and his
interlocutor does nothing to help him.

Transcript 5
(°hh = in-breath; (0.1) and (1.0) = length of pause seconds.)

Peter: know when it was a wa °hh we went on erm (0.1) [tuts] (1.0) a ship

On occasions when eye contact is re-established before Peter retrieves the
word, on the other hand, the interlocutor either facilitates retrieval, for exam-
ple by suggesting possible targets, or else produces the word herself. Lexical
retrieval in conversations with Peter is therefore also a joint activity.
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It is only when the complex interplay between individual elements such as
syntax, lexis, memory, attention and auditory processing are seen within
intrapersonal and interpersonal domains simultaneously that we are able to
grasp the systematicity in Peter’s variable conversational performance. His
communicative strengths and weaknesses, which are superficially captured
by pragmatic labels such as ‘self-repair’ and ‘semantic underspecification’,
turn out to be the emergent tip of a complex iceberg. It is only through under-
standing this mesh of underlying variables that effectively targeted treatment
becomes possible.

In addition to its clinical relevance, the emergentist model also has implica-
tions for mainstream pragmatics and pragmatic theory. The underlying com-
plexity of pragmatic impairment as illustrated above suggests that the study
of normal pragmatic functioning might benefit from extending its scope and
allocating a more central role to non-linguistic semiotic systems such as gesture,
eye gaze and facial expression, to cognitive systems in addition to ToM, and to
motor output and sensory input systems. Most work in pragmatics focuses
exclusively on the use of language and it is often assumed that linguistic prag-
matics is all that there is. Likewise, the contribution of cognition to pragmatics
is rarely seen as extending beyond inferential reasoning, and ToM in parti-
cular. As noted above, however, a typology of pragmatic abilities based on
a comprehensive range of contributory factors offers a principled means of
capturing both the breadth and the detail of pragmatics without being open to
the charge of being nothing more than “a range of loosely related research
programmes” (Sperber & Wilson, 2005, p. 468) that is sometimes leveled at
the discipline as a whole.

The way in which language and other semiotic devices appear to work
together as a single composite signaling system suggests that the notion of
explicitness, normally seen as an exclusive property of language, could be
usefully re-examined. Interestingly, this takes us back to Morris’s original con-
ception of pragmatics as “the study of the relation of signs [i.e. not exclusively
linguistic signs] to interpreters” (Morris, 1938, p. 6).

Finally, by seeing pragmatics as a fusion of intrapersonal and interpersonal
domains, the emergentist program provides a framework for reconciling purely
cognitively based approaches to pragmatics such as relevance theory (Leinonen
& Ryder, chapter 3 in this volume) with purely ethnographic approaches such
as conversation analysis (Wilkinson, chapter 6 in this volume), which excludes
any reference to cognitive states except insofar as they are indirectly reflected
in empirically observable behaviors.
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6 Conversation Analysis
and Communication
Disorders

RAY WILKINSON

6.1 Conversation Analysis

6.1.1 Orientation

There has been a growing interest in conversation analysis (CA) within the
field of communication disorders since clinical studies using this method started
to appear in the 1990s. A major attraction of CA for researchers and clinicians
working with communication disorders is that it provides a rigorous method
for the analysis of naturally occurring interactive talk and other behavior within
interaction including gesture, eye gaze, body movement and the deployment
of alternative methods of communication such as communication aids. While
its focus on social interaction and language in context means its concerns
overlap to some extent with those of linguistic pragmatics (see Levinson, 1983,
chapter 6), and therefore clinical pragmatics (Smith & Leinonen, 1992), CA is
in the first instance a procedure for the analysis of social activities and in
particular the use of talk within social activities, and can be used to investigate
various features of those activities including the participants” deployment of
grammar, lexis and phonology as interactional resources (e.g. Ford, Fox, &
Thompson, 2002).

A strength of a CA approach to the analysis of linguistic and clinical linguistic
phenomena is that it allows aspects of language such as grammar or lexis to
be investigated in terms of what might be called the dynamic (as opposed
to static) features of their deployment. Thus this chapter will be discussing
ways in which CA investigations of normal and ‘disordered’ language as it
is deployed within interactive talk allow analysis of linguistic and phonetic
phenomena in terms of how they are produced by participants:

¢ in naturally occurring interactions
¢ in real time
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* as part of a larger social project, such as a social action or activity, which is
likely to involve more than ‘communicating information’

* in terms of the particular sequential context within which the interactional
behavior is produced.

And for the analysis of the interaction of people with communication disor-
ders the following will particularly be seen to be of interest:

* ways in which people with communication disorders and their co-
participants can be seen to be affected by the constraints imposed by social
interaction and to adapt to deal with those constraints

* ways in which the linguistic behavior of people with communication dis-
orders can be seen to be treated as problematic by participants themselves
within the interaction.

6.1.2 Background

The origins of conversation analysis lie in the work carried out in the 1960s
and 1970s by the American sociologist Harvey Sacks and his colleagues Emanuel
A. Schegloff and Galil Jefferson. Influenced by the studies of Erving Goffman
on face-to-face interaction and, in particular, the sociological movement of
ethnomethodology inspired by the work of Harold Garfinkel, conversation
analysis emerged as a procedure for analyzing everyday talk-in-interaction
and the institutionalized structural organizations or social conventions which
underlie and inform the participants’ behavior in any particular interaction
(Heritage, 1984).

These conventions have a normative character, and it is by their (largely
unconscious) orienting to these conventions that participants in an interaction
produce verbal and non-verbal behavior which can be seen by recipients to
be orderly, coherent and meaningful, and which produces the orderliness in
naturally occurring interaction which CA investigations describe and explicate.
The view within CA work (borne out by a large body of empirical findings)
that naturally occurring talk-in-interaction is an orderly activity which can
be analyzed rigorously and in its own right in order to uncover linguistic
and other practices means it differs markedly from other approaches which
have influenced clinical linguistics, including linguistic work in the tradition
of Chomsky and cognitive (neuro)psychological approaches to normal and
impaired language.

CA investigations have focused on the procedures by which speakers use
their turns at talk to produce social actions (questioning, requesting, news-
telling, etc.) and recipients display an understanding and response to these
actions in subsequent turns. Within this analytic perspective, grammar, lexis
and other aspects of language production are investigated in terms of their use
as resources for turn/action construction, including how their deployment at
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a certain point within the turn or series of turns contributes to how that turn
will be heard and responded to by its recipient(s) (Schegloff, 1996). A turn is
constructed and interpreted in relation to the point in the interaction at which
it is being produced. To understand an utterance recipients interpret it within
the context of its immediately prior utterances, as it is assumed an utterance
is constructed in relation to what has immediately preceded it unless the spea-
ker displays otherwise. This use of sequential context as a resource for under-
standing an utterance can be particularly important for recipients in attempting
to understand the utterances of people with communication disorders since
these speakers’ linguistic, phonetic or other limitations can regularly make
understanding their utterances problematic. As will be noted below, when this
resource is less available for recipients to draw on, such as when the person
with the communication disorder attempts to initiate a new topic, or even a
new sequence, recipients may have more difficulty in understanding the utter-
ance. For similar reasons the sequential context provided by the preceding turns
can also be a useful resource for people with communication disorders in con-
structing their turns, since they may, to a greater or lesser extent, be able to
compensate for their lack of linguistic resources by designing their utterances to
exploit the contextual resources available, in particular the sequential context
provided by preceding talk.

CA research has also highlighted how the temporality and projectability of
talk are of central importance to participants in producing and interpreting
utterances. For example, there is a preference for progressivity in talk (see
Lerner, 1996) such that what has been projected by the talk at this juncture to
occur next is expected to be produced at that point. The delay or absence
of the projected item(s) at the point due is noticeable and accountable and
can open the speaker up to (often negative) inferences and can result in the
production of certain actions by other participants. For example, first pair
parts of sequences (Heritage, 1984), such as questions or requests, project
that a corresponding second pair part should be produced in response. A
delay or absence of the second pair part, for example of an answer following
a question, can trigger inferences about the speaker, such as that he or she
is unable or unwilling for some reason to answer the question, or has not
heard the question. Similarly, when a speaker is producing a turn, each part of
the emerging turn projects, and is heard by the recipient as projecting, how
that turn is progressing towards possible completion and thus towards the
point where another participant might non-interruptively take over the floor
(Sacks, Schegloff, & Jefferson, 1974). Any delay in producing the next item
due, particularly if there is a silence of over one second (Jefferson, 1989), is
noticeable as such to recipients. One result can be that recipients may draw
inferences as to the reason for the delay (inferring, for example, that the speaker
is having difficulty in accessing or producing the required item). Another
result can be that a co-participant takes the opportunity afforded by the delay
to enter the turn at that point and take over the floor (Lerner, 1996). The
linguistic limitations of people with communication disorders mean that it is
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often difficult for them to act in accordance with the constraints and expecta-
tions involved in talk-in-interaction, in particular the time constraints inherent
in certain conventions of conversation such as the preference for progressivity.
It can be as a consequence of the inability to produce the required item in
the required way at the required time that a speaker’s communication impair-
ment may become particularly highlighted and exposed in interaction and
take over as the focus of the conversational activity (e.g. the ‘correct pro-
duction sequences’ in aphasic interaction described by Lock, Wilkinson and
Bryan (2001)). Indeed, it can be in this way that a speaker may be exposed in
everyday interaction as communication-impaired (e.g. the block of a person
with a stammer which delays, or makes him or her unable to produce, an item
in response to a question). On a more positive note, it has been argued, as will
be seen below, that certain features of the linguistic behavior of people with
communication disorders and their partners can be understood as attempts to
adapt to the demands of talk-in-interaction in the light of the communication
disorder.

The interactional and collaborative nature of naturally occurring talk is shown
within CA investigations to be an integral aspect of how it is produced and
understood. Recipients of talk, by their next turn response to a speaker’s turn,
are crucial, for example in how the content of that turn is registered and taken
up, and an understanding of it (or not) displayed within the interaction. Sim-
ilarly, the establishment of a new topic within the interaction regularly relies
on how a recipient responds to a speaker’s attempt to generate the new topic
(Button & Casey, 1985). Unlike many other approaches to talk and/or language
production which explicitly or implicitly treat spoken language as the product
of a single speaker putting his or her thought or intention into verbal form,
work within CA has argued that even the output of a single speaker can be
shown to be an interactional and collaboratively co-constructed achievement
due to the fact that how a speaker constructs his or her emerging turn can be
seen to be affected by various aspects of recipients” behavior (Goodwin, 1979;
Schegloff, 1982). This co-constructional feature of talk can be particularly
important for interactions involving people with communication disorders since
these speakers may often rely on their co-participants to assist, for example, in
searching for a word, or in clarifying what the speaker with the communica-
tion disorder was trying to say.

The organization of repair in talk has been an area of CA which has been
particularly drawn upon by those investigating interactions involving people
with communication disorders. Repair refers to the mechanisms used by
participants in dealing with troubles in talk-in-interaction and can be broken
down into three parts: the repair initiation, the repair completion and the
trouble source in the talk which is being treated by the participants as engen-
dering the repair and which may or may not be an ‘error’ (Schegloff, Jefferson,
& Sacks, 1977). Both the initiation and completion of repair can be carried out
by ‘self” (the participant whose trouble source is being dealt with) or ‘other” (a
participant other than the one whose trouble is being dealt with), thus giving
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various repair types such as ‘self-initiated self-repair’ or ‘other-initiated self-
repair’ (see Levinson, 1983 for a description of possible repair types). Repair
can raise various issues of incompetence to the surface of the interaction. This
is part of the reason why, if repair is done at all, self-initiated self-repair is the
most common form in normal talk since the speaker both initiates and com-
pletes the repair him- or herself, usually within the same turn, thus lessening
the disruption caused by the repair to the topical talk which was in progress,
and avoiding the need for others to be involved in solving the speaker’s
trouble. Repair is on the whole quick and successful in normal talk (Schegloff,
Jefferson, & Sacks, 1977) with one or two repair tries usually proving sufficient
to deal with the trouble.

Work on repair in normal talk is important for clinical linguistics in that it
opens up for investigation the analysis of how interactions involving people
with communication disorders may be disrupted by repair, what distinctive
forms the repair can take, and how it may be different in, for example, quantity
or length to that seen in normal talk. It also allows investigation of how par-
ticipants work together in attempting to achieve repair, what methods they use
and whether they are successful on any particular occasion. Finally, a focus on
‘trouble source’ rather than the notion of ‘error’ can be useful in relation to the
analysis of communication disorders in talk. While the talk of people with
communication disorders may contain a significant number of errors, many of
these may be ‘let pass’ by the participants as being unproblematic in terms of
the business at hand. An analysis of trouble sources, on the other hand, allows
insights into what errors or other features of the talk the participants them-
selves treat as problematic and worthy of remedial action in the interaction.
As such, an analysis of trouble sources and repair in general can provide the
clinician with particularly useful information when attempting to target therapy
at the particular problems the participants are experiencing in everyday life.

6.2 Acquired Communication Disorders

6.2.1 Aphasia

Aphasia was the first communication disorder to which CA was systematic-
ally applied by a number of investigators and it continues to be the focus of
much analytic attention. A good deal of this attention has focused on repair
sequences in aphasic talk (Laakso & Klippi, 1999; Lock, Wilkinson, & Bryan,
2001; Oelschlager & Damico, 2003).

It has been found, for example, that repair can be initiated frequently in
aphasic talk. One form this can take is self-initiation by the aphasic speaker,
for example in response to a linguistic error (e.g. a paraphasia) which he or
she has produced and wishes to correct, or as a word search for an item which
the speaker with aphasia has been unable to produce when due. Another form
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repair can regularly take in these interactions is that the person with aphasia
other-initiates repair on the talk of a conversation partner (e.g. with ‘pardon?’)
due to the person with aphasia’s comprehension and/or hearing difficulties.
A third common form is where the conversation partner other-initiates repair
on the talk of the person with aphasia due, for example, to a difficulty in
understanding what the person with aphasia means in his or her turn. Mis-
understandings can also arise, for example when the conversation partner
misunderstands what the person with aphasia meant in his or her turn
(Wilkinson, 1999). Unlike repair sequences in normal talk, which are usually
brief and successful, repair sequences in aphasic talk-in-interaction can regularly
be long and can often be unsuccessful, despite sometimes prolonged attempts.
Thus repair in aphasic talk can often be severely disruptive to the ongoing
topical talk which was taking place prior to the repair as both participants
become involved, regularly over long periods of time, in trying to elucidate
some feature of what the aphasic speaker was trying to say. At these points
in the interaction, therefore, the linguistic incompetence of the speaker with
aphasia is particularly exposed, and in this environment emotions such as
frustration, anger or embarrassment may be shown by the speaker with aphasia
(Lock, Wilkinson, & Bryan, 2001).

Another major area of investigation has been turn and sequence organiza-
tion in aphasic talk. Goodwin (1995, 2003), for example, has described some
of the methods by which a nonfluent aphasic man whose lexical output was
limited to ‘yes’, ‘no” and ‘and” was able to take an active part in conversations
in the family home. Part of the reason why the man was able to engage inter-
actively more successfully than would be assumed from a clinical assessment
of his lexical and grammatical abilities was that he could be seen to make
active use of other resources such as gesture, eye gaze and prosody. However,
what Goodwin noted was of particular importance was the turns of the other
participants; it was by carefully designing the types of turns they directed
towards him and the ways in which they responded to his turns with attempts
to elucidate what he was trying to say that his co-participants were particu-
larly able to facilitate (or on occasion hinder) him in producing particular
intelligible meanings and actions. Other investigations have examined ways
in which aspects of aphasic language produced in turns within talk-in-
interaction may be seen to be influenced by interactional factors. Heeschen
and Schegloff (1999), for example, noted that the production of ‘telegraphic’
speech, a feature of agrammatism, could be seen to vary in occurrence in the
talk of the aphasic speaker they analyzed. They suggested that telegraphic
speech was particularly deployed by the speaker as a resource to mobilize the
participation of the conversation partner and that there was evidence it might
be particularly used in the interactional activity of story telling. Wilkinson,
Beeke and Maxim (2003) described the use of certain distinctive lexical and
grammatical features of turn construction used by two fluent aphasic speakers.
They suggested that these turn-constructional methods might have interactional
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advantages for the speakers with aphasia including allowing them to achieve
relatively good progressivity in talk. These methods also allowed them to
construct turns at talk without the extensive repair and highlighting of lin-
guistic incompetence which regularly occurred when they attempted to pro-
duce turns using the types of lexical and grammatical methods they would
have employed before becoming aphasic.

6.2.2 Communication impairment in dementia and
traumatic brain injury

People with dementia or traumatic brain injury (TBI) have been shown to
display particular patterns of behavior in talk-in-interaction which have been
hypothesized to be linked to their cognitive and communicative/linguistic
deficits. For example, Perkins, Whitworth and Lesser (1998) noted that people
with dementia of the Alzheimer type (DAT) displayed a pattern of attributable
silences (Levinson, 1983) in their talk. One form this took was silence after the
person with dementia had been selected to speak, for example through being
asked a question. Another sequential location in which sometimes very long
attributable silences occurred was within the turn of the speaker with dementia.
Perkins, Whitworth and Lesser (1998) observed that the willingness of the con-
versation partners to tolerate these silences was important since, for exam-
ple, if the person with dementia was given the time, he or she could, at least
on some occasions, proceed with his or her talk as projected. In this pattern
discussed by Perkins, Whitworth and Lesser, therefore, it is possible to see the
important co-constructional role of the conversation partner in determining
the eventual utterance of the person with dementia.

The manner in which people with dementia or TBI manage topic has been
highlighted as a distinctive feature of their talk. For instance, the speaker may
initiate a topic which can be seen to be treated by the conversation partner
as in some way inappropriate or problematic, an example being speakers
with dementia who may initiate topics based on hallucinations or delusions
(Perkins, Whitworth, & Lesser, 1998). Another distinctive behavior is topic
bias or repetitiveness which has been observed as a feature of talk in both
people with dementia (Perkins et al., 1998; Spilkin & Bethlehem, 2003) and
people with TBI (Perkins, Body, & Parker, 1995; Body & Parker, 2005). In their
investigation of topic repetitiveness in a speaker with TBI, Perkins, Body and
Parker (1995) noted two categories of topic which were repeatedly returned to
by the speaker. One was certain strong personal opinions of the speaker and
the other was a set of autobiographical episodes. They suggest that this behavior
may be the result of a strategy employed by the speaker of reverting to these
topics as ‘safe’ ones when other topics were proving difficult for him. As such
it was suggested that the speaker’s topic repetitiveness was not so much a
direct reflection of underlying impairments as the result of a strategy to com-
pensate for these impairments.
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These types of behaviors involving topic by people with dementia or TBI
can be seen to pose a dilemma for the speakers’ conversation partners in terms
of how to respond, for example whether or how much to draw attention to
these behaviors and perhaps challenge them. In their description of Bernard,
a man with TBI who displayed topic repetitiveness in conversation, Body and
Parker (2005) noted that while the man’s wife sometimes actively attempted to
move the topic of talk away from his favored topics, other participants inter-
acting with Bernard tended not to do this, a fact that Body and Parker hypoth-
esized might be linked to politeness constraints.

6.2.3 Acquired dysarthria and AAC use

There has been little work published so far using CA to investigate inter-
actions involving people with acquired dysarthria. In an examination of the
talk of a man with severe dysarthria due to motor neurone disease (MND) in
conversation with his mother, Bloch (2005) has described a particular pattern
of the co-construction of turns which is present throughout their talk at the
time of the recordings. This consists of the man with dysarthria producing
an element of the turn, such as a word or even a phoneme, at a time and his
mother repeating this element back to display her hearing of it. This system
appears to have been developed by the interactants as a means of dealing
with the dysarthric speaker’s poor intelligibility and, while slow and labor-
intensive, it does have the advantage that the interactants can monitor on a
moment-by-moment basis whether they are in intersubjective agreement about
what has just been produced or whether there is an understanding problem
which has to be remedied before the turn can proceed.

Another possible means of communication in everyday life for people with
dysarthria is the use of augmentative and alternative communication (AAC)
systems such as voice output communication aids (VOCAs). In a study of
VOCA use in conversation by people with acquired dysarthria and their
everyday conversation partners, Bloch and Wilkinson (2004) noted a particular
sequential location in which the VOCA was regularly used in these inter-
actions, namely following other-initiations of repair by the conversation partner
when he or she had not understood something the person with dysarthria had
said. Bloch and Wilkinson also draw a distinction between intelligibility and
understandability, observing that even when the ‘speech” produced by the
VOCA was intelligible, this was not always enough to make it understandable
to the recipient in the conversation, since in conversation an important aspect
of understanding an utterance is in understanding how it relates to the imme-
diately preceding utterances. Since ‘spoken” utterances generated using AAC
devices are regularly slow to be produced, it is often the case that the recipient
can be seen to have difficulty in following how the finally produced utterance
relates to preceding talk and thus has a problem in understanding the utterance
despite the fact it has been intelligible to him or her.
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6.3 Developmental Communication Disorders

6.3.1 Communication impairment in people with

autism and developmental pragmatic
difficulties

A common feature of CA investigations into the interactions of people with
autism is a focus on how certain autistic behaviors, which may appear quite
random, incompetent and/or asocial, can, when analyzed in fine-grained detail
in terms of the everyday interactional environments in which they were pro-
duced, be seen to be used with some degree of systematicity as interactional
resources (see e.g. Damico & Nelson, 2005). While not denying the social and
communicative limitations of the people with autism being investigated, these
studies, in line with the predominant focus of CA work, concentrate particu-
larly on what the interactants within the analysis actually do in interaction and
how they do it (Dickerson, Rae, Stribling, Dautenhahn, & Werry, 2005).

An aspect of autism which has been particularly investigated in these
analyses is echolalia and related phenomena (Dobbinson, Perkins, & Boucher,
2003). For example, in their study of Kevin, an 11-year-old boy with autism
recorded at home and at school, Local and Wootton (1995) focus on one type
of echo used in his interactions, immediate echolalia (i.e. the repetition of
words from the immediate context), and in particular a subset of these echoes
which they term ‘unusual echoes’. This type of echo, which does not appear to
occur in the talk of normally developing children, is often treated by Kevin’s
co-participant as puzzling since it sounds like ‘empty repetition’; it occurs in
sequential positions in talk where repetition is not likely to be an appropriate
behavior, in particular in response to questions, and appears very closely
phonetically matched to what the co-participant has just said. Local and
Wootton (1995) suggest that an explanation for the production of this behavior
may lie in the fact that repetition is a linguistic and interactional skill which
the child is able to perform and as such a resource he can deploy within
interaction to take a turn without having to engage more interactively with
his co-participants, for example through attempting to provide an answer to
a question.

The use of another kind of echo in autism, delayed echoes, is analysed by
Tarplee and Barrow (1999). A delayed echo is an utterance which in some
manner repeats talk produced on a prior occasion. The delayed echoes pro-
duced by Kenneth, the 3 year 9-months-old boy with autism analyzed by
Tarplee and Barrow, have one particular source — talk by the characters in a
cartoon film about dinosaurs which is a favorite of Kenneth’s. Tarplee and
Barrow note that these echoes are typically produced in Kenneth’s interactions
with his mother at points in the interaction at which Kenneth is not in a
position of having to respond, and as such occur in a different sequential
location to that of the immediate echoes described in Local and Wootton’s
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(1995) case study of Kevin. Kenneth regularly uses delayed echoes to initiate
sequences of talk with his mother and elicit a response from her, sometimes
leading to quite extended sequences of interaction. As such the delayed echoes
are an interactional resource for Kenneth in that they provide “a specific,
script-reliant strategy which Kenneth has for engaging his mother in bouts of
reciprocal talk with him” (Tarplee & Barrow, 1999, p. 481). In this interactional
use of delayed echoes Kenneth appears quite different to Kevin, who also has
delayed echoes in his talk (see Wootton, 1999). Tarplee and Barrow suggest
that the difference between the two children may have a number of possible
causes, including Kenneth being more interactionally advanced than Kevin
despite being chronologically younger.

Radford and Tarplee (2000) present a case study of David, a 10-year-old boy
with pragmatic difficulties, recorded in interaction with peers in his language
unit for pupils with specific language impairment and in the primary school
which he also attended two days a week. A feature of David’s talk is that he
typically initiated new topics, often in quick succession, using certain types of
boundaried topic initiations (Button & Casey, 1985) rather than the stepwise
topic change (ibid.) more commonly used in peer interaction. Boundaried topic
changes are commonly used in institutional talk such as the talk of teachers
and doctors. Thus their repeated use in peer talk can appear quite abrupt and
agenda-driven, and there is evidence in these interactions of David’s peers on
occasion explicitly resisting David’s topic initiations by refusing to answer his
questions. Radford and Tarplee (2000) hypothesize that a deficit in social cog-
nition may be part of the explanation for David’s interactional behaviors. They
also note, however, that some of David’s topic-initiating behaviors appear
similar to those used in the language unit by, for example, David’s teacher to
elicit talk from the pupils in certain activities such as the ‘news round’, and
they argue that David may be adopting these models when talking to his peers.
If this is the case, they suggest, such a finding might have implications for how
teachers and speech and language therapists work with children with pragmatic
impairments in schools and language units.

6.3.2 Stammering

One feature of conversation analytic research into stammering has been a
focus on how the conventions of conversation may impose constraints and
pressures on speakers who stammer and how some of the behaviors of these
speakers and their conversation partners may be understood as methods of
dealing with these constraints and pressures. Acton (2004), for example, notes
that the use of a first pair part by a co-participant can put pressure on a person
who stammers since it may put the speaker ‘on the spot’ to produce a certain
type of response and to produce it almost immediately. It may also make it
difficult for the speaker within these constraints to avoid certain words or
sounds which he or she might usually work to avoid attempting to say. Acton
suggests that many of the behaviors of people who stammer, such as fillers or



102 Ray Wilkinson

circumlocutions, which are often simply termed ‘avoidance strategies’, may
turn out upon further investigation to be seen to have interactional benefits as
methods of gaining or holding a turn despite not being able to produce the
target word or sound at that point in the talk.

In a similar vein, Tetnowski and Damico (2001) describe the interactional
behavior of a man with a moderate stammer who displayed a pattern of regu-
larly shifting his gaze from his co-participant(s) at the point where he was
dysfluent. Tetnowski and Damico suggest this behavior may be an interactional
method which assists him in keeping the turn. Interactional achievements
such as maintaining the turn despite dysfluency may also involve the conver-
sation partner. Tetnowski and Damico describe a pattern in the interaction of
another dyad where, when the person with a stammer was dysfluent, the
conversation partner regularly responded with an acknowledgment in the form
of a vocalization such as ‘mmhm’ and/or a head nod. Tetnowski and Damico
note that this behavior by the co-participant is hearable as an encouragement
to the dysfluent speaker to continue with the turn (as well as implicitly
displaying to the dysfluent speaker that the co-participant is not going to
challenge to take over the turn at that point).

6.3.3 Developmental dysarthria and AAC use

The work of Collins and her colleagues (Collins, 1996; Collins, Markova, &
Murphy, 1997) has highlighted some of the methods used and problems experi-
enced by people with cerebral palsy in everyday interaction. Collins (1996),
for example, notes that a common feature of the output of participants with
cerebral palsy using AAC in interaction is the production of a series of nouns.
This interactional method can be successful if the recipient is able to infer
how the nouns relate to each other and how they relate to the interactional
activity underway. The method was also, however, shown to create problems
in interaction in that, for example, an AAC user’s attempt to use a noun to
shift topic was not initially understood as such since, with no overt sign from
the AAC that this noun constituted a topic shift, the recipient attempted to
make sense of the noun in terms of the ongoing topic in which they had been
engaged.

As well as topic initiations, people with cerebral palsy using AAC have been
shown to experience difficulty in successfully initiating another activity in
interaction: conversational closings (Collins, Markova, & Murphy, 1997). Clos-
ings in normal everyday interaction are usually subtly and collaboratively
managed over a series of turns at talk, since if the closing is not carried out in
the expected manner (for example if it is too abrupt) negative inferences may
be drawn about the relationship of the participants involved (Levinson, 1983).
Collins, Markova, and Murphy found that one way the speakers with cerebral
palsy attempted to initiate closing was with gesture, but that this was regu-
larly not picked up by the recipient. Speakers with cerebral palsy were
also seen to use their AAC device to initiate the closing of the conversation.
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However, when they did so, they regularly produced turns such as ‘cheerio’,
which by the usual conventions of initiating closings appeared abrupt. Collins,
Markova, and Murphy suggest a number of reasons for this behavior, includ-
ing the pragmatic skills of the speakers with cerebral palsy and the paucity of
relevant vocabulary on the AAC device which could be used for pragmatic
and interactional functions such as pre-closing moves. Collins and her col-
leagues discuss a number of implications of findings such as these, including
the training of people with cerebral palsy and of their conversation partners,
and changes to the design of AAC systems to make them more effective as
resources for achieving successful interaction.

6.4 Conclusion

While CA has only relatively recently been systematically used as a method of
analyzing interactions involving people with communication disorders, it has
proved to be a procedure which can provide insights into a wide range of dis-
orders including some, such as learning difficulties and hearing impairment,
which for reasons of space have not been discussed here.

In terms of traditional clinical linguistic concerns, it can be argued that a
limitation of a CA approach is that it does not provide an account of under-
lying (neuro)psychological or neurological causes of communication disorders
and their ‘symptoms’. In practice, therefore, a CA approach can be viewed as
providing information complementary to that provided by, for example, psy-
cholinguistic or neurolinguistic approaches. However, as was noted above,
some studies using CA have explored how certain linguistic features of the
talk of people with communication disorders may be accounted for, at least in
part, in terms of social and interactional factors. Ultimately, it can be argued
(see, for example, Heeschen & Schegloff, 2003), that it is naturally occurring
interactive talk, rather than the production of, for example, single words or
sentences under experimental conditions, which explanatory models or theories
of communication disorders and their symptoms should be aiming to provide
accounts for.

It can also be argued that, in terms of therapy for output difficulties, ultimately
it is analyzable changes in naturally occurring interactional behavior that thera-
peutic programs should be designed to achieve and against which their effec-
tiveness should be judged. The interactional approach provided by CA is
one possible way of accomplishing this since it can be used as the basis for
constructing and evaluating intervention programs which directly target the
interactional behaviors of the person with the communication disorder and/or
their everyday conversation partners. While promising, the use of such ‘inter-
action training’ has so far been limited to people with aphasia and their
conversation partners (Booth & Perkins, 1999; Lock, Wilkinson, & Bryan, 2001).
There appears no reason, however, why its general principles could not be
applied to other communication disorders.
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7 Clinical Sociolinguistics

JACK S. DAMICO AND
MARTIN J. BALL

7.1 Introduction

The interaction between language and society has been one of the major con-
cerns of linguistic science over the last 40 years, but until recently the findings
of sociolinguistics have not been applied to speech and language disorders.
In this chapter we outline some of the areas of research subsumed under the
heading of sociolinguistics, and show how they have been applied to commu-
nication disorders in recent times. However, the area of sociolinguistic concern
is a broad one; covering language variation and change at the micro- and macro-
levels, language planning, bilingualism, discourse, and pragmatics. Some of
these topics are dealt with in other chapters in this volume (see chapters 9
by Hua & Wei, 1 by Miiller, Guendouzi, & Wilson, 5 by Perkins and 6 by
Wilkinson), therefore this chapter is more narrowly focused, mainly on the
variationist paradigm developed in the early work of such researchers as Labov
(e.g. 1963, 1966a, 1972a, b) and Trudgill (e.g. 1972, 1974) among many others.

Variationist sociolinguistics developed partly out of the long-standing dia-
lectology tradition (concerned with preserving the older forms of regional
speech), and partly in reaction to the dominant paradigm of generative lin-
guistics with its emphasis on the ‘ideal speaker-listener” and on the exclusion
of variation in linguistic output in preference for describing the invariate
underlying linguistic competence. Ball (1988) describes some of the forerunner
studies in the 1950s, but the first major studies in this new field of socio-
linguistics appeared in the 1960s (for example, Labov, 1963, 1966a). These
scholars investigated linguistic variation at various levels (although phonol-
ogy has been the main area of study) and looked for correlations between the
patterns of variation found and both linguistic and non-linguistic factors.

In order to do this, sociolinguists devised the unit of analysis termed the
variable (see Wardhaugh, 1998 for further details). A linguistic variable has two
or more variants; for example, in many dialects of English there is a variable
(h) which has the variants [h] and [Q] (i.e. the [h] may be pronounced or
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omitted). The use of these variants can be correlated with non-linguistic (or
social) variables, for example, style, speaker’s social class, sex, or age.' Each of
these social variables will also consist of variants: style can be divided into
varying degrees of formality or casualness; social class into categories such
as lower, middle and upper; sex into male and female; and age into different
bands according to the focus of investigation. Findings, therefore, give the
degree of correlation between the usage of a linguistic variant (e.g. prestige [h]
or vernacular [J] for the (h) variable described above) and the speaker’s social
class, the style of the speaker’s interaction, their sex, or age. Such correlations,
of course, are not causative, but may be considered predictive.

Much of Labov’s work (reported for example in Labov, 1972b) suggested
that variables fall into three main groupings. Indicators are those variables that
show most non-linguistic correlation in terms of class or other group member-
ship, whereas markers are those showing most correlation to the style variable.
Finally, there is the category of stereotype, which is a variable that (unlike indic-
ators and markers) operates above the level of conscious awareness within a
speech community,” and as a result is often stigmatized.

Both the development of variables as a methodological device, and the clas-
sification of variables into indicators, markers and stereotypes, may be applied
to clinical assessment. Knowledge of the range of linguistic variables available
in a dialect and the correlational patterns of these linguistic indices with social
variables allows us to establish a realistic set of target forms and to determine
whether a client’s realizations map onto them. Further, an understanding of
the classification of variables allows the clinician to ascertain whether the
patterns of usage correspond to those of the speech community.

Sociolinguists have also taken the study of language variation to a more
macrolinguistic level, including bi- and multilingualism, and the special case
of diglossia. Bilingualism as a term covers both societal bilingualism (a society
where two languages are spoken, but where speakers themselves are not neces-
sarily bilingual), and individual bilingualism (see further in Edwards, 2005).
The study of individual bilingualism encompasses measures of degree of
proficiency and dominance in the relevant languages by speakers, patterns
of code switching (i.e. switching in and out of different languages for stylistic
or other effects), interference between languages (e.g. using the grammatical
structure of one language with lexis from another, or borrowing a single
lexical item perhaps to fill a word gap in one of the languages), and an invest-
igation of the domains of usage of the two languages (e.g., one language may
be restricted to family use rather than extended to wider or official usage).
Clearly, all these features may be of importance for a speech-language path-
ologist, and we return to issues of assessment with bilinguals later.

Diglossia is a form of bilingualism in which one language is used for formal,
educational, and official usage in a community, and another for everyday,
informal use (see Miiller & Ball, 2005). The classic example is Arabic, where
colloquial forms of the language are unwritten, and differ widely from region
to region, while standard Arabic is the written form, and is fairly homogeneous.
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However, this model can also be found in parts of the US where Spanish plays
the role of the colloquial variety and English the standard variety — often
termed the L (Low) and the H (High) varieties respectively — or in the UK
where one of the north Indian languages may be L to English as the H. Know-
ledge of the domain-specific features of diglossia, and the differing status
and literacy abilities associated with the L and H varieties will be of help to
clinicians assessing certain bilingual clients.

As we can see from this discussion, different varieties of a language (and
indeed different languages in the case of bilingualism) have differing degrees
of prestige in a speech community, usually reflecting different degrees of
power held by particular groups. The relationship of language and power is
an important area of sociolinguistic concern (see Damico, Simmons-Mackie,
& Hawley, 2005). Research in this area has shed light on how interactants
exercise power through language, for example through forms of address, topic
management, and speaking turn negotiation. Some issues relating to language
and power in the clinical context will be discussed below.

Many other aspects of sociolinguistic research have had to be omitted from
this introduction for reasons of space, but readers unfamiliar with the area are
recommended to consult contributions to Ball (2005). Sociophonetic variation
is covered in more detail in Docherty and Khattab (chapter 37 in this volume).

A specific clinical application for sociolinguistics was first articulated in the
work of Wolfram (for example, 1977, 1983, 1993). In his 1993 paper, Wolfram
asks: “How does the variation model developed originally in sociolinguistics
apply to communication disorders? . . . One way relates to the interpretation of
normative variable behavior and the other to an understanding of change in
the remediation process” (Wolfram, 1993, p. 13).

We turn our attention next to issues of assessment and normative variation.

7.2 Sociolinguistic Sensitivity in Assessment

As noted above, some of the earliest attempts to apply the insights of socio-
linguistic research to the clinical situation were in the area of sociolinguistic
sensitivity in assessment. We can illustrate the dangers of ignoring the socio-
linguistic characteristics of a speech community at various levels of linguistic
structure (taking English as our example). At the phonetic realization level,
we can note the heavy affrication of fortis stops in Liverpool English (though
subject to social class differentiation), the lack of aspiration in this same plosive
class by bilingual Spanish- and French-English speakers (and indeed in some
regional varieties of Scottish English), and the diphthongization of front lax
vowels in certain phonetic environments in Southern US English, as examples
of realizations that could be deemed disordered by a clinician lacking socio-
linguistic awareness.

At the phonological level, the dental fricatives are either totally absent, or
stylistically variable in several varieties of English (Black English of both the
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US and the UK; London English, Caribbean English, and so on); /h/ dropping
is common in many areas, and again is often stylistically controlled; and onset
clusters with /s/+C+/r/ (especially /str-/) are realized with initial /f/ in the
younger persons’ speech of many English speech communities (see Ball &
Rutter, 2005). Lack of sociolinguistic awareness could lead to many of these
non-standard variants being judged as incorrect in the assessment of clients
with potential speech disorders.

At the morphophonological level, the progressive aspect marker -ing has
two stylistically controlled variant realizations, [ip] and [In], in many regional
varieties of the language. Inflectional morphology is also sociolinguistically
variable to some extent: Black English varieties may variably omit the -s mor-
pheme to mark third person singular present tense on lexical verbs; in derivational
morphology we can note that the -Iy de-adjectival adverb marker is virtually
absent in many vernacular forms of English.

Syntactically a wide range of variation may be encountered. These include,
for example, double negatives (“not seen no one”), zero relativizer (“he’s a lad
likes his black pudding”), and double modals (“I might could do it”), among
many others. Use of these forms is often correlated with both social class and
style, but as with the other levels discussed above, they are all liable to mis-
interpretation as incorrect forms by assessors or assessments that are not
sociolinguistically sensitive.

As a final point, we need also to consider that lexical variation is also com-
mon, and that lexical items may be specific to a regional variety (‘lift’ versus
‘elevator’), to an ethnic variety (Irish English ‘guards’ or ‘gardai” for “policemen’),
or to a regional, social class and style combination (‘loo’, ‘john’, “WC”’, “lavatory’,
‘toilet’; ‘bathroom’, ‘men’s/ladies’ room’ etc). Picture-naming assessments (for
example of phonology) are often problematic in this area, as lexical items that
are common in one variety may not be in another. Examples include the Santa
Claus/Father Christmas difference between US and UK English, and the fact
that in Australia squirrels are absent, and so pictures of squirrels may elicit
‘wombat’ or “‘possum’ from Australian children. (Both these examples are from
the Goldman Fristoe Test of Articulation, Goldman, & Fristoe, 2000.)®

Ball (1992) was an early attempt to provide a means of noting possible
sociolinguistic variation in a clinical assessment of speech or language. This
paper was written within the tradition of linguistic profiling, as developed
by Crystal (Crystal, Fletcher, & Garman, 1976; Crystal, 1982), and suggested
adding to profiling charts an extra chart allowing a fairly detailed description
of the target variety of the language, including variables that were correlated
with style, and other non-linguistic variables.

Clearly, a more manageable solution is to provide assessments that cover
ranges of sociolinguistically acceptable target forms for specific dialects or
groups of dialects; in this regard, we can note that considerable research has
been undertaken on African American English (see review in Wolfram, 2005).
Other dialects divergent from standard forms that should be considered include
Appalachian English, Cajun English, and Southern States English in the US,
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Lowland Scots in the UK, Newfoundland English in Canada, and forms of
English used by indigenous peoples in North America, Australia and New
Zealand. National standards of English used in countries such as India, Pakistan,
Bangladesh, Sri Lanka, Singapore and the Hong Kong Special Administrative
Region of China among others might also be candidates for variety-specific
assessments.

Oetting (2005) describes one step along this path: the Diagnostic Evaluation of
Language Variation (DELV), devised by Seymour, Roeper and de Villiers (2003).
This was designed to assess children with a range of American English dia-
lects (including those noted above), and was standardized on over a thousand
children, 63 percent of whom were speakers of non-standard varieties. Test
items cover phonology, syntax, semantics and pragmatics, and its goal is to
allow clinicians to note which variety of American English the client is a
speaker of, and to allow classification of the client as impaired or not impaired
in speech and/or language.

Oetting also looked at a set of three measures often used in language ana-
lysis: mean length of utterance (MLU; Brown, 1973), Developmental Sentence
Score (DSS; Lee, 1974), and the Index of Productive Syntax (IPSyn; Scarborough,
1991). She notes that these language sample measures are often avoided with
non-standard dialect speakers, as there is a lack of data to show normative
patterns outside the mainstream variety of English. She reports on an earlier
study (Oetting, Cantrell, & Horohov, 1999) which used language samples from
31 children speaking a rural variety of Southern US English, and analyzed
the data using the three measures just described. IPSyn does not require
the scoring of individual utterances, rather the analyst searches the sample
for examples of 56 prescribed structures. As these structures occur in most
varieties, the IPSyn score was not adversely affected in Oetting, Cantrell and
Horohov’s study. However, both MLU and DSS did show reduced scores.
Oetting’s (2005) work reports a similar study with African American English-
speaking children, with broadly similar results. Oetting (2005) suggests that
experimental probes can be developed that avoid the differences between stand-
ard and non-standard versions of a language. One example is the non-word
repetition task, where children hear and repeat nonsense words of varying
length. Studies reported by Oetting show that using these tasks reduces differ-
ences in scores between standard and non-standard dialect speakers, but clearly
tasks such as this are limited in their evaluative potential.

Moving beyond varieties of a single language, sociolinguistic sensitivity in
assessment is also important with bi- and multilingual clients. Wei, Miller,
Dodd and Hua (2005) address the issue of how speech pathologists can distin-
guish between linguistic variation due to bilingualism and language pathology.
They stress the importance of adequate assessment procedures and, referring
to the work of Taylor, Payne and Anderson (1987), they describe both pre-
assessment, assessment, and post-assessment desiderata. For example, before
undertaking an assessment, a clinician should become familiar with the cul-
tural, social and cognitive norms of the individual’s community, and with the
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linguistic and communicative norms of the individual’s speech community
(Wei, Miller, Dodd, & Hua, 2005, p. 203). At the assessment stage, “culturally
valid procedures must be employed to obtain a sample of the client’s commu-
nicative behaviour” (ibid.); and at the post-assessment stage, an important
consideration must be the definition of communication pathology by the client’s
peers and community.

Points to be stressed about bilingual clients in the training of clinicians
include the facts that bilingual clients need to be compared with similar
bilinguals rather than with monolinguals, that code switching and mixing is
normal, and may be used playfully by bilingual children, and that bilinguals
may show evidence of ‘errors’ in the non-dominant language that should not
be considered examples of language disorders. Wei, Miller, Dodd, and Hua
(2005) also list points suggestive of disorder in bilinguals and points sugges-
tive of imperfect acquisition (perhaps of a non-dominant language). Among
the former are the inability to produce sounds which are common in the
speech of children of the relevant age irrespective of their target language,
inabilities in the production or comprehension of words familiar to children of
the relevant age irrespective of their target language, and inability to produce
grammatical sentences irrespective of the language the child is trying to speak.
Among the latter are an unbalanced vocabulary between the languages, speech
errors in one language while the same or similar target sounds are correct in
the other, and ability to produce grammatical sentences in only one language.

Due to the wide range of possible languages spoken by bi- and multilingual
clients, and the different patterns of use between the client’s languages, it is of
course difficult to acquire the degree of sociolinguistic awareness needed to
assess potential communication disorders adequately. Nevertheless, the insights
of sociolinguistic research into bilingualism can go some way to helping clini-
cians in this regard.

Sociolinguistic awareness in assessment should be coupled (as Wolfram,
1993 noted and as referred to above) to a similar awareness in remediation.
This should include not only sociolinguistically relevant targets, but also an
ability to distinguish between transitional error patterns as the client moves
towards a relevant target, and the ability to know when a client has reached a
realization that is acceptable in their variety of the language even if not in the
standard form.

7.3 Sociolinguistics of Sign Language

The area of communication disorders where classical variationist sociolin-
guistics has been applied most directly is the study of sign language. This is
because the movements that make up the signs themselves can vary, and thus
different sign variables can be established, and the variants of these variables
can be correlated to non-linguistic variables, as we have described above.
Early work in this regard can be found in Woodward (1980), who found that
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variation in signs correlated to a range of social factors, including region, age,
and ethnic background. Lucas (1989) contains a collection of contributions from
different scholars on the sociolinguistics of sign language from both micro-
and macrosociolinguistic viewpoints, including aspects of discourse, language
contact, language planning, and language attitude. Lucas (2001) also covers
some of these topics, bringing in also the topics of bi- and multilingualism.

Lucas, Bailey and Kelly (2005), and the references therein, describe some of
the sociolinguistic studies undertaken on American Sign Language (ASL), as
well as broader sociolinguistic aspects of deaf culture. Lucas (1995) and Lucas,
Bailey and Valli (2001) report on some of the findings of a large-scale quantit-
ative investigation of variation in ASL, using the Labovian model of socio-
linguistic methodology referred to earlier.

Data for this study were collected from seven sites in the US, covering the
northeast, the south, the midwest, California, and the northwest. At each site
groups of informants were recruited. These were divided into three age groups
(15-25; 26-54; 55+), two social classes (middle and working), and two ethnicities
(African American and White). (At three sites, no African Americans could be
recruited; and there were too few African American middle-class informants
over 55 to fill that category.) In total there were 207 ASL signers in the study,
with each cell containing between 2 and 7 signers (a cell being a grouping of
informants by region, age, class and ethnicity).

The aims of the study were to describe phonological, morphosyntactic,
and lexical variation in ASL, and its correlation with regional, age, class, and
ethnicity variables. Among the linguistic variables studied were phonological
ones, such as the sign DEAF, and the location of signs represented by the verb
KNOW, morphosyntactic ones (in this case, overt and null subject pronouns),
and lexical ones: “34 signs selected to illustrate phonological change as well
as lexical innovation stemming from new technology, increased contact with
Deaf people in other countries, and contemporary social attitudes” (see Lucas,
Bailey, & Kelly, 2005, p. 256).

Looking at the patterns of usage of the sign DEAF, one of the phonological
variables studied, it was found that of all the possible forms for this sign, only
three were extracted from the videotape, even though 1,618 examples were
present in the data. The citation form, which appears in sign language diction-
aries and is taught in sign language classes, has the sign beginning just below
the ear, and ending near the corner of the mouth. A second variant begins at
the corner of the mouth and moves upward to the ear (this is known as the
‘chin to ear’ variant). In the third variant, known as the “contact-cheek” variant,
the index finger contacts the lower cheek but does not move up.

The authors note that their results indicated that variation in the form of
DEAF is “systematic and conditioned by multiple linguistic and social factors,
including grammatical function, the location of the following segment, dis-
course genre (narrative or conversation), age and region” (ibid., p. 257). The
authors also note that these results confirm the earlier finding of Lucas (1995),
where it was shown that the strongest effect on a signer’s choice of one of the
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three variants was the grammatical function of DEAF, rather than the features
of the preceding or following sign. For this item, the researchers first examined
the choice between the standard variant and either of the two non-standard
ones; they then looked at the choice between the two non-standard variants.
The choice between the standard and either of the non-standard variants cor-
related with grammatical function and discourse genre, whereas the choice
between the two non-standard variants correlated with both grammatical func-
tion and following segment. Non-linguistic variables were also important in
the choice between the variants, in particular, region and age. For example,
in California, Louisiana, Virginia, and Washington, older and younger signers
preferred non-standard variants, whereas those in the middle age group pre-
ferred the standard variant. In Kansas and Missouri, the non-standard vari-
ants were preferred by all age groups, with the opposite in Massachusetts.
In Maryland, the older age groups preferred non-standard variants, while
the other age groups preferred the standard. Lucas, Bailey and Kelly (2005)
explain the age differences through looking at the history of ASL in education.
The middle age group were those mostly preferring the standard variant, and
they would have been schooled at a time when ASL had just been recognized
as a language, and a prescriptive approach to teaching ‘correct’ signs was in
evidence. On the other hand, the older speakers had grown up in a period of
non-recognition of ASL, so would not have had exposure to ‘correct’ forms.
Finally, younger speakers were educated when a more relaxed attitude to sign
variation was in evidence, so in some areas of the country they too developed
a more open attitude to non-standard variants.

7.4 Language and Power in the Clinic

Another clear linkage between sociolinguistics and communication disorders
is the role that sociolinguistic knowledge plays in understanding the remedi-
ation context (Wolfram, 1977, 1983, 1993). Since the discipline of communicative
disorders is an intervention-oriented profession, understanding how we accom-
plish various facets of therapy is serious business; we strive to understand this
process because our worth as a clinical discipline rests on how well we address
identified problems through therapeutic encounters. Since the 1970s, sociolin-
guistic research has influenced our efforts in clinical research.

As interventionists, we are concerned with how things are accomplished
during therapy and what variables act upon the therapeutic context to drive
the necessary (and successful) social actions. Therapy is a complex social
enterprise wherein specific goals are established and the methods for appro-
aching these goals must be initially determined and then implemented (e.g.,
Kovarsky & Duchan, 1997; Wells, 1999; Lahey, 2004). For this “clinical business”
to occur, it is essential that someone can take the lead in the planning and
execution of therapy. That is, someone must have some form of directive
influence and responsibility. Additionally, since there is always a complex and
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dynamic negotiation of roles, responsibilities, and obligations during the thera-
peutic work, there must be an understanding of how the social and interactional
negotiations are handled from the perspective of both clinician and client. This
is where sociolinguistics contributes some necessary insight.

Since sociolinguistics has a long history of focusing on linguistic variation
and interaction as it is juxtaposed with social action within various interactive
encounters, both the methodologies and the knowledge base of sociolinguis-
tics can be effectively employed to better understand the therapeutic con-
text. Given the importance of the directive function in therapy (e.g., Ulichny &
Watson-Gegeo, 1989; Panagos, 1996), sociolinguists” work on the influences of
interactional power upon the actions and reactions of participants in inter-
active contexts is especially salient. This work can be (and has been) employed
to increase understanding of the interactions between clinicians and clients
during therapy. Specifically, sociolinguistics helps our understanding of the
ways that this complex power negotiation is implemented, and it is through
the investigation of interactional power within therapy that sociolinguistics
effectively informs our clinical arena in communication disorders. Simply put,
by employing sociolinguistic research on interactional power within the thera-
peutic context, our remedial encounters become clearer to us and we can make
them more effective.

There are several ways that sociolinguistic research has assisted our under-
standing of interactional power in therapeutic contexts. First, it has enabled us
to see this operational construct from a robust rather than a naive perspective.
As discussed by Tannen (1987), interactional power is a complicated phenom-
enon. It is a social construct that is more relational than discrete; rather than
existing as a separate and definable social trait, it exists only as the emergent
outgrowth of interactive processes between two or more interactants. In this
sense, interactional power is a dynamic reflection of intersecting attitudes,
expectations and behaviors across individuals; it is not a simple or direct
extension of an external reality. These points are forcefully demonstrated in
the sociolinguistic literature where interactional power is revealed to be
multimodal and multidimensional in manifestation (e.g., Brown & Gilman,
1960; Fairclough, 1989; Grimshaw, 1990), culturally influenced (Gumperz, 1982;
Tannen, 1985; Schiffrin, 1987), and contextually relative (Hymes, 1967; Halliday,
1973; Goodwin & Duranti, 1992). These characteristics and the work done in
defining this interactional concept have attempted to account for the complexity
of the phenomenon and, consequently, interactional studies of clinician—client
dyads have benefited from this more circumspect viewpoint (Panagos, 1996).
For extended discussions on the complexity of interactional powewr and its
characteristics, the reader is directed to discussions in Damico, Simmons-Mackie
and Hawley (2005), Kedar (1987) and Schiffrin (1994).

A second sociolinguistic influence when addressing clinical discourse was
the work done in identifying many of the ways that interactional power was
manifested during social activities. These manifestations became foci for much
of the initial work on interactional power in clinical contexts and although
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subsequent research has identified a number of other manifestations, these
early linguistic and interactive variables influenced clinical research focusing
on power, the awareness of the power differential in therapy, and how clini-
cians typically manipulate this differential to guide the therapeutic enterprise
(e.g., Panagos, 1996; Kovarsky & Duchan, 1997). Given our understanding of
sociolinguistics, it should not be surprising that there are a number of cul-
turally conventionalized signals that assist in the interpretation of the power
dynamic during interactions. Within certain caveats (see Damico, Simmons-
Mackie, & Hawley, 2005), variables like forms of address (e.g., Brown & Gilman,
1960; Brown & Ford, 1961), negotiation of speaking turns (e.g., Brown & Levinson,
1987; Fairclough, 1989), topic selection and maintenance (Shuy, 1987; Walker, 1987),
questioning (Tannen, 1987), the structuring of interaction via discourse markers
(Kovarsky, 1990) or response structures (Simmons-Mackie, Damico, & Damico,
1999), and the use of evaluative statements (e.g., Mehan, 1979; Cazden, 1988;
Ulichny & Watson-Gegeo, 1989) are just some of the manifestations noted.
Attention to these and other emergent manifestations of the power differential
in therapeutic contexts has created greater awareness and beneficial discus-
sions regarding this important dimension of social/therapeutic encounters.

The third sociolinguistic influence on the study of interactional power in
the clinical context involved the methodologies that were made available and
the creation of a research context that focused upon complex social phenomena
during social and therapeutic activities. In an excellent overview of the emer-
gence of “speech therapy discourse”, John Panagos (1996) mentions how Prutting
and colleagues (Prutting, Bagshaw, Goldstein, Juskowitz, & Umen, 1978),
Bobkoff (1982), Ripich (1982), and Panagos himself (e.g., Panagos & Fry, 1976;
Panagos & Griffith, 1981) were influenced by the work of Hymes, Labov and
others who focused on the concept of “communicative competence”, on models
of interaction in social life (e.g., Hymes, 1967), or on therapeutic discourse
itself (Labov & Fanshel, 1977). By providing both methods and a context for
investigation, the discipline of sociolinguistics influenced these “pioneers” in
the study of clinical discourse from a sociolinguistic perspective. Their work,
in turn, gave rise to a generation of research that can point to the confluence
of the ethnography of communication with sociolinguistics as an essential cat-
alyst for much of the work done in this clinical area.

While a number of studies over the past 30 years have focused on language
and power in the clinical context, only a few will be discussed in this review
as an illustration of the influence of sociolinguistics. There are, however, many
other studies currently available in the communication disorders literature
that demonstrate a direct lineage to similar sociolinguistic work. For further
information on specific studies, the reader is directed to Panagos (1996) and
Ripich and Creaghead (1994).

As mentioned above, several of the earliest investigations of therapeutic dis-
course in the discipline of communicative disorders were influenced by the work
of Hymes (1967) and Labov and Fanshel (1977). These early studies obtained
similar results to some of the studies of interaction in general conversation or
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in targeted teaching/learning encounters (Mehan, 1979; Cazden, 1988). Indeed,
many of the same social dimensions were found to be operative, with one
individual within the dyad typically being more dominant than the other.
For example, in perhaps the earliest published study from a sociolinguistic
perspective, Prutting and colleagues (1978) investigated therapy discourse to
determine how clinician and client communicated during therapy. They found
a definite asymmetrical pattern in which the clinician dominated the con-
versational space by approximately a 2:1 ratio. Influenced by sociolinguistic
research, Prutting and colleagues also noted how this asymmetry was con-
structed. They found that the specific types of interactions constructed, the
speech acts employed (e.g., “request type communicative acts”), the way topic
selection was controlled, and the clinician’s evaluative statements following
client response all operated to shift a large power differential in favor of the
clinician. This study had an important impact on the discipline, and other stud-
ies followed, including a later study that generally replicated the findings of
Prutting and colleagues (Becker & Silverstein, 1983).

Given the results of the Prutting study and having an orientation toward the
importance of the clinician during therapy, a number of subsequent studies
have focused on how the interactional power of the clinician was established
and maintained during the therapeutic encounter. Letts (1985), for example,
explicitly discussed the clinician’s agenda for conducting therapy and defended
the need for clinician therapeutic control. She found that there were a number
of rules or guidelines, around which clinicians seemed to organize therapy to
create therapeutic control. For example, in her investigation, the clinician con-
trolled the activities during therapy, how long each activity ran, and the feed-
back provided. Additionally, this feedback was oriented to more evaluative
functions than pedagogical ones. Further, the flow of information about the
client’s performance and about how to modify that performance was also used
as “interactional currency” to establish and maintain therapeutic control. Letts
emphasized that the way the therapy session was organized is one mechanism
for creating and manipulating interactional power. Much of the work of Panagos
and his students also focused on the structure of the therapeutic encounter
and the therapy agenda as it was formulated and advanced (e.g., Ripich &
Panagos, 1985; Bobkoff & Panagos, 1986; Panagos, Bobkoff, & Scott, 1986).

In another study specifically influenced by sociolinguistic research, Kovarsky
(1989, 1990) employed Schiffrin’s (1987) description of discourse markers as
elements of speech that act to bracket units of talk, and he investigated how
the discourse markers that he identified (e.g., okay, oh, so, well, now) were
employed to organize the actual therapeutic interactions at the local level
(Goodwin & Heritage, 1990). His study was a deeper analysis of the actual
conversational mechanisms and how they accomplished the work of inter-
actional power and dominance. In his analysis, Kovarsky found three pur-
poses for the identified discourse markers: control, evaluation, and response
to informative interactions. Without question, however, the control function
predominated both the analysis and the therapeutic context; while only one
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function was explicitly described as control, to some degree the other two
functions (evaluation, the acceptance of information) also pivot on control and
are functions of interactional power.

Finally, Damico and Damico (1997) borrowed from the sociolinguistic insights
of Ulichny and Watson-Gegeo (1989) to demonstrate how clinicians employ
another interactional device — the dominant interpretive framework (DIF) -
to establish and maintain both evaluative control and the impact of learning
in the therapy session. Consistent with Ulichny and Watson-Gegeo, this study
detailed how clinicians used various interactional strategies to shift client re-
sponses toward preferred and expected types of answers and belief systems.
In doing so, the clinicians were able to force their own interpretation of the
most appropriate and acceptable answers onto responses that were actu-
ally correct. That is, the clinicians demonstrated interactional power and
dominance by shaping the responses of the clients to fit the clinicians” own
interpretations.

Within the clinical realm, this sociolinguistic focus on the relationship
between language and power has had a pervasive impact. Much of what
we understand about therapeutic interaction in terms of its complexity, its
systematicity, and its impact on both learning and social management has
been generated by sociolinguistic influences. This, in turn, has spawned greater
attention to this facet of clinical activity. The resultant research and its applica-
tions have benefited clinicians and clients alike.

7.5 Sociolinguistics and Literacy

Another area that we believe has benefited greatly from sociolinguistic research
in the past and that can continue to do so in the future is literacy research and
teaching. From the emergence of the field as a separate subdiscipline in the
1960s, sociolinguistics has greatly influenced general pedagogy in literacy
education. In fact, one of the earliest practical successes for the field was the
refutation of the “deprivation model” which was employed by some edu-
cational psychologists to explain what they considered the reduced language
spoken by some disadvantaged and minority students (e.g., Bereiter &
Englemann, 1966). These psychologists argued that while disadvantaged chil-
dren did have command of some language, the language they spoke was
stunted and caused educational problems due to sparse vocabulary and sim-
plistic grammar. Specifically, literacy skills could be at risk. Working from the
powerful variationist paradigm discussed earlier in this chapter, sociolinguis-
tic researchers demonstrated that the language “errors” noted in the comment-
aries of these educational psychologists were manifestations of language/
dialectal differences and not cognitive or linguistic deficits (Labov, 1966b; 1972a;
Shuy, 1977). It was found that while there may be some impact from dialectal
differences in literacy acquisition, the relationship between the dialectal forms
and the literacy difficulties was not simple; these difficulties were often due to
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a number of factors, especially pedagogical adjustments due to attitudes;
importantly, little evidence was found to suggest that literacy problems were
due to the existence of interference from the linguistic forms (e.g., Labov, 1983;
Michaels & Cazden, 1986; Delpit, 1995).

Following on from these early influences, sociolinguistics has continued
to inform literacy in many ways. Given that literacy is a manifestation of
language use — on the same level as verbal discourse — this should come as no
surprise. Literacy is a symbolic practice linking written linguistic code with
attitudes, ideologies, and other aspects of human social action and epistemol-
ogy (Scribner & Cole, 1981; Gee, 1996; 2000; Smith, 2004) — ideal areas of focus
for the conceptual and methodological lens of sociolinguistic investigation.
While there is much that could be discussed regarding the influence of socio-
linguistics on language arts in general (e.g., Heath, 1983; Beach, Green, Kamil,
& Shanahan, 1992; John-Steiner, Panofsky, & Smith, 1994; Street, 1995), the
remainder of this section will discuss some specific ways that sociolinguistic
research on literacy has influenced or may influence clinical applications to
reading and writing problems.

Over the past two decades there has been an increased interest in how
speech and language disorders impact various aspects of the academic context
and special attention has been directed toward literacy (e.g., American Speech-
Language-Hearing Association, 2001; Catts & Kambhi, 1986; Bishop & Adams,
1990; Catts, 1993; Stothard, Snowling, Bishop, Chipchase, & Kaplan, 1998).
This is because a vast majority of students who are placed into special edu-
cation and other remedial education services are initially referred to these
services due to reading and writing difficulties (Lyon, 1996). Consequently,
our clinical interests have been particularly oriented to the remediation of
literacy disorders in children who have received various types of special edu-
cation labels (e.g., language-disordered, dyslexic, learning-disabled). While a
number of intervention methods have been employed with these students,
there is a long tradition of employing behavioristic methodologies that
result in decontextualized, fragmented, and prescriptive approaches based on
dated conceptions of language and human learning (Norris & Damico, 1990;
Bartolome, 1994; Freppon, 1994; Coles, 1998; White, 2002; Smith, 2004); led by
research in sociolinguistic and sociocultural studies, there is growing aware-
ness that the problems faced by these children require more than a traditional
and fragmented approach to literacy intervention (e.g., Kasten, 1998; Weaver,
1998; Damico, Damico, & Nelson, 2003; Dudley-Marling & Paugh, 2004).
Sociolinguistics can provide some direction regarding how best to consider
literacy and how to approach its remediation in populations of exceptional
children.

In a recent review, Damico, Nelson and Bryan (2005) described several ways
that sociolinguistics influenced clinical literacy practices. Taking as a starting
point the idea that literacy is a complex symbolic and social process, these
authors demonstrated how (at least) four main data sources from sociolinguis-
tics necessitated that literacy remediation employ strategies and techniques
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that can address this dynamic and complicated social process. Particularly,
they stated that because of the complexity demonstrated from sociolinguistics,
remediation should be oriented toward social constructivist principles (e.g.,
Cambourne, 1988; Au, 1993; Wells, 1999). Citing a number of researchers utiliz-
ing sociolinguistic conceptions and/or methodologies in their language arts
research and practices, Damico and colleagues discussed (1) the acquisition
of literacy as a socially constructed process, (2) the fact that how we define
literacy is also socially constructed and often is subjected to political and socio-
economic pressures, (3) that successful literacy acquisition and teaching are
guided by functionality within the social context, and (4) that when literacy
requirements are not met, social implications are created that require various
kinds of adaptations. This further underlines the importance of literacy func-
tionality in context. On the basis of these four data sources, Damico and col-
leagues made the case that a more authentic and socially mediated approach
to literacy intervention was required. In the remainder of this section, the
functionality argument made by these authors is expanded to further demon-
strate sociolinguistic influences. For more information regarding the other three
data sources, the reader is directed to Ball (2005).

Inherent in any manifestation of language in use is the fact that language
phenomena are always embedded within a context of meaning and a context
of functionality. That is, language manifestations exist in an authentic setting
for particular purposes. The theoretical orientations of sociolinguistics and
the kinds of data collected in various manifestations of language use have
made this abundantly clear (e.g., Halliday, 1978; Gumperz & Hymes, 1986;
Schieffelin & Ochs, 1986; Bloome, 1989; Grimshaw, 1990). Regardless of their
activities and the contexts within which they operate, individuals employ
language to make sense of ongoing situations and circumstances so that they
can successfully negotiate the world. According to Gee (1996), language in any
of its manifestations creates a way of being in the world, a way of connecting
to others and to the socially constructed realities that surround us. Given
its significance and role as an agent of cultural transmission, literacy is espe-
cially oriented to these social and functional considerations (Vygotsky, 1978;
Bruner, 1984; Gee, 1996; Wells, 1999). To the extent that literacy intervention
or remediation can operate from such a functional orientation, this pedagogy
should be effective.

As demonstrated by sociolinguistics, therefore, effective intervention should
embrace and exploit the crucial trait of functionality; literacy remediation must
have a contextualized function for effective acquisition and usage (e.g., Bruner,
1990; Wells, 1999; Gee, 2001). When literacy operates within a situated context
and when there are practical objectives or goals to pursue so that the student
recognizes a purpose to the intervention efforts, then the literacy activities are
more robust, more effective, and more motivating for all involved (e.g., Edelsky,
1994; John-Steiner, Panofsky, & Smith, 1994; Street, 1995; Gee, 2001).

Within both literacy education and sociolinguistic/sociocultural ideology,
these ideas had no more effective proponent — in practice or in print — than the
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Brazilian educator Paolo Freire (1970, 1973). In his initial promotion of literacy
for the construction of social transformation, Freire emphasized reading as a
political act; he stressed the fact that the learner must recognize the import-
ance of his/her own literacy development. Indeed, this recognition must be a
sociocultural and political development as well (1973). Freire labored to convince
students and teachers alike that literacy had no real value as a mechanical skill
to be learned; rather, it had to be understood as an experience in agency and
power. As students became empowered by their literacy education and the
opportunities it afforded them to transform their environment, as they and
their teachers collaboratively engaged in a wide variety of literacy activities in
which the students have choices, as the students felt comfortable in exploring
the meanings in print and what these meanings implied about their social,
cultural and political contexts, so they started to recognize that literacy was
not just reading the word, it was also about reading the world (Freire & Macedo,
1987). Freire employed this philosophy of literacy education during numerous
literacy campaigns in third-world situations and they tended to be quite suc-
cessful. The reason often stated was the functional differences that literacy
made to the individuals who actually learned to read and write.

Recognizing literacy as a socially constituted act requiring functional inter-
action with one’s context has resulted in various other pedagogical philoso-
phies and orientations as well. For example, based upon Freire (1970), critical
literacy has been progressively suggested as a viable and effective component
of literacy instruction (e.g., Edelsky, 1994; Egan-Robertson, 1998; Morgan, 1997;
Shor, 1992). Perhaps less radical than Freire’s more transformative pedagogy,
critical literacy is intended to get students to engage in literacy activities by
making them more knowledgeable about how texts are used to reflect and
advance certain struggles for knowledge, power, representation, and material
resources (Cazden, Cope, Fairclough, et al, 1996). These functionally and
socially based efforts typically result in better literacy skills in both general
(e.g., Graman, 1988; Edelsky, 1994; Morgan, 1997) and special education popu-
lations (e.g., Kasten, 1998; Dudley-Marling, & Paugh, 2004). In a similar vein,
it has been suggested that the whole language paradigm was also significantly
influenced by the focus on language use in context (Goodman, 1989; Norris,
& Damico, 1990; Stephens, 1991). Particularly, the work of Vygotsky (1978),
Halliday (1978) and others (e.g., Heath, 1983; Bloome & Green, 1984) has been
cited as an early influence on the development of this meaning-based literacy
philosophy.

Dudley-Marling and Paugh (2004) have recently contributed a powerful
argument for employing the socio-psycholinguistic perspective of whole lan-
guage for the functional benefits of enabling students to infuse their identities
into the curriculum. Taking up the issue of recognizing the students’ voices in
order to assist in the development of their social, cultural and individual iden-
tities, these researchers stress that if the students” identities are woven into the
school-based literacy materials and activities the students will be better able to
draw from their own personal experiences when trying to construct meaning
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and purpose from the texts. Since learning typically depends on an individual’s
ability to make sense of new situations in light of their previous experiences,
a holistic approach that infuses their experiences and identities will be more
effective and successful (Dudley-Marling & Searle, 1991; Smith, 2004). Other
advantages of this more socially based and functional orientation to literacy
education and remediation are the continued development of student self-
concept as a competent learner (Egan-Robertson, 1998), and the added benefit
of making literacy more contextually relevant to the students’ literacy needs
outside of the classroom. Guided by sociolinguistics, these teaching and
remediation methodologies create more authentic learning and the consequence
is more authentic learners.

7.6 Conclusion

As a clinical discipline involved with the identification and remediation of
speech and language disorders, we must be realistic about the phenomena
that we address on a daily basis. Language is the most complex of human
abilities, enabling us to act upon the social and physical worlds while also
being a part of these worlds. Language, as our primary symbolic system, is the
basis for our social actions, our cultural constructions, and our communicative
interactions. If we are going to be successful as clinical and remedial agents for
speech and language disorders, we must be able to effectively focus on the
authentic needs of our clients and students, and we must strive to make a
difference in their symbolic lives. Perhaps there is no better source of infor-
mation to help us fulfill our obligations than sociolinguistics.

As this brief discussion has demonstrated, this area of linguistics, focusing
on the interaction between language and society, offers the clinician a way to
address the complexity of language in context. Indeed, from the beginnings of
this subdiscipline the focus was on actual language users in real and embedded
contexts. Whether we employ the idea of variation in our linguistic code as
driven by social factors, whether we employ the complex methodologies that
have so effectively described elaborate psycho-social phenomena like power,
authority, and identity, whether we employ the conceptualizations of this
subdiscipline to address complicated linguistic manifestations like literacy,
bilingualism, or compensatory adaptation to impairment (Perkins, 2002), we
can rely on sociolinguistics to highlight both the complexity and some of the
ways to address that complexity.

Several clinical implications follow from a focus on sociolinguistics. First, in
our efforts as professionals we must strive to address the authentic speech and
language behaviors of our clients and students and the implications of these
behaviors in the real world. When conducting assessments or planning and
implementing interventions, we should avoid the construction of convenient
and simplistic phenomena as reflected by decontextualized test performances
and sanitized therapy activities. Just as sociolinguists, we should embrace
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language embedded in the complicated contexts that make up the daily lives
of our students and clients. Second, we should recognize the complexity of
language in context and respect the fact that what we do and how we do it in
the clinical context will never be easy. Rather, we should strive to become
clinical linguists who are not afraid to address complexity and the facets of
linguistic and social phenomena. While this task may seem daunting to clini-
cians who are not trained in linguistics, the use of sociolinguistic research and
practices can assist even the most ill-equipped individual to improve their
clinical skills. The brief descriptions and references provided within this
chapter will serve as an excellent starting point. The key, however, is to aban-
don the naive conception of speech and language as simplistic, unitary, and
prepackaged. Such a conception will only lead to poor clinical results. Finally,
we must be circumspect in our efforts as clinicians and “experts” in linguistic
and social matters. In even the best of circumstances, armed with the most
recent sociolinguistic data, we will constantly be surprised by behaviors,
expectations, and occurrences. While this may result in transient confusion
and even a fleeting loss of confidence in our abilities, we should simply reflect
on the complexity of language and the discovery procedures available to us
through sociolinguistics and press forward. It is the currency of sociolinguis-
tics to do so.

NOTES

1 Of course, linguistic variation may also correlate with other linguistic features,
such as front lax vowel raising before nasals in many American English dialects.
Wolfram (1993) distinguishes between internal and external constraints on vari-
ability, representing linguistic and social factors respectively.

2 We do not have the space here to explore the notion of speech community; the
treatment by Britain and Matsumoto (2005) is recommended.

3 Semantic variation is often difficult to disentangle from lexical; however, British
passengers on US airlines are often taken aback to hear that the plane ‘will land
momentarily’, wondering why it will need to take off again so soon.
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8 Systemic Functional
Linguistics and
Communication
Impairment

ALISON FERGUSON AND
JULIE THOMSON

Functional approaches to language assessment and intervention are increas-
ingly recognized as important for both children and adult clients with com-
munication disorders. What has been lacking is a systematic way of formulating
these approaches and a theoretical perspective to inform them. Systemic Func-
tional Linguistics is a functional model of language in use that offers clinicians
this theoretical perspective. Readers new to Systemic Functional Linguistics
will find comprehensive information about its theory and methods of analysis,
at an introductory level in Butt, Fahey, Feez, Spinks, and Yallop, 2000 and
Thompson, 1996 and at an advanced level in Eggins and Slade, 2004/1997,
Halliday and Matthiessen, 2004, and Martin and Rose, 2003.
Speech-language pathologists working with both child and adult caseloads
over recent years have been involved in a shift to a social paradigm of assess-
ment and intervention, which is strongly supported by recent developments
within the World Health Organization’s International Classification of Func-
tioning (WHO, 2001). At the same time, within the field of sociolinguistics
there have been considerable developments in what has become known as
‘critical discourse analysis’ (see Miiller, Guendouzi, & Wilson, chapter 1 in this
volume) which have highlighted the close relationship between what is said or
written and its social context, and argued for the need to critically analyze the
language /power relationships between all interactants (including practitioners)
and their sociocultural assumptions and discourses (Fairclough, 1995, 1997;
Locke, 2004). Systemic Functional Linguistics has become one of the most widely
adopted linguistic methodologies for ‘doing’ critical linguistics, as it provides
both theoretical rigor and methodological systematicity for dealing with both
macro and micro aspects of language within social context (Pennycook, 2001;
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Young & Harrison, 2004). In this chapter, we focus primarily on the more ‘micro’
aspects of language use in social contexts, as these have been the main aspects
of Systemic Functional Linguistics applied to speech-language pathology to
date, but we also attempt to indicate where wider aspects of this sociolin-
guistic theory may have relevance for speech-language pathology (Armstrong,
Ferguson, Mortensen, & Togher, 2005).

8.1 Key Concepts

Systemic Functional Linguistics (SFL) is a semantic perspective on language
in use, and has been recognized as having particular relevance for speech-
language pathology since the 1980s (Gotteri, 1988). There are two key aspects
in the SFL model: system and function (Halliday, 1994). System refers to the
network of choices which language users have available to them; analysis of
their choices allows us to investigate the dynamic (and non-deterministic)
nature of discourse. As Halliday and Matthiessen explain, “What this means is
that each system — each moment of choice — contributes to the formation of the
structure. . . . So when we analyse a text, we show the functional organization
of its structure; and we show what meaningful choices have been made, each
one seen in the context of what might have been meant but was not” (Halliday
& Matthiessen, 2004, p. 24).

These choices are not consciously made (although metalinguistic awareness
is possible for some choices), nor do they represent a prescriptive inventory
of structures. Instead, the language user creates or ‘realizes’ meaning through
multiple series of choices. Function refers to the perspective’s orientation to
language in use, so that it is function rather than form that is the focus of this
grammar. From an SFL perspective, language is viewed as a resource with a
system of options for making meaning. The system is organised stratally in
terms of its content (semantics and lexicogrammar) and expression (includ-
ing phonology). Meaning choices (semantics) are expressed (realized) by
lexicogrammatical choices that are, in turn, realized by choices within the
phonological system (Halliday, 1994; Halliday & Matthiessen, 2004). The term
lexicogrammar refers to the level of wording, lexis referring to specific word
meanings and grammar to more generalized structural meanings. The rela-
tionship between lexicogrammar and phonology is formal whereas that
between semantics and lexicogrammar is functional, and probabilistic rather
than deterministic. It is possible therefore to realize a specific meaning in more
than one way, just as the same wording can yield different meanings or
interpretations. One of the advantages for speech-language pathologists using
SFL is that the approach allows for consideration of all levels of language,
ranging from social and interactional use of language (often referred to within
speech-language pathology as ‘pragmatic’ features) as well as wordings and
grammatical features, within the one unified theoretical framework (Thomson,
2003).
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Within SFL, analysts focus on how texts come to make meaning in context.
A text is a unit of language in use, and it is the unity of meaning that defines
a text rather than length or any structural features. For the speech-language
pathologist this provides for flexibility in sampling depending on the area
of clinical interest. So, for example, the speech-language pathologist might
sample a narrative of stroke embedded in a larger unit of conversation. If the
whole conversation is analyzed, then the exchange between participants will
be of interest as well as how the narrative fitted into the conversation, for
example who initiated what and when. Alternatively, the focus of analysis
might be on the narrative itself and how the important parts of the story
were drawn together through lexical and grammatical resources for cohesion,
for example.

8.2 Language in Context

8.2.1 Context of situation

Halliday (1994) proposes that there are three aspects of the context of situation
that matter most to our understanding of how language is produced and
understood: the Field of discourse (what is being talked about), the Tenor
of discourse (the speaker’s relationship to the listener and the message), and
the Mode of discourse (the part language is playing in the discourse). Hasan
(Halliday & Hasan, 1985) suggests that we can characterize the contextual
configuration of any text by describing its Field, Tenor and Mode, and this
provides a succinct description of any text we select for analysis. Further,
we can use the contextual configuration as a guide when considering what
language samples to select in order to ensure a range of sampling across
contexts (Ferguson, 2000a). A detailed description of the contextual configura-
tion provides for a systematic way to identify the relationships between the
real-world social context and the linguistic text, and thus helps the speech-
language pathologist capture points where speakers may evidence social or
pragmatic difficulties, for example, where mismatches occur between use of
polite forms in the social power or distance relationships between interactants
(Togher & Hand, 1998).

8.2.2 Context of culture

The cultural context in which an interaction occurs affects the particular
instance of language use or ‘register’ (made up of the register variables Field,
Tenor and Mode, which delineate the contextual configuration as described
above); for example, we may adopt a more or less formal register in a par-
ticular social context (Eggins, 1994). However, cultural context is even more
systematically mapped onto discourse than such particular instances, through
text types or ‘genres’ of discourse which are likely to occur in different
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cultural contexts. Genres refer to texts that share common structural elements
inextricably tied to the contextual configuration (Butt, Fahey, Feez, Spinks, &
Yallop, 2000). Examples of written genres are letters of complaint, recipes, and
novels (with of course subgenres), and examples of spoken genres are per-
sonal narratives, recounts, instructions, and therapy sessions. Each genre can
be seen as having a uniquely defining generic structure potential (GSP) (Eggins,
1994, pp. 25-48), which is made up of a set of obligatory and optional elements,
each of which has a distinct contextual configuration in an ordered sequence.
So for example, therapy sessions are a type of discourse with which an
experienced speech-language pathologist is highly familiar, and the medical-
therapeutic cultural features increase the probability with which particular
registers will be used within that genre. The cultural presumptions embedded
in this genre become more visible when we observe people new to therapy
interactions; for example, Ferguson argues that one of the roles of the clinical
education process is to ‘acculturate’ speech-language pathology students to the
potential resources available within therapy sessions (Ferguson & Armstrong,
2004; Ferguson & Elliot, 2001), and Simmons-Mackie has discussed what
happens when our clients make different assumptions regarding allowable
contributions to the therapy session (Simmons-Mackie & Damico, 1999).

8.2.3 Text and genre

An understanding of how texts relate to genre is important in deciding which
genres to sample, and helps us avoid concentrating our observations and treat-
ment on one particular genre (e.g. narrative) at the expense of others that
might also be of importance to clients (e.g. writing a letter of complaint, pro-
viding a report on a science experiment at school). Language learning from
childhood through adolescence requires increasing mastery of a range of genres
both in terms of control of the lexicogrammatical resources and the under-
standing of textual resources and generic structure required. For example, in
the first few years of formal education, children/students focus on narratives,
while in the middle-school and high-school years there is a demand for
mastery over a wide range of genres including exposition, argument, and
report. These resources are developed to fulfill the purpose of the text, for
example to persuade an audience or to provide specific instructions. In order
to master these genres, the student is learning how to make use of the distinct
linguistic resources called upon within each genre, while at the same time the
student’s mastery of the genre-specific language resources enables their access
to the learning in the knowledge domain to which the genre contributes
(Rothery, 1996); for example, the genre of ‘report” plays a major role in the
domain of science.

We can go beyond just acknowledging that texts are located in a context of
situation and culture, in recognizing that different ethnic cultures have differ-
ent genres; for example, the narrative genre in Japanese will have a different
set of obligatory elements than a ‘Western’ narrative genre, and different
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cultures may have different expectations about the possibility of social chat
with the clinician in a therapy session. Further still, we can begin to recognize
that texts create contexts. For example, the client might begin to interview the
clinician (about the clinician’s qualifications and experience, say), thus shifting
the genre. In other words, the specification and description of register and
generic structure potential are not a prescriptive set of requirements for lan-
guage use; rather they are a set of options through which speakers chart their
own course to make meanings. When using these parts of the SFL framework
in speech-language intervention then, we avoid setting up a predetermined
checklist of elements and sequences, but instead ask ourselves what texts our
clients are able to produce or understand, and in what contexts, as well as
asking how they shape and use the resources from the genre and culture
in which they are situated.

8.2.4 Metafunctions

Halliday (1994) proposes that there are three main functions of language: to
convey something about the Field of information, to create or maintain the
Tenor of interpersonal relationships, and to use the resources of language
(Mode) to enable this to happen. As can be seen, the three main functions of
language are closely related to the three main aspects seen to be most relevant
in the context of situation. But it is not that some utterances express informa-
tion (Field), while others express relationships (Tenor). Instead, each and every
use of language expresses each of the three main functions simultaneously —
and hence these functions are called metafunctions. The metafunction express-
ing Field is called the Experiential metafunction, the metafunction expressing
Tenor is called the Interpersonal metafunction, and the metafunction express-
ing Mode is called the Textual metafunction. In other words, every utterance
tells something, establishes a relationship between interactants, and uses lan-
guage to do it. The importance of this notion of metafunctions is that it pro-
vides the link between each of the main aspects of context of situation and the
resources available in language to make meanings. Out of all the many resources
of language that are available to speakers, SFL proposes that there are certain
specific language resources that are the most visible or sensitive reflectors of
each metafunction and its relationship to the context of situation.

We can look at how the resources of language are used to make meanings at
three main levels: content (semantics, lexicogrammar) and the level of expres-
sion (including phonology/graphology, gestures, prosody)

8.3 Levels of Language

8.3.1 Content: Semantics

SFL is, generally speaking, a ‘semantic’ perspective; within the approach, a
specific level of language is identified using the term ‘semantics’, often also
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described as ‘discourse-semantics’. This level will be commonly recognized
by speech-language pathologists as consistent with their understanding of
the level of ‘discourse’, in the sense that we are thinking about how meanings
are made through the entire text (Halliday & Hasan, 1976), in other words,
its unity of meaning. (In order to avoid confusion, we will use the term
‘discourse-semantics’ to describe this level of language within this chapter.)
When we analyze the text as a whole in terms of what it is about, we can
look first at how meanings relate to what is being talked about in the external
world (reference), and secondly at how the meaning choices relate to other
options in the meaning system (lexical relations, e.g. synonymy, antonymy,
meronymy and so on). Both of these systems contribute to the cohesion of
the text (Halliday & Hasan, 1976). While reference is considered to realize the
Textual metafunction at the discourse-semantic level, lexical relations are con-
sidered to realize the Experiential metafunction at the discourse-semantic level.
The potential of cohesion analysis as a clinical tool has been the aspect of SFL
most widely applied in speech-language pathology (Coelho, Liles, Duffy,
Clarkson, & Elia, 1994; Ferguson, 1993; Fine, Bartolucci, Szatmari, & Ginsberg,
1994; Jordan, Murdoch, & Buttsworth, 1991; Liles, Duffy, Merritt, & Purcell,
1995; Liles & Purcell, 1987; Mentis & Prutting, 1987; Ripich & Terrell, 1988).
SFL offers a pathway at the discourse-semantic level to an expanded under-
standing of the relationship between spoken and written texts, and offers
speech-language pathologists a range of analytic tools for assessment and plan-
ning for intervention for clients for whom written language is a high priority,
for example adolescents and young adults with language-learning difficulties
or acquired language impairments. The three most salient features of discourse
which illuminate key aspects of spoken-written texts are considered to be: the
relative lexical density and grammatical intricacy, the use of grammatical meta-
phor, and rhetorical structure. For adults, spoken language is typically more
grammatically intricate (it has a higher average number of clauses per clause
complex or per sentence) and less lexically dense (it has a lower type—token ratio)
than written language, which is conversely typically more lexically dense and
less grammatically intricate. One of the main ways to increase lexical density
as a resource for meaning in written texts is through the use of grammatical
metaphor. Grammatical metaphor is a resource for meaning which involves a
process of rank shifting, moving from clause to phrase or clause complex to
clause level, for example. The most apparent example in written texts is the
use of ‘nominalization’, in which clauses shift to the rank of phrase level, e.g.
while a speaker might say, ‘The school term ended’, a writer might write, “The
ending of the school term’. This ability to use the resource of grammatical
metaphor marks the development toward the mature writer (Christie, 2002),
as does the use of rhetorical structure. Rhetorical structure generally describes
the typically observed pattern or sequence of ‘moves’ associated with particular
genres. In Mortensen’s research, she has demonstrated the difficulties experi-
enced in using rhetorical structure by writers with acquired language impair-
ment when attempting to write an argument or narrative (Mortensen, 2003).
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At the discourse-semantic level in a conversational interaction, the funda-
mental shifts between roles of giving and receiving information or goods and
services structure the exchange, and these role shifts determine the choices
made within the Interpersonal metafunction, reflecting the Tenor of the inter-
personal relationship between interactants. In speech-language pathology,
analyses of Tenor have been used, for example, to investigate interactions
between clients with traumatic brain injury and their everyday speaking part-
ners (Togher, 2000; Togher, Hand, & Code, 1997a, 1997b, 1999; Togher,
McDonald, Code, & Grant, 1999), in the autistic population (Bartlett, Armstrong,
& Roberts, 2005), and in the developmentally disordered population (Fine,
1991).

8.3.2 Content: Lexicogrammar

As previously mentioned, SFL proposes that certain lexicogrammatical resources
are quite specific to the realization of different metafunctions and how they
reflect the context of situation. At the level of the lexicogrammar, the Field of
discourse is reflected in the network of choices within the Transitivity system.
Simply, the Transitivity system is the expression of who is doing what to
whom, under what conditions: Participants, Processes and Circumstances and
how they relate to each other (Armstrong, 2001; Mathers, 2001). At the level of
the lexicogrammar, the Tenor of discourse is reflected in the network of choices
within the Mood system. This network involves the expression of the prob-
abilities and obligations that arise and are negotiable between interactants in
discourse. In English, these options include the ordering of Subject and Finite
(e.g., inverted in the case of Interrogatives), the form of the Finite (e.g. use of
tense), and Mood Adjuncts (expressing speaker’s attitude to their message,
e.g. ‘unfortunately’) (Ferguson, 1992; Spencer, Packman, Onslow, & Ferguson,
2005; Togher & Hand, 1998). At the level of the lexicogrammar, the Tenor of
discourse is also reflected in the network of choices in the Appraisal system
(Eggins & Slade, 1997/2004; Martin, 2000), which involves the expression of
attitudes of the speaker, through the expression of appreciation (the expression
of evaluation of an object or process, e.g. ‘the stroke education presentation
was interesting/boring’), affect (the expression of feelings/emotions, e.g. ‘I'm
happy/cross that 1 went along’), judgment (the expression of judgment about
people’s behavior, e.g. ‘the presenter was skillful/incompetent’), and amplifica-
tion (resources for grading appraisal, e.g. ‘very happy’, ‘just a bit sad’, and use
of repetition). Appraisal analysis has been applied to the discourse of people
with aphasia (Armstrong, 2005), and people with non-dominant hemisphere
language impairment (Sherratt, 2004, 2007).

With regard to Mode of discourse, we have already seen that at the discourse-
semantic level we have resources for building cohesion, but there are further
resources available at the lexicogrammatical level which contribute to overall
coherence to the listener, namely, the system of Theme. Theme involves the
expression of priority or importance given to elements in a clause, and may
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strike a chord with those who have considered given/new relationships in
texts (though there are important differences between these concepts). Thomson
has applied the analysis of Theme to the narrative texts of children with specific
language impairment (Thomson, 2005). In English, Theme occurs in the initial
position in the clause, and the major points of interest for speech-language
pathologists analyzing texts produced by individuals with language impairment
are the use of multiple and marked Themes, and the analysis of Thematic
progression. The use of multiple Themes reflects the language user’s stage of
development and/or access to lexicogrammatical resources, so for example,
‘The girl cried’” thematizes just ‘girl’, whereas ‘And, unfortunately, the girl
cried” highlights a number of meanings. Marked Theme allows the language
user to dramatize meaning, so, for example, ‘After her Mother’s death, the girl
cried” highlights the precipitating event rather than the girl’s response and
reflects not only the language user’s access to lexical and grammatical resources,
but also the user’s grasp of the situation (pragmatic understanding) and options
for how to present an utterance to the listener to achieve specific purposes.
Thematic progression through a text is of interest in showing how the language
user tracks or draws attention to the unfolding development of main ideas, for
example through iteration (‘First open the door, then step through the door,
and then sit down’), or linear progression (‘zigzagging’):

‘The boy approached the e door creaked . Eh\Arough the opening
there was light shining.’

As previously highlighted, each instance of language use realizes each of
the three metafunctions simultaneously, and this can be exemplified at the
level of the lexicogrammar fairly readily. In the example below, we have
provided a snapshot of the Experiential metafunction (as realized through
Transitivity), the Interpersonal metafunction (as realized through Mood), and
the Textual metafunction (as realized through Theme), for just one clause.

Example: Analysis at the level of content: lexicogrammar

‘Context| | Metafunction | | Analysis | Sadly |we |won’t go [ to| Manly ‘
Participant | Process |Circumstance
Field Experiential | | Transitivity Mood (declarative) | Residue

Finite: Negative,
future tense,
Tenor | | Interpersonal Mood Subject modal

Theme Rheme

‘ Mode

| Textual || Theme Interpersonal | Topical
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As can be seen from the example, each metafunction is realized through
lexicogrammatical choices which reflect each of the aspects of context. Also,
the analysis of each metafunction allows us different lenses through which to
view different lexicogrammatical resources, with some parts being more vis-
ible through one than through another lens. Combined analyses allow for a
total picture to emerge as to how the speaker’s meanings are being expressed.
These understandings of the lexicogrammatical resources for making mean-
ings provide a framework that the speech-language pathologist can use to
explicitly assist the client to consciously make use of these resources within a
metalinguistic approach to intervention.

8.3.3 Expression

Halliday and Matthiessen describe the area of expression in the following way:

We can divide the phonology into two regions of articulation and prosody. . . . As
a general principle, articulation is ‘arbitrary’ (conventional), in the sense that
there is no systematic relation between sound and meaning. Prosody on the other
hand, is ‘natural’: it is related systematically to meaning, as one of the resources
for carrying contrasts in grammar. (Halliday & Matthiessen, 2004, p. 11)

As well as articulation and prosody, the level of expression also includes
graphology and gestural expression. To date, there has been limited direct
application of SFL approaches to expression within speech-language pathology,
although Ferguson and Peterson (2002) have looked at the role of prosody in
the expression of social meanings conveyed by the intonation used by commu-
nication partners of people with aphasia. They suggest that prosody provides
a potential resource for speakers to draw attention to key information when
talking with people with comprehension problems associated with aphasia.

SFL pays particular attention to prosody, as indicated in the above quote, as
a resource for grammatical contrasts, rather than seeing it as a paralinguistic
feature separate from the linguistic system. For example, prosody is a major
resource for indicating clause (and clause complex) boundaries, and for making
given/new distinctions. Thus prosody provides speech-language pathologists
with important signposts to assist in analysis. For clinical populations, prosody
is potentially both an area of difficulty (for example in traumatic brain injury)
or a resource for meaning in the face of lexicogrammatical compromise (for
example in Wernicke’s aphasia).

8.4 C(linical Issues

SFL is one approach amongst a number that speech-language pathologists are
using to assess and develop interventions for children and adults with com-
munication difficulties. SFL is a sociolinguistic perspective and so contrasts
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sharply with approaches to language analysis based on psycholinguistic explana-
tion (Hand, 2005). As a sociolinguistic perspective, SFL seeks to describe
and explain how language is used by speakers, and is primarily concerned
with understanding the relationship between the talk and the situations in
which talking occurs. SFL does not theorize regarding the relationship between
language and the brain, nor does it seek to establish universal abstract rules
underlying language. It is, however, worth noting that emerging develop-
ments in cognitive linguistics, and in computational linguistics in the areas of
neural networks and connectionist theories (Cohen, Johnston, & Plunkett, 2000;
Daniloff, 2002), are not inconsistent with SFL notions regarding the usefulness
of probabilistic modeling (Halliday & Matthiessen, 1999; Lamb, 1999). In rela-
tion to other sociolinguistic perspectives, SFL offers a semantic ‘lens’ through
which to view all aspects of language use. SFL shares with conversation ana-
lysis (CA) (see Wilkinson, chapter 6 in this volume) its interest in naturalistic
sampling, and the importance of co-text in providing resources for the dynamic
interaction between speakers (Prevignano & Thibault, 2003), but differs from
CA in relating observations back to a ‘top-down” explanatory theory and in its
focus on detailed lexicogrammatical analysis (Ferguson, 2000b). SFL is close
to a number of other related discourse theories which share its concerns with
contextually based analysis and explanation, most notably the work of Sinclair
and Coulthard (Coulthard, 1992), the ethnographic approach of Hymes (Hymes,
1995), and the interaction approach of Gumperz (Eerdmans, Prevignano, &
Thibault, 2003). Arguably, SFL offers three main aspects of interest to speech-
language pathologists beyond these other approaches. First, SFL’s detailed
lexicogrammatical analyses allow the speech-language pathologist to com-
prehensively describe clients” use of language. Secondly, SFL has been applied
across educational, second language learning, and clinical domains (as well as
across other applied fields such as stylistics and computational linguistics),
and these applications provide a rich resource for speech-language pathologists
working with diverse caseloads. And thirdly, SFL’s characterization of the
relationship between culture, context and text has provided both theoretical
and methodological rigor to critical discourse analysis, seeking to explore and
question relationships of power and language. Issues of critical literacy, for
example of social class, ethnicity and access to literacy (Damico, Nelson, & Bryan,
2005), and issues of access to print and on-line materials for people with com-
munication difficulties (Ghidella, Murray, Smart, McKenna, & Worrall, 2005;
Rose, Worrall, & McKenna, 2003) are just two of the areas of current concern
to speech-language pathologists which can be informed by critical discourse
analysis in general, and Systemic Functional Linguistics in particular.
Throughout this chapter we have attempted to provide examples of applica-
tions of SFL to speech-language pathology. What we hope is clear from these
examples is that SFL is not, in itself, a specific approach to treatment, in that
the theory is not a theory of learning or of behavioral change. Nor does SFL
provide a ‘recipe’ or ‘checklist’ for assessment or treatment targets, as the
notion that language use is dynamic and involves choices in the expression of
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meaning is essential to the theoretical perspective. For the speech-language
pathologist, SFL involves a very fundamental shift in thinking, so that rather
than thinking in terms of what clients cannot do, or what errors they make, the
speech-language pathologist asks what meanings are being expressed and what
resources of language are available (or potentially available) to assist their
expression. The assessment protocols and treatment regimes which emerge from
this perspective are highly individualized, and at the same time very detailed,
descriptive, and measurable in terms of intra-individual change over time.

There are many challenges for the future in the ongoing application of SFL
to speech-language pathology, not the least of which is making the theoretical
perspective more readily accessible to speech-language pathologists in the
field. Detailed case illustrations with description of therapy applications will
be needed, along with greater specification of the clinical decision-making
processes involved in the development of individualized assessment protocols
and treatment regimes. Analytic methodologies currently well established for
research purposes need to be refined, so that subsets of them can be developed
that are both valid and reliable for routine clinical use. At the same time, it
will be important for speech-language pathologists to maintain close dialogue
with systemic functional linguists as pathological language presents an import-
ant crucible in which to test and develop the theory itself. Speech-language
pathologists typically find that SFL’s basic concepts of strata, levels of lan-
guage, and aspects of context (Field, Tenor, Mode) sit comfortably within their
other understandings of language. However, SFL offers speech-language path-
ologists an important series of conceptual challenges through the constructs
of the metafunctions of each and every use of language (Experiential, Inter-
personal, Textual), and systemic networks. The challenge, then, extends to
finding ways in which these concepts allow us to describe and explain com-
munication disorders in children and adults in ways that allow for context-
ually embedded understandings of the problems and potential for enabling the
exchange of meaning.
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Appendix: Glossary of SFL terms

channel what speech-language pathologists often refer to as the ‘modality” of commu-
nication, e.g. spoken, written, signed

clause complex more than one clause that exist in some type of structural dependency
relationship (parataxis — coordination, hypotaxis — subordination); the spoken equivalent
of a written ‘sentence’
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coherence the perception of unity and sense by the listener

cohesion the linguistic resources by which a text achieves unity

context the non-verbal, non-linguistic environment of the use of language
context of culture the ideological and ethnic environment of the use of language

context of situation the main aspects of the non-linguistic environment seen to affect
the use of language, namely Field, Tenor, Mode

contextual configuration the unique combination of Field, Tenor and Mode for any
use of language

co-text the linguistic environment of the use of language, e.g. surrounding parts of
the text

delicacy the depth of the analysis of choices being made in the linguistic system

discourse any connected use of language, whether written or spoken, involving one or
more interactants, hence including conversation

discourse-semantics level of language involving systems of meaning which run through
the text as a whole

Experiential the metafunction of language use to be about something
Field what is being talked or written about

Generic Structure Potential the obligatory and optional elements in a genre and their
sequence

genre type of discourse, culturally determined

Interpersonal the metafunction of language use to express and create the relationship
between interactants

level refers to the series of strata of meaning, in which each stratum is ‘realized’ by the
level below: extralinguistic levels of context of culture and context of situation, and
linguistic levels involving discourse-semantics, lexicogrammar, and expression.

lexical relations how the words used relate to the Field and to each other in the text
and in the language system

lexicogrammar level of language involving systems of meaning expressed in wordings
in the clause

metafunction one of the functions of every use of language (Experiential, Interpersonal,
Textual)

Mode the part language is playing in the discourse

Mood the lexicogrammatical system of expressing the relationship between the speaker
and what is being said, and the relationship between the interactants, at the clause
level, involving modality (e.g. declarative, interrogative, imperative), polarity (e.g.
negation), and other resources for modulating meaning

move a semantic unit, reflecting one act of meaning by the speaker, akin to turn-taking
in conversation, after which a speaker change could occur without being seen as an
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interruption. For written texts, moves are signaled through the use of conventions such
as sentence punctuation and paragraphing

rank language is seen as comprising constituents which when combined form mean-
ings at different ‘ranks’: thus word constituents combine to form noun and verb phrases,
which combine to form clauses, which combine to form clause complexes

realized by each level of language simultaneously reflects or expresses the meanings
at the level(s) above it (and each realization constructs the meanings in a similar fashion).
For example, a particular culture gives rise to (is realized by) certain genres, a particular
genre gives rise to (is realized by) certain registers or contextual configurations, and
a particular configuration of Field, Tenor and Mode will give rise to (is realized by)
particular aspects of Experiential, Interpersonal and Textual meanings respectively,
and they in turn will be realized by particular resources in the lexicogrammatical
system

reference how participants are introduced and tracked through the discourse

register the way an individual speaker has used the contextual configuration of Field,
Tenor and Mode in a particular instance of language use

system network the choices available to the speaker from the options in the linguistic
system, diagrammatically represented

Tenor the role relationship between interactants
text some use of language that forms some sort of meaningful unit, has “textuality’
Textual the metafunction of language use to organize meaning

Theme the lexicogrammatical system of organizing message salience, into starting points
(Theme) and the remainder (Rheme).

Transitivity the lexicogrammatical system of expressing who is doing what to whom
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9.1 Introduction

While English remains the best-researched language in the field of commu-
nication impairment in children and adults, cross-linguistic and multilingual
studies have been expanding rapidly in the last two decades. These studies
contribute to our understanding of both the underlying processes of commu-
nication impairment and the various factors that affect those processes. First of
all, cross-linguistic and multilingual studies evaluate and challenge theoretical
claims about typical communication development and impairment as proposed
with reference to English only. Secondly, they examine whether and how dif-
ferences in specific languages or language combinations result in differences
in patterns of communication impairment. Thirdly, they investigate whether
the same impairment manifests itself in different ways from one language to
another or from monolingual speakers to multilingual speakers, and whether
language differences account for more variance than individual differences
among speakers of the same language/language combinations. And finally, they
inform assessment and intervention suitable for monolingual populations speak-
ing languages other than English or bilingual and multilingual speakers.

The Handbook of Clinical Linguistics. Edited by Martin J. Ball, Michael R. Perkins, Nicole Miiller
and Sara Howard © 2008 Blackwell Publishing Ltd. ISBN: 978-1-405-13522-1
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In this chapter, we review cross-linguistic and multilingual studies of com-
munication development and impairment, focusing on pragmatics, discourse
and sociolinguistics. Given that these terms have different meanings to dif-
ferent people, we first establish what we mean by them. We then provide a
critical review of recent literature, looking at cross-linguistic research first, and
then multilingual studies.

9.2 Language Use: Pragmatics, Discourse, and
Sociolinguistics

In broad terms, pragmatics, discourse, and sociolinguistics are all about langu-
age use. Pragmatics is often understood as the study of meaning in context. It
is about explaining how speakers produce language forms in specific ways so
that their intended meanings are not only expressed in a context-appropriate
manner but also understood by the hearer as intended. Concepts such as
intentionality, form—function mapping, relevance, and appropriacy are central
to the study of pragmatics. The acquisition of pragmatics, for example, would
involve learning, at a micro-level, how to convey and interpret the meaning
which cannot be expressed purely and entirely by means of the phonology,
morphology, syntax and semantics of a particular language, and, at a macro-
level, how to use language in social interaction. Pragmatic development
includes the mastery of communicative use of linguistic and non-linguistic
expressions, the development of conversational skills, and the acquisition of
various contextually or culturally determined rules governing linguistic inter-
action to achieve communication success.

Discourse has been defined by many linguists as anything ‘beyond the
sentence’, as discussed in Schiffrin, Tannen, and Hamilton (2001). Broadly
speaking, it covers two areas: at the conversational level, interactional patterns
such as turn-taking, initiation of conversation exchanges, and recognition and
repair of communicative breakdown, and, at connected speech level, narrative,
argument, explanation, and definition. Inevitably there is overlap between
pragmatics and discourse. Some critical theorists use ‘discourse’ to refer to a
broader range of social practice that includes non-linguistic and non-specific
instances of language (e.g. discourse of power). Such a definition takes the study
of discourse beyond the scope of linguistics to social sciences. In this chapter,
we confine ourselves to the traditional, narrower definition of discourse and
focus on language use beyond the sentence level.

Sociolinguistics is the study of stylistic, dialectal and cultural variations
in language use. While it shares with pragmatics and discourse the interest
in language use in context, sociolinguistics typically studies it from a speaker-
oriented perspective, focusing on variables such as age, gender, and socio-
economic class. Sociolinguists tend to study language use by groups of speakers
rather than individually, and are concerned with collective patterns of lan-
guage behavior in social contexts. In other words, sociolinguistics is not only
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about language in use, but also about speaker in community. It also concerns
what societies do with their languages, i.e. language policy, language plan-
ning, and language attitude.

Taken together, pragmatics, discourse, and sociolinguistics are the key
components of communicative competence (Hymes, 1972), the ability of the
language user to “select, from the totality of grammatically correct expressions
available, . . . forms which appropriately reflect the social norms governing
behaviour in specific encounters” (Gumperz, 1972, p. 205). As Saville-Troike
(1996, p. 363) says:

Communicative competence extends to both knowledge and expectation of who
may or may not speak in certain settings, when to speak and when to remain silent,
whom one may speak to, how one may talk to persons of different statuses and
roles, what non-verbal behaviors are appropriate in various contexts, what the
routines for turn-taking are in conversation, how to ask for and give information,
how to request, how to offer or decline assistance or cooperation, how to give com-
mands, how to enforce disciplines, and the like — in short, everything involving the
use of language and other communicative dimensions in particular social settings.

9.3 Cross-Linguistic Perspective

9.3.1 Development of pragmatics and discourse

For many years, the study of the development of pragmatics and discourse
has been predominantly focused on English. (For developmental pragmatics
in English, see Leinonen, Letts, & Smith, 2000; McTear & Conti-Ramsden,
1992; Ninio & Snow, 1996; Ochs & Schieffelin, 1979. For pragmatics and dis-
course of the English-speaking elderly, see Coupland, Coupland, & Giles, 1991;
Davis, 2005; Maxim, 1994.) Studies on other languages have only started to
emerge or become available in English in the last ten years. Most of the exist-
ing studies on languages other than English seek to apply to the description
and analysis of other languages theories and models in pragmatics and
discourse analysis that have been developed on the basis of English. It is
not surprising, therefore, that the findings from the existing studies largely
confirm the applicability of the theories and models and that the overall prag-
matic and discourse patterns used by speakers of others languages are the
same as those by English speakers. For instance, many studies have looked at
adult—child interaction in different languages. While there are some differ-
ences in the number or proportion of directives adults produce in such a
context in different cultures, the general dominance by adults in adult—child
interaction is universal. Similarly, aphasic patients in different languages have
shown similar patterns of impairment in language use, depending on the loca-
tion of the lesion rather than on linguistic structures.

Nevertheless, there are cross-cultural differences in pragmatics that can lead
to different expectations of what is normal and what is impaired. For example,
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Ochs (1988) in her study of language socialization in a Samoan village in the
Pacific Islands found that patterns of silence and overlapping speech were
very different from those found in English-speaking cultures, and they carried
specific cultural meanings that needed to be interpreted differently. Guo (1995)
and Ervin-Tripp, Guo, and Lampert (1990) observed that Chinese and Japanese
children followed culturally specific politeness rules in controlling the topic
and flow of conversation. There have also been reports of avoidance of direct
questions and apparent overuse of repetition in certain languages and cultures
(see Schieffelin & Ochs, 1986).

One area of pragmatics that has received some attention from cross-linguistic
researchers is the communicative use of non-verbal behaviors (e.g. gestures
such as pointing) in young children. Recent examples of this work include
Blake, Osborne, Cabral, and Gluck’s study (2003) of Japanese children’s use
of gesture, Rodrigo, Gonzalez, Vega, Muneton-Ayala, and Rodriguez’s longi-
tudinal study (2004) of Spanish children’s use of gestural and verbal deixis,
and Guidetti’s study (2005) of the combined use of gestures and speech to
signal their intention to agree or refuse among young French children. While
research on English-speaking children also points to the importance of gestures
in language acquisition, cultural differences in the meaning of gestures are an
important issue for the developing child.

At a discourse level, Meng and Schrabback (1999) look at the acquisition
of German interjections, in particular ‘hm’ and ‘na’, in adult-child discourse.
It was found that the children aged 2;8—3;4 had already managed to acquire
basic interjectional forms and functions, as well as some discourse-type
constraints, but they seemed to fail to understand the plurifunctionality of
interjections. Perroni (1993) reported a longitudinal, observational study of
the development of narrative discourse between two Brazilian Portuguese-
speaking children and identified various types of strategies underlying narra-
tive constructions. Aviezer (2003) investigated strategies of clarification in the
face of miscommunication by Hebrew-speaking children. Corsaro and Maynard
(1996) examined ‘format tying’ (participants’ strategic use of phonological,
syntactic, and semantic surface-structure features of prior turns at talk) in
discussion and argument among Italian and American children. Korolija (2000)
investigated the accomplishment of coherence in multiparty conversations
amongst Swedish-speaking elderly people. Wong and Ingram (2003) looked at
the patterns of acquisition of question among Cantonese-speaking children.
Jisa (1987) described French-speaking children’s use of high-frequency oral-
discourse connectors in their narratives.

9.3.2 Pragmatic and discourse skills of children with
language and communication impairments
There is much debate on the status of pragmatic skills in English-speaking

children diagnosed with SLI. This is partly to do with the difficulty of getting
an agreement amongst researchers on what pragmatics means in the first place.
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Shaeffer (2005, p. 90) argued that most studies of children with SLI seem to
point to deficits in pragmatic abilities such as speech acts, conversational par-
ticipation and discourse regulation (initiations, replies, topic maintenance,
turn-taking, utterance repair, etc.). Other studies suggest that children with
SLI tend to be associated with poor participation in cooperative learning and
poor negotiation skills (Brinton, Fujiki, & McKee, 1998). Craig and Evans (1993)
pointed out that children with SLI presenting expressive deficits and those
presenting combined expressive-receptive deficits were found to vary from
each other on specific measures of turn-taking and cohesion. This seems to sug-
gest that in addition to expressive language, the receptive language ability will
need to be considered in pragmatics research. Most of these studies are
concerned with English-speaking children.

An issue that needs to be considered here is the status of pragmatic impair-
ment. There is controversy as to whether children with pure pragmatic
impairment exist or the so-called pragmatic impairment is a secondary con-
sequence of SLI or other dysfunctions. In categorizing subgroups of children
with language and speech impairment, Conti-Ramsden and Botting (1999)
and Conti-Ramsden, Crutchley, and Botting (1997) list pragmatic difficulties as
either co-existing with semantic difficulties or existing as a separate category.
In contrast, in a study on subgroups of language impairment among Dutch-
speaking children, pragmatic impairment did not account for group variance
and therefore was not listed as a subtype of impairment (Daal, Verhoeven, &
Balkom, 2004). The debate on whether pragmatics can be impaired independ-
ently has implications not only for clinical diagnosis and management, but
also for linguistic theory. Shaeffer (2005, p. 90) argued that “If pragmatics can
be impaired independently, without affecting other components of language,
this provides support for the modularity of language, i.e. for the hypothesis
that there is an independent pragmatics module.”

A different approach to pragmatic impairment is proposed by Michael
Perkins (chapter 5 in this volume, 2002). In this approach, pragmatic behavior
is seen as an emergent consequence of interactions within and between linguistic
systems which include phonology, prosody, morphology, syntax, lexis and dis-
course, cognitive systems and sensorimotor systems. Therefore, different underly-
ing causes may result in different types of pragmatic impairment: for example,
cognitive dysfunction leads to primary pragmatic impairment; linguistic or
sensorimotor dysfunction may result in secondary pragmatic impairment;
dysfunction in more than one of these systems may result in complex prag-
matic impairment. Again, very little is known about pragmatic impairment
in children speaking languages other than English.

Pragmatic deficit also occurs in various kinds of autism. Individuals with
Asperger syndrome or high-functioning autism are highly susceptible to prag-
matic impairments such as inappropriate speech, non-compliance with rules
of conversation, difficulty in dialogue management, and failures in communi-
cation inference. Oi (2005) looked at how non-autistic interlocutors respond to
pragmatic impairments in Japanese children with Asperger syndrome. He found
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that the autistic participants adopted a greater number of compensation strat-
egy types than the normally functioning adults when a breakdown occurred.
Interestingly, adults’ judgment on whether there is communicative breakdown
in the conversation and whether the interactant’s compensation strategy is
effective seems to be different between initial and second-round analyses
of videotapes of the conversation. This finding, though based on Japanese
children with autism, may have wider implications for clinical practice
across different languages.

9.3.3 Pragmatic and discourse skills of people
with acquired language and communication
impairments

Pragmatic deficits can occur as a consequence of brain damage or aphasia.
Some studies document the pragmatic behaviors of English speakers with brain
damage. Dennis and Barnes (1990) show that children and adolescents with
closed-head injury have difficulties in certain pragmatic tasks, such as know-
ing the alternate meanings of an ambiguous word in context or bridging the
inferential gap between events in stereotyped social institutions. Eisele, Lust,
and Aram (1998) noted inferential deficits in the comprehension of implica-
tions and presuppositions in children with unilateral left- or right-hemisphere
damage. Bara, Bosco, and Bucciarelli (1999) argued that for young children,
the resultant pragmatic impairment is less severe than for older children with
brain damage, probably because the other areas are able to take over pragmatic
abilities at early ages but not later.

Aphasia often leads to pragmatic deficits. In one of the very few studies
of pragmatic deficits in speakers of languages other than English, Pak-Hin, and
Law (2004) developed a Cantonese linguistic communication measure to quan-
tify narrative production of Cantonese speakers with aphasia. The measure
contained eight indices reflecting the amount, efficiency, and rate of infor-
mation conveyed, the grammaticality of and the extent of elaboration on
sentences produced, as well as the degree of erroneous production and lexical
diversity in the speech output. Cantonese speakers with aphasia displayed
various deficits in these measures. Wulfeck, Bates, Juarez, et al. (1989) and
Rizzi (1980) compared English, Italian and German aphasia patients’ ability to
differentiate the given/new contrast on several aspects of linguistic expres-
sion. Severity of aphasia rather than structural differences in languages was
found to account for the differences in the speakers” pragmatic abilities.

Studies of language degeneration in adults with Dementia of Alzheimer’s
type (DAT) suggest that whereas phonology, morphology and syntax are rela-
tively preserved, a deterioration of conceptual, semantic and pragmatic aspects
is usually evident. The patients” discourse is characterized by a predominant
lack of coherence (organization of ideas at the conceptual level) in spite of good
preservation of cohesion (logical organization of syntactic elements at the
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linguistic level). St-Pierre, Ska, and Béland (2005) investigated the discourse of
French-speaking DAT patients and argued that the lack of coherence in the
narrative discourse of DAT patients is due to the lower proportion of relevant
information it contains.

A number of researchers have looked at language impairment of people
with schizophrenia. There seems to be a general agreement that the primary
language deficit is manifested in the area of pragmatic performance. Based
on data from Hebrew-speaking patients, Meilijson, Kasher, and Elizur (2004)
showed that participants with schizophrenia had their most inappropriate
performance in topic change, followed by topic maintenance.

9.3.4 The role of culture

The role of culture emerges as a key issue in cross-linguistic research of language
and communication impairment. It is important to point out that linguistic
practices are part and parcel of a specific cultural tradition. They are manifes-
tations of cultural values. Cultural differences are often represented through
differences in linguistic practices. Speakers of different languages are social-
ized into different cultural values and traditions through an engagement of
linguistic practices and they come to represent different cultures through their
linguistic practices. Cross-linguistic studies can shed light on culture-specific
appropriateness or norm which is crucial to our understanding of pragmatics
and discourse in the context of language and communication impairment.

Nevertheless, how children acquire culture-specific or context-specific rules
governing appropriateness of interaction seems to be underresearched. These
culture-specific rules, at a micro-level, involve how to use contextualized cues
to interpret other people’s communicative intent and communicate one’s own
and, at a macro-level, consist of cultural and social norms and conventions which
are intertwined with interactional practices. For example, people from certain
cultures may have longer gaps between turns; different cultures may have
different rules of politeness in performing various speech acts; and different
languages may employ different linguistic means to achieve the same pragmatic
function or the same linguistic means for different pragmatic functions.

Taylor (1986) and Taylor and Clarke (1994) proposed a cultural framework
which attempts to demonstrate the impact of culture on communication dis-
orders in terms of four central topics associated with the nature, causes,
assessment and treatment of communication disorders. These topics are devel-
opmental issues (such as adult—child interaction within culture, and indigen-
ous cognitive acquisition), precursors of communication pathology (such as
cultural definitions of normal and pathological interaction), assessment (i.e.
culturally valid assessment and diagnosis of communication), and diagnosis
and treatment (i.e. application of culturally valid treatment procedures).

An example of the importance of cross-linguistic, cross-cultural analysis
in understanding interactional and language socialization processes is King
and Melzi’s (2004) study which explores the use of diminutives in everyday
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conversation between Spanish-speaking Peruvian mothers and their children
and attempts to explain why and how diminutive imitation seems to promote
greater overall use of diminutives in the Peruvian context. Diminutives have
received little attention from language researchers, partly because English has
a relatively impoverished and unproductive diminutive system, mainly rely-
ing on the suffix —y/ie occurring with a restricted set of common and proper
nouns. However, in languages such as Spanish diminutives have much richer
semantic systems and pragmatic functions. In addition to ‘smallness’, diminu-
tives in Spanish convey intimacy, playfulness, politeness or humor. They reflect
the Peruvian cultural value of “carino, which translates loosely as tenderness,
endearment, fondness and positive affect” (p. 257). Diminutives have been
found to be prevalent in female speech and in speech directed at children.
Through imitation or repetition of their mothers’ use of diminutives, as King
and Melzi argue, Spanish children are able to acquire the system of diminu-
tives very early despite its semantic and pragmatic complexity.

In the areas of pragmatics and discourse, where people from different
cultural and language backgrounds may behave differently in interaction
and have different norms towards what constitutes culturally appropriate
behaviors, culture-specific expectations and procedures need to be followed
in administering clinical assessment. The cross-cultural child socialization
literature also suggests that children from some cultures may not be at ease
in testing situation in clinics. Cheng (2004, p. 169) argues that the discourse
styles of Asian-Pacific American populations may differ from those of
American homes and schools. For example, this population may delay or
hesitate in response, be less likely to ask questions or use discourse markers
to acknowledge the interactant, and tend to use longer pauses between turns.
It is important for clinicians not to interpret these differences as “deficient,
disordered, aberrant and undesirable”. Barrenechea and Schmitt (1989) exam-
ined Spanish-speaking preschool children for the development of seven lan-
guage functions and three discourse features. A set of preliminary guidelines
for the development of normal pragmatics in Hispanic preschoolers was then
developed.

9.3.5 Development of sociolinguistic competence

As discussed earlier, sociolinguistics concerns stylistic, dialectal and cultural
variations in language use by different speaker groups. Cross-linguistic studies
of sociolinguistics in the context of communication disorders, similar to those
of pragmatics and discourse, are predominantly concerned with how normal
speakers use linguistic means (specifically dialectal and social variations) to
convey meaning. Two broad types of sociolinguistic studies can be identified
in the literature: comparisons of group patterns and acquisition of dialectal
and social variations.

The first type — group comparisons — often overlaps with studies of prag-
matics and discourse. Rice, Sell, and Hadley (1991), for example, compared
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the patterns of social interactions among four groups (normally developing
English, specific language impairment, speech impairment, and English as
a second language). They found that children with limited communication
skills were more likely than their normal language peers to initiate with
adults (rather than children) and to shorten their responses or use non-verbal
responses. Children learning English as a second language were the least likely
to initiate interactions and were the most likely to be avoided as the recipient
of an initiation. Andersen, Brizuela, DuPuy, and Gonnerman (1999) examined
cross-linguistic data from American English, Lyonnais French, and Chicano
Spanish on the use of discourse markers to indicate social relationships
between interlocutors. Striking cross-linguistic parallels were found in the
way children of different language backgrounds learn to use discourse makers
both to convey social meaning and to manipulate the social situation where
power relationships are not pre-established. For example, all groups were
found to use more lexical discourse markers and more ‘stacks’ (such as well,
now then) to mark higher-status roles, with non-lexical variants (such as uh,
euh, or eh) more frequent in the low-status roles.

Amongst studies of children’s acquisition of dialectal and social variations,
African American English (AAE) seems to have received a considerable amount
of attention. AAE is a language variety whose key features closely approx-
imate, at the surface level, those of American-English-speaking children with
SLI (such as habitual be, copula absence, inflectional —s, and other gramma-
tical, phonological and lexical features; Wolfram, 2005). The past twenty years
have seen an increasing amount of research on developing and evaluating
assessment instruments and establishing expectations for the language per-
formance of young African American children. Studies in this area include
(the list is by no means exhaustive): Craig and Washington (2002), Qi, Kaiser,
Milan, and Hancock (2006); Thomas-Tate, Washington, Craig, and Packard
(2006); Washington and Craig (1992a, 1992b, 2004); Horton-lIkard, Weismer,
and Edwards (2005) (see Roberts, 2005 for a review). Several studies also
point out that children from low socio-economic strata tend to perform lower
than expected on standardized tests of language abilities compared with chil-
dren from middle or high socio-economic background (Qi, Kaiser, Milan, &
Hancock, 2006).

These works have resulted in significant breakthroughs in our understand-
ing of the impact of dialect and of potential educational and clinical signific-
ance of language differences associated with AAE in many aspects. These
include the following:

1 Consideration needs to be given to non-standard, regional and social-
cultural variations of a language in clinical assessment and diagnosis.

2 Cultural sensitivity and specificity of language-screening instruments need
to be rigorously tested.

3 Both standardized assessment instruments and non-standardized, criterion-
referenced assessments need to be developed and appropriately selected.
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Oetting (2005) reviewed a list of newly developed and/or recently validated
tools for assessing children who speak a non-mainstream dialect of English and
discussed the challenges facing the clinical adaptation of these tools. Laing
and Kamhi (2003) presented two procedures (processing-dependent measures
and dynamic assessment measures) which they believed could provide unbiased
assessment for culturally and linguistically diverse populations. Carter, Lees,
Murira, et al. (2005) identified the major issues in the cross-cultural adaptation
of speech and language assessment and argued that awareness of cultural
variation and bias, and cooperative efforts to develop and administer cultur-
ally appropriate assessment tools, are the foundation of effective, valid treat-
ment programs.

In a study of reliability of identification of non-standard and non-native
English-speaking children with speech-language delay and disorder, Gupta,
Li Wei, and Dodd (1999) found that professionals such as doctors and teachers
who have not had systematic training in sociolinguistics or speech and language
therapy often shared with parents their perception of dialectal variations as
a potential contributor to communication disorders. On the whole, they were
more likely to refer children with strong dialectal and contact features in their
English to speech and language therapists. Interestingly, professionals work-
ing in geographical areas where there are easily recognizable dialectal vari-
ations or close contacts between different language groups tend to underrefer
children with speech-language problems, assuming that the problems were
part of the non-standard and non-native features of English.

9.4 Multilingual Perspective

9.4.1 Communicative competence of
multilingual speakers

In the last two decades, there has been an increased awareness that the vast
majority of the world’s population are bilingual or multilingual and that studies
of language and communication impairment must take into account the speaker’s
multilingual skills. There is a growing body of literature on the language
development of multilingual children and the language use of multilingual
adults and the elderly. Although some of the studies deal with specific lin-
guistic features such as word order or gender assignment, most researchers
recognize that bilingualism and multilingualism are essentially a language use
issue. As Mackey (1962, p. 51) put it, “Bilingualism is not a phenomenon of
language; but a characteristic of its use. It is not a feature of the code but of
the message. It does not belong to the domain of ‘langue’, but of ‘parole’.”
To a multilingual speaker, the most important issue is appropriate choice of
which language to speak to whom and when (Fishman, 1965), a central ques-
tion that concerns all the studies of pragmatics, discourse and sociolinguistics.
There has been much debate over the notion of language differentiation in
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multilingual speakers. With regard to children, the issue is how and when the
child develops representations of the different languages he or she is learning,
as opposed to one undifferentiated system that combines both. With regard to
the elderly, the issue becomes whether or not the speaker can maintain appro-
priate choice of language when certain aspects of his or her language and
cognitive faculty have been impaired. Language differentiation occurs at
different levels: phonological, lexical, morphosyntactic and, of course, whole
language systems (see De Houwer, 1995; Meisel, 2004). Typically though, multi-
lingual speakers alternate between languages in their linguistic repertoire. This
is known as ‘code switching’. Code switching can occur between words, phrases,
clauses, sentences and speaker turns. It assumes the speaker’s ability to differ-
entiate languages. Studies have found that bilingual children as young as two
years can switch from one language to another in contextually sensitive ways
(e.g., Lanza, 1992).

There is increasing evidence that code switching is the norm for many
multilingual children (see Zhu & Li, 2005 for a review). In a recent study of
preschool Mirpuri-English bilingual children, Pert and Letts (2006) found not
only that every child in the sample produced utterances containing intrasen-
tential code switching, but also that over 40 percent of multi-word utterances
contained an intrasentential code switch. The Mean Lengths of Utterances for
code-switched utterances were higher than for monolingual Mirpuri or English
utterances. The code-switched utterances conformed to the grammatical con-
straints proposed in theoretical models such as the Matrix Language Frame
model (Myers-Scotton, 1993). Pert and Letts argued, on the basis of the study,
that a lack of code switching in children in this population may in fact be an
indicator of language delay or intrinsic disorder. Studies of this kind have
wide-ranging implications for speech and language therapy.

A number of studies of multilingual adult and elderly speakers have invest-
igated the pragmatics of language choice and code switching from an emo-
tional and affective perspective. It has been suggested that multilinguals often
associate different experiences with different languages. Feelings, emotions
and attitudes are therefore coded with specific language tags (Altarriba &
Soltano, 1996; Schrauf, 2000). Multilinguals have a choice as to what language
to use and thereby have the ability to select the word that most clearly cap-
tures the essence of what they are trying to communicate. Appropriate use
of language switching in therapeutic settings with bilingual and multilingual
populations has effects both on the clients’ language and communication skills
and their affective development.

9.4.2 Multilingual speakers with language and
communication impairment
Studies of bilingual and multilingual children with language and communica-

tive impairment are scarce. Paradis, Crago, Genesee, and Rice (2003, p. 14) point
out that “there is a dearth of research on bilingual children with SLI, even
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though there are many bilingual children in North America, and even world-
wide.” Of the published studies, few deal specifically with issues of pragmatics
or discourse. A sizable body of literature does exist on the development of
narrative abilities of bilingual and multilingual children, which includes sam-
ples of bilingual children with various language disorders. Gutiérrez-Clellen
(2004), for example, looked at narrative structures of Spanish-English bilingual
children with language disorders. Their stories omitted specific links between
events and lacked referential cohesion. For example, although when new
referents were first introduced appropriate noun phrases were used, sub-
sequent references were often ambiguous due to lack of cohesive devices.
However, the researcher argued that the problems were linked to the chil-
dren’s limited syntactic complexity. Indeed, the children in this particular
study were diagnosed as having SLI, and their difficulties with pragmatics
and discourse were seen to be due more to SLI than to being bilingual.

Studies of multilingual speakers with acquired language and communica-
tion disorders often include examples of the speakers’ inappropriate choice
of language. Friedland (1998), for example, found that her four Afrikaans-
English bilingual subjects with Alzheimer’s disease all had difficulties in
making addressee-appropriate language choices. This was not simply a matter
of word retrieval, but an issue of pragmatics. They knew which words to use
but often found it difficult to decide which language should be chosen. Sim-
ilarly, some bilinguals with aphasia have problems with language choice and
are unable to switch from one language to another for repairs (see ljalba,
Obler, & Chengappa, 2004 for a review).

9.5 Conclusion

As we can see from this brief review, cross-linguistic and multilingual studies
of pragmatics, discourse and sociolinguistics are still in their infancy. Very few
published studies deal with issues of language and communication impair-
ment from discourse and cross-linguistic perspectives. Nevertheless, research
in this area has the potential to challenge the received wisdom of normal com-
munication development. It also presents a challenge to professionals working
with speakers of languages other than English or multilingual speakers. There
is an urgent need for more sophisticated assessment of communicative com-
petence that takes into account cultural and linguistic diversity. Such assessment
clearly needs to be based on sound research. It is hoped that more cross-
linguistic and multilingual studies will become available in the next decade.
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10 Chomskyan Syntactic
Theory and Language
Disorders

HARALD CLAHSEN

10.1 Introduction

Chomsky’s theory of generative grammar regards human language as a cogni-
tive system that is represented in a speaker’s mind/brain with a grammar as
its core element. The theory has seen substantial revisions over time (Chomsky,
1957, 1965, 1981, 1995, 2000), and several researchers have employed concepts
and notions from different versions of Chomskyan theory in their studies of
language impairments. The aim of this chapter is to present an overview of
some prominent generative accounts of language impairments. Relevant con-
cepts and notions from Chomskyan theory will be briefly mentioned, but for
more detailed background information, the reader is referred to one of the
many introductions to Chomskyan syntax (see e.g. Haegeman, 1991; Radford,
2004).

Why should anybody who wants to study language impairments in chil-
dren or adults care about linguistic theory, more specifically, about Chomskyan
generative syntax? One obvious reason is that linguistic theory provides the
descriptive tools for analyzing the object of inquiry, i.e. language, and that
employing these tools will lead to descriptively more precise characterizations
of language disorders. A case in point comes from the study of Williams syn-
drome (WS), a genetically determined disorder with general cognitive deficits
and a relative strength in language. Until recently linguistic studies of WS
were not available, and the language of people with WS was characterized
in intuitive terms, as, for example, “verbose” (Udwin & Yule 1990), exibiting
“morphosyntactic difficulties” (Thal, Bates, & Bellugi, 1989), and showing an
“unusual semantic organization” (Bellugi, Wang, & Jernigan, 1994). This has
changed in the last few years as research on WS has adopted a linguistically
more informed approach and produced detailed profiles of linguistic strengths
and weaknesses of people with WS across a range of languages; see, for
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example, Clahsen and Almazan (2001, pp. 746ff.) for WS in English, and the
contributions in Bartke and Siegmdiller (2004) for WS in other languages.

Another potential advantage of a linguistic approach to language disorders
is that it introduces a new way of looking at impaired language which is not
readily available from traditional clinical taxonomies. This is particularly true
for Chomskyan theory, which regards the human language faculty as a modular
cognitive system that is said to be autonomous of non-linguistic cognitive sys-
tems such as vision, hearing, reasoning, or memory. The core of the human
language faculty is a mental grammar which is broken down into various
components (lexicon, phonology, morphology, syntax). This view of human
language makes it possible to investigate language impairments as selective
within-language deficits. In the past, most generative studies of language dis-
orders have dealt with aphasia and Specific Language Impairment (SLI), i.e.
with relatively pure language impairments in which other cognitive systems
appear to remain intact. More recently, however, several researchers have
begun to investigate a wider range of acquired and developmental disorders
from this perspective, including Williams syndrome (Clahsen & Almazan, 1998)
and Down’s syndrome (Ring & Clahsen, 2005).

This chapter will focus on production studies of agrammatic aphasia and
SLL In addition, I will briefly outline how the study of broader cognitive
impairments, in this case Down’s syndrome, may benefit from a generative
perspective.

10.2 Agrammatic Aphasia

Agrammatism in aphasia has traditionally been defined as a disorder of lan-
guage production which mainly affects function words, i.e. bound grammatical
morphemes (e.g. inflectional affixes) and free-standing functional morphemes
(auxiliaries, determiners, etc.), while content words, the major lexical categor-
ies (nouns, verbs, adjectives) remain intact. Agrammatic production is often
characterized as ‘telegraphic speech’ consisting mainly of content words and
frequent omissions of grammatically required bound and free functional mor-
phemes (boy kiss girl); see, for example, Goodglass (1968), Marshall (1986),
Leuninger (1989), and Jarema (1998). However, much research has shown that
agrammatic patients also have specific comprehension problems, for example
in sentences in which functional grammatical morphemes are critical for
interpretation.

Several researchers have made attempts to characterize agrammatic pro-
duction in terms of Chomskyan theory. The earliest account comes from
Kean (1979), who relied on Chomsky and Halle’s (1968) model of generative
phonology and proposed an underlying deficit at the level of phonological
representation for agrammatism. Kean highlighted the fact that agrammatism
affects both bound morphemes, e.g. inflectional affixes, and free-standing func-
tional morphemes, e.g. auxiliaries and determiners, and that in semantic and
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syntactic terms the elements that are omitted in agrammatic production are
rather heterogeneous and difficult to characterize. What they all share, how-
ever, is that they are phonological clitics in terms of Chomsky and Halle’s
theory. The basic distinction Kean employs is between phonological words,
i.e. units relevant for word-stress assignment, and phonological clitics, that are
irrelevant for stress assignment. For example, the word kissing is represented
as [#[#kiss#] ing#] with the phonological word, but not the phonological clitic
(ing#), being marked by boundary symbols on the left and on the right edge
(#kiss#), thereby identifying a domain for stress assignment. According to
Kean, this level of representation provides for a straightforward distinction
between elements that remain intact in agrammatism (phonological words)
and those that are affected (phonological clitics).

10.2.1 Feature and trace deletion

A well-known syntactic account of agrammatism comes from Grodzinsky
(1990), who adopted Chomsky’s (1981) Government and Binding (GB) Theory.
Grodzinsky proposed separate accounts for production and comprehension in
agrammatism.

With respect to agrammatic comprehension, Grodzinsky focused on diffi-
culties agrammatic patients experience in the comprehension of passive sen-
tences and other constructions which according to Chomsky (1981) involve
syntactic movement. Consider, for example, passive sentences such as The fish
is eaten by the man in which the passive participle eaten cannot assign objective
case to its internal argument (the fish), resulting in movement of this argument
to the subject position where it can be assigned nominative case. Object-to-
subject movement is said to leave behind a phonologically silent copy of
the object (trace) that is coindexed with the moved object and is assigned a
thematic role by the verb ([The fish]; is eaten [t]; by the man). Grodzinsky (1990)
found that agrammatic patients have difficulty comprehending passive
sentences and other constructions involving movement traces but not corre-
sponding simple active sentences that do not involve syntactic movement.
Consequently, he argued that agrammatic patients construct syntactic repre-
sentations for comprehension that do not contain any movement traces, the
so-called Trace-Deletion Hypothesis. Although this accounts for the agram-
matics’ comprehension difficulties with passives and other syntactic phe-
nomena involving traces, the Trace-Deletion Hypothesis has been subject to
much criticism, and generative accounts of agrammatic comprehension have
been much refined in recent years (see, e.g., Hickok & Avrutin, 1995; Beretta &
Munn, 1998; Grodzinsky, 2000).

With respect to agrammatic production, Grodzinsky’s (1990) idea was that
the specific values of the features associated with functional categories are lost
or deleted in agrammatism. This Feature-Deletion Hypothesis was presented
in terms of Chomsky (1981), in which functional categories need to be speci-
fied for a set of abstract grammatical features. The functional category INFL,
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for example, is specified for features such as Tense ([PresTns] or [PastTns]),
which determine the temporal value of the sentence. The functional category
D(eterminer), on the other hand, which requires a nominal complement, is
associated with features such as number, gender, definiteness. Grodzinsky
claimed that although categories such as INFL or D are present in agrammatism,
their internal features are deleted. Consider, as an illustration, the syntactic
representation of the sentence The boy kissed the girl in normal standard English
(1la) and in agrammatic English (1b).

(1a) P
; P/\
DAN IA

N
[+def] boy [+past] V

| A
|

The kiss
[+def] girl

the
(b) P
; P/\
DAN IA

[odef] boy [atns] V

LN
/\

kiss

[odef] girl

Grodzinsky (1990, p. 56) argued that the crucial property of (1b) is that the
internal feature specifications of the two functional categories D and INFL
are left unspecified with respect to definiteness and tense. As a consequence,
English-speaking agrammatics leave the functional category slots empty, which
results in telegraphic sentences such as boy kiss girl.
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One problem for this account is that much research on agrammatic pro-
duction has indicated that not all functional elements are equally affected.
For example, complementizers are comparatively well retained (e.g., Goodglass,
1976; Menn & Obler, 1990), and regular noun plurals present less difficulty
than possessive marking in English-speaking aphasics (Gleason, 1978), even
though in phonological terms it is the same segment (-s). Moreover, a series
of studies across a range of languages have produced evidence that tense
marking is more impaired than subject-verb agreement in agrammatic pro-
duction (e.g. Friedmann & Grodzinsky, 1997, 2000; Benedet, Christiansen, &
Goodglass, 1998; Kolk, 2000; Wenzlaff & Clahsen, 2004). Friedmann and
Grodzinsky (1997), for example, testing Hebrew- and Arabic-speaking subjects
on sentence repetition and oral sentence completion tasks, found that subject—
verb agreement was almost intact with error rates of less than 10 percent,
whereas tense marking was severely impaired. Similar contrasts were found
for English, German, Spanish, and Dutch. These findings are challenging for
an account in which all functional categories (Grodzinsky, 1990) are said to
be affected. In Chomsky (1981) both tense-marked verb forms and subject—
verb agreement forms involve the specification of grammatical features of
the functional element INFL, and hence according to Grodzinsky (1990) should
both be affected in agrammatic production. The same is true for Ouhalla’s (1993)
proposal that in agrammatic speech, functional categories are completely miss-
ing. If this were correct, then the contrasts mentioned above, for example,
between tense-marking and subject-verb agreement marking would be left
unexplained. Likewise, in Chomsky and Halle (1968) both the past-tense -ed
and the 3rd sg. affix -s are phonological clitics, and should therefore be equally
affected if Kean’s (1979) idea was correct that phonological clitics are impaired
in agrammatic production. This prediction does not seem to hold, however,
as the results mentioned above indicate. In short, the problem with these
early generative accounts is that they fail to explain the subtle dissociations
seen in agrammatic speech.

10.2.2 Tree-pruning

Several researchers have employed the hierarchy of functional projections pos-
ited in GB-theory to account for agrammatic production deficits (Hagiwara,
1995; Friedmann & Grodzinsky, 1997, 2000; Lee, 2003). Here our focus will be
on the so-called Tree-Pruning Hypothesis (TPH; Friedmann & Grodzinsky,
1997, 2000) which explains the structural selectivity of the agrammatic produc-
tion deficit in terms of Pollock’s (1989) split-INFL hypothesis, according to
which the category INFL is split into the functional categories TP (Tense Phrase)
and AgrP (Agreement Phrase), with the former located above the latter.

Given this framework, the Tree-Pruning Hypothesis claims that in agram-
matism any syntactic node from TP upwards becomes unavailable (pruned, in
their terms), yielding phrase-structure representations without TP or any other
functional category above TP, as illustrated in (2).
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@) CP

Spec %

\% XpP

This account does not only explain why subject—verb agreement is preserved
(since AgrP is lower than TP) whereas tense marking is impaired in agrammatic
production; the TPH also predicts impairments in the production of wh-
questions, embedded clauses and other CP-related phenomena in agrammatism,
due to the unavailability of the CP-layer. Friedmann (2001) presents some evid-
ence for this prediction from a series of repetition and elicited production
tasks with 14 agrammatic patients, in which she found that the patients had
difficulty repeating or producing sentences containing embedded complement
clauses, object-relative clauses, and wh-questions, while at the same time they
had no difficulty repeating or producing sentences with untensed complements
(e.g. John saw the woman dance) and yes-no questions (without subject-verb
inversion). Friedmann points out that these contrasts are compatible with the
TPH, as the impaired phenomena all involve the CP-domain (which is unavail-
able for agrammatic production), and the non-impaired ones do not.

The TPH has been criticized, however, both from a theoretical perspective
and on empirical grounds. Tree-pruning presupposes AgrP and TP as separate
functional categories, as well as a fixed hierarchy of functional categories for
CP-TP-AgrP-VP. Chomsky (2000), however, has pointed out that agreement
and tense are fundamentally different syntactic concepts, with tense being an
interpretable feature of the syntactic category T, and agreement not forming a
functional category of its own. Instead, Agree is conceived of as an operation
that establishes a structural relationship between, for example, the person and
number features of a clausal subject and the corresponding uninterpretable
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features of a finite verb, which are checked by T. Thus, if T is pruned in the
agrammatic phrase-structure tree (which according to the TPH accounts for
impaired tense marking), Agree should not be able to operate because the host
for a verb’s person and number features (T) has been deleted. This means that
an impairment of tense should co-occur with impairments in agreement, thus
making it hard for the TPH to explain the observed selective impairment in
tense marking.

On an empirical level, the TPH predicts that impairments in tense should
coincide with impairments of CP-related phenomena. Friedmann and
Grodzinsky (2000, p. 93) explicitly state that “nodes above TP do not exist in
agrammatic representation”. Likewise, Hagiwara (1995) predicts that there must
not be any patient who can handle the elements in C(omp) but not those in
T. Wenzlaff and Clahsen (2004, 2005) investigated a group of seven German-
speaking agrammatic patients with respect to these predictions examining
(among other phenomena) tense marking and the so-called verb-second
constraint, which requires German main clauses to have a finite verb in CP.
Verb-second in adverb-initial sentences such as those tested by Wenzlaff and
Clahsen (2005) is clearly CP-related as it involves finite verb raising to C(omp)
into a structural domain (CP) that is definitely higher than TP. And yet, in
sentence-completion tasks, the patients had overall low accuracy scores for
tense marking and all but one patient showed chance-level performance, while
for verb-second the opposite pattern was found, i.e. overall high accuracy
levels, and all but one patient performed significantly above chance level
(see Wenzlaff & Clahsen, 2005, pp. 40-1). These results indicate that (contrary
to what the TPH predicts) tense deficits in agrammatism are not linked to
impairments with the verb-second constraint; see also Penke (1998, 2000)
for converging evidence that verb-second is largely preserved in German-
speaking agrammatics.

10.2.3 Underspecification of T/INFL

Wenzlaff and Clahsen (2004, 2005) proposed an interpretation of agrammatism
in terms of Chomsky’s (1995) Minimalist Program, claiming that in agram-
matism the syntactic category T/INFL is unspecified for tense, with other
features unimpaired. This account adopts the distinction between interpret-
able features, i.e., features relevant for semantic interpretation, and non-inter-
pretable ones that are irrelevant for interpretation. According to Chomsky
(1995), non-interpretable features must be checked and deleted in the course
of the derivation, while interpretable features need not enter into checking
relations. Wenzlaff and Clahsen’s (2004, 2005) account rests on two crucial
assumptions, (1) that T/INFL contains uninterpretable agreement features along
with interpretable tense and mood features, and (2) that among the interpret-
able features of T/INFL, mood distinctions (between realis and irrealis forms)
are primary and tense distinctions (between past and non-past forms) second-
ary, as illustrated in (3).
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(3) T/INFL
[+interpretable] [-interpretable]
[+Irrealis] [Irrealis] agreement features of V
| |
[£Past] [+ Past]

T/INFL is the host of verb finiteness features and as such contains not only
agreement and tense, but also mood features, which distinguish between indic-
ative ([Irrealis]) and subjunctive or conditional ([+Irrealis]) finite verb forms.
Mood and tense features are interpretable whereas agreement features of verbs
are non-interpretable, i.e. irrelevant for the semantic interpretation of verbs.
Within the interpretable features, mood distinctions are taken to be more basic
than tense oppositions; mood marking is more common across languages than
tense marking, and acquired earlier by children. Given these assumptions, the
Tense Underspecification Hypothesis claims that agreement features and mood
distinctions are maintained, while the secondary distinction between [+Past]
and [-Past] is lost.

The empirical evidence for this account comes from a series of experiments
investigating a group of seven German-speaking agrammatic patients with
respect to subject-verb agreement and tense and mood marking. Wenzlaff and
Clahsen examined these phenomena in sentence-completion tasks (to test for
production deficits) as well as in grammaticality judgment tasks to determine
which agrammatic symptoms extend to other modalities. It was found that all
aphasic patients performed at high accuracy levels for mood and agreement
in the sentence-completion and the grammaticality judgment tasks. By contrast,
tense was impaired in the aphasic patients, and in both tasks. These results are
consistent with the notion of an underspecification of T/INFL in agrammatism.
Moreover, the finding that the grammaticality judgment and the sentence-
completion tasks yielded parallel results and that no significant task effects
were found indicates that T/INFL underspecification is a central representa-
tional deficit in agrammatism which can be seen not only in production, but
also in other modalities; see Burchert, Swoboda-Moll, and De Bleser (2005)
and Varlokosta, Valeonti, Kakavoulia, Lazaridou, and Economou (2005) for re-
cent extensions of the T/INFL underspecification account.

10.3 Specific Language Impairment

SLI is defined as a delay or a disorder of the normal acquisition of grammar in
the absence of neurological trauma, cognitive impairment, psycho-emotional
disturbance, or motor-articulatory disorders (see Leonard, 1998; Levy & Kavé,
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1999; Clahsen, 1999 for review). Several researchers have employed concepts
and notions from Chomskyan theory in their attempts to characterize the mor-
phosyntax of individuals with SLI and how it differs from that of typically
developing children. Some accounts have posited relatively broad impairments
in the underlying syntactic representations of SLI individuals to capture the
kinds of difficulties they experience in morphosyntax. Other accounts have
attempted to identify specific linguistic markers of SLI rather than providing
a complete grammatical characterization.

One of the earliest accounts of SLI that posited a relatively broad syntactic
deficit (Clahsen, 1989, 1991) claimed that the Control-Agreement Principle
(Gazdar, Klein, Pullum, & Sag, 1985) is impaired in the grammars of indi-
viduals with SLI. In Gazdar and colleagues’ theory, this principle is respons-
ible for matching grammatical features of different syntactic categories within
a sentence, as required for subject-verb or object-verb agreement, gender
and number concord, structural case marking, and other kinds of syntactic
dependencies. Another idea was that the system of functional categories (CP,
IP, DP, etc.) is particularly vulnerable in these individuals (Eyer & Leonard,
1995; Guilfoyle, Allen, & Moss, 1991; Leonard, 1995, 1998). The third account of
that ilk is van der Lely and colleagues’ Representational Deficit for Depend-
ent Relations (RDDR) hypothesis, which claims that individuals with SLI
have “a deficit with building non-elementary complex syntactic dependencies
between constituents” (van der Lely & Stollwerck, 1997, p. 283). What is
common to these approaches is that they all posit relatively broad syntactic
impairments.

Challenging for these kinds of accounts are findings indicating selective
rather than broad impairments/delays in SLI grammars. Consider, for exam-
ple, results from a recent study of structural case marking (Eisenbeiss, Bartke,
& Clahsen, 2006), which examined large samples of production data from five
German-speaking children with SLI and five control children who were matched
to the children with SLI on the basis of their MLU (mean length of utterance).
It was found that both the control and the children with SLI achieved high
accuracy scores for all kinds of structural case marking, i.e. for nominative
subjects, for accusatives on direct objects and complements of prepositions,
and for datives on indirect objects, and that they overgeneralized structural
case markers to exceptions, i.e. when lexical case marking was required in
the adult language. For subject-verb agreement marking, on the other hand, the
same children with SLI (with the exception of one child who was not available
for the earlier study) performed considerably worse, with low accuracy scores
relative to their MLU scores (Rothweiler & Clahsen, 1994). Structural selectiv-
ity of this kind is hard to explain by any of the three syntactic deficit accounts
mentioned above, as in terms of Chomsky (1981) both case and agreement
involve functional categories and a ‘syntactic dependency’ between grammat-
ical features (feature checking/valuing). Thus, if any of these mechanisms
were affected in SLI, we should see impairments for both structural case
marking and agreement.
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Another family of accounts of SLI has aimed at identifying linguistic markers
of SLI, i.e. those aspects of the linguistic system that are most consistently
affected across different individuals, different age groups and different lan-
guages. Several researchers working from this perspective have relied on
Chomskyan theory. The following will provide a brief overview of these
accounts with a focus on tense, agreement, and case marking in SLI.

10.3.1 Optional tense

The most widely known proposal of this kind is the Extended Optional Infini-
tive (EOI) hypothesis of Rice, Wexler and collaborators. The initial version
of the EOI hypothesis (Rice, Wexler, & Cleave, 1995; Rice & Wexler, 1996) claimed
that the functional category T(ense) is not obligatory in SLI children’s gram-
mars and that difficulties with tense marking constitute “a clinical marker” for
SLI. Rice, Wexler and Cleave (1995) found, for example, that English-speaking
children with SLI omitted, in obligatory contexts, 70 percent of the 3rd sg. -s
forms and 78 percent of the past tense -ed forms — significantly more than non-
impaired controls did. They also reported that the finite verb forms of BE and
DO produced by the children with SLI were most often correctly inflected.
In addition, the children with SLI did not use non-finite forms of auxiliaries
when finite forms were required; for example, they did not produce sentences
such as He be sleeping. The same pattern of errors was seen for past-tense
forms, i.e., if the children used a past-tense form, it appeared in a past-tense
context. Rice and colleagues noted that the common property of the 3rd sg. -s
and the past-tense -ed is that they encode tense, and that they appear to be
equally problematic for children with SLI. Their idea that T is optional in SLI
children’s grammars accounts for the fact that the children alternate between
using bare verb stems and tense-marked verb forms in obligatory contexts for
finite verbs, and that if a tense-marked form is used, it is correctly inflected. In
more recent work, Rice (2003) presented analyses of longitudinal data show-
ing a selective delay of the development of tense markers in children with SLI
compared with unimpaired children. Rice showed that although other gram-
matical morphemes, e.g. the plural -s in English, develop within normal limits,
children with SLI start using tense markers at a later age than unimpaired
children, and even after several years do not achieve the same high accuracy
scores as unimpaired children.

Although the idea that T is optional in the SLI grammar accounts for the
pattern of results found in the children with SLI studied by Rice and col-
leagues, it does not seem to hold cross-linguistically. For languages such as
German and Greek in which (unlike in English) tense and agreement marking
can be clearly distinguished, tense marking was found to be almost error-free
in children with SLI, whereas the same children showed significantly lower
accuracy scores for subject-verb agreement (Clahsen, Bartke, & Gollner, 1997;
Clahsen & Dalalakis, 1999). Moreover, these studies reported a fair number
of true agreement errors in children with SLI, which according to the EOI
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hypothesis should be non-existent. There are even English SLI data which are
problematic for the original version of the EOI hypothesis. Given that nomina-
tive subject case is assigned by Agr(eement) in English, the EOI hypothesis pre-
dicts that children with SLI should not produce any subject case errors, as
agreement was said to be unimpaired. However, as shown in several studies,
English-speaking preschool children with SLI do in fact produce many non-
nominative subjects (Leonard, 1995; Loeb & Leonard, 1991; Schiitze, 1997). In
response to these challenges, the original version of the EOI hypothesis has
been revised. The current version (Wexler, Schiitze, & Rice, 1998; Wexler, 2003)
claims that both tense and agreement are selectively delayed in SLI.

10.3.2 The Agreement/Tense Omission model

In order to explain that both tense and agreement are affected in SLI, this
account draws on the assumption that the functional categories Agr and T
both contain a D-feature that needs to be checked against the D-feature of the
subject-DP to satisfy the Extended Projection Principle (Chomsky, 1995). Wexler
(1998, 2003) claimed that the grammars of typically developing children (when
they are in the ‘optional-infinitive stage’) are subject to a developmental con-
straint, the so-called Unique Checking Constraint (UCC), according to which
formal features can only be checked once. UCC prevents a D-feature on the
subject-DP from checking more than one D-feature on functional categories,
thus forcing either Agr or T to be omitted.

Wexler, Schiitze, and Rice (1998) and Wexler (2003) proposed a two-factor
account according to which children with SLI sometimes leave T/Agr un-
specified. This account allows for four options:

full specification of tense and agreement,
underspecified tense and agreement,
underspecified tense only,
underspecified agreement only.

= W N =

Wexler and colleagues argue that these possibilities can all be found in data
from English-speaking children with SLI. Option 1 underlies instances in which
children get subject case, tense and agreement marking right and produce
adult-like utterances. Sentences in which neither T nor Agr is specified (i.e.,
option 2) may have a null subject or a subject in the default (objective) case
and a bare verb stem, e.g. (him) fall down. Option 3, when Agr is specified and T
is unspecified, covers cases of correct nominative subject case and uninflected
bare verb forms, such as *he bite me. Finally, option 4, unspecified Agr and
specified T, is for incorrect non-nominative subjects in sentences with tense-
marked verbs, e.g. *me falled in grave. In this way, Wexler, Schiitze, & Rice
(1998) capture the optional occurrence of finite and non-finite verb forms and
of nominative and non-nominative subjects in the speech of English-speaking
preschool children with SLI.
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One problem with the Agreement/Tense Omission model is that it does
not explain the distribution of case and finiteness markings in older English-
speaking subjects with SLI. Clahsen, Bartke, and Gollner (1997) found that the
group of 10- to 13-year-old children with SLI they studied had 100 percent cor-
rect nominative case marking, and past tense marking correctness scores of
around 80%, but chance-level scores for the 3rd sg. -s. To derive the correct
case marking from Wexler and colleagues’ typology, one would have to say
that, for these children with SLI, Agr is always specified. If this is the case,
however, then the low correctness scores of the 3rd sg. -s remain unexplained.
Moreover, if Agr was tied up with nominative case, as argued by Wexler et al.,
one would expect to find more instances of non-nominative subjects in sen-
tences in which T is present but Agr is not than in sentences with the reverse
distribution. Schiitze and Wexler (1996) reported data from unimpaired chil-
dren in which this contrast did in fact hold. In the SLI data, however, there
is no such contrast. Clahsen, Bartke, and Gollner (1997) found that the children
with SLI did not produce any non-nominative subject, even in the 311 sen-
tences that contained a verb form that was specified for tense but not for
agreement. The lack of non-nominative subjects in sentences with past-tense
verb forms (*me falled in grave) in these data is not what one would expect from
the typology of Wexler and colleagues.

10.3.3 The agreement-deficit account

The idea of a grammatical agreement deficit in SLI has been couched in terms
of Chomsky’s (1995) theory of formal features (Clahsen, Bartke, & Gollner,
1997). Recall that Chomsky distinguishes interpretable features, i.e., features
relevant for semantic interpretation, from non-interpretable ones that are
irrelevant for interpretation. Agreement features of verbs (and adjectives) form
a natural class in Chomsky’s system of formal features in that they are non-
interpretable and need to be checked off in the course of the derivation.
The agreement-deficit hypothesis claims that these features are specifically
affected in SLI. This account is not meant to provide a complete characteriza-
tion of the language problems of people with SLI. Clearly, several linguistic
phenomena which have been observed to cause difficulty for subjects with
SLI fall outside of what is covered by an impairment of agreement, for exam-
ple impaired comprehension of reversible passive sentences and reflexive
anaphors (van der Lely, 1996; van der Lely & Stollwerck, 1997), difficulties with
tense marking (Rice, Wexler, & Cleave, 1995), and other functional elements
(Leonard, 1998).

The agreement-deficit account has received empirical support from a range
of SLI data indicating that subject-verb agreement causes difficulty for people
with SLI across different languages and different age groups, and even for
children for whom tense marking functions normally (see Clahsen & Dalalakis,
1999 for review). On the other hand, the reverse pattern, i.e. impaired tense
marking and intact subject-verb agreement marking, does not seem to exist
in SLI. Moreover, structural case marking for direct and indirect objects, a
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phenomenon outside the domain of agreement features of verbs (and adjec-
tives), was found to be unimpaired in SLI (Eisenbeiss, Bartke, & Clahsen,
2006).

Chomsky (1995) distinguishes between two separate components of the
language faculty, a lexicon of stored entries and a computational system of com-
binatorial operations and principles to form larger linguistic expressions. Given
this distinction one may think of two possible sources for the problems that
people with SLI have with grammatical agreement. The first possibility would
be an impairment of the computational system such that agreement features
would be supplied from the lexicon, but not be properly checked, because the
particular computational mechanism that normally checks agreement features
is missing from the SLI grammar. The effect of this would be that agreement
features of verbs cannot be deleted in the course of the derivation and have
to be ignored for the purposes of interpretation. Consequently, a child with SLI
would be free to use any person and number form of a given verb, yielding
many agreement errors. This, however, is not what we typically find in SLI
data. Even though children with SLI do indeed produce agreement errors (see,
e.g., Clahsen, Bartke, & Gollner, 1997), it is true that most of the occurring
finite verb forms are correctly marked for agreement and that verbs which do
carry an agreement inflection have a subject with correctly matching person
and number features; this suggests that abstract (computational) knowledge of
agreement is unlikely to be missing completely.

Another possibility is that an impairment of agreement affects the lexicon.
Effects of this can be seen most clearly in languages with rich agreement
paradigms. For SLI in Greek, for example, Clahsen and Dalalakis (1999) found
that 2nd sg. and 2nd pl. contexts accounted for most of the agreement errors,
whereas for other combinations of person and number features (e.g. in 1st sg.,
1st pl., and 3rd pl. contexts) correctness scores were much higher (80 to 90
percent). For SLI in German, several studies have shown particularly low
accuracy scores and many errors in cases in which the 2nd person singular
suffix -st is required in the adult language (Rothweiler & Clahsen, 1994; Bartke,
1998). For Italian, Leonard, Bertolini, Caselli, McGregor, & Sabbadini (1992)
found that with respect to 3rd pl. subject-verb agreement suffixes, the mean
percentage of correct usage in obligatory contexts was significantly lower for
children with SLI than for MLU controls (49.9% vs. 82.3%), whereas for 3rd sg.
forms children with SLI achieved the same high correctness score (92.7%) as
the MLU controls. For Hebrew-speaking children with SLI, Dromi, Leonard,
Adam, and Zadunaisky-Ehrlich (1999) reported significantly more agreement
errors for children with SLI than for MLU-matched unimpaired children in
one verb class (binyan), whereas in the three other binyanim they studied,
children with SLI achieved similar correctness scores to MLU-matched con-
trols. These findings suggest that agreement is not completely absent in
SLI, but that the adult agreement paradigm seems to be incomplete, with
problems focusing on particular forms or verb classes. These cases are likely
to be the result of incomplete acquisition of the morphological paradigm of
subject-verb agreement. The consequences of that are that agreement features
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are not always fully specified on verbs taken from the lexicon, and that a child
with SLI may produce non-finite (default) forms or incorrect agreement mark-
ings when a verb is taken from the lexicon without any agreement features or
with an incomplete feature set.

104 Down’s Syndrome

Concepts from Chomskyan theory have recently also been applied to develop-
mental disorders such as Down’s syndrome and Williams syndrome, in which
language impairments coincide with more general cognitive delays and defi-
cits (see, e.g., Clahsen & Almazan, 1998; Perovic, 2004; Ring & Clahsen, 2005).
Here our focus is on Down’s syndrome.

Down’s syndrome (DS) is a congenital neurodevelopmental disorder result-
ing from the triplication of (part of) chromosome 21, with an approximate
incidence of 1 in 800 live births (Lubec, 2002). Several previous studies have
indicated that language abilities are relatively more impaired than other areas
of cognition in this population (Fowler, Gelman, & Gleitman, 1994; Miller,
1996; Mervis & Bertrand, 1997; Tager-Flusberg, 1999; Clibbens, 2001), and that
within the language system, morphosyntax is more impaired than other lin-
guistic domains (see Miller, 1988; Fabretti, Pizzuto, Vicari, & Volterra, 1997;
Schaner-Wolles, 2004). Several studies have also reported asynchronous pat-
terns of linguistic development in DS, for example enhanced levels of lexical
skill relative to reduced levels of morphosyntax (Miller, 1988, Chapman,
Schwarz, & Kay-Raining Bird, 1991; Kernan & Sabsay, 1996; Vicari, Caselli, &
Tonucci, 2000, among others). Moreover, there are studies of DS that dis-
covered patterns of morphosyntactic skill that are qualitatively different from
those observed in normally developing children (Fabretti, Pizzuto, Vicari, &
Volterra, 1997). Taken together, these results suggest the possibility of within-
language impairments in people with DS.

Two recent studies have employed Chomskyan theory to characterize lan-
guage impairments in DS. Perovic (2004) was the first to report an unusual
pattern of performance in the comprehension of anaphoric pronouns in four
English-speaking adolescents with DS. She found (near) perfect accuracy scores
in sentences with non-reflexive pronouns and reduced accuracy scores of
around 60 percent in sentences with reflexives for her participants with DS,
which led her to suggest “a specific syntactic deficit” in DS.

Ring and Clahsen (2005) presented results from a somewhat larger study
investigating anaphoric binding and passivization in eight adolescents diag-
nosed with DS and, for control purposes, groups of 5-, 6-, and 7-year-old
children whose chronological ages were matched to the mental ages of the
impaired participants but who had no known learning impairments. For
anaphoric binding, Ring and Clahsen replicated Perovic’s results showing
that for reflexive pronouns the participants with DS performed significantly
worse than the controls, whereas on non-reflexive pronouns they achieved the
same high accuracy scores as the controls. With respect to active and passive



Chomskyan Syntactic Theory and Language Disorders 179

sentences, Ring and Clahsen found that the DS participants” accuracy scores
for actives were significantly higher than for passives, and that the parti-
cipants with DS gave significantly more reversal responses than the controls,
i.e., they incorrectly took the first NP they heard as the agent argument.

Ring and Clahsen (2005) offered a syntactic interpretation of these findings,
adopting accounts of binding and passivization from Chomskyan syntax. Spe-
cifically, they followed Reuland (2001), who showed that the binding prop-
erties of reflexive pronouns follow from independently needed conditions on
A-chains, as both the reflexive and the antecedent are in argument positions
and share the same syntactic features, and the antecedent c-commands the
reflexive, whereas the interpretation of non-reflexive pronouns is determined
by semantic principles. Moreover, A-chain formation is also involved in the
derivation of passive sentences, in order to syntactically link the nominal
expression in subject position to its underlying object position. Ring and Clahsen
claim that A-chain formation is impaired in DS, which not only accounts for
difficulties in interpreting sentences with reflexives but also for the relatively
low accuracy scores in comprehending passive sentences.

Clearly, research on developmental disorders has only fairly recently begun
to employ notions and concepts from linguistic theory, and more empirical
studies are required before any strong conclusions can be drawn. The two studies
mentioned on DS, for example, raise several questions, which have to be left to
future research. Does the impairment affect other syntactic constructions that
involve A-chains, e.g. raising constructions (John seems to be a nice guy), to
infinitives (John is believed to be a nice guy), or unaccusatives (The book arrived
yesterday)? Does the impairment extend to other syntactic dependencies, e.g.
A’-chains, as required for wh-questions or relative clauses? Are the difficulties
with passives and reflexives that people with DS experience more readily
explicable in terms of broader (non-linguistic) deficits? Although these questions
have to be left open, the studies mentioned above illustrate that a Chomskyan
perspective can be helpful in characterizing language impairments, even in
people who have other known impairments outside the domain of language.
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11 Formulaic Sequences and
Language Disorder

ALISON WRAY

11.1 Introduction

The term ‘formulaic sequence” was coined to refer to a wide range of subtypes
of multi-word strings that “[are] or appear . . . to be, prefabricated: that is, stored
and retrieved whole from memory at the time of use, rather than being subject
to generation or analysis by the language grammar” (Wray, 2002b, p. 9). Formu-
laic sequences have long been recognized as a feature of language disorders.
Early clinicians remarked on their resilience in aphasia, where they often remain
when other linguistic capabilities have been lost. However, they occur in a
number of other conditions too. Only by putting all the different manifesta-
tions together, and locating them within the nature of normal communication
practice, can we see the whole picture. It is for theoretical models to explain
how and why certain word strings should have the status of ‘formulaic” when
others do not, and why different subtypes are found in different language
disorders.

In clinical linguistics, as in second language acquisition research, identifying
formulaic sequences is assisted by the contrast between normal (or native-like)
language and abnormal (or non-native-like) language. Nevertheless, identifica-
tion is by no means uncontroversial, even with a chosen definition (Wray,
2002b, chs. 2-3), and one major reason is that the vast majority of formulaic
sequences are not fully fixed. Any sequence that contains a finite verb will be
able to take paradigmatic morphological variation, but lexical variation is also
common, whether highly constrained (e.g. I haven’t (got) the faintest/foggiest/
slightest idea) or potentially infinite, as with the X-er the Y-er. Such variation
must be accommodated naturally within a plausible theoretical model.

The amount and nature of variation in formulaic sequences appears to be a
variable in the clinical domain, indicative of progress in autism, and of deter-
ioration in Alzheimer’s disease. Overall the occurrence of formulaicity in dis-
ordered language is probably best viewed as an extreme manifestation of what
happens in normal usage. However, it is necessary also to consider the range
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of ways in which extraordinary needs might trigger extraordinary strategies in
linguistic processing, resulting in new forms or functions for formulaic material.

11.2 Formulaic Sequences in Aphasia

Accounts of islands of complex language in dysfluent aphasia date back several
centuries. An individual only otherwise capable of yes and no might retain:
deliberately memorized material such as prayers, chants, Bible verses, nursery
rhymes, or song lyrics; lists such as the numbers to ten, the start of the alphabet,
the days of the week; some sentence-initial phrases; swearwords; and speech
formulas such as greetings (Benton & Joynt, 1960; Van Lancker Sidtis, 2004).
Idiosyncratic expressions are also common (Critchley, 1970), including repeated
nonsense strings (Code, 1994). The material within the items cannot be used
creatively, only reproduced verbatim.

Broca’s and transcortical sensory aphasias are particularly characterized by
formulae, which can sometimes be so effectively deployed as to disguise the
extent of the linguistic deficit (Van Lancker Sidtis, 2004). However, formulaic
sequences appear in most forms of aphasia to some degree (Code, 1982) and it
has been hypothesized that part-fixed formulaic frames could underlie some
fluent aphasic output (Wray, 2002b, pp. 221-4).

Most commentators assume that the multi-word strings retained in aphasia
are retrieved whole from memory, so that their intact form is achieved with-
out the temporary restoration of impaired linguistic abilities. However, access
to the lexical store is not sufficient explanation on its own: something is deter-
mining why this handful of internally complex lexical items is available when
most single words and the vast majority of formulaic sequences are not. Func-
tion is the preferred explanation — that is, the surviving formulaic sequences
play a role in supporting interaction and the needs of the speaker. A function-
based account does not in itself predict multi-word strings, just the retention
of the ability to express key interactional messages. However, since complete
messages tend to have a form more than one word long, it follows that there
will be a disproportionate retention of multi-word strings.

The functional role of an expression in aphasia may not always be the same
as in normal usage, with pro-forms or idiosyncratic ‘fillers” often carrying a
range of meanings (see Wray, 2002b, pp. 230-1 for a review). Sometimes there
may appear to be no intention behind formulaic sequences at all — one reason
why Hughlings Jackson (1958b) termed them ‘non-propositional” (but see Wray,
2002b, pp. 238ff. for problems with this term). Formal tests, particularly, often
underestimate linguistic ability in aphasia (see discussion below), and do not
pick up improvements in communication over time (Edwards & Knott, 1994).
However, research directly examining conversational exchanges (e.g., McElduff
& Drummond, 1991; Oelschlaeger & Damico, 1998) confirms what carers fre-
quently report, namely, that formulaic sequences can be effectively employed
to achieve significant communicatory functions.
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11.3 Formulaic Sequences in
Alzheimer’s Disease

Classic symptoms of speech in Alzheimer’s disease include difficulties with
reference, resulting in pronouns without antecedents, paraphrasis, repetition
and empty phrases (Davis & Bernstein, 2005, pp. 64-5; see also Orange, 2001).
Some of the nuns in Snowdon’s (2001) study “could barely articulate a sentence,
yet many managed to answer the priest with appropriate responses” (p. 22).
According to Orange (2001), as Alzheimer’s progresses there is increasing
reliance on “stereotyped social greetings and phrases . . . [used] to engage in
and maintain conversations” until, in the later stages, there are “continuous
spoken streams of nonsense words and utterances” (see also Hamilton, 1994,
p. 44). These formulaic features occur within a general trajectory of increasing
word-finding difficulties and a reduction in focus during story telling, in idea
density, and in grammatical complexity (Kemper, Greiner, Marquis, Prenovost,
& Mitzner, 2001; Orange, 2001; Venneri, Forbes-Mckay, & Shanks, 2005). If
anything, measures of grammatical complexity in production may overestim-
ate ability, since a formulaic sequence might be quite complicated internally,
yet produced without any grammatical processing.

Formulaic responses can obscure the level of the speaker’s comprehension
and engagement. For example, Brewer’s (2005, p. 91) transcripts of conversa-
tions in which RB is told by her son that her husband has died, include the
following, where RB might be using formulaic sequences that are automatic-
ally triggered — and thus effectively deployed in the discourse structure — to
disguise a lack of understanding about what is being said.

CB: ...He was my Daddy too, right?
RB: That might be possible. (p. 91)

CB: I told you yesterday.
RB: I didn't hear you. (p. 92)

CB: ...Ijust wanted to be sure you knew about it. That’s why I'm telling you
again. Okay?
RB: Well, who's to blame for it? (p. 92)

CB: We're going to have a funeral for him Monday.
RB: Well, I can’t help that either (p. 93).

In the extract below (from Davis & Bernstein, 2005, p. 75), formulaic
sequences appear to be maintaining the exchange, even at the expense of the
truth (cf. Tannen, 1984, pp. 76, 95; Wray, 2002¢, p. 123). LW responds appro-
priately, but with an apparent level of distraction that we might compare to
that of someone being asked questions while trying to concentrate on another
task. His replies are plausible but, as subsequently revealed, untrue, since he
had in fact got a bad cold.
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BD: How have you been - feeling okay?

LW: Yeah. I'm improving right along.

BD: That's great.

LW: Sure is.

BD: Of the people I come here to see, a lot of them have colds and you don’t -
you look well.

LW: It's my iron will.

As with aphasia, assessments of linguistic abilities in Alzheimer’s are argued
to be much more revealing in genuine communicative settings than in tests
(Davis, 2005, p. xi). Indeed Davis and Bernstein (2005) report that LW “refused
... to participate in any interaction where the conversation partner carried
notebooks or picture cards or asked content-seeking questions” (p. 60).

As Alzheimer’s progresses, there is increasing use of fillers, or ‘empty words’,
which, although often short, seem to be a type of formulaic sequence (Wray,
2002b, pp. 230-1). Davis and Bernstein (2005) observed increasing use of “clichéd
phrases” in initial position by one patient: “It is as if she were buying a frac-
tion of time to think, retaining the floor as a means of maintaining social
connection” (p. 67).

In Alzheimer’s disease, formulaic sequences contribute to a situation in which
production is possible when comprehension (even of the same material) is sig-
nificantly impaired (Van Lancker Sidtis, 2004, p. 27). This presumably comes
about because the retrieval of formulaic sequences is sufficiently automatic
and holistic to bypass any encounter with the disrupted linguistic faculties,
enabling a response in which performance outstrips competence (cf. Wray,
2002a, pp. 129ff.).

11.4 Formulaic Sequences in Autism

According to Prizant (1983, p. 299), “due to specific linguistic deficits, autistic
persons must often rely on utterances ‘borrowed’ from others in order to
express their needs and intentions, even though the internal structure (i.e.,
semantic-syntactic relationships) of such utterances may not be analyzed or
fully comprehended”. In autism, formulaic language occurs in the context of
a general stereotypy in behavior based around “routines and rituals always to
be carried out in precisely the same way” (R. Paul, 2004, p. 117). Typically, an
autistic person will have a specific way of opening a conversation, and may
have a routinized script for continuing it, covering the same topics in the same
order and using the same words (Prizant, 1983, p. 299). Because of the like-
lihood that linguistic behavior in autism is a manifestation of a broader tend-
ency to behave formulaically, formulaic language in autism needs to be viewed
in inclusive terms in order to catch everything. Thus, Dobbinson, Perkins and
Boucher (2003, p. 305) identify voice quality and tone as formulaic markers
of discourse functions.

The most notable type of formulaic language in autism is echolalia. Accord-
ing to R. Paul (2004, p. 116), echolalia is observed in 40 percent of people with
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autism, though earlier estimates have been as high as 75 percent (Rutter, 1968).
Despite the implication that echolalia is meaningless repetition, in fact structural
change is a variable (Prizant & Duchan, 1981, p. 241). Dobbinson, Perkins and
Boucher (2003) speak of a “continuum of productivity-formulaicity rather than
a repertoire in which items are either distinctly formulaic or available for
productive usage” (p. 305). At the extreme end of fixedness, echoes will feature
‘pronominal reversal’, that is, usually, use of the second person to refer to self.
This comes about because of the failure to replace the pronouns from the
original, something also observed in beginner learners of a second language
(Myles, Mitchell, & Hooper, 1999), where it tends to indicate insufficient know-
ledge of the forms in the word string. The same may apply in autistic speech,
though it is difficult to be sure. As Roberts (1989) demonstrates, less fixed, or
‘mitigated’, echolalia can accommodate the pronoun change, so that the ques-
tion Do you want a drink? elicits Do I want a drink? Other kinds of mitigated
echolalia include repetition with affirmation or negation (Do you want a drink,
yes please), and less apparently principled changes (Do you want the drink?),
including telegraphic echo (What do you play at home? — What I play home?)
(p. 277). Other than unmodified telegraphic echo, which, again, is reminiscent of
early second language learners (Wray, 2002b, chapter 9), such changes indicate
that the linguistic form is at least somewhat understood.

Echolalia, however, cannot be judged on its form alone. Prizant and Duchan
(1981) identify seven functions: non-focused, turn-taking, declarative, rehearsal,
self-regulatory, yes-answer and request (pp. 246-7). These uses come with
considerable variation in apparent intentionality and comprehension of the
preceding input. Rydell and Mirenda (1991), taking the perspective of
‘information-processing’, view echolalia as “a language that can be used in
situations where the cognitive demands exceed the child’s linguistic capacity”
(p. 135). Borrowed words are, of course, a bulky, unsubtle tool for communica-
tion, and knowing what to say in certain types of situation is insufficient to
avoid problems with fine tuning in usage (Prizant, 1983, p. 302).

A further function of echolalia is learning. Prizant and Duchan (1981) note
that “Typical comments of those who interact with echolalic autistic children
include ‘he tells himself what to do’, ‘he learns language through repeating’,
and ‘echoing helps him to understand’” (p. 242). McEvoy, Loveland and Landry
(1988) found that as language comprehension improved, so echolalia decreased.
Again, it behoves us not to view this learning strategy as particularly alien,
for it has a long and successful pedigree in language learning (e.g. Ding, 2007).
Prizant (1983), indeed, cites gestalt (holistic) learning in first and second
language acquisition as the reference point for understanding the gradual evo-
lution away from echolalia.

Learning does not occur in all echolalic individuals, however, and Prizant
and Duchan (1981) recommend different approaches where echolalia is a per-
manent state and where it appears to be transitory. In the former case, “the
... child may need to be taught rote verbal routines that would be useful for
daily functioning”, while in the latter, “a well-trained clinician can help an
autistic child develop more effective communication with people and the
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environment, . . . motivat[ing] the autistic child to want to learn language,
initiate interaction with others, and become an active member of the world
around him” (p. 248).

Dobbinson, Perkins and Boucher (2003, p. 305) speculate that “the social
deficit in autism may be the root cause of . . . inflexibility [in formula usage]”,
but Prizant (1983) sees things the other way round, suggesting that difficulties
of coping with generative language might account for the autistic person’s
avoidance of social situations (see also Prizant & Duchan, 1981).

11.5 Holistic Processing, the Right Hemisphere
and Interhemispheric Communication

It has long been understood that “Portions of the right hemisphere may . . . be
activated for tasks presumed to require holistic or global processing” (Tompkins,
Fassbinder, Lehman-Blake, & Baumgaertner, 2002, p. 439), and Hughlings
Jackson (1958a, 1958b) was one of the first to suggest that formulaic sequences
might be managed from the right hemisphere. Ideas about hemispheric spe-
cialization have moved on since then, as has our understanding of linguistic
processing. Nevertheless, there is a sizable literature drawing on evidence
from both left- and right-hemisphere damage, which continues to implicate
the right hemisphere in certain aspects of language comprehension and pro-
duction. Typically disrupted in right-hemisphere damage are relevance,
inference, prosody and pragmatics, including humor and the comprehen-
sion of idioms and metaphors (Chantraine, Joanette, & Ska, 1998; Heath &
Blonder, 2005; Jung-Beeman, 2005; Tompkins, Fassbinder, Lehman-Blake, &
Baumgaertner, 2002). Furthermore, Brownell, Pincus, Blum, Rehak, and Winner
(1997), examining how people with right-hemisphere damage used terms of per-
sonal reference, conclude that “their language performance . .. [was] aberrant
at the level of social interaction and in terms of narrative and conversational
discourse” (p. 75).

It is tempting to speculate, as Hughlings Jackson did, that certain complete
word strings are holistically stored in the right hemisphere, complete with
their intonation contour and pragmatic color. However, as noted earlier, for-
mulaic sequences are subject to considerable internal variation, making a sim-
ple holistic store-and-retrieve arrangement insufficient, unless every conceivable
realization is separately stored. What has been considered more plausible is
the operation of two systems: holistic processing for fixed material, and full
grammatical and lexical processing (often termed ‘analytic’) for novel mater-
ial. Several such ‘dual systems” models have been proposed, including those
of Sinclair (1991), Van Lancker Sidtis (2002), Wray (1992) and, for reading,
Coltheart, Rastle, Perry, Langdon, and Ziegler (2001).

To be effective, dual-systems processing must normally favor the holistic
route over the analytic one, with concomitant benefits of speed and simplicity.
In a model in which processing is serial, the analytic route is called in when-
ever the holistic one fails. If parallel, the two systems operate simultaneously,
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the holistic route being faster. Information can be fed between them, to achieve
the optimal balance of efficiency and accuracy. Parallel dual-systems process-
ing, especially if there is a feedback mechanism (‘cascading’ in Coltheart and
colleagues’ (2001) model of reading), would enable a holistically retrieved
frame to be edited analytically, using morphology and lexis to tailor-make it to
its context.

However, dual-systems processing is not the only model that can explain
how large and small units combine to express messages in idiomatic ways.
Wray (2002b) concludes that formulaic sequences are simply lexical units like
any other, retrieved from the lexicon holistically because, like a morpheme
or a simple word, they have a semantic entry attached to them. Holistic pro-
cessing, as a separate activity, is not necessary in this view. Rather, it is a
consequence of handling lexical units that have, in some instances, an internal
composition. Formulaic sequences that contain gaps are completed using
insertion rules. In place of the idea that the right hemisphere is dedicated
to holistic processing, Wray proposes that the lexicon can be notionally divided
into five parts, on the basis of function: grammatical, referential, interactional,
memorized (mnemonic) and reflexive (pp. 261ff.; compare Altmann, Kempler,
& Andersen, 2001). She hypothesizes that one or more of these five sublexicons
might be supported and/or accessed from outside of the left-hemisphere ‘lan-
guage areas’ (thus, conceivably, from the right hemisphere), with the result that
left-hemisphere damage affects the different sublexicons to different degrees.
Although all five sublexicons can contain morphemes, polymorphemic words
and multi-word strings, the balance will be different: there are relatively few
multi-word grammatical operators, and relatively few monomorphemic inter-
actional routines or mnemonics.

As the technology available for neurolinguistic measuring has improved, it
has become increasingly evident that the original notion of the left and right
hemispheres having clearly demarcated tasks and styles is not well supported
(Damasio, Tranel, Grabowski, Adolphs, & Damasio, 2004; Efron, 1990; Poeppel
& Hickok, 2004), and much more attention is now being paid to the communi-
cation between the two hemispheres. The new emphasis is justified by evidence
that the impaired interhemispheric communication arising from agenesis of
the corpus callosum results in linguistic deficits reminiscent of those seen in
right-hemisphere damage: “difficulty with the pragmatic and paralinguistic
aspects of communication” including the tendency to interpret non-literal
expressions literally (L. K. Paul, Van Lancker Sidtis, Schieffer, Dietrich, &
Brown, 2003, p. 314).

Substantial support for a model of integrated activity comes from experi-
ments exploring the interpretation of idioms, proverbs and metaphors, a
popular paradigm for clinical investigations, though not unproblematic (see
below). As the traditional view of the holistic right hemisphere would predict,
people with right-hemisphere damage tend to choose a literal interpretation
over the conventional non-literal one (Hillert, 2004; Van Lancker & Kempler,
1987). However, contrary to that model, the same is also true in other conditions:
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Alzheimer’s (Papagno, Lucchelli, Muggia, & Rizzo, 2003), agenesis of the corpus
callosum (Huber-Okrainec, Blaser, & Dennis, 2005; L. K. Paul, Van Lancker
Sidtis, Schieffer, Dietrich, & Brown, 2003), autism (Qualls, Lantz, Pietrzyk,
Blood, & Hammer, 2004), and, most notably, left-hemisphere damage (Papagno
& Genoni, 2004; Papagno, Tabossi, Colombo, & Zampetti, 2004), where the
left-right dichotomous model might have predicted the favoring of holistic
over literal readings.

One hypothesis is that the right hemisphere “weakly activates large diffuse
semantic fields, including information distantly related to the words” while
the left hemisphere “strongly activates small and focused semantic fields”
(Jung-Beeman, 2005, p. 514). Bilateral activity ensures ‘semantic integration’,
which is necessary for natural language comprehension because both precise
and broader associative information is encoded in linguistic forms when used
in a communicative context. In other words, the right hemisphere facilitates
the conceptual abstraction that enables a collection of words to be interpreted
non-literally, but both hemispheres must communicate effectively in order
to achieve the correct balance of information for an appropriate interpretation
(L. K. Paul, Van Lancker Sidtis, Schieffer, Dietrich, & Brown, 2003, p. 318).

In this view, literal interpretations of idioms will arise when there is a
‘suppression deficit’ of the non-literal meaning, leading to “a tendency to
hold on too long to interpretations that become contextually irrelevant”
(Tompkins, Fassbinder, Lehman-Blake, & Baumgaertner, 2002, p. 224; see also
Dressler, Stark, Vassilakou, et al., 2004; Orange, 2001; L. K. Paul, Van Lancker
Sidtis, Schieffer, Dietrich, & Brown, 2003; Tompkins & Fassbinder, 2004). Since
suppression entails a chain of processes (generating the alternatives, juxtapos-
ing them, selecting one over the others), it is possible to account for how
different conditions result in the same effect, by hypothesizing that the chain
has been broken in different places. In Alzheimer’s, working memory deficits
could prevent competing interpretations from being compared (see also
Grossman & Rhee, 2001; Papagno, Lucchelli, Muggia, & Rizzo, 2003). In agenesis
of the corpus callosum, poor interhemispheric communication would be
responsible. The same applies for autism and Developmental Language Dis-
order (or SLI), where there is reduced interhemispheric white matter in the
corpus callosum relative to white matter within each hemisphere (Herbert,
Ziegler, Deutsch, et al., 2005, p. 214). Because of their suppression function,
the basal ganglia are also implicated, with the prediction that in Parkinson’s
disease non-literal meanings will be increasingly dispreferred as the literal
meanings encounter less resistance (Van Lancker Sidtis, 2004, p. 33).

The suppression model does not offer any explanation, however, for echolalic
behavior in autism or for the use of formulaic interactional routines in
Alzheimer’s and aphasia. This suggests that the two rather contradictory
features of these conditions — the easy or compulsive use of holistic language
on the one hand, and the difficulty with appreciating holistic meanings on the
other — may be independently motivated, the latter by neurological structures
and the former, as indicated earlier, by social need.
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11.6 Issues with Testing Methodology

The issue of how to test linguistic knowledge, always a challenge in the clin-
ical domain, requires particular caution where formulaic sequences are con-
cerned, because they are so contextually sensitive. In research on Alzheimer’s
it has been noted that data from tests and data from real conversation are
markedly different in kind (e.g. Bucks, Singh, Cuerden, & Wilcock, 2000; Davis,
2005; Davis & Bernstein, 2005; Perkins, Whitworth, & Lesser, 1998; Snowdon,
2001), and similar observations have been made about aphasia (Edwards &
Knott, 1994; McElduff & Drummond, 1991; Oelschlaeger & Damico, 1998). In
fact a nest of related hazards pervade formulaic language in clinical and non-
clinical testing.

Firstly, language demarcated for a testing purpose carries its own pragmatic
agenda: a proverb cited in a test does not carry the pragmatics of a proverb,
but of a citation. Gathering information about naturalistic language in an
unnatural situation relies on the testee’s ability to understand the pretence
inherent in testing and to instate a particular pragmatic agenda. For instance,
providing the ‘correct” picture match for the idiom he paid an arm and a leg for
it entails understanding that humorous worlds in which limb-bartering occurs
are not relevant. Furthermore, subjects must share the tester’s assumption that
a non-literal interpretation is ‘better’, even though folk linguistic beliefs
could classify the non-literal meaning, like slang, as less correct, and therefore
less acceptable in a test. In short, the pragmatics of testing are complex and
cannot safely be ignored, particularly when the tests are used on individuals
who have a pragmatic impairment. Irrespective of any ‘suppression deficit’,
deciding what should be suppressed is dependent on what you think is
expected of you.

Secondly, it should not be assumed that people with pragmatic difficulties
will have acquired the holistic meaning of idioms, metaphors and proverbs in
the first place, and if they have not, then they will not be able to access them
in tests (Huber-Okrainec, Blaser, & Dennis, 2005).

Thirdly, testing demands a focus on language that is rarely necessary or
useful in normal communication (Wray, 1992). Actions and reactions that are
normally effortless can become confusing and difficult when attended to, even
perhaps because that attention prevents them from being achieved using the
normal processing routes.

Fourthly, people who are self-conscious about their communication problems
may find it especially difficult to perform well in tests, and may have devel-
oped strategies that are not optimal for the intentions of the test. A person
with impaired grammatical ability, for instance, may find it preferable only to
attend to recognizable lexical items, filtering out the rest of the detail because
there is little point in trying to deal with it. In real interaction, it could mean
that the grammar-impaired person filters out most of Let’s get your shoes on,
"cos we’re going to the shops, to end up with *** shoes *** shops, and relies on the
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literal meaning of those items, plus pragmatics, to extract a likely interpreta-
tion. The same strategy, when faced with the test stimulus he paid an arm and
a leg for it, will render *** arm *** leg ***. With such a minimal representation,
which could underlie many different sentences, it would be safer to point at a
picture featuring images of an arm and a leg than one that does not. In fact, it
can be argued that all of us, given only *** arm *** leg *** to work with, would
not easily think of the idiom, because those lexical items are not salient within
the meaning of the whole. It would be little different from giving someone
***sing and expecting them to come up with browsing, or ***pet*** and expect-
ing them to think of competition. Thus, when a clinical test subject with a
grammatical impairment selects the picture representing the literal meaning
of an idiom, it will be worth considering whether this necessarily means that
the idiom has been interpreted literally, or perhaps only means that the form
has been selectively attended to.

The very linguistic nature of the idiom creates a fifth challenge for clinical
research. Much discussion revolves around whether the literal meaning of an
idiom is accessed before, after or at the same time as the non-literal meaning,
but this takes for granted that the literal meaning is normally accessed at all,
other than in test conditions where attention to form may ensure that it is.
Wray’s (2002b) ‘needs-only analysis’ model proposes that meaning is assigned
to the largest possible configuration, and that once the meaning has been
assigned, no more analysis need take place unless a situation arises in which
it becomes desirable to do so (see also Van Lancker Sidtis, 2002, p. 10). In this
way, the ‘literal” composition of an idiom might never be noticed, or only by
chance many years after first encountering it.

Needs-only analysis predicts that items such as dog collar (as worn by
a priest) and toad-in-the-hole (a savory dish of sausages and pudding) have
long since lost their original ‘literal” roots and now have these meanings as
primary, so that identifying the ‘literal’ meaning is post hoc linguistic game-
playing, not the tapping of existing knowledge or customary processing. If
this view is correct, then some investigations may not have been testing
what they claimed. For instance, Hillert (2004) expected subjects to access the
‘literal” meanings of Bienenstich, a cake but literally ‘bee sting’, and Eselohren,
literally ‘donkey-ears’, the folds in a page that in English make a book ‘dog-
eared’. It is not that individuals may not have noticed at some point that there
is a ‘literal’ meaning to these words, but rather that the ‘literal’ meaning is
actually etymological, and unnecessary for understanding the customary
meaning. As such, it is not possible to be sure that any given individual has
previously noticed the ‘literal” meaning, any more than it can be guaranteed
that everyone has noticed that Mediterranean refers to the middle of the earth,
that a bullet point in a document ‘literally’ means the tip of a lethal missile, or
that forget is a historical compound of get. In short, the difference between
‘literal meaning’ and etymology is a continuum, and will vary from person to
person (Wray, 2002b). It is not an absolute upon which experiments can safely
be designed.
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11.7 Conclusion

Making sense of why formulaic sequences are so prominent in language dis-
orders requires a model of the dynamic way in which the demands of process-
ing and communicative function are met in normal language use. Wray (2002b)
proposes that all formulaic sequences — including phatic routines, memorized
rhymes, proverbs and idioms, turns of phrase and preferred collocations —
share a single underlying function: that of promoting the speaker’s interests
(pp- 95£f.). Formulaic sequences variously ensure easy access to information,
fluent delivery (which helps retain the turn), the effective conveying of mes-
sages, the meeting of physical and emotional needs, and self-presentation
as a group member and as an individual. A sophisticated recognition of what
formulaic sequences are and do will help to ensure that appropriate questions
are asked when researching language disorders. The resilience of formulaic
sequences in aphasia and Alzheimer’s, and their role in anchoring interaction
and learning in autism, make more sense when formulaicity is placed at the
center of normal language, rather than at its periphery. This central role then
signals that those with right-hemisphere damage or poor interhemispheric
connections may be experiencing greater difficulties with language than their
surface coping behavior easily reveals. To be deprived of formulaicity in lan-
guage may be like knowing all the moves but no longer knowing the dance,
and if formulaic language is as pervasive and central to human communica-
tion as it now seems to be, research into the effects of its absence, and its
preservation, may have barely scratched the surface.
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12 Syntactic Processing in
Developmental and
Acquired Language
Disorders

THEODOROS MARINIS

12.1 Introduction

One of the major debates within developmental language disorders concerns
whether children’s impaired language is caused by incomplete linguistic know-
ledge or by processing limitations. A similar debate exists within the area of
acquired language impairment. Given that in acquired language disorders the
language impairment has a physiological cause, e.g. a lesion, and the language
system was fully developed prior to that, the debate here is about whether the
physiological cause has affected the language system itself or the processing
mechanisms that enable language performance.

The present chapter addresses this issue by reviewing literature on syntactic
processing in developmental and acquired language disorders with a focus
on Specific Language Impairment (SLI) and aphasia. I will demonstrate that,
although the vast majority of research uses off-line methods that, by definition,
are not able to distinguish between impairment in linguistic knowledge and
processing mechanisms, within the last decade there has been a breakthrough
in this research area. Several studies have started to look at how children with
SLI and adults with aphasia process language in real time using on-line meth-
odologies. These have revealed thought-provoking findings about the nature
of the disorders, and promise that if more systematic research on syntactic
processing is conducted, this issue may be resolved fairly soon.

12.2 What is Syntactic Processing?

Adult non-impaired native speakers of a language can effortlessly understand
what other people say when they listen to them, and, similarly, trained readers
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can easily understand the sentences they read. This ease of comprehension
conceals the different processes and cognitive demands involved in sentence
comprehension. For example, when we listen to a sentence, such as The zebra
was kissing the camel, we have to decode the sounds, segment and recognize
words from the speech stream (the/zebra/was/kissing/ . .. ), assign syntactic
categories to words (the = determiner, zebra = noun), combine words into
constituents (the zebra = Noun Phrase), assign thematic roles (e.g., the zebra =
agent, the camel = patient/theme), and interpret the sentence. In sentences
such as The monkey was combing him, we also have to link the pronoun him to
the entity it refers to from the discourse, and in sentences such as Who did
Balloo give the long carrot to at the farm?, we have to keep the wh-word who in
working memory, and then link it to the verb give and the preposition to.
Thus, sentence processing involves rapid integration of different types of
information (lexical/semantic, structural, discourse/pragmatic, etc.), storage
and retrieval from working memory, and building up the grammatical structure
of the sentence. Research in syntactic processing or parsing investigates the mental
processes involved when we comprehend sentences in real time, and the way
different types of information are utilized to build up the grammatical struc-
ture of the sentence, and thus sentence interpretation.

12.3 Syntactic Processing in Typically
Developing Children

A large body of research on syntactic processing by healthy adults shows that
mature readers/listeners are able to utilize and rapidly integrate different types
of information when they read or listen to sentences in real time (Gibson &
Pearlmutter, 1998; Pickering, 1999).

Recently, an increasing number of studies have started to look at how chil-
dren process sentences in real time, in order to establish how syntactic process-
ing develops in children, and whether children use the same processing routines
and strategies as adults do. These have shown that, at least by the age of four,
typically developing (TD) children are capable of utilizing structural /syntactic
information in the same way as adults. A study by Tyler and Marslen-Wilson
(1981) was one of the first to show that 5-, 7-, and 10-year-old children show
the same processing pattern as adults when they monitored sentences to detect
a word in three conditions: normal prose, semantically anomalous, and syn-
tactically anomalous sentences. A further study by McKee, Nicol, and McDaniel
(1993) looked at the processing of syntactic dependencies involving pronouns
and reflexives in 4 to 6-year-old children using a cross-modal picture-priming
task. In this task, children listened to sentences such as (1) below.

(1) The alligator knows that the leopard with the green eyes is patting
himself/him/the nurse on the head with a soft pillow
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At the offset of himself/him/the nurse children saw a picture on a computer
screen that corresponded to the second noun phrase of the sentence (the leopard).
Upon encountering the picture of the leopard and before the end of the sen-
tence, children had to make an aliveness decision for the picture by pressing a
button. This provided a measure of how fast in milliseconds they decided for
the animacy of the picture. In the sentences with the reflexive pronoun, the
picture was the antecedent of the reflexive pronoun (himself), whereas in the
other sentences, there was no link between the pronoun (him) or the noun
phrase (the nurse) and the picture. Similar tasks with adults have revealed that
a pronoun reactivates its syntactically possible antecedents. This speeds up the
judgment for the animacy of the picture. Thus, reaction times to the picture of
the leopard in the sentences with reflexives are shorter compared to the ones
with the noun phrase (the nurse) because the leopard is the antecedent of the
reflexive. In contrast, no such differences are attested between the sentences
with the pronoun and the noun phrase because the leopard is not the anteced-
ent of either of the two. These predictions were borne out in the McKee and
McDaniel study, indicating that children as young as four years process
reflexives in a similar way to adults: when they encounter a reflexive, they
rapidly reactivate its antecedent. This provides additional evidence that at
this age they have acquired the grammar that enables binding of reflexives.

The same task was employed by Roberts, Marinis, Felser, and Clahsen (2007)
to investigate how children process object relative clauses such as (2).

(2) John saw [the peacock]; to which the small penguin gave the nice birthday
present t; in the garden last weekend.

In this sentence, according to linguistic theory within the generative frame-
work, the noun phrase the peacock, which is the indirect object of the verb gave,
has moved out of the relative clause to the main clause leaving a gap or trace
(t) behind. Thus, there is a syntactic dependency between the noun phrase the
peacock and the gap. In this study, children heard a sentence, and at the gap or
at a control position (after nice), they saw a picture corresponding to the noun
phrase that has moved to the main clause (peacock) or an unrelated picture
(carrot), and had to perform an aliveness decision for the picture by pressing a
button. If children are capable of establishing a syntactic dependency between
the dislocated noun phrase (the peacock) and the gap, then, at the gap position,
reaction times for the picture of the peacock should be shorter than for the
picture of the carrot. This difference should not occur at the control position
because there is no syntactic dependency between the peacock and the control
position. The underlying assumption here is similar to the one in the study by
McKee, Nicol, and McDaniel. At the gap position, a syntactic dependency is
established between the dislocated phrase (the peacock) and the gap, which
should reactivate the dislocated phrase. This reactivation should speed the
judgment for the animacy of the picture. This prediction was borne out in the
study by Roberts, Marinis, Felser, and Clahsen (2007) for both adults and 6- to
7-year-old children and shows that children as young as six years of age are
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capable of utilizing structural/syntactic information and constructing syntac-
tic dependencies involving movement.

Syntactic dependencies involving movement, such as the one above, involve
storing some part of the sentence (the peacock) in working memory, retrieving
it from working memory at a syntactically relevant position later in the sentence
(the gap), and integrating it in the structure of the sentence. This increases
processing demands, and predicts that working-memory capacity may impact
on the children’s performance, in this task and in general on sentence compre-
hension of syntactic dependencies involving movement. This has indeed been
demonstrated in some recent studies. In the study by Roberts, Marinis, Felser,
and Clahsen (2007) discussed above, reactivation was attested in adults and
children with high working memory. Adults and children with low working
memory did not show this effect, although they were able to comprehend the
sentences as accurately as the adults and children with high working memory.
Participants with low working memory may have required more time to retrieve
the words from working memory and to establish the syntactic dependency,
and maybe this is why no effect was attested at the gap. In addition, a study
by Booth, MacWhinney, and Harasaki (2000) showed a different pattern of
performance in 8- to 11-year-old children with high vs. low working memory
when they processed sentences involving an object relative clause, a subject
relative clause, or a conjoined verb phrase. Thus, although there is evidence
that children as young as four are able to utilize structural /syntactic informa-
tion when they process sentences in real time, it seems that working-memory
limitations can affect their performance in on-line tasks that put increased
demands on their processing system. This issue is very important when look-
ing at results from on-line experiments in language-impaired children and
adults, because these populations seem to have limitations in their working-
memory capacity.

12.4 Sentence Processing in Developmental
Language Disorders

Developmental language disorders are disorders that occur in children before
the language system has been fully developed. For example, children with
Williams syndrome, or Down’s syndrome have atypical development in cog-
nitive and non-cognitive domains, among others in language. Another group
with a developmental language disorder constitutes children with Specific
Language Impairment (SLI). This is a heterogeneous group of language-
impaired children who do not seem to have an impairment in any cognitive
or non-cognitive domain apart from language (Leonard, 1998). The group is
heterogeneous because it is defined by exclusion. Children classified as having
SLI are the ones that have a language impairment but perform within the
norms in non-verbal cognitive tasks. Their inclusion in this group is not based
on the aetiology of the impairment because this is still unknown. Therefore, as
it stands, this group consists of children with a very mixed profile.
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Research on the language abilities of children with SLI has revealed deficits
in morphosyntax, phonology, and the lexicon (Leonard, 1998). This has led to
the development of theories arguing that SLI is caused by a deficit in grammar.
However, several studies have also shown that children with SLI seem to have
deficits in some non-linguistic abilities, such as symbolic play (Johnston, 1994)
and motor skills (Hill, 2001). Finally, a rich body of research has revealed that
children with SLI show deficits in phonological memory (Gathercole &
Baddeley, 1990) and process linguistic but also non-linguistic information at
a slower rate than TD children (Miller, Kail, Leonard, & Tomblin, 2001). Thus,
there is a lack of agreement on the nature and cause of SLI, with some theories
arguing that SLI is caused by a deficit in grammar, and others that it is caused
by general processing-capacity limitations (Joanisse & Seidenberg, 1998).

The majority of studies investigating the linguistic abilities of children
with SLI have used off-line comprehension, production and grammaticality
judgment tasks. For example, the most widely used tasks tapping sentence
comprehension are picture-selection and picture-verification tasks. In a picture-
selection task, children typically see a set of two to four pictures and listen to
a sentence; after the end of the sentence, they have to select the picture that
matches the sentence. In the picture-verification task, children see only one
picture. Then they listen to one sentence and have to say whether the sentence
matches the picture. In both tasks, children have to listen and build up the
grammatical structure of the sentence, store it in memory, observe pictures,
and then make a decision. To select a picture out of two, four or even more
pictures, the child also requires good observation skills, and the ability to
spot differences between pictures. In addition, as the number of pictures
increases, so does the processing capacity required from the child to decide
which picture matches the sentence. Thus, these tasks involve not only sen-
tence comprehension but also memory and observation skills, and they place
attentional demands and variable processing-capacity demands, depending
on the number of pictures. Given that it is impossible to separate these factors,
these tasks cannot genuinely disentangle whether SLI results from a gram-
matical impairment or processing-capacity limitations. In contrast, on-line
sentence-processing tasks are able to address this debate because they are
implicit; they tap how children process sentences as they unfold, and they rely
less on memory.

A series of studies from the 1990s until now have looked at how children
with SLI process sentences using word-monitoring tasks (Montgomery, 2000,
2002; Montgomery & Leonard, 1998; Montgomery, Scudder, & Moore, 1990).
In a word-monitoring task, participants are presented with the picture of a
target word, and then have to detect it in a sentence. Upon encountering the
target word in the sentence, they have to press a button as fast as possible.
This provides information about how fast they detect words, and can inform
us about lexical retrieval. In addition, given that children have to detect a
word within a sentence, this task can inform us about how children process
sentences in real time.
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Studies using word-monitoring tasks have revealed that children with
SLI are slower to detect words than TD children matched on age or lan-
guage abilities. However, they also demonstrated that children with SLI,
although slower, do not differ in their processing pattern from TD children.
For example, Montgomery, Scudder, and Moore (1990) investigated how 7- to
12-year-old language-impaired children and language controls monitor words
in three types of sentences: normal sentences, as in (3) below, sentences that
maintain semantic-syntactic relational integrity (syntactic sentences) but do
not conform to real-world expectation, as in (4) below, and sentences devoid
of syntactic, semantic, and real-world information (acoustic sentences), as in
(5) below.

(3) Jessie likes to dress in bright colors. His blue socks and purple shoes are
some of his favorite clothes.

(4) Some yards are all glass. A pretty fish under the table was sleeping in
some heavy paper.

(5) Long were cool nail star. She very boots her the got swim green slow ugly
dirt bad.

Overall, language-impaired children were slower than language controls in
word detection. However, both groups were faster in normal than in syntactic
and acoustic sentences, and also in syntactic than in acoustic sentences. This
shows that, similarly to TD children, children with SLI are making use of both
syntactic, semantic and real-world information when they process sentences in
real time.

Two further studies by Montgomery (2000, 2002) revealed that English chil-
dren with SLI follow the same processing pattern as TD children. Both studies
used a word-monitoring task, and children had to detect words at the begin-
ning, middle, or end of sentences. If children with SLI are not able to process
and integrate syntactic or other types of information, their response times
(RTs) should be similar in the three positions or should increase as words
occurred later in the sentence. The study by Montgomery (2000) revealed that,
in 7- to 10-year-old children with SLI, RTs decreased as words occurred later
in the sentence, which was similar to age and language controls. This indicates
that although children with SLI are slower overall, their sentence processing
is facilitated by the accumulation of sentential information. The study by
Montgomery (2002) compared word monitoring in sentences with a high pro-
portion of stop consonants to sentences with a high proportion of non-stop
consonants in 6- to 10-year-old children with SLI, age- controls and language-
matched controls. Children with SLI showed overall slower responses, but
their pattern of processing did not differ from that of TD children. All three
groups showed similar responses to sentences with a high proportion of stop
consonants and a high proportion of non-stop consonants.
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In contrast to the above studies, a study by Montgomery and Leonard (1998)
and a study by Marinis and van der Lely (2007) showed qualitative differences
between TD children and children with SLI. Montgomery and Leonard (1998)
using a word-monitoring task investigated how 6- to 10-year-old children with
SLI-, age- and language-matched controls process verbs with low perceptual
saliency morphemes (third person singular -s and past tense -ed) as opposed to
verbs with a high perceptual saliency morpheme (present-progressive -ing). In
this task, children had to detect words following an inflected verb, as in (6), or
an uninflected verb, as in (7) below.

(6) Jerry can’t wait to get home from school. Every day he races home and
eats cookies before dinner.

(7) Becky loves Saturday mornings. She always gets up early and eats breakfast
before she watches cartoons.

If children are able to process the morphosyntactic information encoded at
the verb inflection, they are predicted to show longer RTs in sentences with
uninflected verbs than in inflected verbs, because the ungrammaticality will
slow them down. Children with SLI showed overall longer RTs than age-
matched controls, and there were also qualitative differences between TD chil-
dren and children with SLI. TD children showed longer reaction times when
both types of inflectional morphemes were missing; in contrast, children with
SLI did not show this effect in the sentences involving morphemes with low
perceptual salience; i.e., children with SLI showed longer RTs when -ing was
missing compared to -ing present, but there was no difference in RTs between
verbs with -ed/-s missing and verbs with -ed/-s present. This has been taken as
evidence in favour of the Surface Account, according to which children with
SLI have greater difficulty processing low perceptual saliency morphemes than
high perceptual saliency morphemes.

Finally, Marinis and van der Lely (2007) investigated how 10- to 17-year-old
children with SLI-, age- and language-matched controls process wh-questions,
as in (8) below, using a cross-modal picture-priming experiment.

(8) Balloo gives a long carrot to the rabbit, Who, did Balloo give the long
carrot to t; at the farm?

This task was similar to the one by Roberts, Marinis, Felser, and Clahsen
(2007). Children heard sentences, such as in (8), that involve a dislocated wh-
word (who) that has moved leaving a gap or trace (t;) behind. Children saw a
picture while listening to the question, and had to press a button for animacy
decision. The picture was either the antecedent of who, i.e. a picture of a rabbit,
or an unrelated picture. This picture was presented at the position of the gap
(offset of the preposition to), at the offset of the verb, or at a control position.
Similarly to the study by Roberts, Marinis, Felser, and Clahsen, if children
are capable of establishing a syntactic dependency between the dislocated
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wh-word (who) and the gap, then RTs at the gap for the picture of the rabbit
should be shorter than for the unrelated picture (reactivation). This differ-
ence could also be present at the verb because studies in adults have revealed
that processing of verbs reactivates their possible arguments (Nicol, 1996).
However, this should not occur at the control position. Children with SLI
showed overall longer RTs than age-matched controls. In addition, age and
language controls showed reactivation at the gap, in contrast to children with
SLI who showed reactivation at the verb, but not at the gap. This was taken as
evidence that children with SLI are not able to establish a syntactic depend-
ency between the wh-word and the gap. These data were interpreted within
van der Lely’s model (2005), according to which children with SLI have an
impairment at the computational system. However, this is not the only pos-
sible interpretation of the data. As far as the effect at the verb is concerned,
this is not surprising given that studies with adults have found the same
effect. Children with SLI may try to integrate the wh-word at the verb give as
an indirect object. When they subsequently encounter the preposition to, they
should revise this hypothesis and postulate a gap. Lack of reactivation at the
offset of the preposition does not necessarily mean that the children were not
able to establish a syntactic dependency between the wh-word and the gap.
Given that children with SLI show slower RTs overall, they could have shown
reactivation slightly later, for example at the next word after the gap, a posi-
tion that was not tested in this experiment. Two possible alternatives can
account for the fact that children with SLI did not show reactivation at the
gap. The first one relates to processing-capacity limitations: children with SLI
may lack the processing capacity to revise their initial hypothesis. A second
explanation could relate to slower processing and lexical retrieval. A large num-
ber of word-monitoring studies have shown that children with SLI show longer
RTs, which could be linked to problems with lexical retrieval. Given that the
cross-modal priming involves lexical retrieval, slower lexical retrieval could
have caused lack of priming at the gap rather than an inability to construct
syntactic dependencies, which is in line with previous findings from on-line
studies on children with SLI

In summary, children with SLI show longer RTs than TD children, but the
overwhelming majority of studies show that their pattern of processing does
not differ from the one in TD children. This implies that children with SLI are
capable of processing and integrating different types of information (syntactic,
semantic, world-knowledge). Slower RTs are more likely to result from a gen-
eral processing-capacity limitation affecting lexical retrieval than from a deficit
in the grammatical system.

12.5 Sentence Processing in Acquired Disorders

In contrast to developmental language disorders, acquired language disorders
result from damage to the brain after the language system has been estab-
lished. This section focuses on sentence processing in aphasia. Similarly to
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research in SLI, the great majority of research in aphasia is based on off-line
methods. These have shown that Broca’s patients perform above chance in the
comprehension of canonical sentences, such as actives and subject clefts; in
contrast they perform at chance level in sentences with non-canonical word-
order, such as passives and object clefts. This has led to the formulation of
several theories for the nature of the impairment, some of which argue that
the impairment is at the structural level (Grodzinsky, 2000), while others argue
that it is caused by a pathologically fast decay rate of representations (Haarman
& Kolk, 1994), or by processing limitations (Pinango, 2000). However, off-line
methods are affected by memory and attentional demands and contaminate
the participants’ performance on the language tasks. Therefore, on the basis of
only off-line data it is not possible to disentangle the two types of hypotheses.
Recently, several studies have used on-line methodologies to examine how
aphasic patients process sentences in real time. In the rest of this section, I first
review these studies, and then address the implications of these results for
theories of aphasia and the nature of the impairment.

In a case study, Tyler (1985) used an on-line word-monitoring task with an
agrammatic patient, DE, who in an off-line task showed lower accuracy in the
judgment of anomalous sentences than controls. In the word-monitoring task,
DE showed longer RTs for syntactically correct but semantically anomalous
prose than for normal prose, and even longer RTs for word salad (acoustic
sentences). This indicates that DE had some sensitivity to sentential meaning
and syntactic structure. In addition, RTs were shorter at later points in normal
prose, and there were normal effects of semantic and syntactic anomalies on
the RTs for the words following an anomalous word. This also indicates
sensitivity to syntactic and semantic information. However, in contrast to the
control group, RTs were not shorter at later points in anomalous prose, which
suggests reduced sensitivity to syntactic structure. Further evidence that
agrammatic patients have some sensitivity to syntactic structure was provided
in a study by Shankweiler, Crain, Gorrell and Tuller (1989). They conducted
a study with six agrammatic patients, four of whom performed poorly on an
off-line comprehension task with reversible passives. However, in an on-line
grammaticality judgment participants showed faster reaction times as each
sentence progressed, which is similar to the finding by Tyler (1985). In addi-
tion, RTs were faster when there was a short distance between the anomalous
and the licensing segments. The agrammatic patients’ overall accuracy was lower
than in the control group but above chance, and their accuracy in detecting
ungrammaticalities was better in sentences involving between-grammatical-
class substitutions than in sentences involving within-grammatical-class
substitutions. This provides further evidence for their sensitivity to syntactic
information. Thus, these two studies show that although agrammatic patients
are not able to use syntactic information to determine the meaning of sen-
tences off-line, they are capable of using syntactic information on-line. This is
in contrast to a series of studies by Swinney, Zurif and colleagues using the
cross-modal priming paradigm (Balogh, Zurif, Prather, Swinney, and Finkel,
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1998; Swinney, Zurif, Prather, & Love, 1996; Zurif, Swinney, Prather, Solomon,
& Bushell, 1993).

These studies focused on subject and object relative clauses, as shown in (9)
and (10) respectively.

(9) The gymnast loved the professor; from the northwestern city who; t;
complained about the bad coffee.

(10) The priest enjoyed the drink; that the caterer was serving t; to the guests.

Studies using off-line tasks have revealed that Broca’s patients showed relatively
normal comprehension for subject relative clauses, but Wernicke’s patients
showed comprehension at chance level. In contrast, both groups showed com-
prehension at chance level for object relative clauses. The on-line cross-modal
priming experiments revealed different results for the two groups of patients.
Although Wernicke’s participants performed at chance in the off-line task for
both subject and object relative clauses, they showed reactivation of the ante-
cedent at the trace in both subject and object relative clauses. Broca’s parti-
cipants who in the off-line task performed relatively well for subject relative
clauses, in the on-line task did not show reactivation at the trace in any of the
two sentence types. According to Swinney, Zurif and colleagues, the on-line
results by Wernicke’s participants reflect their ability to establish syntactic
dependencies; their chance-level comprehension in off-line tasks reflects dif-
ficulties with accessing the argument structure of verbs and thematic role
assignment. The lack of reactivation at the trace by Broca’s participants was
interpreted as a processing problem due to either abnormally slow linking of
antecedents and traces or failure to link the two. Non-grammatical strategies,
such as the agent-first strategy (Caplan & Futter, 1986), were argued to com-
pensate for their inability to establish dependency relations. By linking these
results to results showing slower than normal lexical activation (Prather,
Shapiro, Zurif, & Swinney, 1991), Swinney, Zurif and colleagues proposed
that the brain region implicated in Broca’s aphasia is not the locus of syntactic
representations per se. Instead, they suggested that this brain region provides
the resources necessary to sustain lexical activation and its syntactic ramifica-
tions. However, they acknowledged alternative ways to interpret these data.
Given that long-distance dependencies in object relative clauses rely on work-
ing memory, they recognized that this region could accommodate memory
storage demands arising during comprehension.

A subsequent study by Blumstein, Byma, Kurowski, et al. (1998) using the
same technique showed very different results. Blumstein and colleagues inves-
tigated the processing of filler-gap dependencies in Broca’s and Wernicke’s
patients using several types of sentences involving movement (subject and
object relative clauses, simple and embedded wh-questions). Using two tasks
similar to the ones presented above, Blumstein and colleagues found reactiva-
tion of the antecedent at the trace in Broca’s but not in Wernicke’s participants.
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However, there were two crucial differences between the tasks used by
Blumstein et al. and the ones used by Swinney, Zurif and colleagues. The first
difference regards the modality used in the tasks. Whereas Swinney, Zurif and
colleagues used the cross-modal lexical priming, in which participants heard
a sentence (auditory modality), and saw a word on a computer screen (visual
modality), Blumstein and colleagues used a single-modality lexical priming
task, in which both the sentence and the word were presented through the
auditory modality. According to Blumstein and colleagues, the single-modal-
ity presentation reduces attentional demands, and they argue that this could
be the reason why in their task Broca’s participants showed reactivation of the
antecedent at the trace. The second difference regards the timing of the pres-
entation of the word. In the studies by Swinney, Zurif and colleagues, the
word was presented in the middle of the sentence, which is the general prac-
tice in this paradigm. In contrast, in the study by Blumstein and colleagues,
the word was presented at the end of the sentence, which is the locus for
another effect, a wrap-up effect. Balogh, Zurif, Prather, Swinney, and Finkel
(1998) argue that this is the decisive reason for the differences between the
results of the two studies. According to Balogh and colleagues, the effect
attested in the study by Blumstein and colleagues for Broca’s and Wernicke’s
participants does not reflect syntactically driven gap-filling, but is a wrap-up
effect at the end of the sentence. Wrap-up effects implicate semantics and
discourse information and result from the integration of different types of
information at the end of the sentence when participants build up the meaning
of the sentence. Broca’s patients may have been successful in showing this
effect because it is likely to be less temporally restrained than a filler-gap effect
in the middle of the sentence. Wernicke’s patients, on the other hand, may
have shown no end-of-the-sentence effect because they have more difficulties
in activating the argument structure of verbs, and problems at the level of
semantics.

A further study looking at syntactic processing in aphasic patients was
conducted by Caplan and Waters (2003). They used a self-paced listening task
with sentences of different syntactic complexity — cleft subject sentences (11),
cleft object sentences (12), right-branching object—subject relative clauses (13),
and center-embedded subject—object relative clauses (14).

(11) It was the food that nourished the child.

(12) It was the woman that the toy amazed.

(13) The father read the book that terrified the child.
(14) The man that the fire injured called the doctor.

Cleft object sentences (12) and center-embedded subject—object relative clauses
(14) are more complex than cleft subject sentences (11) and right-branching
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object-subject relative clauses (13). In this study, 28 aphasic patients and 28
controls listened to sentences of the types above in a phrase-by-phrase fashion
by pushing a button. At the end of the sentence they had to judge the plausi-
bility of the sentence they had just heard. RTs were recorded for pressing the
button after each phrase. The underlying assumption in this task is that RTs
reflect the time it takes for the participants to integrate the words/phrases into
the syntactic structure, and longer RTs reflect integration difficulties.

Results from the plausibility judgment showed that both aphasic patients
and controls took longer for the judgment of more complex sentences (12, 14)
than for less complex ones. Controls were equally good at judging the plau-
sibility of all sentence types, but aphasic patients were less accurate in the
judgment of more complex than of less complex sentences. RTs showed that
aphasics were overall slower than controls, and the pattern of processing
differed as a function of their level of comprehension. Good comprehenders
performed similarly to controls; in center-embedded subject—object relative
clauses they showed longer RTs at the end of clauses and at points of syntactic
complexity than at right-branching object—subject relative clauses. These effects
were not attested in poor comprehenders, suggesting that they did not assign
the syntactic structure of center-embedded subject-object relative clauses
on-line. Poor comprehenders also showed a different pattern of processing
from good comprehenders in cleft sentences; poor comprehenders’ RTs on the
verb were longer in sentences that were incorrectly judged to be implausible
than in those that were correctly judged to be so. This effect was not attested
in good comprehenders. This indicates that when poor comprehenders made
errors, they spent more time trying to build up the structure of the sentence,
and allocated additional time to process the most demanding phrase of the
sentence. Finally, Caplan and Waters found that the pattern of processing
differed as a function of the patients’ clinical diagnosis. RTs in Broca’s aphasics
indicated that they were not processing complex syntactic structures on-line.
In contrast, fluent aphasics” RTs indicated that their comprehension impair-
ment occurred after on-line processing was accomplished.

Summarizing, studies on syntactic processing in aphasia using on-line meth-
ods have provided invaluable insight into the nature of the patients” impair-
ment. Patients with chance-level performance in off-line tasks have been shown
to have some sensitivity to syntactic information. This shows that performance
at chance in off-line sentence comprehension tasks does not always coincide
with an inability to assign syntactic structure in real time. Poor performance in
off-line tasks could have different causes. Aphasic patients may have some
sensitivity to syntactic information, but they may not have a critical level of
sensitivity that would allow them to perform above chance. Alternatively,
performance at chance in off-line tasks may reflect difficulties in a review
stage at the end of the sentence. Further research combining off-line and
on-line tasks with the same sentences in the same populations is essential for
the characterization of the nature of the deficits in different groups of patients
with aphasia.
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13  Morphology and
Language Disorder

MARTINA PENKE

Morphology is concerned with the structure of words. Traditionally, morpho-
logical operations are divided into word formation, i.e. the processes by which
we can create new words with new meanings, and inflection, i.e. the processes
by which grammatical information such as PERSON, NUMBER, or TENSE is
realized on a word. All morphological operations can be affected in language
disorders. However, research on morphological deficits has mostly been con-
cerned with inflectional morphology (for research on word-formation deficits
see Miceli & Caramazza, 1988; Luzzatti & de Bleser, 1996; Libben & Jarema,
2006). Deficits with inflectional morphology are a symptom frequently observed
in acquired and developmental language disorders. Such deficits have been
reported for developmental language deficits such as Specific Language
Impairment (SLI), Williams syndrome, Down’s syndrome and autism, and
for acquired language deficits such as aphasic language disorders (Broca’s
aphasia, anomic aphasia) and degenerative (Parkinson’s disease, Alzheimer’s
disease, Huntington’s disease, semantic dementia) or inflammatory (herpes
simplex encephalitis) brain diseases. Whereas inflectional deficits have been
the subject of intense research in Broca’s aphasia and SLI during the last 20
years, other language disorders such as Down’s syndrome, Parkinson’s syn-
drome, and autism have only recently come into focus, and our knowledge
of inflectional disorders in these diseases is still very limited. Also, whereas
impairments of inflectional morphology are characteristic of diseases such as
Broca’s aphasia, the observed deficits do not seem to be specific to a given
language disorder in such a way that a given deficit is always and only
observed in this type of disorder, but similar observations are made and similar
accounts for these deficits are discussed across different language disorders.
The goal of this chapter, therefore, is not to list language disorders and the
inflectional deficits that have been reported for these disorders, but to provide
an overview of how inflectional systems are affected in language impairments.
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13.1 Factors Influencing Errors with
Inflectional Morphology

The last 20 years have seen a growing interest in investigating language dis-
orders across languages. This research has led to some important findings
about factors that influence which inflectional systems or inflected forms are
especially vulnerable in language disorders.

13.1.1 Typology and complexity of
inflectional systems

Much research on inflectional deficits has been concerned with Broca’s aphasia
in English-speaking individuals. Since the omission of inflectional affixes is
a core symptom of English speakers with Broca’s aphasia, omissions of inflec-
tional markers were for a long time seen as a characteristic sign of this dis-
order across languages. However, the cross-language investigation of aphasic
disorders that started in the 1980s revealed that typological differences in
inflectional systems affect the type of inflectional errors that will be observed
in language disorders. In a seminal work, Yosef Grodzinsky (1984) pointed
out that omissions of inflectional markers only occur in aphasic speech if the
remaining word stem is a possible word in the language in question. Thus, the
omission of the plural marker -s in the English word books results in the form
book which is a possible word in English. Corresponding omissions of the
inflectional markers in languages such as Russian or Italian would, in contrast,
result in stems which cannot surface as possible words in these languages
(Italian *libr- instead of libri, Russian *knig- instead of knigi). Grodzinsky pro-
vides evidence that — although omission errors are characteristic of English-
speaking Broca’s aphasics — omission errors do not occur in languages like
Russian or Italian where the omission would result in an illegal word. The
finding that omissions of inflectional elements will only occur where licensed
by the grammar of a language constitutes an important generalization on
inflectional deficits in language disorders.

Grodzinsky’s claim that inflectional affixes will be omitted if the remaining
stem constitutes a possible word in the language, however, turned out to be
too strong. Research across languages has provided evidence that the number
of inflectional elements omitted by aphasic speakers is related to the amount
of syntactically relevant information expressed by these elements. Whereas in
English — an analytic language with a largely reduced inflectional component
— inflectional markers tend to be omitted, in languages where inflectional
systems are more elaborate and express more syntactic information (such as
Finnish, German, Italian, Polish or Spanish) omission rates are markedly lower
than in English (e.g. Bates, Friederici, & Wulfeck, 1987; Dromi, Leonard, Adam,
& Zadunaisky-Ehrlich, 1999). Thus, whereas, for instance, the English 3rd person
singular marker -s is omitted in about half of the obligatory contexts for this
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marker by children with SLI (Clahsen, Bartke, & Gollner, 1997) and adult
Broca’s aphasics (Goodglass & Berko, 1960), omission rates for subject-verb
agreement inflection in German-speaking subjects are considerably lower
(20 percent for the German SLI children in Clahsen, Bartke, and Gollner, 1997,
2 percent for the Broca’s aphasics in Penke, 1998).

Cross-language comparisons have moreover suggested that the number
of forms contained in an inflectional paradigm influences the number of
inflectional errors where one inflectional form is substituted by another. The
more forms an inflectional system contains, i.e. the larger the inventory of
forms from which to choose the correct form, the more substitution errors are
likely to occur (Bates, Friederici, & Wulfeck, 1987; Dromi, Leonard, Adam, &
Zadunaisky-Ehrlich, 1999). Whereas substitution errors made up 7.5 percent
in an elicitation task on Italian article inflection, which differentiates between
nine article forms inflected for gender and number, the substitution rate
increased to 16 percent for German Broca’s aphasics who have twelve differ-
ent forms to choose from in the paradigm of article inflection (Bates, Friederici,
& Wulfeck, 1987).

The investigation of inflectional deficits across languages has thus shown
that language-specific factors related to the complexity and importance of
inflectional systems, and to whether or not uninflected forms are permitted,
critically affect type and amount of inflectional errors in language-impaired
speakers.

13.1.2 Inflection type

Inflectional processes are restricted to words of a certain grammatical cat-
egory. Tense inflection, for example, can only appear on verbs, comparative
inflection is restricted to adjectives, and case inflection occurs on nominal
elements. Moreover, inflection encodes information on a number of different
morphosyntactic categories such as TENSE, ASPECT, NUMBER, GENDER,
and CASE. That inflectional morphology is classified according to the word cat-
egory it applies to and to the morphosyntactic information it provides sug-
gests that deficits with inflectional morphology might not affect all inflectional
systems of a language in parallel, but might selectively affect only some inflec-
tional systems of a language. Indeed, such deficits are observed in aphasic
speakers and children with SLIL

Inflectional deficits selective for a specific grammatical class of words have
been observed across languages in a small number of aphasic subjects (e.g.
Laiacona & Caramazza, 2004). In elicitation tasks where subjects have to pro-
duce inflected forms for verbs and nouns that are homophones (e.g., “This is
a guide; these are __’, ‘This person guides, these people ___’), the subjects
show a dissociation in their capability to produce correctly inflected noun or
verb forms: whereas some of the tested aphasic subjects display significantly
more problems in producing inflected verb forms than in producing homo-
phone noun forms, others show the opposite pattern.
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Developments in syntactic theory that led to the split-up of the functional
projection INFL into an AGR node relevant for subject-verb agreement and a
T node relevant for tense inflection have drawn research interests to differential
deficits of agreement and tense inflection in Broca’s aphasia and SLI. Depend-
ing on which type of syntactic deficit is invoked to capture the language deficits
in these disorders (cf. section 13.2), selective deficits of tense inflection sparing
agreement inflection (Friedmann & Grodzinsky, 1997; Rice, Wexler, & Cleave,
1995) or, conversely, selective deficits of agreement inflection sparing tense
inflection (Clahsen, Bartke, & Gollner, 1997) have been reported.

That inflectional affixes can be selectively affected in language disorders,
even when homophonous such as plural -s, possessive -s, and 3rd person
singular -s in English, was shown by Goodglass and Berko (1960). They found
that their aphasic subjects experienced more problems in providing forms
inflected with the possessive -s (error rate 56%) than with 3rd person singular
(error rate 43%) and plural forms (error rate 21%).

All these findings suggest that inflectional forms or inflectional affixes that
belong to different inflectional systems are independent of each other. Selective
deficits might then occur because different classes of grammatical words (noun
or verb) or different morphological processes (such as agreement inflection
or plural inflection) are subserved by different brain areas selectively affected
by brain damage (Laiacona & Caramazza, 2004). Whether this suggestion will
prove valid or whether other factors such as the frequency of affixes (subsec-
tion 13.1.4) might account for these observations, is a matter of future research.

13.1.3 Regularity

In many languages and inflectional systems, regular and irregular inflected
forms exist side by side. Consider for instance English past-tense formation,
where we find regular forms inflected with -ed (laughed) and irregular ones
like went that are idiosyncratic and largely unpredictable. According to an
influential view in linguistics and psycholinguistics — defended most pro-
minently by Pinker (e.g. 1999) — regular inflected forms are built by applica-
tion of a mental symbolic rule (add -ed), whereas irregular forms are stored in
the mental lexicon. A central tenet of such a dualistic approach to inflection is
that the representations and mechanisms involved in the production and
comprehension of regular and irregular inflectional forms are fundamentally
different and thus should be selectively affected by different types of lan-
guage disorders. Research during the last 10 years has indeed provided ample
evidence that deficits with inflectional morphology might selectively affect
only regular or only irregular inflection.

Selective deficits of regular inflection have been reported for English-
speaking subjects with Broca’s aphasia, Parkinson’s disease, SLI, Down’s syn-
drome and autism (e.g. Laws & Bishop, 2003; Tager-Flusberg, 2003; Ullman,
Corkin, Coppola, et al., 1997; van der Lely & Ullman, 2001). In elicitation tasks
that test the production of regular and irregular inflected past tense forms (e.g.
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Every day, 1 wash my car. Just like every day, yesterday I .), speakers with such
language disorders typically display more problems in providing correctly
inflected regular forms than irregular forms. Moreover, these subjects rarely
overapply the regular past-tense affix -ed to irregular verbs (e.g. goed instead of
went), and do not use the regular affix to produce past-tense forms for pseudo-
verbs as unimpaired subjects will typically do (e.g. ploamphed). Selective deficits
of irregular inflection have conversely been reported for children with Williams
syndrome, fluent anomic aphasic speakers and speakers suffering from herpes
simplex encephalitis or degenerative brain disease (e.g. Alzheimer’s disease,
semantic dementia) (see, e.g., Clahsen & Almazan, 1998; Tyler, deMornay-
Davies, Anokhina, et al., 2002; Ullman, Corkin, Coppola, et al., 1997). In these
cases, speakers display significantly more problems in providing irregular
inflected forms than regular inflected forms and overapply regular inflectional
markers to irregular inflected stems (e.g. goed instead of went).

The validity of the reported selective deficits of regular as opposed to irregular
inflectional morphology has, however, been questioned. For some language
impairments the existing evidence for a selective deficit — especially with regular
inflection — is rather scarce. This is because reports of such deficits are some-
times based on just a few individuals, display only small differences between
regular and irregular inflected forms, and are not replicated in other studies.
Thus, whereas children with Down’s syndrome display deficits with inflec-
tional morphology, there is conflicting evidence on the question whether this
deficit is especially pronounced for regular inflected forms (Eadie, Fey, Douglas,
& Parsons, 2002). Similarly, several studies failed to replicate the finding of
a selective deficit of regular inflection in speakers with Parkinson’s disease
(Longworth, Keenan, Barker, Marslen-Wilson, & Tyler, 2005; Penke, Janssen,
Indefrey, & Seitz, 2005).

Another line of criticism addresses the issue of whether selective deficits are
simply artifacts of the experimental design chosen. Thus, it has been proposed
that English regular inflected past-tense forms are of greater phonological
complexity than irregular ones, since they display complex consonant clusters
(e.g. walked) whereas irregular forms often do not (e.g. ran). Bird, Lambon Ralph,
Seidenberg, McClelland, and Patterson (2003), for instance, have provided
evidence that a selective deficit with regular inflection observed in English-
speaking subjects with Broca’s aphasia disappeared when the test material
was controlled for phonological complexity.

And finally, it has been questioned whether selective deficits observed
in language-impaired speakers of English do hold across languages. Thus,
whereas a selective vulnerability of irregular inflection has been confirmed
for subjects with Williams syndrome and degenerative brain disease across
languages (e.g. Cholewa & de Bleser, 1995; Penke & Krause, 2004), a selective
deficit of regular inflection, which is characteristic of English-speaking sub-
jects with Broca’s aphasia and SLI, is not found in other languages such as
German, Dutch, Italian, or Spanish (e.g. Clahsen & Rothweiler, 1993; de Diego
Balaguer, Costa, Sebastidn-Galles, Juncadella, & Caramazza, 2004; Luzzatti &
de Bleser, 1996; Penke & Westermann, 2006).
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13.1.4 Frequency

A major factor in determining how error-prone inflected word forms are in
language disorders is frequency. As a rule of thumb, infrequent inflected forms
are more error-prone than frequent ones — in normal and impaired speakers.
Frequency effects are seen as indicative of processes of lexical storage and
access. Memory traces get stronger with each exposure, making frequently occur-
ring forms easier and quicker to access than infrequent ones. A frequency effect,
however, will only affect inflected forms or components of inflected forms that
are stored in the mental lexicon. Irregular inflected forms, for instance, are
stored as fully inflected whole word forms in the mental lexicon. In produc-
tion experiments error rates for stored irregular inflected forms are typically
correlated with the frequency of the inflected form: the less frequent the inflected
irregular form, the higher the error rate observed for language-impaired
speakers (Penke, Janssen, & Krause, 1999).

A notable exception to this observation might occur in Williams syndrome.
In an elicitation task with German Williams-syndrome children the error
rates for irregular inflected participles appeared not to be dependent on the
frequency of the inflected forms (Penke & Krause, 2004). This is not only in
contrast to normally developing children, but is reminiscent of other findings
in Williams syndrome where performance seems unaffected by the frequency
of occurrence of a word. Thus, for instance, in word-fluency tasks where sub-
jects have to give as many animals as come to mind during a minute, subjects
with Williams syndrome typically produce more infrequent animal names than
control children (Bellugi, Lichtenberger, Mills, Galaburda, & Korenberg, 1999).
These findings indicate that organization of and/or access to entries stored in
the mental lexicon might be different in subjects with Williams syndrome.

First results also point to an influence of affix frequency on error rates of
language impaired speakers. Some morphological theories propose that regular
inflectional affixes have independent entries in the mental lexicon (Wunderlich,
1996). If this assumption is correct, access to these affix entries should also
be dependent on frequency: the more often a specific affix is encountered, the
greater its accessibility. In a series of experiments on inflectional morphology
in German Broca’s aphasia, we have tested the production of inflected forms
for a range of different regular inflectional affixes and observed a close corre-
spondence between the number of words an affix is used with and the aphasic
speakers’ error rates. The more words an inflectional affix occurs with, the
lower the error rate obtained. The frequency of the inflected regular forms, in
contrast, did not influence error rates. Thus, the regular participle affix -f can
be found on about 1000 German simplex verbs and only about 9 percent of
these forms are produced incorrectly by our 13 aphasic subjects. In contrast,
the regular plural suffix -s occurs with only 208 simplex nouns and the
error rate for -s-plurals is about 62 percent (cf. Penke, 2006). This correlation
suggests that the problems of language-impaired speakers with the produc-
tion of some regular inflected forms result from difficulties in accessing the
entries of these affixes. Problems in lexical access could thus cause impairments
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of infrequent irregular inflected forms as well as deficits with the application
of infrequent regular affixes.

13.1.5 Morphosyntactic specifications
and markedness

Inflectional affixes are organized in inflectional paradigms. Such paradigms
are structured along morphosyntactic dimensions such as PERSON, NUMBER,
GENDER or CASE. In morphological theory, these dimensions are generally
represented in terms of binary features with marked (positive) and unmarked
(negative) values. Whether forms are marked or unmarked with respect to a
specific feature is determined on the basis of typological, morphological,
syntactic, or conceptual arguments, and might vary between languages. Plural
forms (e.g. books), for instance, are generally considered to be marked in com-
parison to singular forms (e.g. book), since plural forms are often marked by
a morphological element (e.g. -s), whereas singular markers are very rare in
the languages of the world.

Several studies on inflectional errors (in Broca’s aphasia and SLI) have
indicated that errors within one inflectional system do not result in random
exchanges of one inflected form of the paradigm by another. Instead, errors
rarely deviate in more than one morphosyntactic feature from the correct
target (Bates, Friederici, & Wulfeck, 1987; Clahsen, Sonnenstuhl, Hadler, &
Eisenbeiss, 2001; Menn & Obler, 1990), and they display a strong tendency to
replace forms with a marked feature specification by forms with an unmarked
feature specification within the same dimension of the paradigm (Janssen &
Penke, 2002). As an example, consider the paradigm of German subject-verb
agreement inflection which is organized along the dimensions PERSON (with
the specification [+2nd]) and NUMBER (with the specification [tPLURALY]).

)

NUMBER
[-PLURAL] [+PLURAL]
[-2nd] mochte mochte-n
PERSON [+2nd] mochte-st mochte-t

A substitution error might replace the German plural verb form mdchten “‘want’
marked for the feature [+PLURAL] by the singular form mdchte which encodes
the unmarked feature value [-[PLURAL]. The reverse error — a substitution of
the unmarked singular form mdchte by the more marked plural form mdchten —
is in contrast very rare, as is the substitution of the [+2nd, +PLURAL] form
mdchtet by the form mdchte which is specified for [-2nd, -PLURAL] and thus
differs in both morphosyntactic features from the target.
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These findings indicate that the morphosyntactic features that structure an
inflectional paradigm affect the type of errors that occur within a given inflec-
tional system. Moreover, the tendency to replace marked forms by unmarked
ones might turn out to be a core property of inflectional deficits (cf. Lapointe,
1985). It not only captures which substitution errors are likely to occur within
an inflectional paradigm, but it also accounts for the frequently made obser-
vation that language-impaired speakers display a preference for substituting
inflected finite verbs forms, marked for PERSON, NUMBER and TENSE, with
nonfinite forms, such as infinitives or participles unmarked for these morpho-
syntactic properties, and to replace marked case-inflected forms by citation
forms, typically unmarked nominative forms.

Moreover, inflectional errors are affected by morphophonological marked-
ness. Inflectional affixes often are consonants. What if a consonantal inflec-
tional ending is affixed to a stem that ends in the very same consonant? Adding
the English past-tense ending /d/ to a stem such as land- which already ends
in [d] would result in a sequence of two adjacent identical phones landd. Such
sequences are, however, avoided in languages. One option - chosen in English
(landed) or German (heft- + -t;5c = heftet ‘staples’) — is to insert an epenthetic
vowel between the two identical segments. Another option is chosen in
Dutch, for instance, where only one of the two identical segments is realized
(get+land- + -d = geland ‘landed’). Data from language acquisition indicate that
the English/German solution is more marked than the Dutch solution, taking
more time in acquisition (Grijzenhout & Penke, 2005). In an analysis of inflec-
tion errors produced by German Broca’s aphasics in regular participle forma-
tion, we found that the marked German solution is prone to error. Only 50%
of the regular verbs ending in a stem-final segment [t] were correctly inflected
with the regular participle ending -t (e.g. ge+heft- + -t = geheftet ‘stapled’), as
opposed to 92.3% for regular verbs with stem-final segments other than [t].
Moreover, for verbs with stem final [t], 79% of the errors were omissions of the
participle affix -t (*geheft instead of geheftet). In contrast, omission errors made
up only 2% of the errors for verbs ending in segments other than [t] (*geleb
instead of gelebt ‘lived’). These data show that morphophonologically marked
forms are prone to error, and they suggest that language-impaired speakers opt
for the unmarked, Dutch, solution where only one of the identical segments is
realized (cf. Grijzenhout & Penke 2005).

13.1.6 Language-external factors

Factors external to the grammatical system of a language have also been shown
to exert some influence on inflectional deficits. Kolk and Heeschen (1992) have
demonstrated that the number of omission errors is dependent on the task
the subject has to perform. Whereas their German Broca’s aphasic subjects
displayed relatively high omission rates for inflected forms in spontaneous
speech, omission rates dropped markedly when the very same subjects had to
produce inflected forms in an elicitation task. The number of substitution errors,
in contrast, increased. Kolk and Heeschen argue that omission errors result
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from a strategy of avoiding areas of potential problem — such as choosing the
correct inflected form from the paradigm (subsections 13.1.1 and 13.1.5). How
effective such an avoidance strategy can be is illustrated by some of my data
on German participle inflection in Broca’s aphasia. In spontaneous speech,
where subjects can choose what to produce, only one percent of the irregular
participles produced by five German Broca’s aphasics were incorrectly inflected
(Penke, 1998). Direct testing in an elicitation task reveals, however, that irregular
participle inflection is affected (mean error rate of 13 subjects = 33%; Penke &
Westermann, 2006). Specifically, the data indicate that the aphasic subjects suf-
fer from a deficit accessing infrequent irregular participles in the mental lexicon,
a deficit which would never become apparent in spontaneous speech where the
production of difficult forms can be avoided.

Other external factors that influence the performance of language-impaired
subjects relate to the testing situation (familiarity with the investigator, formal-
ity of the testing) and to how demanding a task is for the language-impaired
subject. Tasks which minimize processing load, such as cloze tasks where
the subject has to inflect a word presented in a sentential context, often lead
to better performance than more unrestrained tasks. To control for such influ-
ences, inflectional deficits should be explored by using different methodologies
and tasks.

13.2 Accounting for the Deficits

How inflection should be captured in linguistic theory, and to which component
of the language capacity it belongs, are still matters of debate, since inflection
has close connections to syntax, phonology and the mental lexicon. Accordingly,
inflectional deficits have been attributed to deficits in syntactic, phonological,
and morphological components of the language faculty as well as to deficits in
lexicon organization and lexical access.

According to an influential view, our language capacity contains a mental
lexicon, where words are stored together with learned idiosyncratic information,
and a mental grammar component that contains the rules to generate composite
structures such as sentences and complex words out of the stored elements in
the mental lexicon (Pinker, 1999). Under this view, regular inflection belongs
to the rule component of the grammar, while irregular inflected forms are
stored in the mental lexicon. Selective deficits of regular inflection consequently
result from damage to the rule component and co-occur with other ‘rule’-
deficits such as syntactic deficits (e.g. Gopnik, 1994; Ullman, Corkin, Coppola,
et al.,, 1997). Selective deficits with irregular inflected forms, in contrast, are
due to the lexical component and will, for instance, result from problems with
lexical access. While such models account for selective deficits of regular or
irregular inflection and for the observation that error rates for irregular inflected
forms are strongly dependent on the frequency of these forms, they neglect
issues such as the category dependency of inflectional deficits (affecting only
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verbal morphology or only tense morphology) or the influence of markedness
and paradigm complexity on error rates.

Inflectional morphology realizes morphosyntactic information concerning
NUMBER, PERSON, TENSE, CASE, etc., and thus encodes information about
the participants, the temporal situation of events and the argument roles of
the involved participants. This information is vital for syntactic representations
since it expresses the grammatical functions (e.g. subject, object) of arguments
and establishes agreement relationships between sentence constituents. In gener-
ative syntactic theories, the relevant morphosyntactic information is provided
by or checked in functional categories in the syntactic tree. Stems like a verb
have to move to functional categories such as AGR and TENSE to collect or
check inflectional features encoding information on tense and subject-verb
agreement. Concordant with this syntactic view of inflection are deficit
accounts that attribute impairments with inflection to syntactic deficits. In
such accounts, either the functional categories relevant for the realization of
inflectional markers can no longer be projected, resulting in pruned syntactic
trees (Friedmann & Grodzinsky, 1997), or the morphosyntactic information
that is hosted in specific functional nodes is left unspecified (Clahsen, Bartke,
& Gollner, 1997; Grodzinsky, 1990). Differing assumptions about which func-
tional node is affected by the assumed deficit account for the different inflec-
tional deficits proposed. Thus, assuming a syntactic tree such as (2), a deficit
at the functional node TENSE will account for a deficit that selectively affects
tense inflection, but spares agreement inflection (cf. Friedmann & Grodzinsky,
1997; Rice, Wexler, & Cleave, 1995). Accounts assuming that agreement fea-
tures are underspecified will, on the other hand, capture selective deficits with
verbal agreement morphology that spare tense inflection (e.g. Clahsen, Bartke,
& Gollner, 1997). Whereas these approaches can account for category specific
deficits — such as deficits affecting only verbal morphology or only tense
morphology — they do not address other issues, such as deficits selectively
affecting only regular or only irregular inflection, or the influence of frequency
or markedness on inflectional errors.

@
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In more recent syntactic theories such as the Minimalist Program, the lexicon
projects fully inflected forms into syntax and the morphosyntactic properties
of these lexical elements determine the building up of syntactic structure. In
such an account, problems with inflection might not be due to problems with
functional categories, but they might already arise in the lexicon where the
inflected form is built. Under a lexicalist account, inflectional deficits might
stem from difficulties in accessing inflected forms or affixes in the mental
lexicon. Processing limitations might lead to problems in accessing lexical
entries that are less frequently activated or are more marked (e.g. Lapointe,
1985; Stemberger, 1984). Processing limitations might also lead to problems in
identifying affixes or inflected forms with the correct morphosyntactic speci-
fications in an inflectional paradigm, thus accounting for the observation that
the number of inflected forms organized in an inflectional paradigm and the
architecture of an inflectional paradigm affect number and type of the occur-
ring inflectional errors (Bates, Friederici, & Wulfeck, 1987; Dromi, Leonard,
Adam, & Zadunaisky-Ehrlich, 1999; Janssen & Penke, 2002).

Inflectional affixes typically display phonological characteristics that make
them difficult to perceive and produce. Affixes, for instance, are shorter than
other lexemes, are typically restricted to a small set of phonemes such as
coronal consonants and the vowel schwa, and are often unstressed. Accord-
ingly, accounts that see problems in perception and production of inflectional
affixes as the basis of disorders such as SLI or Broca’s aphasia have a long
tradition in the field (e.g. Kean, 1977; Tallal, 2000). Recently an attempt has
been made to put the deficit with regular inflection that is characteristic for
English-speaking subjects with Broca’s aphasia down to the greater phono-
logical complexity of regular than of irregular past-tense forms (Bird, Lambon
Ralph, Seidenberg, McClelland, & Patterson 2003). Since regular past-tense
forms, unlike many irregulars, involve the addition of phonetic material (the
past-tense affix) leading to complex consonant clusters at words’ ends (com-
pare walked vs. ran), they place greater demands on the phonological system
and are consequently more difficult to produce and perceive for speakers
suffering from a phonological deficit. However, a look at Broca’s aphasia across
languages casts some doubt on this proposal. Consider regular past-tense
formation in English and regular participle formation in German and Dutch.
Regular past-tense as opposed to participle forms are of similar phonological
complexity in all three languages, since in all three languages a coronal stop
([t] or [d]) is added to the verb stem resulting in similarly complex final con-
sonant clusters in regular inflected forms (compare English danced [damnst]
with German getanzt [ . . . tanst] and Dutch gedanst [ . . . danst]). Despite similar
phonological complexity, error rates for the production of regular English
past-tense forms are high in English-speaking subjects with SLI or Broca’s
aphasia (70 to 80 percent; cf. Bird, Lambon Ralph, Seidenberg, McClelland, &
Patterson, 2003; Ullman, Corkin, Coppola, et al., 1997), whereas regular parti-
ciple formation in German and Dutch speakers is unimpaired (error rates less
than 10 percent, Penke & Westermann, 2006). Also, in contrast to English
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aphasic subjects, who hardly ever overapply the regular past-tense marker to
irregular verbs (e.g. goed instead of went), German and Dutch subjects readily
over-apply the regular participle ending to irregular verbs, despite the com-
plex consonant clusters that result (e.g. gesingt instead of gesungen). These
findings cannot be explained by the proposed phonological-deficit account.
Moreover, theories that see phonological deficits as the basis of inflectional
deficits cannot capture differential deficits of homophone affixes and leave the
influence of paradigm structure, markedness and frequency on inflectional
errors unexplained.

13.3 The Relevance of Inflectional Disorders for
Linguistic Theory

The investigation of language breakdown can be looked at from two different
perspectives. Whereas the central goal certainly is to describe and explain the
observed deficits, the study of language disorders can also provide insights
into the structure and organization of the normal language system. The value
of erroneous forms was probably first noticed in speech-error research. A lin-
guistic investigation of speech errors quickly revealed that such errors were
not random, but were constrained by the architecture of the language system
(Fromkin, 1971). A similar logic can be applied to erroneous forms produced
in language impairments. Consider, for instance, the issue whether or not
regular and irregular inflection are qualitatively distinct. According to dualis-
tic approaches to inflection (Pinker, 1999), the representations and mechanisms
involved in the processing of regular and irregular inflectional forms are
fundamentally different. If the dualistic view holds, then we should find lan-
guage disorders that either selectively affect the regular inflectional component
with the irregular inflectional module spared or, conversely, selectively affect
the irregular inflectional component leaving the regular component unimpaired.
A failure to find such a selective deficit, on the other hand, would weaken
the dualistic view on inflection. Whether or not selective deficits of regular
or irregular inflection can be found thus constitutes a test for the dualistic
approach to inflection. That such deficits have meanwhile been observed across
languages in a number of acquired and developmental language disorders
(subsection 13.1.3) confirms a central prediction of the dualistic view of
inflection.

Moreover, the finding that regular and irregular inflection often dissociate
in language disorders can be used as diagnostic for which inflectional markers
are regular or irregular. Consider as an example the rather intricate system of
German noun plurals where we find five different plural markers (-e, -er, -n,

-s or unmarked). There has been a long-standing debate on which of these
forms are regularly inflected and which are stored irregular forms. A case in
point is -n plurals. We were able to show that two types of -n plurals dissoci-
ate in subjects with Broca’s aphasia, with the -n plural on feminine nouns
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significantly better retained than the -n plural on masculine/neuter nouns
(Penke & Krause, 2002). That the two types of -n plurals can be differentially
affected in Broca’s aphasia suggests a qualitative distinction between these
two types of -n plurals and confirms theoretical approaches which claim that
the -n plural on feminine nouns is regular, whereas -1 plurals on masculine/
neuter nouns are stored irregular forms.

The investigation of inflectional deficits has also provided some evidence on
the status of inflectional morphemes (subsection 13.1.4). Whether or not inflec-
tional affixes have independent entries in the mental lexicon is a matter of con-
troversy in theoretical morphology. Whereas in strong lexicalist approaches
stems and regular inflectional affixes have independent entries in the mental
lexicon that can be productively combined via affixation (e.g. Wunderlich, 1996),
other morphological theories argue against independent affix entries in the
mental lexicon (e.g. Bybee, 1995). The observation that error rates of aphasic
speakers are closely related to the number of words an affix is used with sug-
gests that regular inflectional affixes have lexical entries in the mental lexicon
and that the problems aphasic speakers exhibit in the production of certain
regular inflected forms result from difficulties in accessing these affix entries.

13.4 Conclusion

The aim of this chapter was to highlight in which ways inflectional morphology
can be impaired in language disorders. Theoretically founded cross-language
comparisons of inflectional deficits have been and will be of central import-
ance in furthering our understanding of inflectional deficits. The investigation
of inflectional deficits across languages has provided important insights into
how different grammatical systems might affect manifestations of a particular
language disorder. Whether a language disorder will result in omission or sub-
stitution errors, and how many and which type of errors are likely to occur
seem to be crucially dependent on language-specific characteristics of inflec-
tional systems. Cross-language comparisons of language disorders also enable
us to determine which deficits are characteristic for a given language disor-
der across languages and which are not. This enhances our understanding of
what is going wrong in a particular language disorder and, thus, also has con-
sequences for language therapy. Whereas, for example, a deficit with irregular
inflection seems to be a characteristic sign of Williams syndrome across lan-
guages, the deficit with regular inflection observed in English-speaking subjects
with Broca’s aphasia is not. Moreover, a phonological-deficit account stating
that such a deficit with regular inflection is due to problems with complex con-
sonant clusters can be ruled out by data on German and Dutch Broca’s aphasics
who display no deficit with regular inflection despite similar phonological
complexity of the inflected forms.

Secondly, morphological theory has played and will play an important role
in the investigation of inflectional deficits. Morphological theory points out
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areas of potential problems in language-impaired speakers, such as complex
inflectional paradigms or marked forms. It helps in designing experiments and
in accounting for the observed behavior. However, to sound a word of caution,
an experiment or analysis of inflectional deficits is often only as good as the
morphological analysis underlying it. Determining what is a marked or an
unmarked, a regular or an irregular form requires expertise that exceeds tra-
ditional school or grammar-book knowledge. Nevertheless, theoretically guided
investigations of inflectional deficits will not only further our understanding
of language disorders, they might also be profitable for theoretical linguistics.
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14 Normal and Pathological

Semantic Processing of
Words

KARIMA KAHLAOUI AND
YVES JOANETTE

14.1 Introduction

How the brain processes the meanings of words has been puzzling the human
mind ever since it was acknowledged that the brain is responsible for this
amazing ability. In trying to understand how the brain processes word mean-
ings, it soon became obvious that one basic characteristic of the brain was very
important: the human brain is made up of two hemispheres, the left (LH) and
the right (RH), which differ not only functionally but also anatomically. These
differences are particularly important when it comes to the semantic process-
ing of words. Although the LH’s superiority for language processing is indis-
putable, it is now clear that the processing of word meanings occurs bilaterally.
Empirical evidence from neurologically intact and brain-injured participants
indicates that both hemispheres process word meanings, although not neces-
sarily in the same way (Chiarello, 1998; Joanette, Goulet, & Hannequin, 1990).
The fact that both hemispheres seem to be involved in language comprehen-
sion raises important questions about the role each hemisphere plays in process-
ing word semantics, and how it carries out that role. The main objective of this
chapter is to offer an overview of the neural bases of word semantics, with a
focus on the specific contributions of the left and right cerebral hemispheres.
First, the brain organization sustaining normal word semantics will be sum-
marized, mainly through behavioral studies (e.g., divided visual-field experi-
ments). Then, the impact of acquired brain lesions on word semantic abilities
will be addressed.
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14.2 Hemispheric Asymmetries in Semantic
Processing: An Overview

A fundamental question in cognitive neuropsychology and neurolinguistics is
how semantic networks are functionally organized across the cerebral hemi-
spheres. One informative approach for tackling this complex issue is the use of
a semantic priming paradigm. This technique allows one to measure time-
limited information-processing events that occur during access to word sem-
antics. One major model of semantic processing conceptualizes the lexicon as
a spatially distributed network of semantic elements, with increased distance
representing decreased degree of association (Collins & Loftus, 1975).
A robust and convergent effect that has been recurrently demonstrated in
neurologically intact participants is that lexical decisions are made faster and
more accurately on targets (e.g., doctor) that are primed by a preceding word
that is related in meaning (e.g., nurse) than on words that are preceded by an
unrelated word (e.g., cat; for a review, see Neely, 1991). These priming effects
reflect, directly or indirectly, the fact that lexical concepts in semantic memory
are clustered according to a matrix of semantic similarity (Collins & Loftus,
1975). At the semantic level of representation, the network is thought to be
organized according to the degree of semantic similarity between the nodes.
Nodes representing semantically related words are assumed to be more strongly
connected, via direct links, than nodes for unrelated words. The presence of a
priming effect usually indicates that the semantic network is structurally largely
unaffected.

Two general mechanisms have been proposed to account for the semantic
priming effect: automatic spreading activation and controlled semantic proces-
sing (Neely, 1991; Posner & Snyder, 1975). According to the first approach, sem-
antic priming reflects an automatic spread of activation in semantic memory.
It is thought to be automatic in that it onsets and offsets rapidly, occurs with-
out effort, and places few demands on central processing resources. The pres-
entation of a prime stimulus is thought to activate the corresponding conceptual
representation in a semantic network; activation spreads to related nodes,
through the links, increasing their activation level. Hence, if a word denoting
a related concept is presented, its recognition (i.e., target decision making) will
be facilitated (Collins & Loftus, 1975). According to the second approach —
controlled semantic processing — the semantic priming is a result of effortful
or attentional processes. Attentional processing occurs when participants are
encouraged to attend to the relationship between the prime and target stimuli
and to consciously use this information to aid in target decision making. In
contrast to automatic spreading activation, attentional priming is relatively
slow to onset, lasts over longer intervals, and places a drain on central process-
ing resources (Posner & Snyder 1975). Consequently, processing of a related
word is facilitated while processing of an unrelated word is inhibited. A number
of factors determine whether automatic or controlled priming mechanisms are
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the main contributors to the overall priming effect (Neely, 1991). Three main
factors are the relatedness pair proportion, the stimulus-onset asynchrony (SOA)
between prime and target, and the instructions given to participants. It has
been suggested that automatic spread of activation is the relevant mechanism
with a low proportion of related targets, a short SOA, and instructions to
participants that are devoid of any allusion to related pairs in the stimulus set.
Controlled processes are generally engaged with a high proportion of related
targets, SOAs of greater than 400 milliseconds (ms), and task instructions that
specifically draw attention to the presence and use of category exemplar pairs
in the stimulus set (Neely, 1991). Such semantic priming results have been taken
to reflect aspects of the organization of word meaning in semantic memory.
Generally, in order to study these processes, decision making involves either
a lexical decision task, in which participants decide whether the presented
stimulus is a real word or not, or a semantic judgment task, in which particip-
ants decide whether the prime and the target are semantically related.

Insight into the role of the cerebral hemispheres in semantic processing has
also come from semantic priming studies using divided visual field techni-
ques (Burgess & Simpson, 1988; Collins, 2002). This technique allows us to infer
how each cerebral hemisphere understands and processes language because
of the brief, lateralized presentation of the stimuli. In a typical experiment,
participants view words presented to either the left visual field (LVF) or the
right visual field (RVF). Because of the anatomy of the visual system, stimuli
presented in the LVF are directly transmitted to the RH, while stimuli pre-
sented in the RVF are directly transmitted to the LH. Both response speed and
accuracy are considered as indices of hemispheric capabilities.

In the last few decades, a number of studies have contributed to our under-
standing of how word meanings are activated in both hemispheres. For
example, Chiarello, Burgess, Richards, and Pollock (1990) discovered that the
hemispheres differ in their sensitivity to different types of semantic relation-
ships at an SOA of 575 ms. Hemispheres show equivalent levels of priming
for lexically associated members of a semantic category (e.g., dog — cat), and no
priming when primes and targets are closely related but do not share category
members (i.e., associated category members; bee — honey). However, only the
RH shows significant priming for lexically unassociated category members
(e.g., dog — goat). These findings were confirmed in a subsequent study by
Chiarello and Richards (1992), which investigated the possibility that the
category dominance of primes was instrumental in influencing the direction
and magnitude of lateral differences in priming. These authors systematically
varied the category dominance of pairs projected to the LVF and RVF. They
were also careful to ensure that their prime-target pairs were as free from
associative links as possible. Their results showed no significant effects of
category dominance but a priming effect was once again reliably obtained
only in the LVF. Chiarello, Burgess, Richards, and Pollock (1990) suggest that
these results support the view that the RH’s semantic system operates diffusely,
with activation spreading to a broad range of semantic candidates over an
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extended time course. Similarly, Beeman and colleagues (Beeman & Chiarello,
1998; Beeman, Friedman, Grafman, et al., 1994) refined this hypothesis in the
context of a more comprehensive account of the differences between the hemi-
spheres in language processing, and proposed the depth of activation hypothesis.
According to this hypothesis, the neural networks sustained by the RH do not
process words semantically in the same way as those in the LH. Indeed, only
a small set of closely related information is activated when the LH initiates
processing. In contrast, a large set of related information may be activated,
including distantly related information, when the RH initiates the processing.
In other words, not only associated but also remotely related information is
activated in the RH, whereas activation in the LH is restricted to a smaller
set of highly related information. Thus, these authors suggest that the RH pro-
cesses the semantics of words through a coarse semantic coding process while
the LH uses fine-grained coding. This hypothesis is consistent with the findings
in brain-damaged populations, which suggest that right-hemisphere-damaged
patients have problems drawing inferences, understanding humor, and inter-
preting ambiguous phrases (Brownell, Potter, Bihrle, & Gardner, 1986; Grindrod
& Baum, 2005; Tompkins, Fassbinder, Lehman-Blake, Baumgaertner, & Jayaram,
2004; Tompkins, Lehman-Blake, Baumgaertner, & Fassbinder, 2001), all of which
require the activation of multiple word meanings.

Hemispheric differences also have been reported in the time course of the
meaning activation. For example, the study by Abernethy and Coney (1996)
challenges the RH advantage in semantic category priming, using two differ-
ent SOAs: 250 ms and 450 ms. With a shorter SOA (250 ms), the results showed
only LH priming. At a longer SOA (450 ms), the results showed priming for
targets presented to both hemispheres, but only when the prime was pre-
sented to the LH. The authors concluded that semantic categories are repre-
sented in the LH but that this categorical information may be relayed from left
to right, with a long enough SOA. These contradictory results concerning the
hemispheric contributions to semantic processing, and more specifically to the
processing of semantic categories, led Koivisto (1997) to study this question in
relation to the SOA used and to propose the time course hypothesis. In his study,
Koivisto presented non-associated primes and targets from the same categ-
ories (e.g., sister — aunt) unilaterally to the RVF and the LVF with SOAs of
165 vs. 250 vs. 500 vs. 750 ms. At 165 ms, only the LH was primed. In contrast,
at 750 ms, only the RH presentations resulted in priming. The intermediate
SOAs produced an increase in priming in the RH, while there was a decrease
in the LH with longer SOAs. Koivisto concluded that both closely and dis-
tantly related kinds of information are initially activated in the LH. In the
RH, the activation of distantly related information is assumed to start later
than in the LH. Consequently, both LH and RH may have similar spreads
of activation, but over different lengths of time. The LH may prime quickly
and its arousal may decrease fast, while the RH may prime more slowly.
Recently, other studies have confirmed the differential organization of the two
cerebral hemispheres using both short and long SOAs (Chiarello, Liu, Shears,
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Ouan, & Kacinik, 2003; Collins, 1999; Yochim, Kender, Abeare, Gustafson, &
Whitman, 2005).

In summary, the majority of studies outlined in this section support the
position that both hemispheres can play a role in semantic processing. Studies
concerning the time course of activation using short SOAs show that both
close and distant information is automatically activated in the LH. With time,
the attention is focused on close, expected relations in the LH, suppressing the
activation of more distantly related information. However, in the RH, both
close and distant relations stay active for a longer time, although the onset of
semantic processing may be slower than in the LH. Taken together, these data
suggest that the hemispheres have access to similar lexicons, but operate some-
what differently. However, there is a distinction to be made between studies
on each hemisphere’s specific capacity for semantic processing, and studies
describing their actual contribution to language abilities. Thus, additional evid-
ence concerning each hemisphere’s contribution to semantic processing comes
from the study of patients with focal brain damage.

14.3 Hemispheric Asymmetries in Semantic
Processing: Brain Lesion Studies

14.3.1 Semantic impairments following
a left-hemisphere lesion

Impairments in the processing of word meanings have long been known to be
one of the possible consequences of brain damage. In particular, semantic deficits
were believed to be one of the dimensions that clearly separated the symptom
space of Broca’s and Wernicke’s aphasia. These two types of aphasia are usu-
ally the consequence of a left-hemisphere lesion in right-handers (Lecours &
Lhermitte, 1979). Individuals with Broca’s aphasia have damage to the frontal
lobe of the brain. They frequently speak in short, meaningful phrases that are
produced with great effort. Broca’s aphasia is thus characterized as a nonfluent
aphasia. In contrast to Broca’s aphasia, damage to the temporal lobe may result
in a fluent aphasia that is called Wernicke’s aphasia. Individuals with Wernicke’s
aphasia show a considerable impairment in comprehension; they may speak
fluently but their output is difficult to understand since they produce numerous
paraphasias, add unnecessary words, and even produce neologisms.

Studies in which participants were required to explicitly judge semantic
relations obtained evidence of severe disruptions of semantic processing in
Wernicke’s aphasics (Grober, Perecman, Kellar, & Brown, 1980; Whitehouse,
Caramazza, & Zurif, 1978). In contrast to the Wernicke’s aphasics, the per-
formance of patients with Broca’s aphasia in these studies was close to that of
neurologically intact participants. This led to the claim that, in Wernicke’s
aphasia, the semantic lexicon was structurally affected, whereas in Broca’s
aphasics it was largely unaffected (Grober, Perecman, Kellar, & Brown, 1980).
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Thus, comprehension deficits in Wernicke’s patients were initially attributed
to a partial degradation of stored linguistic representations (Caramazza &
Zurif, 1976). However, in recent decades, this claim has been challenged by a
number of word-priming studies of aphasic patients (e.g., Hagoort, 1993, 1997;
Milberg, Blumstein, Giovanello, & Misiurski, 2003; Prather, Zurif, Love, &
Brownell 1997; Prather, Zurif, Stern, & Rosen, 1992; Swaab, Brown, & Hagoort,
1998), which reported results that are suggestive of processing impairments
rather than of a loss of knowledge. These studies showed that, despite signific-
antly longer response latencies, Wernicke’s aphasics consistently showed the
same pattern of results as the neurologically intact participants; that is, both
neurologically intact participants and Wernicke’s aphasics needed less time
to recognize the target as a word when it was preceded by an associatively
related word (Blumstein, Milberg, & Shrier, 1982; Hagoort, 1993; Milberg,
Blumstein, & Dworetzky, 1987). However, for Broca’s aphasics, the results are
contradictory. In the majority of priming studies, semantic priming effects
have been found in patients, especially when prime-target pairs were highly
associated (Blumstein, Milberg, & Shrier, 1982; Hagoort, 1993). In contrast,
when the semantic relationship between the prime and the target was more
subtle, or when the stimuli were presented as triplets (i.e., participants made a
lexical decision on the third word of a series), no priming effects were obtained
in these patients (Milberg & Blumstein, 1981; Milberg, Blumstein, & Dworetzky,
1987). Milberg and colleagues concluded that the Broca’s aphasics are impaired
in their automatic access to semantic representations of words. However, the
fact that the Broca’s aphasics can make semantic judgments indicates that,
although the activation level of lexical entries may be reduced, the lexical
entries are accessed and the organization of the semantic network appears to
be intact. Consequently, these patients are able to use strategies in an off-line
task to judge the semantic relationship between prime—target pairs.

Two claims can be made on the basis of these studies. On one hand, because
of the evidence of semantic facilitation in Wernicke’s aphasics, it has been sug-
gested that the semantic impairments in these patients are not due to a loss
of stored linguistic representations but rather to the patient’s inability to use or
manipulate semantic information. On the other hand, the second claim is that
Broca’s aphasics might have an impairment affecting their automatic routines
for accessing semantic information. However, the theoretical weakness of this
claim resides in the implicit assumption that word-priming studies mainly tap
into the automatic processing of semantic information, including word mean-
ings. As was argued for in the first part of this chapter, priming effects may be
attributed to both automatic and controlled priming mechanisms (Neely, 1991).
In the studies in which no priming effects were observed in Broca’s aphasics,
the authors used relatively long intervals between primes and targets. For
example, Milberg, Blumstein and Dworetzky (1987) used a single interval of
500 ms, making it difficult to dissociate the automatic and controlled aspects
of semantic processing. In order to investigate the contribution of automatic
and controlled aspects of semantic processing, Hagoort (1993) extended the
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study by Milberg, Blumstein, & Dworetzky (1987) to include short (300 ms)
and long (1,400 ms) SOAs. Both Broca’s and Wernicke’s aphasics were able to
automatically access the semantic lexicon, but had difficulties with controlled
processing. The results of these studies support the notion that LH damage
may disrupt semantic processing, but are limited in several respects. Overall,
the results of the reaction-time priming studies with aphasic patients suggest
that a more likely functional focus of reduced or absent priming effects is at
the postlexical level of semantic matching of primes and targets. This ability
to track the time course of semantic processing in terms of rapid automatic
and slower controlled processes is very important, given that both LH and
RH contribute to semantic processing over time and in automatic and con-
trolled processes (e.g., Collins, 1999; Koivisto, 1997; Yochim, Kender, Abeare,
Gustafson, & Whitman, 2005). Prather and colleagues (1997) studied the slowed-
activation hypothesis of automatic processing in both Broca’s and Wernicke’s
aphasia by examining the time course of semantic activation with a list-
priming paradigm (LPP). Temporal delays between successive words were
manipulated, ranging from 300 to 2,100 ms. In contrast to neurologically intact
participants, who prime at relatively short inter-stimulus intervals (ISI) begin-
ning at 500 ms, the Broca’s aphasic participants showed reliable automatic
priming only at a long ISI of 1,500 ms. That is, Broca’s aphasics can access
semantic information automatically if allowed sufficient time to do so. This
result may help explain their disrupted comprehension of normally rapid con-
versational speech. In contrast, the Wernicke’s aphasics showed normally rapid
initial activation but continued slow priming over an abnormally long range of
periods, from 300 to 1,100 ms. This protracted priming suggests a failure to
dampen activation and might explain the semantic confusion exhibited by
fluent Wernicke’s patients.

Another field of research has provided additional insights into how semantic
knowledge may be organized across the cerebral hemispheres, namely the
study of category-specific deficits. Although the usual pattern is that the process-
ing of living items (e.g., animals, fruits) is found to be impaired compared to
that of nonliving items (e.g., furniture, tools), aphasic individuals showed the
opposite pattern, that is, a deficit for nonliving compared to living items (for
reviews, see Capitani, Laiacona, Mahon, & Caramazza, 2003; Humphreys &
Forde, 2001). Clinical and neuroimaging studies show that the processing of
nonliving items appears to be confined to the LH, suggesting that a LH lesion
will lead to an impairment of nonliving items (Devlin, Moore, Mummery,
et al., 2002; Tranel, Damasio, & Damasio, 1997; Warrington & McCarthy, 1983,
1987). More recently, convergent data from functional neuroimagery, in
addition to the systematic description of brain-lesioned individuals, suggest
that the left anteromedial temporal cortex plays a crucial role in the differen-
tiation of semantic concepts (Moss, Rodd, Stamatakis, Bright, & Tyler, 2005).
The latter suggest that, since living items are more similar between themselves
than nonliving items, this area of the temporal lobe would play a greater
role in sustaining semantic representations of living items. Conversely, the
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manipulation knowledge (i.e., knowledge of how items are used) associated
with nonliving items might also result in their semantic representations’
involving more fronto-parietal based neural networks (Bub, 2003; Buxbaum &
Saffran, 2002). In other words, the nature of the semantic representation (e.g.,
living /nonliving) appears to influence the specific neurobiological ‘inscriptions’
of such concepts in the LH, and hence results in distinctive impacts on object-
naming abilities and the semantic processing of words in general when these
regions are individually lesioned.

In summary, a large number of studies have provided further insights
into the dichotomy between automatic and controlled processing as they may
contribute to the semantic deficits of Wernicke’s and Broca’s aphasics. On one
hand, because of the evidence of semantic facilitation in Wernicke’s aphasics,
it has been suggested that at least some aspects of the representations of word
meanings are preserved in this kind of aphasia. These patients’ language-
comprehension deficits seem to reflect their inability to overtly access, use or
manipulate semantic information rather than a loss of the underlying semantic
representations of words. On the other hand, Broca’s aphasics sometimes show
a deficit affecting postlexical integration processes. However, the claim that there
is a deficit affecting automatic access to semantic information remains with-
out empirical support. Thus, the comprehension deficits found in Wernicke’s
and Broca’s aphasics appear to be related to the method of assessment used.
Indeed, the way in which semantic information is used in tasks requiring
explicit semantic judgments might differ from access to semantic information
under implicit task conditions, which do not focus the participants” attention
on the semantics of the words presented visually. In addition, the sites of lesions
in the left hemisphere may have a specific impact on the nature of the semantic
concepts that will be most affected. In particular, it appears that semantic
representations of living things are particularly dependent upon the integrity
of the anteromedial temporal cortex, whereas semantic representations of
nonliving items might depend on the integrity of the fronto-parietal cortex.

14.3.2 Semantic impairments following
a right-hemisphere lesion

Since the seminal contributions of pioneers such as Jon Eisenson (1962), numer-
ous studies have allowed us to better understand the RH’s contribution to
language processing. Most of the evidence for RH involvement in language
processing comes from studies of right-hemisphere-damaged (RHD) indi-
viduals; there is also evidence from neuroimaging studies. RHD individuals
are reported to be impaired in retrieving or using semantic information.
Such impairments affect the semantic processing of words more than their
formal dimensions (e.g., phonological, morphological), and they appear to
particularly affect words that are infrequent, abstract or non-imageable (for
a review, see Beeman & Chiarello, 1998; Joanette, Goulet, & Hannequin, 1990;
Tompkins, 1990).
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In addition to semantic priming paradigms, verbal fluency tasks have been
reported to assess semantic abilities and thus to be sensitive to acquired RH
lesions. Numerous studies have suggested that RHD individuals perform worse
than matched controls on word-naming tasks in which the production criter-
ion is semantic (e.g., naming animals) but not when it is orthographic (e.g.,
words starting with the letter 'L or ‘B’) (Goulet, Joanette, Sabourin, & Giroux,
1997; Joanette & Goulet, 1986). This observation is consistent with a number
of neuroimaging studies reporting RH activation for the semantic processing
of words, but not for their phonological processing (Gernsbacher & Kashack,
2003; Walter, Jbabdi, Marrelec, Benali, & Joanette, 2005). Moreover, such impair-
ments appear to stem from problems affecting the use of recall strategies.
Joanette, Goulet and Le Dorze (1988) compared both RHD and neurologically
intact participants on a word-fluency task using a semantic criterion. An analysis
of responses over a two-minute production period showed no significant
difference between groups in the first 30 seconds of recall, but significant dif-
ferences did emerge subsequently. This has been interpreted as suggesting
that, in the first period, subjects recall highly automatic, closely associated
items. Once these are exhausted, subjects need to guide their recall by making
use of retrieval strategies. Collectively, these findings implicate the RH in the
exhaustive retrieval of semantic category members, particularly those that
are not highly accessible. Le Blanc and Joanette (1996) reported that RHD
individuals had a specific tendency to produce less prototypical words in
an unconstrained oral naming task. In addition, studies on RHD patients
have revealed their difficulties in maintaining or in imparting coherence, as
well as a deficit in their ability to access and/or report more distantly related
category members.

Another approach to the right hemisphere’s semantic capacities has been
proposed with reference to the nature of semantic relationships, with similar
outcomes. These studies used lateralized presentation of word pairs in semantic
judgment tasks supposed to induce controlled processing to assess the differ-
ences between hemispheres. Their results, elicited in neurologically intact
participants, showed that the RH is particularly efficient at activating inter-
conceptual links, while the LH is more efficient at activating intraconceptual
links (Drews, 1987). More recently, Nocentini, Goulet, Roberts, and Joanette
(2001) examined the differential sensitivity of the two hemispheres to various
types of semantic relationships, comparing both RHD and LHD participants.
In their study, three kinds of intraconceptual and two kinds of interconceptual
relationships were devised. The intraconceptual relationships were the follow-
ing: Superordinate (e.g., eagle — bird), Categorical (e.g., eagle — penguin), and
Whole—Part (e.g., eagle — beak) relationships. The interconceptual relationships
were Locative (e.g., eagle — sky), and Same location (e.g., eagle — sun). Pairs of
common words were given to participants, who indicated whether or not
there was any relationship between the words. The results showed that a clear
dissociation only exists in the sensitivity of the LHD and RHD groups to
Whole—Part and Same location relations. These results do not support the
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existence of a general, rule-governed difference in sensitivity between the two
hemispheres, according to Drews’s (1987) inter- and intraconceptual frame-
work. Another dimension of word semantics to which the RH is suspected
of making a specific contribution has to do with the metaphorical alternative
meanings of polysemic words (Brownell, Simpson, Bihrle, Potter, & Gardner,
1990; Gagnon, Goulet, Giroux, & Joanette, 2003). Though somewhat contradict-
ory, the results of the studies addressing this question do suggest that an RH
lesion may affect the processing of some polysemic words in a qualitatively
unique way. However, it remains to be demonstrated that this presumed speci-
ficity does not simply represent a specific case of a more general characteristic
of word semantics sustained by the RH, such as its propensity to sustain more
remote and distant semantic associates (Beeman & Chiarello, 1998).

In addition to the question of the semantic specificity of word-level impair-
ments following an RH lesion, another research direction has attempted
to determine whether they constitute impairments to a somewhat conscious
access to semantic knowledge or disruptions of the automatic activation of this
knowledge. In studies by Gagnon, Goulet, and Joanette (1990, 1994), the objec-
tive was to determine whether the RH’s contribution relates to the automatic
activation of the semantic organization of lexical items or to the strategic use
of the semantic knowledge. Both RHD and neurologically intact participants
were given three tasks with varying activation requirements: two lexical-
decision tasks with semantic priming, one with a short SOA and the other
with a long one, and a semantic judgment task. The results showed that RHD
subjects were impaired on the semantic judgment task, whereas they showed
normal priming effects. These findings are congruent with other studies, which
reported normal semantic priming effects (automatic and controlled) in RHD
participants (Tompkins, 1990), but also problems with semantic judgment tasks
involving cohyponymic relationships (Chiarello & Church, 1986).

In summary, a number of word semantic impairments following an RH
lesion have been described in the literature. According to Beeman and Chiarello
(1998), studies of RHD individuals have shown that they tend to have prob-
lems accessing and/or processing more distantly related category members. In
addition, an RH lesion appears not to be associated with deficits in automatic
and controlled processing, but it is associated with impaired access to explicit
semantic information. Indeed, the RH’s possible contribution mainly seems to
become prominent when an attentional or conscious access to semantic process-
ing is needed. Overall, these studies suggest that the RH's integrity is crucial
for the full semantic processing of words.

14.3.3 Semantic impairments in Alzheimer’s disease

Dementia of the Alzheimer’s type (DAT) is usually, if not invariably, associ-
ated with progressive language impairment. For that reason, DAT represents
an interesting model of central nervous system dysfunction upon which to
base a study of semantic representation. Despite individual differences, the



238 Karima Kahlaoui and Yves Joanette

pathological alterations DAT gives rise to within the cerebral hemispheres
follow a fairly predictable time sequence and affect neuronal subsets within
fairly predictable regions of the brain (Kemper, 1994). In DAT, medial temporal
structures are implicated early. The neocortex is involved next, with the post-
erior association cortex altered to a greater extent than frontal association re-
gions. Both left and right cerebral hemispheres are usually affected in parallel
and to comparable extents. The importance of the study of semantic processing
in patients with DAT thus becomes straightforward: the pathological changes
of DAT consistently affect brain regions in which semantic information is
believed to be represented. However, despite the evidence of semantic deficits
in Alzheimer’s disease (AD), the nature of these deficits remains to be clari-
fied. A major controversy remains as to whether the semantic deficit stems
from a loss of information in the semantic store (Binetti, Magni, Cappa, et al.,
1995; Chertkow, Bub, Bergman, et al., 1994; Chertkow, Bub, & Seidenberg,
1989; Hodges, Salmon, & Butters., 1992), or whether the store of semantic
memory remains intact in DAT, and the deficit is related to an inability to
access and manipulate semantic information (Ober & Shenaut, 1999). In addi-
tion to neuropsychological tests, the semantic priming paradigm is often used
to investigate semantic memory. A number of studies have investigated sem-
antic priming effects in patients with DAT, often with conflicting results.
At first, some studies showed a lower than normal priming effect (Ober &
Shenaut, 1988; Silveri, Monteleone, Burani, & Tabossi, 1996), suggesting a deficit
affecting semantic information storage. Then other studies reported an equi-
valent semantic priming effect for both patients with DAT and neurologically
intact participants (Nebes, Martin, & Horn, 1984; Ober, Shenaut, Jagust, &
Stillman, 1991), which suggested that some patients with DAT have attention
deficits related to semantic impairments. Finally, some studies showed a hyper-
priming phenomenon (i.e., an increased semantic priming effect), which evolves
in a dynamic manner depending on the level of semantic memory deteriora-
tion (Chertkow, Bub, Bergman, et al.,, 1994; Chertkow, Bub, & Seidenberg,
1989; Giffard, Desgranges, Nore-Mary, et al., 2002). The hyperpriming effect
reflects the hierarchical organization of semantic knowledge. Given the con-
ceptual structure of hierarchical models of semantic memory, both general
and specific semantic information is supposed to be stored at different levels.
Thus, the presence of semantic priming does not necessarily mean that the
semantic representations of concepts are entirely preserved (Moss, Tyler,
Hodges, & Patterson, 1995). In the case of a semantic loss, specific information
represented at lower hierarchical levels could therefore be disrupted even
if general information represented at a higher superordinate level remained
intact. Moreover, normal priming effects may reflect partial semantic degrada-
tion; damage to stored representations may result in the loss of some of the
specific attribute information. Thus, semantic priming effects supported by the
remaining intact features only can be observed. This hyperpriming effect seems
to reflect a deterioration in semantic memory and, more specifically, a deficit
affecting storage of specific attribute information: from the onset of the disease,
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semantic representations deteriorate progressively, affecting the specific
attributes first, with retention of general semantic knowledge. This makes it more
and more difficult to distinguish between coordinate concepts since they share
the same preserved superordinate category while their specific attributes, which
allow them to be distinguished, are lost (Giffard, Desgranges, & Eustache, 2005;
Giffard, Desgranges, Nore-Mary, et al., 2002; Martin & Fedio, 1983).

Another research avenue has undertaken to determine whether the deteriora-
tion of semantic knowledge in DAT has an equivalent effect across semantic
categories. Although there is a debate as to the putative nature of this dissoci-
ation, one of the main hypotheses, the domain-specific hypothesis (Caramazza
& Shelton, 1998), explains that category-specific deficits arise because informa-
tion about living and nonliving items is processed by different parts of the
brain. A specific impairment of the processing of either living or nonliving
items may arise as the consequence of a focal lesion selectively involving the
corresponding substrate. As was argued in the preceding section, category-
specific effects should be attributed to variations in the location of cortical
atrophy in DAT individuals. In addition, Gonnerman, Andersen, Devlin,
Kempler, & Seidenberg (1997) showed a progression of category-specific effects
as a function of different degrees of impairment in DAT. In the first phase,
when the damage is light, DAT individuals showed a selective difficulty with
nonliving items but no impairment with living items. In the second phase, the
opposite pattern is observed, with a significant and selective problem with
living items, while the deficit affecting processing of nonliving items remains
stable. In the last phase, damage is extensive enough that the processing of
both living and nonliving items is significantly impaired, so that no category-
specific effects arise. However, most researchers argue that the distinction
between living and nonliving items is not a primary principle of neural organ-
ization, but reflects a more fundamental distinction between different types of
information. For example, Warrington and McCarthy (1987) proposed that the
dissociation between the processing of living and nonliving items could be
related to their differing reliance on perceptual versus functional information.
Similarly, Whatmough, Chertkow, Murta, et al. (2003) found an advantage
for nonliving items when they investigated category-specific effects in DAT
individuals. The ability of DAT participants to name living and nonliving items
declined progressively, but the performance on nonliving items tends to decline
less rapidly. According to Dixon, Bub, Chertkow, and Arguin (1999), category
deficits are due to a greater structural and conceptual similarity between items
within the living category. The classical advantage for the nonliving category
(e.g., car) over the living category (e.g., dog) is not due to a semantic category
dichotomy. Rather, it results from the fact that a dog closely resembles other
animals both physically and semantically, whereas a car is an object that is quite
distinct in its structure and its use. Thus, the greater semantic and structural
distinctiveness of nonliving items makes them more resistant to the gradual
degradation of semantic knowledge in DAT and gives nonliving items a small
but significant advantage in object identification tasks.
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In summary, several studies have shown that semantic impairments rep-
resent a major feature of DAT. These deficits are mainly observed in semantic
priming paradigms, which represent privileged tools for investigating the
integrity of semantic networks in brain-lesioned individuals. Overall, studies
investigating processing of word semantics in DAT provide evidence that the
loss of semantic knowledge in DAT does not occur randomly. Indeed, a pro-
gressive deterioration of semantic memory is demonstrated, affecting specific
attributes first, with a perseveration of general semantic knowledge. Similarly,
representations of semantic categories in the brain are differently affected,
with the category of living items deteriorating first.

14.4 Conclusion

The purpose of this chapter was to review the specific contributions the
cerebral hemispheres make to semantic processing. A large body of studies
based on behavioral and clinical approaches has led to the conclusion that
both hemispheres may be differentially involved in the representation and/or
processing of different kinds of semantic knowledge. These findings have
also indicated substantial hemispheric differences in the nature and time course
of information retrieval during word processing. In conclusion, the studies
reviewed here suggest that the processing of word semantics by the RH is
unique and complements and enriches processing in the LH (Chiarello, 1998).
In fact, language abilities represent a key example of the need for the two
hemispheres of the brain to cooperate fully (Sergent, 1994).
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15.1 The Classical Models and Beyond

In 1874, the German neuroanatomist Eduard Hitzig presented his ideas on lan-
guage and the brain to the Berlin Anthropological Society (cf. Hagner, 2000).
He interpreted aphasia as a loss of ‘motor images of words’ very similar
to neuronal representations of other types of motor activity in humans and
non-human animals. Hitzig was sharply criticized by Heymann Steinthal, a
linguist, who had analyzed most of the aphasiological data available at that
time. Steinthal was convinced that the leading view of language in the second
half of the nineteenth century completely underestimated the complexity of
language as a psychological function. He concluded that language had to be
conceived as a complex psychological mechanism beyond the current view of
the leading neurologists and neuroanatomists.

Although Steinthal discussed his ideas with many important scientists at the
time, the leading theoretical views on aphasia and language prevailed. These
views had begun to gain influence after the scientific descriptions of motor
aphasia by Paul Broca and of sensory aphasia by Carl Wernicke. Wernicke
(1977) incorporated both findings into a model of a motor speech center in
the inferior frontal and a sensory speech center in the superior temporal cor-
tex, the two being connected by a massive fiber bundle (arcuate fasciculus).
Lichtheim (1885) added a ‘concept center’ to this model and arrived at his
famous ‘house model” of language that supposedly made it possible for all
types of aphasic syndromes to be explained. Although the so-called Wernicke—
Lichtheim model of language has been very influential as a heuristic for both
research and therapy, it is faced with a number of problems (see also Hickok
& Poeppel, 2004): the idea of a few aphasic syndromes is not sufficient to

The Handbook of Clinical Linguistics. Edited by Martin J. Ball, Michael R. Perkins, Nicole Miiller
and Sara Howard © 2008 Blackwell Publishing Ltd. ISBN: 978-1-405-13522-1
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explain the variety of aphasic phenomena; nor is their association to different
anatomical areas as clear as the classical model suggests. Furthermore, the
model is (psycho)linguistically strongly underspecified. Today, Steinthal’s claim
that the complex structure of language is inherently tied to a differentiated
neural basis has gained much influence. Neuronal models of language are
inextricably bound to (psycho)linguistic theories. Furthermore, new techniques
to measure brain activity in vivo give us an idea of how complex the neuronal
basis of language is and how the different language functions are supported
by a distributed network of cortical as well as subcortical areas. Through these
new methods, we gain understanding about language being processed in time.
When the lexical entry of a word is retrieved, many different types of lin-
guistic information (phonological, syntactic and semantic) need to be integrated
into a sentence representation. This happens very fast, even though the pro-
cess engages multiple interactions between information types. Thus, a model
of language not only has to describe anatomically and functionally distinct
language-related areas in the brain, it must also explain when these different
areas come into play and interact with each other so that language is produced
and understood under the time-critical conditions of real life communication.

15.2 Language Processing and the Timing Issue

Numerous studies have described time as a critical parameter of aphasic lan-
guage. For example, Friederici and Kilborn (1989) reported that Broca’s aphasics
showed longer lexical decision times for target words in sentence contexts
rather than in isolation than did age-matched controls. Also unlike those of
controls, decision times were longer when there was no pause between a
context and a target word. As grammatical knowledge of a sentence was pre-
served, results suggest that sentence processing under strong time restrictions
was impaired. In a recent study in English conducted by Burkhardt, Pifiango,
and Wong (2003), Broca’s aphasics showed a priming effect in a cross-modal
lexical decision task at the original position of a moved argument such as ‘the
cheese’ in (1), as do controls (the concept of movement will be explained in
more detail below). However, patients showed a priming effect for a word
related to cheese in (1) (such as cheddar) compared to an unrelated word (such
as album) only when this target word was presented with a considerable delay
(650 ms) relative to its original position (i.e. at trace position ‘t’).

(1) The kid loved the cheese; which; the new microwave melted t; yesterday
afternoon . . .

By contrast, normal controls already showed a comparable effect 100 ms after
the critical position. These results as well as those from Friederici and Kilborn
(1989) highlight the importance of a dynamic view of pathological language
processing. They clearly emphasize the limits of representational accounts that
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assume loss of grammatical knowledge for sentences such as (1) (as, e.g.,
Grodzinsky, 2000).

In addition to reaction-time experiments, time-sensitive neurophysiological
measures receive increasing attention in research on both normal and patho-
logical language processing. In particular, event-related brain potentials (ERPs),
which allow the electrophysiological correlates of cognitive processes to be
monitored continuously with a very high time resolution (millisecond-by-
millisecond), have attracted a lot of interest over recent decades. ERPs are
obtained by averaging epochs of spontaneous EEG activity which are time-
locked to the onset of critical stimulus events (e.g. syntactically or semantically
mismatching words). The averaging procedure results in a wavelike pattern
consisting of typical peaks which are positive or negative relative to a control
condition (e.g. syntactically and/or semantically legal words). These peaks
are termed components. They are defined not only by their polarity (positive or
negative), but also by the time delay after onset of the critical stimulus (latency)
and the area over the skull where they are maximal (topography). An N400 com-
ponent, for example, is a negative (hence ‘N’) deflection which occurs approxi-
mately 400 milliseconds after a critical stimulus. Although ERP components
are defined by their topographic distribution over the skull, this does not enable
cognitive processes to be related to specific brain areas. This is because EEG
activity is oriented orthogonally to the sulcated cortex surface and not to the
skull surface. Therefore, for each ERP pattern which is recorded on the surface
of the skull, there is an infinite number of possible sources (generators).

There are several ways to determine the neuronal basis of a specific com-
ponent and therefore of the specific step in language processing it represents.
One possibility is to test patients with circumscribed brain lesions and to find
out whether they show the component in question or not. Another possibility
is to test similar experimental manipulations with neuroimaging methods which
allow a high spatial resolution. These methods trace changes in the cerebral
blood flow either via a radioactive substance in positron emission tomography
(PET) or via changes in the magnetic field in functional magnetic resonance
imaging (fMRI). The problem with these methods, however, is that the physi-
ological mechanism they depend upon (i.e. cerebral blood flow) changes rela-
tively slowly in comparison to electrophysiological activity. Thus, there seems
to be a trade-off between spatial and temporal resolution in the different
methods. ERPs on the one hand and fMRI/PET on the other can thus be seen
as complementary methods that play important roles in the development of a
neurocognitive model of language processing.

In the following, we present some of the ERP and fMRI evidence on syn-
tactic and semantic processing at the sentence level and integrate them into a
model. Please keep in mind that this is an area of active and ongoing research.
Accordingly, sentence processing-models are very much ‘in flux’. Due to space
limitations, we will not discuss results on early processes of speech segmenta-
tion (see Hickok & Poeppel, 2000) or on phonological processing (see Friederici
& Alter, 2004).
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15.3 Semantic Integration

Kutas and Hillyard (1980) were the first to find that semantically anomalous
sentences such as (2) lead to a specific ERP response.

(2) He spread the warm bread with socks.

In comparison to correct sentences, Kutas and Hillyard found a negative ERP
deflection occurring approximately 400 ms after the word socks was presented,
rendering (2) semantically inappropriate. Since then, the N400 has been the
focus of numerous studies. There is some debate about what the N400 exactly
reflects, but there is good evidence that it can best be characterized as a marker
of semantic integration (Chwilla, Brown, & Hagoort, 1995). The N400 has also
been shown to reflect thematic mismatch of argument-structure violations
(Osterhout, Holcomb, & Swinney, 1994; Frisch, Hahne, & Friederici, 2004) as
well as hierarchic thematic interpretation problems (Frisch & Schlesewsky,
2001, 2005).

In order to determine the brain areas which support the semantic processes
reflected in the N400, several studies with brain-damaged patients have been
carried out. In these studies, patients were selected on the basis of either their
functional deficits (i.e. behavioral impairment) or their structural deficits (i.e.
lesion location). One example of the former type of study was conducted by
Swaab, Brown, and Hagoort (1997) in a passive listening paradigm. They found
the N400 effect in aphasic patients with low comprehension scores (measured
on an independent test) to be delayed in comparison to aphasic patients with
high comprehension scores, patients with right-hemisphere damage and normal
controls. Neither the exact site of lesion within the left hemisphere nor the
specific aphasic syndrome (Broca’s versus Wernicke’s aphasia) was crucial. The
authors took their results as evidence that aphasics with low comprehension
abilities are delayed in lexical integration.

While comprehension performance was the critical criterion in the experi-
ments just described, there are also studies which have subgrouped their
patients according to lesion location.

Friederici, Hahne, and von Cramon (1998) found that an aphasic patient
with a left-temporoparietal lesion did not show an N400 effect in semantically
anomalous sentences such as (3).

(3) Der Honig wurde ermordet.
the honey was murdered

A further study by Friederici, von Cramon, and Kotz (1999) showed that the
N400 for sentences such as (3) was preserved in patients with left inferior-
frontal lesions as well as in patients with subcortical lesion of the left basal
ganglia. This was taken to show that the respective structures do not play a
crucial role in processes of semantic integration.
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Since most fMRI studies on semantic processing in healthy subjects focus on
the single-word level, there are only a few studies that use sentences as a testing
ground. These studies have found activation of a network of inferior-frontal as
well as temporal loci when subjects are confronted with semantically anoma-
lous sentences.

Ni, Constable, Menci, et al. (2000) presented semantically anomalous sen-
tences such as (4) to their subjects.

(4) Trees can eat.

Sentences such as (4) lead to more activation in the posterior superior tem-
poral gyrus (STG), the middle temporal gyrus (MTG), the angular gyrus, and
the inferior frontal gyrus (IFG) than do sentences with morphosyntactic viola-
tions. Higher activations in the MTG (BA'21), the angular gyrus and the inferior
frontal region (BA46/BA9), but also the medial temporal cortex, for semantic-
ally incongruent sentences were also reported by Newman, Pancheva, Ozawa,
Neville and Ullman (2001).

Kuperberg, McGuire, Bullmore, et al. (2000) tested sentences with semantic
violations in the strict sense, i.e. selectional restriction violations, such as (5).

(5) The young man drank the guitar.

The authors found enhanced activation differences in the (right) STG as well
as the (right) MTG compared to syntactic violations. In comparison to both
syntactic and selectional restriction violations, pragmatically anomalous sen-
tences such as (6) lead to higher activation differences in the left STG.

(6) The young man buried the guitar.

Friederici, Riischemeyer, Hahne and Fiebach (2003) found enhanced activity
for semantic anomalies in comparison to a baseline condition in the middle to
posterior STG and the insular cortex bilaterally, but no IFG activation.

Riischemeyer, Fiebach, Kempe, and Friederici (2005) contrasted semantically
anomalous with correct sentences and found the lateral prefrontal cortex (BA44/
45) and an area including the posterior MTG and the superior temporal sulcus
(STS) to be specifically active.

Both (posterior) superior and middle temporal areas seem to be involved
in semantic integration processes, but also an inferior frontal area (namely
BAA47) anterior to Broca’s area which has traditionally been associated with
syntactic processing. As has been suggested by Dapretto and Bookheimer (1999),
these two regions may serve different aspects of language processing. In a
study testing identical sentences in a syntactic and a semantic task the authors
found the anterior portion of left IFG (mainly BA47) more active in the semantic
task than in the syntactic task. On the other hand, activation differences were
stronger in the posterior portion of left IFG (mainly BA44) in the syntactic task
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than the semantic task. These results suggest that the IFG may respond as a
function of the strategic aspects of the task employed.

In sum, studies on the processing of semantic information converge in the
finding that processes of semantic integration take place around 400 ms after a
critical stimulus and that these processes are subserved by a (bilateral) cortical
network including the MTG, the middle and posterior portions of STG and
the anterior IFG, whereby the involvement of the latter is presumably tied to
strategic aspects of processing.

15.4 Syntactic Processes: Word
Category Integration, Processing
of Morphosyntactic Information
and Syntactic Repair/Reanalysis

Apart from semantic information, syntactic information (word category,
morphosyntax, argument structure, case, etc.) is entailed in a word’s lexical
entry. During on-line sentence processing this information has to be linked
with syntactic restrictions provided by the sentence context. As ERP studies
have shown, syntactic processes take place in three different time windows.

One ERP effect in response to morphosyntactic violations which can be
observed in the same time window (300-500 ms) as the N400 is the so-called
left-anterior negativity (LAN). LAN effects have been observed for number-
agreement violations in different languages such as English (Osterhout &
Mobley, 1995) and Dutch (Gunter, Stowe, & Mulder, 1997). They have also been
observed for violations of gender (Gunter, Schriefers, & Friederici, 2000) and
case (Coulson, King, & Kutas, 1998; Friederici & Frisch, 2000). The LAN can
therefore be characterized as reflecting unsuccessful integration of morpho-
syntactic information. There is little systematic evidence on the neuronal basis of
morphosyntactic integration processes, but the STG and possibly the IFG seem
to play an important role (Ni, Constable, Menci, et al., 2000; Raettig, Kotz,
Frisch, & Friederici, 2005).

Furthermore, there are two other time phases in which syntactic violations
lead to characteristic ERP effects, one preceding and one following the LAN/
N400 time window. In the earlier phase (around 150 ms) words are integrated
into the ongoing sentence structure on the basis of their syntactic category. In
(7), for example, such an integration is impossible as only nouns and adjectives,
but not verbs (such as gegessen) can follow a preposition (such as im) in German.

(7) Der Honig wurde im gegessen.
the honey was in-the eaten

(8) Der Honig wurde gegessen.
the honey was eaten
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Verbs such as gegessen in (7) create a word-category violation. In comparison
to a correct sentence such as (8) (without the preposition), they elicit a very
early negative ERP deflection peaking at around 150 ms. The component has
its topographical maximum over (left-)anterior electrode sites and is therefore
termed early left anterior negativity (ELAN). In the model of Friederici (2002),
word-category integration temporally and functionally precedes the integration
of all other types of information (syntactic and semantic) associated with a word.
This seems to be warranted since the ELAN occurs irrespective of simultaneous
violations based on other types of syntactic or semantic information, for exam-
ple verb-argument structure (Frisch, Hahne, & Friederici, 2004) or selectional
restrictions (Friederici, Steinhauer, & Frisch, 1999; Hahne & Friederici, 2002).
In addition, the ELAN is independent of non-linguistic factors such as the
predictability of a word-category violation (Hahne & Friederici, 2002). By con-
trast, the electrophysiological correlates of other types of violation (such as a
verb-argument structure or a semantic violation) are not found if the sentence
contains an additional word-category violation (Friederici, Steinhauer, & Frisch,
1999; Hahne & Friederici, 2002; Frisch, Hahne, & Friederici, 2004). This finding
is independent of whether the word category of the violating word is available
before or after its semantic properties (Friederici, Gunter, Hahne, & Mauth,
2004). An early negativity in response to a word-category violation was found
not only in German, but also in English (Neville, Nicol, Barss, Forster, &
Garrett, 1991), Dutch (Hagoort, Wassenaar, & Brown, 2003), Japanese (Kubota,
Ferrari, & Roberts, 2003) and Chinese (Ye, Lou, Friederici, & Zhou, 2006).

Sentences that contain a word-category violation, such as (7), not only elicit
an ELAN component on the mismatching verb but also a positive deflection
component peaking around 600 ms, the so-called P600 (Friederici, Steinhauer,
& Frisch, 1999; Hahne & Friederici, 2001). It was first reported by Osterhout
and Holcomb (1992) for words that create a syntactic violation in a sentence.
In contrast to the ELAN, the P600 is not specific for word-category violations,
but occurs with most other syntactic violations. Among others, these include
violations of agreement (Gunter, Stowe, & Mulder, 1997; Gunter, Schriefers, &
Friederici, 2000; Osterhout & Mobley, 1995), case (Coulson, King, & Kutas,
1998; Friederici & Frisch, 2000; Frisch & Schlesewsky, 2001, 2005) and verb-
argument structure (Osterhout, Holcomb, & Swinney, 1994; Friederici & Frisch,
2000; Frisch, Hahne, & Friederici, 2004).

Apart from outright violations, the P600 is also sensitive to processing
differences between sentences which are all syntactically legal. Osterhout
and Holcomb (1992) reported P600 effects in locally ambiguous sentences
such as (9).

(9) The broker persuaded to sell the stock was. ..
Up to the preposition ‘to’, sentence (9) can be parsed as a main clause structure

consisting of a subject and a verb. The preposition requires that this preferred
(as structurally simplest) reading is given up in favor of a more complex
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reduced relative clause (the broker who had been persuaded to ... ). The finding
that the revision of a preferred reading of a locally ambiguous sentence
induces a P600 has been replicated many times (Mecklinger, Schriefers,
Steinhauer, & Friederici, 1995; Frisch, Schlesewsky, Saddy, & Alpermann, 2002;
Frisch, beim Graben, & Schlesewsky, 2004). A P600 has also been found for
differences in syntactic integration difficulty between different non-ambigu-
ous sentences (Kaan, Harris, Gibson, & Holcomb, 2000) as well as for local
ambiguities compared to unambiguous structures (Frisch, Schlesewsky, Saddy,
& Alpermann, 2002).

With respect to the different experimental contexts in which late positivi-
ties have been found, the P600 can be seen as a marker of enhanced syntactic
processing cost, due to either repair, revision/reanalysis, integration cost or
ambiguity. In contrast to the ELAN, the P600 amplitude decreases with increas-
ing probability of the syntactic violation (Hahne & Friederici, 2001; Coulson,
King, & Kutas, 1998; Gunter, Stowe, & Mulder, 1997) and can be modulated by
additional (non-syntactic) violations (Gunter, Stowe, & Mulder, 1997). These
findings emphasize the role of the P600 as reflecting stages of controlled evalu-
ative processing.

Can these different types of syntactic processes (reflected by ELAN and
P600) be located in the brain? An answer to this question provides a good
example of how evidence from different resources has to be integrated in
order to get a more complete picture of the dynamic character of language
processing in the brain. In an fMRI study, Friederici, Riischemeyer, Hahne,
and Fiebach (2003) tested word-category violations such as (7) which elicit an
ELAN-P600 pattern in the ERP. Compared to a correct condition, these viola-
tions activated superior temporal (the anterior and posterior part of left STG),
inferior frontal (the left deep frontal operculum) as well as subcortical areas
(the putamen of the left basal ganglia). As previously stated, the problem with
fMRI is its relatively low time resolution that does not allow subsequent
subprocesses to be distinguished. However, there is evidence from ERP studies
on patients with circumscribed brain lesions. In the aforementioned study by
Friederici, Hahne, and von Cramon (1998), a patient with a temporoparietal
lesion did not show an N400 effect for semantic violations, but did show both
an ELAN and a P600 for word-category violations. Furthermore, the authors
found no ELAN, but a P600 for the same type of violation (as well as an N400
for a semantic violation) in a second patient with a left inferior frontal lesion
(see also Friederici, von Cramon, and Kotz, 1999, for a similar result with a
larger sample of patients with left-frontal lesions). The same pattern (a P600,
but no ELAN) was found in a study with patients who had suffered a lesion of
the anterior temporal lobe (Kotz, von Cramon, & Friederici, 2003). Further
evidence that a word-category mismatch activates a network of inferior frontal
(deep frontal operculum) and anterior temporal areas comes from a study
using magnetoencephalography (MEG), a technique which traces changes in
the magnetic fields of neurone assemblies as they depolarize. MEG has the
same temporal resolution as ERPs but a higher spatial resolution. In a MEG
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study with healthy participants, Friederici, Wang, Herrmann, Maess, and Oertel
(2000) conducted a dipole source localization and found that the ELAN was
best explained by two generators, one in the anterior part of the STG (planum
polare) and a second one in the inferior frontal cortex.

These regions do not seem to be crucial for late, controlled syntactic processes,
as P600 effects were found in patients with lesions in the anterior temporal or
inferior frontal area. However, a P600 for a word-category violation (or other
syntactic violation) was reduced or absent in patients with lesions in the left
basal ganglia (Friederici, von Cramon, & Kotz, 1999; Frisch, Kotz, von Cramon,
& Friederici, 2003; Kotz, Frisch, von Cramon, & Friederici, 2003). Obviously,
syntactic processes are not exclusively hosted by cortical areas, but subcortical
structures also play an important role (see also Ullman, 2004).

Taken together, all these results suggest that word-category integration
(as reflected by the ELAN) takes place early and is supported by a network
of inferior frontal and anterior temporal areas. By contrast, late controlled pro-
cesses of syntactic repair (as reflected by the P600) may possibly be regulated
in the basal ganglia and the posterior STG.

15.5 Violations and Beyond

In the preceding section we have demonstrated that language processing in the
brain takes place in different subsequent phases. These phases are supported
by different parts of a large cortico-subcortical network which is summarized
in figure 15.1. In the first phase (at around 150 ms), the syntactic category of a
word is integrated into a sentence context. If this fails, an ELAN is elicited. The
neuronal basis for this process seems to be a perisylvian network of (anterior)
STG and IFG (deep frontal operculum). Although most of the fMRI activity
is found in left-hemisphere regions, right-hemisphere homologues are often
coactivated. In a second phase (approximately between 300 and 500 ms), the
integration of lexical-semanic/thematic information (reflected in an N400) as
well as morphosyntactic information (reflected in a LAN) takes place. Semantic
integration is provided by the (posterior) STG and MTG as well as the IFG,
whereas the STG and the IFG also play a role in the integration of morphosyn-
tactic information. A third phase follows in which a general (largely syntactic)
evaluation of the sentence takes place. It seems to be supported by a cortico-
subcortical network including (posterior) STG and the basal ganglia.

The studies we have presented here are largely based on the processing of
violations. Especially with respect to syntax, however, there is another type
of experimental manipulation which has attracted increasing interest, namely,
the processing of sentences with non-canonical word orders. Syntactic theories
make the assumption that each language has a basic (‘canonical’) order of core
constituents (i.e. verb and arguments). Sentences that do not follow this order
are not necessarily illegal, but associated with enhanced processing cost. In
English, for example, the canonical order is subject-verb—object, as in (10a).
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(10a) The girl called [the boy]; who t; sold the ice cream.
(10b) [The boy]; who the girl called t; sold the ice cream.

In (10a), the NP ‘the boy’ is the object of the main clause, where it follows the
subject (‘the girl’) and the verb (‘called’). At the same time, it is the subject of
the relative clause where it precedes the verb and the object. In (10b), by
contrast, ‘the boy”’ is the object of the relative clause but precedes the subject
and the verb. Therefore, (10b) is an object relative clause, whereas (10a) is a
subject relative clause. Some syntactic theories assume that ‘the boy” has been
moved from its original object position in (10b) (and from the subject position
in 10a) in order to derive the ‘surface’ structure object—subject—verb. This is
indicated by the ‘t’ (for ‘trace’) in both (10a) and (10b) and by the ‘i’ that
coindexes trace and moved constituent.

Sentences in which the constituent order deviates from the canonical one
have played an important role in research involving aphasic patients. It was
shown that Broca’s aphasics not only have characteristic impairments in
language production (nonfluent, ‘telegram-style’” output) but also experience
severe comprehension problems with non-canonical sentences, at least if it is
not clear on grounds of plausibility alone which constituent is the subject and
which the object (Caramazza & Zurif, 1976). Thus in examples (10a) and (10b),
it is plausible that a boy sells ice cream, but not that ice cream sells a boy,
whereas a girl can call a boy and vice versa. It has been proposed that Broca’s
aphasics lack the knowledge about the original position of the moved NP
(‘the boy’) and therefore they cannot reconstruct a movement (cf. Grodzinsky,
2000). As Broca’s aphasia is a syndrome often associated with the left IFG
(BA44 and 45, Broca’s area), it was proposed that this cortical area plays a
key role in the processing of the dependencies between the moved sentence
constituents on the ‘surface” of the sentence and their original positions in the
underlying canonical order. Accordingly, imaging research has been under-
taken in order to find out which areas are activated when confronted with a
non-canonical sentence structure. In two PET studies, Stromswold, Caplan,
Alpert, and Rauch (1996) and Caplan, Alpert, and Waters (1998) found more
activation in the left IFG (BA44) for sentences such as (10b) than for sentences
such as (10a). However, as the authors admit, these results are not necessarily
due to the different word orders. They could also be caused by the fact
that a relative clause interrupts a main clause in (10b), whereas it follows
a main clause in (10a). Just, Carpenter, Keller, Eddy, and Thulborn (1996),
however, found that BA44 was also more active for an object relative clause
(11b) than for a subject relative clause (11a) when both relative clauses were
embedded.

(11a) [The reporter]; who t; attacked the senator admitted the error.

(11b) [The reporter]; who the senator attacked t; admitted the error.
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Obviously, these activation differences must depend on differences in con-
stituent order. However, it is not clear whether object-before-subject per se is
crucial or whether there is yet another explanation for the difference between
(11a) and (11b) or for the one between (10a) and (10b): In the object relative
clauses (10b) and (11b), the distance between the moved constituent (‘the re-
porter’) and its original position is necessarily longer than in their subject
relative counterparts (10a and 11a) as subject and verb intervene in the former,
but not in the latter. Thus, the increased difficulty for the (b)-sentences may be
due to higher working-memory demands, as the moved constituent has to be
rehearsed until it can be assigned to its original position. Since all the studies
mentioned above were conducted in English, which relies on strong word order
constraints, the two possible explanations cannot be resolved. Grewe, Bornkessel,
Zysset, Wiese, von Cramon, and Schlesewsky (2005) have addressed this ques-
tion in German, a language with more flexibility in word order than English.
They presented sentences such as (12) with three arguments, namey a subject
('SUB’), an indirect object (‘IOB’) and a direct object (‘DOB’). In one condition,
these arguments occurred in their canonical order (SUB>IOB>DOB, see 12a).
In another condition, the indirect object was moved in front of the subject
(IOB>SUB>DOB, see 12b). Note that, in German, word-order variations such
as in (12b) are marked, but nevertheless grammatical, in contrast to English.
Translating (12a) and (12b) into English would give identical results.

(12a) Dann hat [der Lehrer] [dem Gértner] [den Spaten] gegeben.
then has [the teacher]SUB [the gardener]IOB [the spade]DOB given

(12b) Dann hat [dem Gértner] [der Lehrer] [den Spaten] gegeben.
then has [the gardener]IOB [the teacher]SUB [the spade]DOB given

The authors found bilateral IFG (pars opercularis/BA44) activation for
scrambled sentences such as (12b) compared to sentences with a canonical
order (12a). Could this result not be explained in terms of higher working-
memory cost?

Grewe, Bornkessel, Zysset, et al. looked at two further conditions. One had
the same word order as in (12b), but the indirect object was replaced by a
pronoun (‘thm’/‘him’) such as in (12c).

(12c) Dann hat [ihm] [der Lehrer] [den Spaten] gegeben.
then has [him]IOB [the teacher]SUB [the spade]DOB given

Crucially, there is a strong tendency for pronouns in German to precede all
non-pronomial arguments, probably for phonological reasons, irrespective of
whether they are the subject or the object of the sentence. In other words, they
enforce argument permutations (here, indirect object before subject). Inter-
estingly, the authors found no activation differences in IFG (or anywhere
else) between (12c) and a sentence such as (12a) but with a pronominal subject.
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Results question the working memory account. They are also hard to reconcile
with approaches that assume that IFG activation increases with the number of
transformations that have to be computed in order to receive a non-canonical
surface order (Ben-Shahar, Hendler, Kahn, Ben-Bashat, & Grodzinsky, 2003).
Grewe, Bornkessel, Zysset, et al. (2005) instead argue that the IFG, and more
specifically Broca’s area, is sensitive to hierarchical linguistic dependencies
(i.e. subject>object, pronoun>non-pronoun, etc.) which are spelled out dif-
ferently in the world’s languages. On the basis of these data and especially
with respect to another study by Fiebach, Schlesewsky, Bornkessel and
Friederici (2004) who directly contrasted grammatical scrambled sentences
with ungrammatical ones, there is evidence that ungrammaticality activates
not the IFG, but the deep frontal operculum. This seems also to be true for
most of the above-cited studies on the processing of syntactic violations, at
least as long as the violation is created via two adjacent elements. By contrast,
word-order variations lead to IFG activation but do not alter activity in
fronto-opercular areas. Since the latter are probably older phylogenetic ter-
ritory than the former, this suggest a more profound functional differentiation
between these two brain regions (see Friederici, Bahlmann, Heim, Schubotz, &
Anwander, 2006).

To conclude, the variety of empirical results in the field of neuronal language
processing is enormous. This is due not only to the inherent differences in
the methods employed (electrophysiological vs. brain imaging), but also to the
variety of linguistic manipulations, experimental designs, tasks, languages, etc.
Nevertheless, we have shown that the picture becomes much more coherent if
we analyze similar questions under different perspectives, i.e. with different
methods, which cover both the temporal and the spatial parameters of language
processing in the brain.

NOTE

1 The best-known and most widely used parcellation of the human cortex based on
its cytoarchitecture goes back to the German neuroanatomist Korbinian Brodmann
(1868-1918). Resulting cortical areas are therefore termed ‘Brodmann areas’” (‘BA’).
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16 Bilingualism and
Language Impairment

JAN DE JONG

16.1 Introduction

This chapter deals with two types of language impairment, specific language
impairment (SLI) in children and aphasia in adults. Bilingual language impair-
ment in children has only recently been studied in some depth. The study of
bilingual cases of aphasia has a longer history. In this chapter, the focus is on
bilingual SLI; a brief discussion of bilingual aphasia serves comparative and
contrastive purposes. For obvious reasons, bilingualism has to be placed in
different contexts in developmental and acquired disorders. Important differ-
ences concern the processes of language acquisition (or learning) relative to
the onset of disorder, and the nature of bilingualism. Bilingual language develop-
ment may be either simultaneous or successive. In simultaneous bilingualism,
the two languages are learned from the start. In characteristic cases of successive
(or sequential) bilingualism, the child begins to grow up monolingual, but
encounters a second language in kindergarten or primary school. SLI in bilingual
children affects developing language systems, whether a child is exposed to
two (or more) languages simultaneously, or a second language is introduced
at some time during early childhood.

Adult-acquired aphasia, on the other hand, affects established language sys-
tems. While an aphasic bilingual may have acquired two (or more) languages
either simultaneously or successively, by the time of onset, we can assume that
all languages have been mastered (though not necessarily to the same degree of
fluency), and language-use patterns for all languages have been established.
Here there is loss of language, whereas in language-impaired children we
witness the growth of two languages, albeit in the context of an underlying
problem with language.
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16.2 Bilingual SLI

As we will see, there is major overlap between diagnostic concerns and scientific
research in the field of bilingual SLI. In their book, Dual Language Development
and Disorders, Genesee, Paradis, and Crago (2004; Paradis, 2005) describe two
types of potential misclassification of bilingual children. On the one hand,
poor insight into second language learning in typically developing children
can sometimes lead to the placement of children in special education when
there is no true need for that (in Genesee, Paradis and Crago’s words these are
cases of ‘mistaken identity’). On the other hand the problems of a language-
impaired child can be overlooked (‘missed identity’) because his or her slow
development is simply seen as the natural consequence of learning a second
language and of the time it takes to master it. The latter mistake often causes
late referral of children for language intervention (Salameh, Nettelbladt,
Hékansson, & Gullberg, 2002). These two sorts of misdiagnosis exemplify the
problems involved when employing the label ‘specific language impairment’
(SLI) with children who speak two languages. They correspond to the dilemma
that faces researchers who investigate bilingual SLI: researchers are also con-
cerned with the boundaries between typical second language learners and lan-
guage pathology. (It should be noted that by definition SLI should express itself
in both languages. However, the child’s first language often cannot be assessed
for lack of a diagnostician who is a native speaker. This adds to the diagnostic
quagmire sketched above.)

A caveat is needed when we address bilingualism. It is well known that
every term to be used for children learning two languages is debatable. Each
label has its advantages, disadvantages and connotations. Here it is accepted
that bilingualism can refer to simultaneous and successive learning of two
languages. We also recognize that the distinction between the two is not
watertight. This is one of the reasons why Genesee, Paradis, and Crago (2004)
prefer to apply the cover term ‘dual language impairment’ to both. In this
chapter, the word ‘bilingual” will be used as an ‘agnostic’ term for either type.
When research on either type of bilingualism is referred to, it will be made
clear which type is involved.

16.2.1 Group comparisons in SLI

A key issue in the study of SLI (and one that is intrinsically relevant to the
topic of this chapter) concerns the nature of the difference between children
with SLI and normally developing children. Leonard (1998) describes several
ways in which the difference between the two groups can be characterized.
The most obvious relationship between the two groups is one of delay: chil-
dren with SLI are like children without language problems, but their language
development starts later and it takes them longer to master the grammar of
their native language. Another possibility is that the difference reaches beyond



Bilingualism and Language Impairment 263

simple delay. There is a general consensus that the latter is the case with SLL
Several patterns are found in language-impaired children. Leonard (1998,
pp- 31-6) lists the following: a developmental plateau, a different profile across
language skills, an abnormal frequency of error and a qualitative difference
(deviant forms). A crucial determinant of such group differences is the choice
of a control group. It has been shown early on that, when one merely takes
chronological age peers as a reference point, the outcome is a descriptive vari-
ant of ‘delay’ that cannot bring to light specific weaknesses in the children’s
language performance (Morehead & Ingram, 1973). By definition, children
with SLI will simply fall behind on most language measures. In order to refine
the comparison, different matching criteria have been introduced. The most
frequently used measure is language level as indicated by mean length of
utterance (MLU, counted in either words or morphemes). The rationale is that,
MLU being an index of morphosyntactic growth, differences between groups
matched on MLU (in which the typically developing children are by definition
younger) will disclose the vulnerable areas in language-impaired children’s
grammar. This procedure can be criticized, though, and with every matching
tool the question must be answered what the results actually signify (Plante,
Swisher, Kiernan, & Restrepo, 1993; DeThorne, Johnson, & Loeb, 2005). Other
indices of language level have been used, as well as mental age measures. The
choice of a matching measure is crucially determined by the dependent vari-
able targeted, and every comparison generates different information.

What is relevant about the research practice of matching language-impaired
and non-impaired children is that it raises issues of comparability. Within
every group comparison, the first question must be: what are the implications,
and what do these commonalities or differences tell us? And if there is a dif-
ference, what is the nature of the difference?

If we wished to present a description of monolingual SLI in a particular
language, the most obvious way to do it would be to outline the symptoms
by linguistic level, using comparisons of impaired and non-impaired children
matched for language level. In studies on bilingual SLI, however, matching
paradigms are manifold. The question what bilingual SLI is and how it com-
pares to monolingual SLI is answered by a composite of group comparisons in
which bilingualism and/or SLI feature. We will therefore present empirical
findings for each type of comparison. For every comparison, we will try to for-
mulate what it contributes to our understanding of bilingual SLI. Together,
these efforts mark out the domain of our question. They also highlight the
dilemmas that both the researcher and the diagnostician are faced with.

16.2.1.1 Monolingual SLI across languages

There is a rich tradition of research into cross-linguistic differences in the
symptoms of monolingual SLI. Leonard, who has pioneered comparisons
between a range of languages, gives a survey in his seminal book (Leonard,
1998). His conclusion from the cross-linguistic research so far is that gram-
matical morphology is impaired in every language studied, but the nature of
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the impairment varies with the typological characteristics of the language. For
instance, in languages with a rich morphology substitutions are found in the
output of children with SLL in languages with a sparse morphology omissions
predominate. The relevance for bilingual language impairment is clear. When
considering the bilingual child with SLI, one possible view is that we are dealing
with two-monolinguals-in-one. If that is the case, the logical assumption is that
cross-linguistic differences will show up in a single child and that “the same
child with SLI will show two different grammatical profiles depending on the
language being spoken” (Leonard, in his introduction to Genesee, Paradis, &
Crago, 2004, p. xvi). Even if one does not accept this position, the typological
difference between the languages spoken by the child must be considered.

16.2.1.2  Monolingual children with SLI and typically

developing L2 learners
In several studies, SLI and second language (L2) acquisition have been com-
pared. The rationale for this comparison is that the areas that are vulnerable
in both groups of language learners are similar.

For instance, Hakansson (2001) investigated inflectional morphology and
verb placement. Swedish is a verb-second language and word order has proven
to be a problem for Swedish children with SLI. In Hékansson's study, both
second language learners and monolingual children with SLI had difficulty
producing the inverted word order (verb—subject instead of subject-verb)
that is obligatory with topicalization (for instance, after a preposed adverb) in
Swedish. Hakansson and Nettelbladt (1996) refer to similar patterns in adult
L2 learners that have been explained by transfer from the first language (L1)
(where word order is subject-verb). The finding that monolingual children
with SLI also prefer this order leads the authors to speculate that markedness
might be involved, i.e., subject-verb might be the unmarked order.

Paradis and Crago (2000) also found similarities between monolingual French-
speaking children with SLI and English-speaking L2 learners of French. Their
difficulties concerned the marking of finiteness, tense and subject—verb agree-
ment, as well as the production of object clitics. Paradis (2005) extended this
comparison to include L2 learners whose first language is a minority language,
“meaning that their L1s were not high-status and widely spoken languages
in the community in which they were living at the time of study” (p. 173). She
found that this linguistically diverse group exhibited difficulties with the gram-
matical morphology of English (their L2). Their error patterns and accuracy
rates resembled those of monolingual English children with SLI.

These comparisons suggest that there are vulnerable areas in the target
language that are a challenge for monolingual children with SLI and typically
developing L2 learners alike. The results present a significant diagnostic
dilemma. After all, if the same ‘symptom’ is identified in children with SLI
as well as in second language learners, how does one correctly diagnose
bilingual children with SLI, based, that is, on their second language skills?
Consequently, Paradis (2005) suggests that typically developing L2 learners
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can be mistaken for children with SLI precisely because both groups of chil-
dren show similar problems with grammatical morphology.

Because in this type of study only typically developing bilingual children
are included, the outcomes can only be tangentially related to bilingual SLI
Nevertheless, it highlights the potential confusion that makes it harder to
apply the diagnostic label. The clear implication is that the monolingual symp-
toms of SLI in the target language cannot be taken as valid markers for
bilingual SLI (in the children’s L2 output). In L2 learners, these are part of
typical development. This is not a trivial conclusion in a situation where the
identification of SLI in bilingual children is (owing to lack of diagnostic tools
for L1) often based on their L2 performance.

16.2.1.3  Successive bilingual children with SLI (L2) and
monolingual children with SLI

When speech therapists deal with bilingual children with language impairment,

what may draw their clinical attention is the way in which the L2 of these

children (which usually is also the language the therapists speak themselves)

resembles or differs from that of monolingual children with SLI for whom the

same language is their L1.

If there is a difference (in terms of the severity of the disorder) between
monolingual and bilingual children with SLI, this may indicate that bilingual-
ism is an additional burden for language-impaired children (a claim that not
everybody subscribes to, witness the two-monolinguals-in-one assumption).
Another hypothesis is that differences may point at specific markers of
bilingual SLI in the L2. Of course, for both these hypotheses an additional
control group of typically developing bilingual children must be entered into
the comparison.

Crutchley, Botting, and Conti-Ramsden (1997) undertook a large cohort study
among English children with language delay. Their aim was primarily an
educational one: to identify the factors that led to placement in special educa-
tion. Monolingual English-speaking children and bilingual children were com-
pared. Both groups were attending language units. Linguistically, it appeared
that the bilingual children were more likely to have problems with syntax and
also morphology and less likely to have difficulties only with phonology
and articulation. Moreover, their problems tended to be receptive as well as
expressive. Crutchley (1999) hypothesized that the differences might also be
a matter of diagnostic bias. The morphosyntactic symptoms might be more
obvious to the observer — and thus lead to referral to special care — whereas
phonological problems might at first glance reflect typical patterns in second
language learners rather than pathology.

16.2.1.4  Successive bilingual children with SLI (L1) and
monolingual children with SLI

Comparisons with monolingual speakers of L1 should be considered with

some caution, since there are factors at work that may contaminate the data. It
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is common in Western Europe that successive bilinguals are children from
immigrant families, whereas their monolingual peers live in their country of
origin. The language environment with regard to L1 for both populations is
often quite different. The L1 input may be affected by attrition in the immi-
grant adults. In addition, the child may in time show a relative preference for
L2 and in so doing neglect the L1 to some extent. Schiff-Myers (1992) even
mentions the possibility of ‘arrested development” in L1.

A practical problem in comparing the L1 of monolingual and bilingual
speakers is that for many languages information on monolingual SLI is
extremely sparse. This is certainly true for minority languages in Western
Europe like Turkish, Arabic and Berber. The results of a comparison of two
bilingual groups (with and without SLI) in the immigrant country may be
in fact the first indication of the form of monolingual SLI in the L1.

16.2.1.5 Simultaneous bilingual children with SLI and
monolingual children with SLI

Paradis, Crago, Genesee, and Rice (2003) also compared monolinguals and
bilinguals. However, their subjects were French-English simultaneous bilin-
gual children with SLI, who were compared to French children without SLI
and to monolingual children with SLI in either language. Of course, in simul-
taneous bilingualism, there is no real distinction between L1 and L2. Paradis
and colleagues found similarities between the two groups. Tense problems
appeared in all language-impaired children, both the bilingual group and
the monolingual groups. Non-tense morphemes fared better in both groups.
The authors conclude that this suggests that (given the absence of dispropor-
tionate problems among the bilinguals) children with SLI can learn two lan-
guages. Bilingualism is not a ‘risk factor’ (cf. Genesee, 1987), even for children
with SLL

Paradis, Crago, and Genesee (2005/2006) investigated acquisition of object
pronouns in French-English bilingual children with SLL They used monolingual
controls for both languages. Interestingly, they were also able to include a
group of younger typically developing bilingual children matched on MLU in
words. This type of matching is not yet common practice in research on bilin-
gual SLI, for reasons outlined below. For the French data, they also included
monolingual controls (with and without SLI). The bilingual children with SLI
resembled the younger typically developing bilinguals and the monolingual
children with SLI. The resemblance showed in the vulnerability of French
object clitics across groups. As in their earlier research, the claim that bilin-
gualism is an extra burden for children with SLI was not supported. If that
were the case, bilingual children with SLI should differ from their typically
developing counterparts and from the monolingual children with SLI.

The conclusion that SLI is not an impediment for learning two languages
may be premature, though. After all, this claim has not yet been tested within
a similar design for successive L2 learners whose first language is a minority
language. The outcome in such groups might be different, since the situation
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for those language learners seems to be more adverse (see Genesee, Paradis, &
Crago, 2004).

16.2.1.6  Bilingual children with SLI and typically
developing bilinguals

In research on monolingual SLI, comparison with normal controls is used to
identify characteristics that form a profile of SLI. As mentioned before, this
is usually done by matching the groups on a language measure. The resulting
hallmarks of impairment are seen as ‘clinical markers’ or even ‘phenotypic
markers’ of SLI. Similar comparisons in bilingual children have a related aim.
In such studies, group comparisons are undertaken to find symptoms of bilin-
gual SLI in the L2 (e.g. Jacobson & Schwartz, 2005). However, the research
here is, as it were, one step behind. Whereas in monolingual SLI a difference
with chronological age peers is often taken for granted and matching by
language age (LA) is favored, studies on bilingual children with language
delay usually include only a control group matched on chronological age
(CA). Only when differences with CA peers have been established can a language-
matching paradigm be considered. The Paradis, Crago, and Genesee (2005/2006)
study is a notable exception. Since they could make a comparison between
two languages for which symptoms of monolingual SLI are well known, MLU
matching was feasible.

Jacobson and Schwartz (2005) focused on English past-tense morphology
in two groups of sequential bilingual Spanish-English speakers (age 7;,0-9;0).
They found differences in the profiles of language-impaired (LI) and typically
developing children (the study did not refer to SLI “because standardized
test scores necessary to meet the criterion for classification of SLI were not
available” (Jacobson & Schwartz, 1995, p. 314"). Not only did the LI children
produce more errors, there was also a qualitative difference between the two
groups. Children with LI performed better on irregular verbs, the typically
developing group on regular verbs. The normally developing children also
produced more productive error types (overregularizations) while the LI
children produced more omissions. The authors propose that an error analysis
based on these findings may be helpful in the diagnosis of LI in bilingual
children.

Salameh, Hakansson, and Nettelbladt (2004; see also Hakansson, Salameh,
& Nettelbladt, 2003) investigated Swedish-Arabic preschool children with SLI
and CA-matched controls longitudinally. They investigated both L1 and L2.
Their comparison was done within the framework of processability theory
(PT; Pienemann, 1998). In PT, a hierarchy of processing requisites is assumed.
The levels differ in the extent to which grammatical information is exchanged.
Grammatical development starts with no exchange (unanalyzed forms), via
marking of plurals on nouns and agreement within the phrase to exchange
of information between phrases (as in subject-verb agreement). The top level
is subordination of clauses. For each of the two languages, structures were
elicited that represented each of the PT levels. For Arabic, this was only possible
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for the first three levels, due to characteristics of the language (Arabic is a pro-
drop language where overt subject is optional; subordination is not obligatory).
The ordering of the levels is implicational by hypothesis: children should
master one level before the next. The children with SLI did indeed develop
each language in the same implicational way that the controls showed. How-
ever, they showed delay in both of their languages, although there were indi-
vidual differences. Direct comparison across languages is notoriously difficult.
The PT model, Salameh et al. (2004) suggest, allows for an assessment of progress
in L1 and L2.

The study of Salameh, Hakansson, and Nettelbladt (2004) is a rare example
of a comparison between two languages in successive bilinguals with SLI. As
mentioned before, research on monolingual SLI has a strong cross-linguistic
tradition (Leonard, 1998). It is worth noting that gathering data from two
languages from a single child has a significant benefit: “the bilingual child
comes close to being the ‘perfect matched pair’” (De Houwer, 1990, p. 1).
Paradis, Crago, Genesee, and Rice (2003) quote this line because it is highly
relevant for research on SLI. SLI is known for its heterogeneity. This hetero-
geneity is multiplied in cross-linguistic comparison and augmented by other
subject variables. Comparing two languages in the same (impaired) child
offers a partial resolution of the problem. Therefore, in current projects in
Hamburg and Amsterdam, L1 (i.e. Turkish) data are collected as well as
data from L2 (German and Dutch, respectively). A comparison between the
two data sets will add information about cross-linguistic discrepancies and
similarities in SLL

16.2.2 What do these approaches contribute to our
understanding of bilingual SLI?

Bilingual SLI has only recently become a research topic in its own right. As the
discussion of the research above shows, much of the literature is of a very
recent date. The research field is gradually expanding, for various reasons.
The languages studied are different across countries and this is often due to
demographic developments that create distinct diagnostic needs. The research
focus illustrates this. In Europe much attention is devoted to immigrant chil-
dren whose L1 is a minority language (an increasing part of the population).
In the United States, the many children who speak Spanish and English are
widely investigated. In Canada, the same is true for bilingual French-English
speakers (whether simultaneous or successive), who naturally constitute a large
part of the population.

The comparisons reviewed above illuminate part of the puzzling question of
what bilingual SLI is. So far, more similarities than differences have been iden-
tified between monolingual SLI and bilingual SLI (or even typical bilinguals),?
although it is too early to consider the evidence conclusive. Some researchers
(e.g. Jacobson & Schwartz, 2005) have found differential patterns for bilingual
children with SLI. Pert and Letts (2006) propose that code-switching patterns
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may also be indicative of SLI: since children with SLI have difficulties with
grammatical morphology, they may face problems in code switching. The
body of evidence on unique patterns in bilingual SLI is still extremely limited
and more direct comparisons between successive bilinguals with and with-
out SLI await us. It seems that there is a movement away from comparisons
between monolingual SLI and second language learning towards research that
directly addresses bilingual SLI (impaired vs. normal).

The similarities found between bilingual SLI on the one hand and monolin-
gual SLI and typical L2 on the other seem to disprove the claim that bilingualism
has a taxing effect on children with SLI. Therefore researchers have volunteered
the opinion that children with SLI can indeed learn a second language (Genesee,
Paradis, & Crago, 2004). This position is at odds with the advice sometimes
given to parents to withhold a second language from the language-impaired
child because it has enough trouble dealing with one language. Of course,
parents from immigrant families do not have that choice in the first place since
they and their children have to acquire the L2 in order to be able to lead their
lives in the host country.

An intriguing question is what sort of theory will guide future research. So
far, part of the research has started from theories about second language learn-
ing or normal development as in the case of Pienemann (1998). Other studies
test hypotheses that have been formulated for the linguistic explanations of mon-
olingual SLI. An example is the Paradis, Crago, Genesee, and Rice (2003) study,
which departs from the Extended Optional Infinitive account (Rice, Wexler, &
Cleave, 1995). So far, theories for L2 acquisition or for SLI have been applied
to bilingual SLI, but not in tandem. It is not yet clear what type of theory will
explain bilingual SLI. Of course, explanations of bilingual SLI should also outline
the role of familiar factors in L2 success, like language dominance, language
attitude, language status, and time of exposure.

16.3 Bilingual Aphasia

There are parallels between issues in the study of bilingual SLI and in that of
bilingual aphasia. Grosjean’s (1989) exhortation “Neurolinguists, beware! The
bilingual is not two monolinguals in one person” defines an issue that is also
addressed in SLI research: is the language impairment simply equivalent in
both languages? In aphasia as well as SLI, cross-linguistic comparisons have
been made of the symptoms of the disorder (see the review by Bates, Wulfeck
and MacWhinney, 1991).

The most pertinent issue in bilingual aphasia is the different recovery patterns
that are encountered in aphasic bilinguals (see the survey in Paradis, 2004).
The most common pattern is one where both languages are equally affected
and recovery is similar: ‘parallel recovery’. If there is a difference in recovery,
this may reflect a difference in premorbid fluency between the two languages.
Recovery can also be “differential’. If so, the recovery contradicts the premorbid
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situation: the language least mastered recovers best. In the case of ‘antagonistic
recovery’ only one language is available first, then to be replaced by the other,
and so on. In the case of ‘blending recovery’ the two languages are mixed in a
way that does not occur in healthy speakers. Finally, in ‘selective aphasia” only
one language is affected at all; this is, of course, an aphasia type, not a recovery
pattern. It should be noted that very few cases have been described of the less
common (non-parallel) recovery patterns, so the evidence for their status is
not yet conclusive.

A major factor in the recovery process is the premorbid language status: the
level of fluency in two languages is seldom identical. One language was usually
stronger than the other. But what does ‘stronger’ mean? The native language?
The language most familiar? The language most useful? Paradis (2004) con-
siders several explanations for the recovery of language function in bilin-
gual aphasics that all depend on the answer given to these questions. There is
a parallel to similar discussions in the development of L2 in children, where
the notion of a stronger language also surfaces. Is L1 the first language? The
stronger language, the one best mastered? The language of the mother? The
language belonging to the domestic culture?

Some authors have argued for the existence of ‘differential aphasia’, in which
a different type of aphasia would be present in the two languages of the aphasic
person. Paradis (2004) critically reviews several cases of differential bilingual
aphasia (aphasia research, more than research in SLI, has a rich tradition of
case studies).” He does not find the evidence convincing. An example is the
case of a patient who spoke English and Hebrew. Agrammatism in English
results in the omission of morphemes. Substitution of morphemes, on the
other hand, is characteristic of paragrammatism in English. In Hebrew, how-
ever, substitution of morphemes is seen as part of agrammatism. Tradition-
ally, agrammatism is associated with Broca’s aphasia; paragrammatism is
identified with Wernicke’s aphasia. It is thus clear how differential diagnoses,
and the use of certain diagnostic labels, can be debatable. The cross-linguistic
difference compares to those found in SLI studies, where omission errors
are found in languages with a sparse morphology and commission errors in
languages with a rich morphology.

Research on bilingual aphasia — connected as it is to information about brain
pathology — has drawn much attention because it adds to our knowledge of
how language (in this case: two languages) is organized in the brain. Paradis’s
(2004) monograph provides an in-depth discussion of these contributions. This,
however, is beyond the scope of this chapter.

16.4 Assessment

16.4.1 Assessment in children

In establishing the nature of language impairment in bilingual children, one
has to carefully document the child’s language history and present language
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situation. The subsequent formal measurement assessment of language, however,
is a matter for discussion. The problems of misclassification mentioned earlier
are naturally associated with shortcomings in the available diagnostic tools.
Again, these concern the instruments for L2. If diagnosis on the basis of L1 were
universally possible, the diagnostic confusion would probably not be so serious.

Gutiérrez-Clellen (1996) gives a review of assessment in the context of lan-
guage diversity. It is worth listing some of her reservations. First of all, language
tests often show a major lack of sensitivity and specificity when dealing with
bilingual children. This results, for instance, in the common finding that on
language tests an ample majority of bilingual children score one or more stand-
ard deviations below the mean for typically developing children of their age
group. Of course, the test should specifically isolate only children with language
delay and no others. Failure to do so leads to many cases of ‘mistaken identity’.
This effect was demonstrated by Paradis (2005) for the Test of Early Grammatical
Impairment (Rice & Wexler, 2001). The majority of her typically developing
bilingual subjects fell within the clinical range on this test (an effect, by the
way, predicted by the test’s manual). Gutiérrez-Clellen (1996) shows that even
when tests are translated and the reference database is made to include chil-
dren who share the language background of the child, the bias remains.

There are also problems with the use of spontaneous language. The domain
in which this becomes apparent in the most obvious way is grammatical mor-
phology. Any morphological measure covers different ingredients in different
languages. The calculation of MLU across languages is a good example. The
MLU of children who learn a language with a rich morphology is not equival-
ent to the MLU of children who learn a more analytic language like English
(for an extensive review of this and other problems that affect language sam-
ples in bilinguals, exemplified by Spanish and English, see Gutiérrez-Clellen,
Restrepo, Bedore, Pefia, & Anderson, 2000).

Because direct measures of language may be biased or because their content
is language-specific, language-independent ways of testing performance have
been suggested. In the literature it has been hypothesized that deficits in process-
ing speed, working memory or temporal processing underlie the language
problems of (monolingual) children with SLI (for a review of the evidence for
and against such hypotheses, see Bishop, 1997; Leonard, 1998). As Kohnert,
Windsor and Yim (2006) argue, provided the hypothesis makes sense, meas-
ures that address such processing skills could be useful in identifying bilin-
gual children with SLI since they are not language-specific. However, their
attempt to apply two processing tasks to distinguish bilingual children with
LI from typically developing children showed that “performance on these tasks
does not provide compelling diagnostic power for separating typically devel-
oping bilinguals from monolingual children with LI” (Kohnert, Windsor, &
Yim, 2006, p. 19). Still, the results in this study were not unambiguous and it
is to be expected that this route for assessment will be explored further.

Another useful approach is dynamic assessment (‘test-teach-test’), where
the child’s capacity to learn is probed instead of language level per se (Crutchley,
1999; Pefia, Quinn, & Iglesias, 1992).



272 Jan de Jong

16.4.2 Assessment of bilingual aphasia

For aphasia, an instrument has been developed that is only intended for use
with bilinguals: The Bilingual Aphasia Test (BAT; Paradis & Libben, 1987). The
aim is to broaden the diagnostics of aphasia: in aphasia, as in SLI, assessment
is often done for one language only.

The BAT consists of three parts. Part A contains a questionnaire about the
patient’s language history. The aim is to make an inventory of the premorbid
language situation. Part B assesses the proficiency in each of the two lan-
guages separately. It contains numerous tasks addressing all modalities:
hearing, speaking, reading, writing. Part C focuses on bilingualism directly and
explicitly. For instance, grammaticality judgments are elicited for features where
the languages contrast, and the patients are asked to translate words or sen-
tences between the two languages. Test materials are available for numerous
languages and language pairs.

One of the considerations underlying the structure of the BAT is also valid
for (S)LI in children. It picks up an issue discussed earlier in this chapter.
Paradis (2004, p. 74) argues that if one wants to measure two languages with
comparable instruments, equivalency criteria should be adopted: “a sentence
with structural complexity equivalent to an English passive . .. may require an
altogether different construction in another language (e.g., a cleft object con-
struction). In other words, if the equivalence criterion is syntactic complexity,
a structure of similar complexity (quite possibly not the passive) must be
selected.” This recalls the study by Salameh, Hadkansson, and Nettelbladt (2004),
who attempted to pinpoint structures of similar complexity in order to assess
the level of the two languages spoken by their bilingual subjects.

NOTES

1 This hiatus affects many other studies of bilingual (S)LI as well, although not all
researchers shy away from the term SLIL

2 Kay-Raining Bird, Cleave, Trudeau, et al. (2005) compared bilingual and monolin-
gual children with Down syndrome. There was no difference between the groups
on the English language tests used in this study.

3 Fabbro (1999) also gives an overview of the history of research in bilingual aphasia,
and summarizes the ‘classic’ cases in the literature.
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