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Preface

The collection of systems represented in Sourcebook of
Models for Biomedical Research is an effort to reflect the
diversity and utility of models that are used in biomedicine.
That utility is based on the consideration that observations
made in particular organisms will provide insight into the
workings of other, more complex, systems. Even the cell
cycle in the simple yeast cell has similarities to that in
humans and regulation with similar proteins occurs.

Some models have the advantage that the reproductive,
mitotic, development or aging cycles are rapid compared
with those in humans; others are utilized because individual
proteins may be studied in an advantageous way and that
have human homologs. Other organisms are facile to grow
in laboratory settings or lend themselves to convenient analy-
ses, have defined genomes or present especially good human
models of human or animal disease.

We have made an effort not to be seduced into making
the entire book homage to the remarkable success of the

genomic programs, although this work is certainly well
represented and indexed.

Some models have been omitted due to page limitations
and we have encouraged the authors to use tables and
figures to make comparisons of models so that observations
not available in primary publications can become useful to
the reader.

We thank Richard Lansing and the staff at Humana for
guidance through the publication process.

As this book was entering production, we learned of the
loss of Tom Lanigan, Sr. Tom was a leader and innovator
in scientific publishing and a good friend and colleague to
all in the exploratory enterprise. We dedicate this book to
his memory. We will miss him greatly.

P. Michael Conn
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Figure 8-1. Example of enrichment items for laboratory mice.
The hut is tinted such that the mouse cannot see out, but human
caretakers can see in. (Photo by Jill Rawlins.)

Figure 13-4. Imaging in live zebrafish embryos. (A) Whole
embryos can be quickly imaged on a fluorescent dissecting micro-
scope in their chorions to sort positive transgenics (left) from
wild-type siblings (right). These embryos were not treated with
PTU so the melanocytes are visible. (B—E) Confocal microscopy
permits much higher resolution imaging. (B) A quick method for
labeling is to inject RNA encoding fluorescent proteins, in this
case a histone2B-EGFP fusion, and a membrane localized mCherry
was used to image all the cells of the inner ear. (C) GFP transgen-
ics can be used to image neuronal projections from the trigeminal
ganglion as they extend. (D) GFP transgenics can mark specific
populations of cells, in this case thombomeres 3 and 5. (E) GFP
fusion proteins can reveal the subcellular localization pattern of
proteins, in this case a cytoplasmic protein in the Rohon-Beard
and motor neurons of the spinal cord. (Images form S.G. Megason,
L.A. Trinh, and S.E. Fraser, unpublished.)

Figure 13-5. Creating genetic mosaics in zebrafish. (A) Donor
cells are first lineage labeled with a tracer dye at the one-cell stage.
Donor embryos can also be injected with morpholinos, RNA, or
DNA. At the 1000-cell stage, totipotent blastula cells are trans-
planted into regions of the host embryo fated to give rise to spe-
cific structures. Donor and host embryos can be of either mutant
or wild-type genotypes. Resultant chimeras are grown for subse-
quent analysis. (B) Fate-map of the pregastrula stage embryos.
(Modified from Woo and Fraser, 1995.) (C) Mosaic embryo at
24 hpf showing bright-field (left) and fluorescent image (right) of
rhodamine-dextran-labeled donor cells targeted to the eye and
forebrain. (B.A. Link, unpublished.)

Figure 25-1. Feline chromosome maps (labeled at top) and
homologous synteny blocks (HSBs) in the human (H) and dog
(D) genomes. HSBs are shown to the right of each cat chromo-
some map (only the map scale is shown). The dark cross-marks
on each cat chromosome correspond to 100-cRs, intervals. The
inferred centromere positions are shown by dark circles. HSBs
are color coded by human or dog chromosome, defined by the key
in the bottom right corner. (Reprinted from Murphy et al.” Copy-
right 2007, with permission from Elsevier.)

XV

Figure 51-3. Changes in the CBV response to amphetamine (A)
before and (B) 4 months after cessation of MPTP treatment in a
cynomolgus monkey, showing an almost complete loss of amphet-
amine-induced CBV signal changes in dopaminergic regions.
Parkinsonian primates had a prominent loss of response to amphet-
amine, with relative sparing of the nucleus accumbens and para-
fascicular thalamus. (Modified from Jenkins et al.'"® Copyright
2004 Society for Neurosciences.)

Figure 51-4. (A) Patterns of the fMRI response in the mouse
main olfactory bulb (MOB) and accessory olfactory bulb (AOB,
pink circle in slice 5) to the pheromone 2-heptanone, one of the
urinary chemosignal compounds in mouse. The arrows point to
two foci of activation suggestive of a pair of the nearly mirror
projections of the receptor neuron subsets to the same MOB. Scale
bar =500 um. (B) A flattened view of the olfactory bulb indicating
the orientation of the odor maps shown in (C) and (D): A, anterior;
D, dorsal; L, lateral; M, medial; P, posterior, V, ventral. (C, D)
The odor maps of 2-heptanone (Hep) in two different mice show
that this pheromone not only activates large regions of the MOB
but also generates similar patterns across subjects. Interestingly,
the odor map for amyl acetate (AA), a common odorant with an
odor quality similar to that of 2-heptanone, was also similar to
that of 2-heptanoneb. (Adapted from Xu et al.*'” Copyright 2005
Wiley-Liss, Inc.)

Figure 51-5. Signal changes in CBV-weighted fMRI obtained
during stimulation of the cat visual cortex according to predeter-
mined stimulus orientations. (A) Raw gray-scale functional map
obtained by subtraction of images during 0° stimulation from
prestimulus control. The center of each patch is marked with a
green + sign. (B) Four different grating orientations (0°, 45°, 90°,
and 135°) were presented in the study of one animal, enabling a
composite angle map to be generated through pixel-by-pixel
vector addition of the four single-condition maps. In the left
hemisphere (marked by a white rectangular box), changes between
pixels preferentially activated by a particular stimulus orientation
were smoothed by a 3 x 3 Gaussian Kernel. (C) A composite angle
map was generated with the region indicated by the white ROI in
(B) “Pinwheel” structures indicated by small white dots were
observed where domains for all orientations converge. (Adapted
from Zhao et al.'"* Copyright 2005 Elsevier.)

Figure 51-6. Auditory activation in the songbird telencephalon
shows (A) statistical maps illustrating the localization of
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significant signal intensity changes during auditory stimulation
consisting of white noise (wn), a concerto of Bach (music), and
a stimulation with song from a male starling (song). (B) The loca-
tion of the activated areas (top), together with the average BOLD
response amplitude for each stimulus (bottom). (Adapted from
Van Meir et al.*' Copyright 2005 Elsevier.)

Figure 61-1. The effect of single PSS exposure versus unex-
posed control on rat anxiety-like behavior and acoustic startle
response and habituation. The representation of the data from both
paradigms (EPM and ASR) shows two obvious and rather distinct
features. First, it is clear that PSS exposure alters the response of
the majority of individuals to at least some degree. Second, the
cluster of individuals that forms in the upper left hand corner of
the graph (i.e., had the more extreme responses to exposure) is
quite distinct from the majority of individuals.***®

Figure 68-2. Diabetic nephropathy induced by streptozotocin
(STZ) in uninephrectomized mice. One week after uninephrec-
tomy, male CD1 mice received an intravenous injection of
STZ. (A-D) Representative micrographs demonstrate glomerular
enlargement, mesangial expansion, and segmental glomeruloscle-
rosis (periodic acid—Schiff staining; A, B) and glomerular colla-
gen deposition (Masson—Trichrome staining; C, D) (A and C)

Normal control; (B and D) diabetic mice. Arrows indicate injured
glomeruli. (E) Albuminuria develops in diabetic mice in a
time-dependent manner. Data are presented as means + SEM.
*p < 0.05. (F) Glomerular collagen deposition score in diabetic
and normal mice. *p < 0.05. (Adapted and modified from Dai
et al.*%)

Figure 68-3. Interstitial fibrosis in the mouse model of obstruc-
tive nephropathy. (A, B) Representative micrographs show the
cross sections and gross morphology of the obstructed kidneys
at day 14 after ureteral ligation. (A) Sham control; (B) UUO. (C)
Western blot analyses demonstrate a marked induction of o-
smooth muscle actin (0t-SMA), a molecular marker for myo-
fibroblasts, in the obstructed kidney at day 14 after UUO. (D)
Double immunofluorescence staining shows the a-SMA (red)
and proximal tubular epithelial cell marker, fluorescein isothio-
cyanate (FITC)-conjugated lectin from Tetragonolobus purpureas
(green). (E) Quantitative determination of total kidney collagen
contents in sham and obstructed kidneys. Data are presented
as means * SEM. *p < 0.01. (Adapted and modified from Yang
et al.®)

Figure 73—4. A pathogenetic model for the cytokine-mediated
stromal reaction observed in MMM.
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1 Animal Models for Human Diseases

An Overview

JANN HAU

ABSTRACT

This chapter provides an introduction to the concept of labora-
tory animal models, focusing on a general classification of animal
models for the study of human diseases. Animal models can be
grouped into one of the following five categories: (1) induced
(experimental) models, (2) spontaneous (genetic, mutant) models,
(3) genetically modified models, (4) negative models, and (5)
orphan models. This is followed by a discussion of how knowl-
edge concerning human biology and pathobiology can be extrapo-
lation from results obtained from studies of animals. Finally the
chapter discusses how the difference in body size and metabolic
rate between small laboratory animals and humans has an impact
on the calculation of relevant doses for animals used as models
for humans in experimental studies.

Key Words: Animal model concept, Induced animal model,
Spontaneous animal model, Transgenic animal model, Negative
animal model, Orphan animal model, Body size—scaling, Extrap-
olation, Laboratory animal science—definition.

INTRODUCTION

Throughout history ethical and religious considerations as
well as social prohibitions have prevented experimental studies
of human biology and pathobiology. Even studies of human
anatomy were for long periods of time in history a criminal
offense and thus not possible. Although impressive anatomical
teaching theaters were established in many old European universi-
ties, postmortem dissection was often restricted exclusively to
criminals executed for their offenses. In the more quiet corners of
Europe the teaching theaters remained unused for decades. Con-
sequently, most of our present basic knowledge of human biology,
physiology, endocrinology, and pharmacology has been derived
from initial studies of mechanisms in animal models.' Throughout
history scientists have performed experiments on animals to
obtain knowledge of animal and human biological structure and
function.>* Often such studies have not been conducted, and are
not possible to conduct, in humans. This may not only be due to
ethical or religious considerations. Often practical, economic, and
scientific reasons make initial studies in animals the best solution
for studies of a biological phenomenon.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.

Laboratory animal science may be defined as the study of the
scientific, ethical, and legal use of animals in biomedical research,
i.e., a multidisciplinary field encompassing comparative biologi-
cal and pathobiological specialties for the optimal scientific use
of animals as models for human or other species. Basic laboratory
animal science is concerned with the quality of animals as sentient
tools in biomedical research. It encompasses the comparative
biology of laboratory animals, aspects of breeding, housing, and
husbandry, anesthesia, euthanasia, and experimental techniques.
For animal welfare reasons as well as for scientific reasons it is
vital that scientists using animal models in their research are
competent and have a good knowledge of basic laboratory animal
science.

This sourcebook provides a thorough introduction to the use
of animal models for human diseases. High quality animals com-
bined with first class animal care ensure the highest possible
health and welfare status of the animals and are a prerequisite for
good science and public acceptance of the use of animals in
research.

THE ANIMAL MODEL CONCEPT

A laboratory animal model describes a biological phenomenon
that the species has in common with the target species. A key word
for understanding the concept of animal models is “analogy.”* A
model should not be considered a claim of identity with what is
being modeled, but a convergent set of several kinds of analogies
between the “target” phenomenon to be understood and the system
that is being studied as a substitute for the target phenomenon. A
more comprehensive definition has been given by Held on the
basis of Wessler’s original definition’: “a living organism in which
normative biology or behavior can be studied, or in which a
spontaneous or induced pathological process can be investigated,
and in which the phenomenon in one or more respects resembles
the same phenomenon in humans or other species of animal.”

What is generally understood by the term animal model is
modeling humans. It is not the image of the used animal that is
the focus of research but the analogy of the physiological behavior
of this animal to our own (or another) species. It would thus
perhaps be more correct to refer to animals as “man models” in
this context. Laboratory animal science, comparative medicine,
and animal experiments are indeed much more about humans than
about any other animal species.®

The practice of studying biological phenomena and diseases
in laboratory animals and transferring the findings into solutions
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and treatments for improving human health and welfare has a long
history and is well established in biomedical sciences. The sig-
nificance and validity with respect to usefulness in terms of
“extrapolatability” of results generated in an animal model depend
on the selection of a suitable animal model. A good knowledge of
comparative anatomy and physiology is an obvious advantage
when developing an animal model. Animal models may be found
throughout the animal kingdom, and knowledge about human
physiology has been obtained from species far removed from
humans in terms of taxonomy. A good example is the importance
of the fruit fly for the original studies of basic genetics. Animal
models are used in most fields of biomedical research as reflected
in the respective chapters of this book.

CLASSIFICATION OF ANIMAL MODELS

A plethora of animal models has been used and is being used
and developed for studies of biological structure and function in
humans. The models may be “exploratory,” aiming to understand
a biological mechanism whether this is a mechanism operative in
fundamental normal biology or a mechanism associated with an
abnormal biological function. Models may also be developed and
applied as so-called “explanatory” models, aiming to understand
a more or less complex biological problem. Explanatory models
need not necessarily be reliant on the use of animals but may also
be physical or mathematical model systems developed to unravel
complex mechanisms. A third important group of animal models
is “predictive” models. These models are used to discover and
quantify the impact of a treatment, whether this is to cure a disease
or to assess toxicity of a chemical compound. The anatomy or
morphology of the model structure of relevance to the studies may
be of importance in all three of these model systems. The extent
of resemblance of the biological structure in the animal to the
corresponding structure in humans has been termed fidelity. A
high fidelity model with close resemblance to humans may seem
an obvious advantage when developing certain models. What is
often more important, however, is the discriminating ability of the
models, in particular the predictive models. When using models
to assess the carcinogenicity of a substance it is essential that at
least one of the model species chosen responds in a manner that
is predictive of the human response to this substance. Thus the
similarity between human and model species with respect to rel-
evant biological mechanisms is often more important than the
fidelity of the model. Often the two go hand in hand and high
fidelity models offer the best opportunity to study a particular
biological function.

An animal model may be considered homologous if the symp-
toms shown by the animal and the course of the condition are
identical to those of humans.” Models fulfilling these requirements
are relatively few, but an example is well-defined lesion syn-
dromes in, e.g., neuroscience.® An animal model is considered
isomorphic if the animal symptoms are similar, but the cause of
the symptoms differs in humans and the model. However, most
models are neither homologous nor isomorphic but may rather be
termed partial. These models do not mimic the entire human
disease, but may be used to study certain aspects or treatments of
the human disease.®

CLASSIFICATION OF DISEASE MODELS

The majority of laboratory animal models are developed and
used to study the cause, nature, and cure of human disorders.

Disease models may conveniently be categorized in one of the
following five groups, of which the three first are the numerically
most important’:

Induced (experimental) models
Spontaneous (genetic, mutant) models
Genetically modified models
Negative models

5. Orphan models

INDUCED (EXPERIMENTAL) MODELS As the name
implies, induced models involve healthy animals in which the
condition to be investigated is experimentally induced, e.g., the
induction of diabetes mellitus with encephalomyocarditis virus,"
allergy against cow’s milk through immunization with minute
doses of protein,'" or partial hepatectomy to study liver regenera-
tion.'? The induced model group is the only category that theoreti-
cally allows a free choice of species. Although it might be
presumed that extrapolation from an animal species to the human
species is better the closer this species resembles humans (high
fidelity), phylogenetic closeness, as fulfilled by primate models,
is not a guarantee of validity of extrapolation, as the unsuccessful
chimpanzee models in AIDS research have demonstrated." It is
just as decisive that the pathology and outcome of an induced
disease or disorder in the model species resemble the respective
lesions of the target species. Feline immunodeficiency virus (FIV)
infection in cats may therefore for many studies be a better model
for human AIDS than HIV infection in simians. Although mice
and rats have many biological characteristics in common, they do
not necessarily serve equally well as models of human disease.
For example, schistosomiasis (mansoni) infection may be studied
in experimentally infected mice, but not in rats whose immune
system is able to fight the infection effectively."

Most induced models are partial or isomorphic because the
etiology of a disease experimentally induced in an animal is often
different from that of the corresponding disease in humans. Few
induced models completely mimic the etiology, course, and
pathology of the target disease in humans.

SPONTANEOUS ANIMAL MODELS These models of
human disease utilize naturally occurring genetic variants
(mutants). Many hundreds of strains/stocks with inherited disor-
ders modeling similar conditions in humans have been character-
ized and conserved (see, e.g., www.jax.org). The best known
spontaneous models include the athymic nude mouse," the use of
which represented a turning point in the study of heterotrans-
planted tumors and enabled the first description of natural killer
cells. Some of these mutants were discovered almost a century
ago, like the famous spontaneous model Snell’s Dwarf mouse
without a functional pituitary'® and the curly tail mouse in which
fetuses develop a whole range of neural tube defects."” Many of
the mutants are available in inbred strains with corresponding
coisogenic or congenic strains. This is very useful because the
influence of just one affected gene or locus may then be studied
against a reference strain with a genetic background similar to the
mutant.

An extensive literature is available on spontaneous models and
the majority of these involve mice and rat models, although a wide
range of mutants in many different species has been described. A
good example of the amount of information available is the pub-
lication of Migaki,"® referencing more than 200 diseases in animals
exclusively caused by inborn errors of metabolism.

=
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The spontaneous models are often isomorphic displaying phe-
notypic similarity between the disease in the animal and the
corresponding disease in man, the so-called face validity, e.g.,
type I diabetes in humans and insulin requiring diabetes in the BB
rat. This phenotypic similarity often extends to similar reactions
to treatment in the model animal and the human patient, and
spontaneous models have been important in the development of
treatment regimens for human diseases.

However, if the object of a project is to study the genetic causes
and etiology of a particular disease then comparable genomic seg-
ments involved in the etiology of the disorder—construct valid-
ity—is normally a requirement. It should be remembered, however,
that an impaired gene or sequence of genes very often results
in activation of other genes and mobilization of compensating
metabolic processes. These compensatory mechanisms may of
course differ between humans and the animal model species.

GENETICALLY MODIFIED MODELS The rapid develop-
ments in genetic engineering and embryo manipulation technol-
ogy during the past decade have made transgenic disease models
the most important category—in terms of numbers—of animal
disease models. The technology and ability to genetically modify
mice resulted in a substantial increase in the numbers of labora-
tory animals used worldwide, which is a trend that seems to con-
tinue. A multitude of animal models for important diseases have
been developed since this technology became available in the
1980s, and the number of models has increased quickly. Mice are
by far the most important animals for transgenic research pur-
poses, but farm animals and fish are also receiving considerable
interest.

Many physiological functions are polygenic and controlled by
more than one gene, and it will require considerable research
activities to identify the contribution of multiple genes to normal
as well as abnormal biological mechanisms. The insertion of DNA
into the genome of animals, or the deletion of specific genes, gives
rise to sometimes unpredictable outcomes in terms of scientific
results as well as animal well-being in the first generations of
animals produced. Thereafter transgenic lines can be selected and
bred or cloned to avoid or select for a specific genotype. It is
not an accurate science, although the methodology is constantly
improving, with the aim of eliminating unwanted effects. The
embryo manipulation procedures in themselves do not appear
to affect the welfare of offspring in the mouse," and the large
offspring syndrome common in farm animals has so far not
been reported in the literature for rodents, although it has been
observed (Johannes Wilbertz, Karolinska Institute, personal
communication).

Mutations induced by the use of mutagens like ethylnitro-
sourea is another approach to the generation of new mutants,
which may serve as models of human disorders. In many aspects
these mutants may be similar to spontaneous mutants and to the
ones generated by transgenic embryo manipulation. The mainte-
nance of a line raises issues for chemically induced genetic
mutants similar to those for animals genetically modified through
embryo manipulation.

The recent completion of the maps of the genomes of mouse
(and other model animals) and humans will increase the research
activities in functional genomics and proteomics, and using high
density microarray DNA chip technology in human patients as
well as in animals will make it possible to investigate which genes
are switched on or off in different diseases.”

Having both the human and the mouse genome maps available,
this new technology is expected to rapidly increase our knowledge
on the genetic background and etiology of important diseases.
This paves the way for a range of new homologous animal models
with homology between animal and humans (construct validity)
for genotype as well as for phenotype. This development may
result in a change in animal use from models for the identification
of causative genes to models for studying the effects of changes
in genetic pathways, gene—gene interactions, and gene—environ-
ment interactions.?' The characterization and application of genet-
ically modified mouse models are slowed down by difficulties in
phenotyping the animals. There is a need for accurate and reliable
behavioral assessment, biotechnology development for physio-
logical assessment, and analysis of complex data as well as train-
ing scientists in whole-organism research.”

NEGATIVE MODELS Negative model is the term used for
species, strains, or breeds in which a certain disease does not
develop, e.g., gonococcal infection in rabbits following an experi-
mental treatment that induces the disease in other animal(s).
Models of infectious diseases are often restricted to a limited
number of susceptible species and the remaining unresponsive
species may be regarded as negative models for this particular
human pathogenic organism. Negative models thus include
animals demonstrating a lack of reactivity to a particular stimulus.
Their main application is studies on the mechanism of resistance
to gain insight into its physiological basis. Occasionally negative
models give rise to the characterization of new spontaneous
(mutant) models. Examples are found in studies of infectious
diseases and carcinogenicity where individuals exhibiting resis-
tance to a treatment may be developed into new spontaneous
models.”

ORPHAN MODELS An orphan model disease is the term
used to describe a functional disorder that occurs naturally in a
nonhuman species but has not yet been described in humans, and
which is recognized when a similar human disease is later identi-
fied. Examples include Marek’s disease, papillomatosis, and
bovine spongiform encephalopathy (BSE), Visna virus in sheep,
and feline leukemia virus. When discovering that humans may
suffer from a disease similar to one that has already been described
in animals the literature generated in veterinary medicine may be
very useful.

EXTRAPOLATION FROM ANIMALS TO HUMANS

When experimental results have been generated in an animal
model they have to be validated with respect to their applicability
to the target species, which normally is the human. The term
extrapolation is often used to describe how data obtained from
animal studies reliably can be used to apply to humans. However,
extrapolation is generally not performed in its mathematical sense
where data fit a certain function that may be described graphically,
and the graph extended beyond the highest or lowest sets of data
to describe a situation outside the window of observation. Estab-
lishing toxicity data in animals and using these to determine safe
levels of exposure for people is perhaps what comes closest to
mathematical extrapolation in animal studies. However, most
studies of animal structure and function are never extrapolated to
be applicable to describing the corresponding features in humans;
this is not relevant. What laboratory animal experimentation is
about is very similar to other types of experiments. The scientists
aim to obtain answers to specific questions. Hypotheses are being
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tested and the answers obtained, analyzed, and published. As an
example of this, we might question the possible health hazards of
a new synthetic steroid and ask a number of relevant questions to
be answered in animal studies before deciding on its potential
usefulness as a human hormonal contraceptive: Does it exist in
the same form in humans and animals? How does it affect the
estrus cycle in rodents? How does it affect endogenous hormone
levels in rodents and other species? How soon after withdrawal
do the animals revert to normal cyclicity? Does it interfere with
pregnancy in rodents and primates? Does it affect fetal develop-
ment in rodents and primates? Is the frequency of fetal malforma-
tions in mice affected? Are puberty, the ovarian cycle, and
pregnancy in rodent and dog offspring of mothers treated with the
substance affected? Analyzing the data from experiments of this
nature would provide information on the potential of the new
synthetic steroid as a hormonal contraceptive in humans.

A large multinational pharmaceutical company survey ana-
lyzed data compiled from 150 compounds for the concordance
between adverse findings in human clinical data with data that
had been generated in preclinical tests in animals.** The concor-
dance rate was found to be 71% for rodent and nonrodent species,
with nonrodents alone being predictive for 63% of human toxicity
(HT) and rodents alone for 43%. High concordance rates were
found, e.g., for cardiovascular HTs (80%), hematological HTs
(91%), and gastrointestinal HTs (85%). Lower concordance rates
were observed, e.g., for the neurological group, because it is dif-
ficult to identify symptoms such as headache and dizziness in the
animals studied. The only gastrointestinal HT that did not corre-
late with animal studies was, not surprisingly, nausea. One of the
conclusions reached in this study was that the choice of species
used might be subject to more thoughtful consideration. By tradi-
tion studies are often carried out using rats and dogs, without an
open-minded consideration of whether alternative species might
be more appropriate for testing a specific compound.

Although the predictive value of animal studies may seem high
if they are conducted thoroughly and have included several
species, uncritical reliance on the results of animal tests can be
dangerously misleading and has resulted in damage to human
health in several cases, including drugs developed by large phar-
maceutical companies. What is noxious or ineffective in nonhu-
man species can be innocuous or effective in humans and vice
versa. For example, penicillin is fatal for guinea pigs but generally
well tolerated by humans; aspirin is teratogenic in cats, dogs,
guinea pigs, rats, mice, and monkeys but obviously not in preg-
nant women despite frequent consumption.” Thalidomide, which
crippled 10,000 children, does not cause birth defects in rats* or
many other species,” but does so in primates. Close phylogenetic
relationship or anatomical similarity is not a guarantee of identical
biochemical mechanisms and parallel physiological response,
although this is the case in many instances.

The validity of extrapolation may be further complicated by
the question of which humans. As desirable as it often is to obtain
results from a genetically defined and uniform animal model, the
humans to whom the results are extrapolated are genetically
highly variable, with cultural, dietary, and environmental differ-
ences. This may be of minor importance for many disease models
but can become significant for pharmacological and toxicological
models.

It is not possible to provide reliable general rules for the valid-
ity of extrapolation from one species to another. This has to be

assessed individually for each experiment and can often be veri-
fied only after first trials in the target species. An extensive and
useful overview on the problem of predictive anthropomorphiza-
tion, especially in the field of toxicology research, is Principles
of Animal Extrapolation by Calabrese.”® The rationale behind
extrapolating results to other species is based on the extensive
homology and evolutionary similarity between morphological
structures and physiological processes among different animal
species and between animals and humans.”

MODEL BODY SIZE AND SCALING

The use of laboratory animals as models for humans is often
based on the premise that animals are more or less similar with
respect to many biological characteristics and thus can be com-
pared. However, there is one striking difference between mouse
and human, and that is body size. In proportion to their body size
mammals generally often have very similar organ sizes expressed
as percentage of body weight. Take the heart, for instance, which
often constitutes 5 or 6 g/kg body weight, or blood, which is often
approximately 7% of total body weight.

It is well known that the metabolic rate of small animals is
much higher than that of large animals. It has also been demon-
strated that capillary density in animals smaller than rabbits
increases dramatically with decreasing body weight.”® However,
considering that most animals are similar in having heart weights
just above 0.5% of their body weight and a blood volume corre-
sponding to 7% of their body weight, it becomes obvious that in
order to supply the tissues of small animals with sufficient oxygen
for their high metabolic rate it is not sufficient to increase the
stroke volume. The stroke volume is limited by the size of the
heart and heart frequency is the only parameter to increase, which
results in heart rates well over 500 per minute in the smallest
mammals. Other physiological variables, like respiration and food
intake, are similarly affected by the high metabolic rate of small
mammals.

This means that scaling must be an object for some consider-
ation when calculating dosages of drugs and other compounds
administered to animals in experiments.

If the object is to achieve equal concentrations of a substance
in the body fluids of animals of different body size then the doses
should be calculated in simple proportion to their body weights.
If the object is to achieve a given concentration in a particular
organ over a certain time period the calculation of dosage becomes
more complicated and other factors including the physicochemi-
cal properties of the drug become important. Drugs and toxins
exert their effect on an organism because of the way they are
metabolized, the way they and their metabolites are distributed
and bound in the body tissues, and how and when they are finally
excreted.

However, metabolism or detoxification and excretion of a drug
are not directly correlated with body size, but more accurately
with the metabolic rate of the animal (see Schmidt-Nielsen®*?! for
more details). Kleiber*® in 1932 was the first to demonstrate that
in a log-log plot of mammalian body weight to metabolism the
graph forms a straight line with a slope of 0.75.

The metabolic rate of an animal as expressed by oxygen con-
sumption per gram body weight per hour is related to body weight
in the following manner:

M=3.8xBW"®
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where M is the metabolic rate (oxygen consumption in milliliter
per gram body weight per hour) and BW is body weight in grams.
This equation may be used to calculate dosages for animals of
different body weights if the dose for one animal (or man) is
known.*

Dose,/Dose, = BW,**/BW, %%
Dose, = Dose, X BW,**/BW, %

These equations should be considered as assistance for calcu-
lating dosages, but caution should be exerted with respect to too
broad a generalization of their use, and the 0.50 power of body
weight should be employed when dealing with animals having
body weights below 100 g.** Some species react with particular
sensitivity toward certain drugs and marked variations in the
reaction of animals within a species occur with respect to strain,
pigmentation, nutritional state, time of day, stress level, type of
bedding, ambient temperature, etc.”

CONCLUSIONS

The selection of an animal model depends on a number of
factors relating to the hypothesis to be tested, but often more
practical aspects associated with the project and with project staff
and experimental facilities play a significant role. The usefulness
of a laboratory animal model should be judged on how well it
answers the specific questions it is being used to answer, rather
than how well it mimics the human disease.”

Often a number of different models may advantageously be
used in order to scrutinize a biological phenomenon and for major
human diseases such as diabetes, a whole range of well-described
induced models are available as are spontaneous models in both
mouse and rat strains.

Most of the regulating authorities require two species in toxi-
cology screening, one of which has to be nonrodent. This does not
imply that excessive numbers of animals will be used because an
uncritical use of one-species models may mean that experimental
data retrospectively turn out to be invalid for extrapolation, repre-
senting a waste of animals. The appropriateness of any laboratory
animal model will eventually be judged by its capacity to explain
and predict the observed effects in the target species.*®

The free choice of species when developing animal models is
more or less restricted to the induced models making use of clini-
cally healthy animals, in which a condition deviating from nor-
mality is experimentally induced. Although all laboratory animal
species are in principle available for model development, it has
been a clear trend during the past 30 years that the most popular
species, the house mouse and the Norwegian rat, are increasing
in popularity at the expense of farm animal species and pet species,
while the use of nonhuman primates seems to remain stable.*”*
The completion of the map of the mouse genome and the dominat-
ing position of mice in transgenic research seem to indicate that
the dominance of the mouse as the most popular model for humans
will increase even more in the future.
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2 Selection of Biomedical Animal Models

MICHAEL S. RAND

ABSTRACT

Laboratory animals play a crucial role in research discovery
and technological advances, and they will continue to take part in
improving the lives of people and other animals. It is incumbent
upon the researcher to know his subject well in order to provide
relevant information to the scientific world. In an effort to assist
the biomedical researcher in gaining this knowledge, this chapter
provides the following key elements: definition of types of animal
models, legislative and legal requirements, criteria for choosing a
model, extrapolation validity recommendations, and descriptive
features for publication.

Key Words: Animal models, Laboratory animal(s), Animal
model types, Animal use criteria, Choosing animal model, Animal
factors, Extrapolation, Animal description.

INTRODUCTION

Over the last one and one-half centuries, almost all medical
knowledge, treatment regimes, and medical device development
have involved research using animals. The key factor in using
animals in research is in its extrapolatability of results to humans.
Animals in research have been and still are essential in developing
treatments for asthma, HIV/AIDS, cancer, birth defects, bioterror-
ism medical countermeasures, vaccines, antibiotics, high blood
pressure, and much more. Additionally, they have been vital in
the development of antibiotics, vaccines, and organ transplanta-
tion techniques.' As the rise in emerging infectious diseases (e.g.,
West Nile virus and avian influenza) continues, animals will be
key and essential in the development of preventive and treatment
modalities.

THE HISTORY OF ANIMAL USE IN RESEARCH

The use of animals to study human physiology and anatomy
can be traced back to the second century AD in which Galen was
a Greek physician and philosopher. His research was based almost
exclusively on studies using apes and pigs. Unfortunately, this
initiated many errors based on his accepted authority and the
prohibition by the Church of using human cadavers for research
purposes. Galen was later blamed for using incorrect methods in
research when in truth it would be more accurate to say that he
drew wrong conclusions based on uncritical interspecies extrapo-
lation of data. That is, he assumed that all extracted information
derived from his use of animals could be directly applied to

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.

humans. It was not until the late sixteenth century that this error
began to be recognized.

Modern research principles can be attributed to three physiolo-
gists from the 1860s. In 1865, Claude Bernard, a French physiolo-
gist, published An Introduction to the Study of Experimental
Medicine.> This book was intended to provide physicians with
guidance in experimental research. It proposed the use of chemi-
cal and physical induction of disease in animals, thus becoming
the first published book to advocate creating “induced animal
models” for biomedical research. His peers of the time were Louis
Pasteur in France and Robert Koch in Germany. Louis Pasteur
and Robert Koch introduced the concept of specificity into medi-
cine and the “germ theory of disease.” The turning of the century
saw the development and use of animal models for infectious
diseases and screening and the evaluation of new antibacterial
drugs based upon the work of these three researchers.

During the first quarter of the nineteenth century, animal
studies were crucial for less than one-third of the major advances
that occurred. With the contributions of Claude Bernard, Louis
Pasteur, and Robert Koch, animal studies contributed to more than
half of the significant discoveries made thereafter. Since 1901,
two-thirds and 7 of the last 10 Nobel Prizes in medicine have
relied at least in part on animal research.’ Today, researchers rely
on the identification and development of animal models to explore
all avenues of medical science to include assessment of patho-
genic mechanisms, diagnostic and therapeutic procedures, nutri-
tion and metabolic diseases, and the efficacy of novel drug
development.

THE CONCEPT OF ANIMAL MODELS

WHAT IS AN ANIMAL? Etymologically, the word “animal”
derives from the Latin animal meaning soul/spirit, thus describing
living organisms that are animated.

WHAT IS A MODEL? A model is an object of imitation,
something that accurately resembles something else, a person or
thing that is the likeness or image of another. The Holy Bible tells
us that God said, “Let us make man in our image, in our likeness,
so God created man in his own image, in the image of God he
created him; male and female he created them.” God created man
out of the dust of the ground and then breathed into his nostrils
the breath of life to animate him. Thus, humans are ‘“animal
models” of God.

Consequently, combining the two definitions, an “animal
model” is an animated object of imitation, an “image of Man” (or
other species), used to investigate a physiological or pathological
circumstance in question.*
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WHAT IS AN ANIMAL MODEL? The U.S. National
Research Committee on Animal Models for Research on Aging
attempted to define the term “laboratory animal model” as “an
animal in which normative biology or behavior can be studied, or
in which a spontaneous or induced pathological process can be
investigated, and in which the phenomenon in one or more
respects resembles the same phenomenon in humans or other
species of animal.”

Using the term animal model can be confusing because what
is often meant by the term “animal model” is actually studying
human conditions. In other words, it is not the image of the
preferred animal that is the focus of research but the analogy of
the physiological behavior of this animal to our own (or another)
species. It would, thus, be more correct to speak of “human
models” in this context. Indeed, although using animals in research
can benefit other animals, it is much more focused on improving
the human condition.

TYPES OF ANIMAL MODELS

When animals are used in research to study biological and
functional systems in humans, they are broken down into the fol-
lowing categories:

1. Exploratory. Animals used in this category are used to gain
an understanding of fundamental biological mechanisms, whether
normal or abnormal. An example would be the use of a novel
animal model of aging, particularly for identifying genes and
biochemical pathways regulating longevity.

2. Explanatory. Animals used in this category are used to
gain an understanding of complex biological problems. An
example would be the use of cognitive and psychosocial animal
models to provide an etiology for anorexia nervosa.’

3. Predictive. Animals used in this category are used to dis-
cover and quantify the impact of investigative treatments whether
for diseases or chemical toxicities. Predictive animal testing
models are important in improving the success of a drug or
medical device in clinical trials and for generating new data in
support of the ongoing marketing of existing products.

When animals are used in disease research, they are broken
down into the following categories:

1. Induced (or Experimental). Induced models are ones in
which normal animals are experimentally created either through
surgical modifications, genetic modifications, or chemical injec-
tions. An example would be a myocardial infarction induced by
coronary artery surgical ligation.

2. Spontaneous. Spontaneous models are genetic variants,
which mimic the human condition. The variance occurs naturally
through mutation and not by experimental induction. The nu
mutation was first reported in 1966 in a closed stock of mice in a
laboratory in Glasgow, Scotland. It was not until 1968, however,
that it was discovered that the homozygous nude mouse also
lacked a functional thymus, i.e., it was athymic. The mutation
produces a hairless state, generating the name “nude.” The other,
unique defect of nude mice is the failure of the thymus to develop
normally to maturity. The thymus remains rudimentary and pro-
duces reduced numbers of mature T cells. This means nude homo-
zygotes (animals with identical mutant genes at corresponding
chromosome loci) do not reject allografts and often do not reject
xenografts (tissue from another species). The discovery that

human neoplasms (tumors) could be grown in nude mice was
immediately recognized as an important research tool. Thus, the
spontaneous mutation of nu among laboratory mice was a seren-
dipitous development that led to the nude mouse becoming the
first animal model of a severe immunodeficiency. In the decades
since, the nude mouse has been widely utilized by researchers
studying factors regulating transplantable human tumor growth
and cancer metastasis.’

3. Transgenic. Transgenic models are induced models in
which DNA is inserted into or deleted (knockout) from the genome
of the animal. The term “transgenic” was coined in 1981 by
Gordon and Ruddle to describe an animal in which an exogenous
gene was introduced into its genome. In the late 1980s, the term
transgenic was extended to gene-targeting experimentation and
the production of chimeric or “knockout” mice in which a gene
(or genes) has been selectively removed from the host genome.
Today, a transgenic animal can be defined as one having any
specific, targeted genetic modification. Transgenic animals are
most commonly produced through (1) germline modifications of
gametes, (2) microinjection of DNA or gene constructs into
zygotes (unicellular embryos), or (3) incorporating modified cells,
including embryonic stem (ES) cells, into later stage embryos.
After gamete or embryo modifications, the resultant embryos are
matured to term in a recipient female.”

4. Negative. Negative models fail to react to a disease or
chemical stimulus. Thus, their main use in biomedical research is
for studies on the mechanism of disease resistance. A classic
example is the failure of gonococcal infection to develop in rabbits
after an experimental treatment that induces the disease in other
animals. Negative animal models have become increasingly
important with the advent of transgenic technology. For example,
anovel transgenic mouse was created to study the lack of develop-
ment of autoimmune thyroiditis with the injection of self-thyro-
globulin. This strain of mice lacked certain surface epitopes to
account for this negative reaction.®

5. Orphan. Orphan models are the opposite of negative
models. Orphan models are animals in which a disease occurs but
there is not a corresponding disease in humans. Orphan models
may become induced models when a similar disease is recognized
in humans later on. Historically, scrapie in sheep was such a
model, but now is useful as a model for the human spongiform
encephalopathies that are of so much concern (e.g., BSE, “mad
cow disease,” and CWD, chronic wasting disease in deer).

All categories above may be further subcategorized with the
following divisions:

1. Fidelity. The extent a biological structure in an animal
resembles that of a human. Thus, a high fidelity animal model
gives a highly relevant biological closeness to the human struc-
ture. Model fidelity is best conceptualized as a continuous spec-
trum, ranging from low to high fidelity. Examples of low-fidelity
models include bench models made of simple materials that often
have little anatomical resemblance to reality. However, these
models incorporate some of the key constructs of the simulated
tasks. At the other end of the spectrum are high-fidelity models
such as human or animal cadavers or the new array of virtual
reality simulators. These simulators usually incorporate highly
realistic visual and tactile cues in the midst of a highly interactive
model. In between these two extremes, almost any kind of inter-
mediate fidelity can exist.
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2. Homologous. The symptoms shown in the animal are
identical to those shown in the human. For instance, the recent
discoveries of swine hepatitis E virus (HEV) from pigs and avian
HEV from chickens afforded an opportunity to develop small
homologous animal models for HEV.’

3. Isomorphic. The animal’s symptoms or anatomy are similar
to those in the human but the etiology or genetic character is
different. For example, there is a set isomorphism between the
human and mouse heart at the organ level and also at the organ
part level: each species has a heart and a corresponding set of
cardiac chambers (right and left atrium, right and left ventricle)
and the wall of each chamber has a corresponding set of layers
(epicardium, myocardium, endocardium).

4. Partial. These models do not mimic the entire human
disease but enough similarities exist to allow their use in studying
aspects of the disease or treatments. For instance, animal models
of Alzheimer’s disease can be created based on the accumulation
of increased levels of amyloid-B peptide in the brain and have
many amyloid plaque deposits; however, they have only subtle
behavioral and electrophysiological deficits, thus providing only
a partial model of the human condition."

5. Face validity. The degree to which there is a similar phe-
notypic display between the disease in the animal and the corre-
sponding disease in the human. For example, it could be argued
that the demonstration of drug effects in an animal model for
depression after a period of chronic administration is important
for establishing its face validity, but is not relevant to the model’s
predictiveness and therefore to its ability to serve as a screening
test for treatments for the modeled disease."!

6. Construct validity. The degree to which there is a similar
genetic display between the disease in the animal and the corre-
sponding disease in the human. As an example of high construct
validity, research was performed on three candidate dopaminergic
genes (DRD2, DRD4, and DAT-1) that were sequenced in spon-
taneous hypertensive (SHR) and Wistar Kyoto (WKY) rats. No
differences were found in DRD2 or DRD4 genes, but several
variations were found in the DAT-1 gene that are of significance
because several ADHD families show linkage to DAT-1. It also
strengthened the validity of using WKY as a control for SHR,
because their behavioral characteristics are similar to those of
other rat strains."?

LEGISLATIVE AND LEGAL REQUIREMENTS FOR
USING ANIMALS IN RESEARCH

Biomedical research is among the most regulated industries in
the world. A comprehensive overview of global requirements can
be found in the Handbook of Laboratory Animal Science, 2nd
edition, Chapter 3." Failure to comply with regulatory require-
ments can result in fines levied against the institution, suspension
of authority to operate, permanent revocation of the facility’s
license, and withdrawal of public funding.

One newly regulated aspect of biomedical research not covered
in this chapter occurred after the terrorist attack on September 11,
2001. The attack increased concerns in the United States for the
possibility of bioterrorism using agents that would destroy human,
animal, and plant life. This concern escalated the need for research
that involved the development of therapeutic and preventive
measures against such agents. In response, congress passed and
President Bush signed into law the “Public Health Security and

Bioterrorism Preparedness and Response Act of 2002 (Public
Law 107-188) on June 12. The purpose of the act was to improve
the capacity of the United States to prevent, prepare for, and
respond to bioterrorism and other public health emergencies and
to enhance the control of dangerous biological agents and toxins.
The Centers for Disease Control and Prevention (CDC) is the
agency with the primary responsibility for implementing the pro-
visions of the Act with regard to human pathogens and toxins and
the United States Department of Agriculture (USDA) with regard
to animal and plant pathogens and toxins. The regulation provides
for expanded regulatory oversight of select agents and toxins, and
a process for limiting access to persons who have a legitimate
need to possess, use, or store these agents. The regulation also
establishes a requirement for a security risk assessment performed
by the Federal Bureau of Investigation for those persons needing
access to select agents and toxins. It also establishes and enforces
safety and security procedures, including measures to ensure
proper training and appropriate skills to handle agents and toxins;
a requirement to designate an institutional Responsible Official to
ensure compliance with the regulations; and a requirement to
obtain a certificate of registration when there is a need to possess,
use, or transfer select agents and toxins. Infectious agents labeled
as “select” as determined by the CDC and USDA, registration
forms, and other information concerning the Select Agents
Program may be found at http://www.selectagents.gov.'*

CHOOSING THE RIGHT MODEL

To quote the philosopher, Bernard Rollin, “The most brilliant
design, the most elegant procedures, the purest reagents, along
with investigator talent, public money, and animal life are all
wasted if the choice of animal is incorrect.” Once it has been
determined that the use of laboratory animals is necessary, the
most appropriate species, breed, and strain with the closest hom-
ology to humans must be chosen in order to give the research face
and/or construct validity. Because new animal models are con-
tinually being identified and characterized and the field of bio-
medical research has become global in nature, the search for the
appropriate animal model should start with a thorough literature
search and a check of appropriate web sites (see Chapter 7). The
Institute for Laboratory Animal Research maintains a very practi-
cal and useful search engine for this purpose.'

Selection of a species should not be based solely on availabi-
lity, familiarity, or cost. Animals that meet these criteria may not
provide the genetic, physiological, or psychological facets needed
or wanted for the proposed project. It is almost impossible to give
specific rules for the choice of the best animal model, because the
many considerations that have to be made before an experiment
can take place differ with each research project and its objectives.
Nevertheless, some general rules can be given.

RESEARCH FACTORS

» Appropriateness as an analogue. Ensuring that the part or
organ being studied has a function similar to the target
species is vital in applying research-derived data from the
chosen model.

Transferability of information. The usual goal of research
using an animal model is to define a process in a system
with the hope of transferring the data gained to a more
complex system. Traditionally, one-to-one modeling is
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sought: modeling in one group of organisms that can be
transferred to another group that has several analogous
features of interest. This is especially helpful in modeling
disease states. However, in modern research, many-to-
many models are mainly used. This technique begins by
analyzing the component parts of a process or disease, and
then finding for each component analogous models in
many taxa of living species.'® This is especially helpful
when a plurispecies approach is needed to gain approval
for new medications or medical devices.

Generalizability of the results. The ability to generalize
results to the target species is important. Federal regula-
tions prohibiting the unnecessary duplication of previous
research highlights the importance of choosing an animal
model in which testing results can be easily repeatable and
verifiable on which to build new research. In May, 2006,
the world was shocked when famed South Korean cloning
scientist Dr. Hwang Woo-suk was charged with fraud and
embezzlement when scientists could not verify his pub-
lished data. In addition, if the ultimate target species is
human, it is well known that this species is genetically
highly variable, with cultural, dietary, and environmental
differences. This may be of lesser importance in disease
modeling since most diseases do not choose its victim
based on genetic variability. However, this is now well
known to be of importance in pharmacological and toxi-
cological modeling and has opened up the new field of
research in pharmacogenetics.

Ethical implications. Certainly research must start with
justification for using an animal at all. Federal regulations
require the use of alternate methods if feasible. Alternate
methods could consist of using cell lines, bacteria, com-
puter models, or even human volunteers. The three Rs of
Russell and Burch (replacement of existing experiments
with animal-free alternatives, or reduction in the number
of animals used, or refined methods to reduce animal suf-
fering) help to meet the ethical concerns."”

Numbers needed. Certainly consultation with a biostatisti-
cal analyst prior to submitting a proposal is highly recom-
mended. Numbers needed to provide scientific validity,
especially for publication, will impact many other factors
such as cost and housing availability.

Customary practice within a particular discipline. Caution
must be displayed when using this criterion. Customary
practices may not always mean that the most appropriate
animal model has been used. The “customary” animal
may not represent the most accurate genetic, microbio-
logical, physiological, or psychological facets needed for
the study. Historical evidence has revealed that using
animal models just because others have has led to substan-
dard results. However, customary practices when justified
and supported by the other criteria listed can be a satisfac-
tory and faster route of choosing the animal model
needed.

Existing body of knowledge of the problem under consid-
eration. This criterion again emphasizes the need for a
thorough literature search before forming the basis for the
research project. The literature search will emphasize
what is already known to prevent accidental duplication,
but will also reveal what is not known. It will also make

known published authorities in the discipline that may
serve as a consultation source to prevent unnecessary and
competitive research projects.

 Natural versus experimentally produced models. Unavail-
ability of natural models will require the use of experi-
mentally produced models. Depending on the objectives
of the study, both may be needed.

ANIMAL CARE FACTORS

* Cost and availability. Certainly cost and availability are
important factors when choosing an animal model, but
they can be disastrous if the decision is based solely on
cost and not the other listed factors. Cost also includes
ongoing care not only for husbandry but also from experi-
mental manipulations. Certainly, the best animal model
can be in short supply as illustrated by the CNN news
report on August 9, 2003. This report emphasized the
increased demands in research due to public health crises
such as AIDS and the threat of bioterrorism. The increased
demands have led to a national shortage of rhesus
macaques. In addition, the shortage has skyrocketed the
cost per monkey.

* Housing availability. Another practical consideration in

choosing the animal model is the accessibility of housing.

Research animal housing requirements are stringent and

may lessen the availability according to the species chosen.

For instance, choosing a nonhuman primate may require

the purchase of new caging and the hiring of additional

personnel to provide specialized husbandry care, as
opposed to choosing mice, which can be placed several to

a cage and hundreds in a room.

Husbandry expertise. Some models require not only

special housing, but also special care.

Stress factors. Stress sources from many different causes

can affect the animal’s physiology, biochemistry, and

behavior. Sources of stress can be transportation, handling
and manipulations, overcrowding, lack of environmental
enrichment, and the research project itself.

PHYSICAL AND ENVIRONMENTAL FACTORS

* Ecological consequences. While the best animal model
may be available only by capturing in the wild, ecological
consequences must be considered in its removal. In addi-
tion, safety measures must be in place to prevent acciden-
tal escape from the research facility. A prime example is
the Xenopus spp. frog. If it escapes, it can overrun local
ponds and rivers endangering natural amphibian popula-
tions. Furthermore, care must be taken not to violate the
Endangered Species Act (http://www.fws.gov/endangered/
wildlife.html) or the Convention on International Trade in
Endangered Species of Wild Fauna and Flora (http:/www.
cites.org).

* Hazardous components. Many research projects entail the
use of chemicals, infectious agents, and radioisotopes.
The uses of these components are highly regulated and
the appropriate proper authority (Institutional Biosafety
Committee, Radiation Safety Committee, Occupational
Health and Safety Committee, Environmental Health and
Safety Committee, and Institutional Animal Care and Use
Committee) within each institution must give approval for
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its use. In addition, all those who will be exposed, whether
from the research side or the animal care side, must be
notified.

* Environmental influences. Environmental aspects may be
important to a particular animal species.'® Environmental
factors that fit into the broad categories of physical, chemi-
cal, biological, and social may impact the physiological
and behavioral responses of animals. These factors include
humidity, ventilation, light cycle and quality, noise, cage
size and bedding materials, diet and water, and room tem-
perature.'” As an example, high temperature and humidity
have been proven to impair memory in mice.”

ANIMAL-RELATED FACTORS

* Genetic aspects. Uniformity of organisms may be neces-
sary where applicable. “This insidious evolution of the
inbred genotype is known as genetic drift. It is capable of
subverting the conclusions reached about comparable
research results coming from different laboratories when
each uses its own subline of the same inbred strain (Bailey
DW, 1977).”*' The importance and methods of preventing
genetic drift in biomedical research can be found at http://
jaxmice.jax.org/geneticquality/drift.html. In addition, it
is important to remember that to be in compliance with
the National Institutes of Health’s Guidelines,” work with
transgenic animals requires the approval of the Institu-
tional Biosafety Committee as well as the Institutional
Animal Care and Use Committee.

Background knowledge of biological properties. Knowl-
edge of biological properties such as generalized and spe-
cialized function of body components is needed in order
to validate interspecies transfer of information. Certainly,
a rat would not be the best choice in biliary studies due
to the absence of a gallbladder. Knowing the biological
properties also aids in the decision of whether the animal
is a spontaneous model or must be experimentally
induced.

Ease of and adaptability to experimental manipulation.
This is unquestionably a practical matter. Guinea pigs
have highly inaccessible blood vessels and would be
impractical in studies requiring repeated blood sampling.
Prairie dogs and woodchucks can be vicious to handle;
therefore, knowing the response to experimental manipu-
lation may also influence the choice.

Size of the animal. This item is important from several
different aspects. The size of the animal impacts housing
and husbandry availability. However, size is also impor-
tant to consider when tissue sampling or blood collection
is necessary. For instance, many proposals are rejected
because the researcher failed to abide by published guide-
lines for removal of blood.?® In addition, it is also impor-
tant to incorporate the size of the animal into the
decision-making apparatus when physiological or mor-
phological properties such as joint strain or organ size
must be identical to that of a human, especially when
developing medical devices.

Life span and age. Studies requiring components at differ-
ent stages of life can certainly impact the species chosen.
The average lifespan of a rat is 2.5-3.5 years, whereas it
can be over 30 years for a rhesus monkey.

» Sex. The alternating cycle of hormonal production in the
female gender and its influence on the data outcome must
be considered when planning for the research project.

* Progeny needed. Female mice and rats can produce 5-10
progeny per month, whereas the rhesus monkeys only one
or two per year. Xenopus sp. frogs produce thousands of
ova during their lifetime, whereas mammals produce only
dozens.

* Diseases or conditions that might complicate results. An
excellent historical review on the struggle against patho-
gens in laboratory rodents can be found in Weisbroth.*
The effects on research can be found in Baker.” Both
publications emphasize the need for disease-free animals
in research to prevent adverse effects on resultant data.
Just as in human AIDS, the realm of disease-causing
organisms changed with the advent of immune deficient
models. Special caging and care procedures are funda-
mental in minimizing such infections.

* Special features of the animal such as unique responses or
microflora. It is important to be familiar with unique ana-
tomical or physiological features of the species you will
be working with. The results could be quite unexpected
otherwise. For example, in rabbits, the terminal portion of
the ileum empties into an enlarged rounded viscus called
the sacculus rotundus and not the colon as in humans. This
unique feature of the rabbit is important to know when
designing gastrointestinal studies.

Forming the above standards into a checklist will help to fulfill
the criteria needed to choose the best model for the proposed
research project. Model selection is the privilege of individual
researchers, but they must be very cautious in their selection
because in the end, it is up to them to convince the rest of the
scientific community that they made the right choice.

Before choosing, consultations should occur with scientists
who have already used the animal model. Just as with equipment
purchase, communicating with previous users can be very helpful
in learning unique features of the selected species, breed, and
strain. Not all attributes (especially negative ones) are published,
making it even more important to contact those who have experi-
ence with the animal model you choose.

Preparatory consultation should also occur with those who will
be responsible for housing and maintaining the animals, as they
will be the most familiar with the care of the animal and its physi-
cal and environmental needs. Preparatory consultation with the
laboratory animal veterinary practitioner should also occur to
discuss the animal-related factors.

EXTRAPOLATION FROM ANIMALS TO HUMANS

Extrapolation from animals to humans does not necessarily
mean that biomedical research data obtained from using animals
are then used to find a corollary in a human. Rather, a hypothesis
is formed first based on human relevancy, and then tested on
an animal. Answers are obtained, analyzed, and published based
on the hypothesis. Although true in many cases, caution must
be exerted in assuming that a close phylogenetic relationship or
anatomical similarity guarantees an identical biochemical or
physiological response in the animal. In addition, it must be real-
ized that humans to whom the results are being extrapolated are
genetically highly variable due to cultural, dietary, and environ-



14 SECTION I /

INTRODUCTION

mental differences. This is of minor importance when developing
disease models but is highly important for pharmacological and
toxicological models.

So, how can the validity of extrapolation be verified? Complete
reliability cannot be guaranteed; however, following the follow-
ing vital requirements will help to avoid several of the mistakes
of the past and overcome problems of the future:

e Taking a plurispecies approach. Most of the regulating
authorities require two species in toxicology screening,
one of which has to be nonrodent. This does not necessar-
ily imply that excessive numbers of animals will be used.
The uncritical use of one-species models can mean that
experimental data retrospectively turn out to be invalid for
extrapolation, representing real and complete waste of
animals. Using more than one species is, of course, no
guarantee for successful extrapolation either.
Metabolic patterns and speed and body size must match
between species. The use of laboratory animals as models
for humans is often based on the premise that animals
are more or less similar with respect to many biological
characteristics and thus can be compared with humans.
However, there is one striking difference between mouse
and human, and that is body size. In proportion to their
body size, mammals generally have very similar organ
sizes expressed as percentage of body weight. Take the
heart for instance, which often constitutes 5 or 6 g per
kilogram of body weight, or blood, which is often approxi-
mately 7% of total body weight. It is well known that the
metabolic rate of small animals is much higher than that
of large animals and, thus, provisions must be made to
adjust the study accordingly. Drugs and toxins exert their
effect on an organism not per se but because of the way
that they are metabolized, the way that they and their
metabolites are distributed and bound in the body tissues,
and how and when they are finally excreted. Adjusted
doses should include the following provisions:
If the object is to achieve equal concentrations of a
substance in the body fluids of animals of different body
size, then the doses should be calculated in simple pro-
portion to the animals’ body weights.
If the object is to achieve a given concentration in a
particular organ over a certain time period, the calcula-
tion of dosage becomes more complicated, and other
factors, including the physicochemical properties of the
drug, become important.
Metabolism or detoxification and excretion of a drug are
not directly correlated with body size but, more accu-
rately, to the metabolic rate of the animal.
Some species react with particular sensitivity toward
certain drugs, and marked variations in the reaction of
animals within a species occur with respect to strain,
pigmentation, nutritional state, stress level, type of
bedding, ambient temperature, age, sex, route or time of
administration and sampling, diurnal variation, and
season of the year. As much as possible, these items
must be controlled.®
o Experimental design and the life situation of the target
species must correspond. A model cannot be separated
from the experimental design itself. If the design inade-

o

o

o

o

quately represents the “normal” life conditions of the
target species, inaccurate conclusions may be drawn,
regardless of the value of the model itself.

DESCRIPTION OF ANIMAL MODELS™®

Unlike the old days when the researcher could write in the
materials and methods section “black mice were used in the
study,” modern obligations require an exact description of
the model. The description should include the following.

* Genetic strain and substrain using correct international
nomenclature.’*’

Special genetic features.

Microbial status of the animal.

* Age.

Housing standards.

* Maintenance procedures.

* Diet.

If used in infectious disease studies, the description should
also include

© Strain of the organism.

© Method of inoculum preparation.

© Route of inoculation.

CONCLUSIONS

Laboratory animals play a crucial role in research discovery
and technological advances, and they will continue to take part
in improving the lives of people and other animals. It is incumbent
upon the researcher to know the subject well in order to provide
relevant information to the scientific world. The final judgment
in the choice of the animal model will always be in its ability
to elucidate and predict the observed effects in the target
species.
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ABSTRACT

Experimental animal models are critical to understand gene
function and human disease. Many rodent models are presently
available providing avenues to elucidate gene function and/or
to recapitulate specific pathological conditions. To a large extent,
successful translation of clinical evidence or analytical data into
appropriate mouse models is possible through progress in trans-
genic or gene deletion technology. Despite these significant
improvements, major limitations still exist in manipulating the
mouse genome. For this reason and to maximize success, the
design and planning of mouse models need good knowledge con-
cerning the requirements and limitations of commonly used strate-
gies and emerging technologies. The purpose of this chapter is to
provide a current overview of strategies for manipulating the
mouse genome.

Key Words: Transgenic mice, Knockout mice, Conditional
mouse models, Cre and Flp recombinase, Tetracycline system,
RNAIi, Knockdown mice, Functional genomics.

INTRODUCTION

One of the central issues facing biomedical research is the need
to transform in vitro data into knowledge about gene function in
mice or humans. In this respect genetically engineered laboratory
mice are an excellent tool for modeling genetic disorders, assign-
ing function to genes, evaluating the action of drugs and toxins,
and answering fundamental questions in basic science. Animal
models account for factors such as age, stress, cell-to-cell com-
munication, pathogen—host interaction, physiology, immune
response, brain function, and other key issues, providing an
advantage over in vitro assays or computer models. For example,
tumor initiation, progression, and spreading cannot be recapitu-
lated in vitro but can be addressed with animal models. Neverthe-
less, animal models represent only an experimental surrogate and
results obtained from mouse experiments do not necessarily reca-
pitulate the human situation.

Furthermore, introducing genetic changes to the germ line of
the mouse may indeed identify gene function, but also might
result in severe developmental consequences, complicating or
preventing analysis. Embryonic lethal phenotypes, frequently
associated with null alleles or compensatory pleiotropic gene
expression, induced through the absence or increased gene

From: Sourcebook of Models for Biomedical Research
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expression, are examples that can prevent the generation of a
useful animal model. To overcome these limitations and more
precisely control gene expression or gene deletion in a tissue- and
time-specific fashion, conditional mouse models are used
and are becoming increasingly popular. Therefore, these second-
generation models may significantly improve our ability to
examine gene function in vivo.

In this chapter, we will discuss different conditional transgenic
and gene-targeting techniques, as well as provide a brief overview
regarding conventional mouse transgenesis and germ line gene
targeting. In addition, we will examine the emerging technology
to knock down gene expression in vivo through small interfering
RNA (siRNA) methods. While this chapter is not intended to be
comprehensive or to provide specific technical details, we encour-
age the interested reader to explore more focused reviews on this
topic.' ¢

STANDARD MOUSE TRANSGENESIS

Since the pioneering work from Gordon and colleagues report-
ing the successful generation of transgenic mice by microinjection
of DNA into the pronucleus of one-cell embryos, the genetic
manipulation of the mouse embryo has been extremely useful for
creating thousands of murine models for biomedical research.’
Today, two different methods are routinely used for generating
genetically modified mice.

TRANSGENIC MICE

First there is microinjection of recombinant DNA into the
pronuclei of fertilized mouse eggs or infection of germ cells/early
embryos with viral vectors carrying the foreign gene.*® With this
technique the introduced DNA is more or less randomly inserted
in one or multiple copies into the mouse genome. Typically, the
recombinant constructs used for pronucleus injection are com-
posed of a selected DNA sequence linked to a promoter or
promoter/enhancer combination that determines the expression
pattern and expression level of the selected DNA sequence in a
given tissue or developmental stage. Using this approach, it has
been possible to characterize the function of well-defined trans-
genic gene products, dominant negative or constitutively active
gene mutations, or specifically designed proteins. Furthermore, in
vivo suppression of a particular endogenous gene can be achieved
by transgenic expression of antisense mRNA, ribozymes, and
small hairpin (sShRNAs) or micro-RNAs (miRNAs).>*""5 Besides
gene products, transcriptional control elements as enhancers,
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silencers, promoters, or complete locus control regions can be
studied using transgenic mice.'*"'®

One recurrent problem observed in transgenic mouse models
are variegational position effects often disturbing or masking the
specific function of the used transcriptional control elements.
Theoretically, it might be assumed that after stable integration
into the genome the recombinant DNA should readily manifest its
predicted mission. However, many experiments reveal that the
genetic surrounding of the inserted transgenic construct is modu-
lating the expression pattern of the transgene itself.'” Obvious
reasons for positional variegation are that the injected DNA (1)
integrates into or near an endogenous gene locus with strong
transcriptional control activity, affecting in cis the promoter of the
transgenic construct or (2) integrates in a chromatin structure
prone to be inactivated during development, which would lead to
silencing of the transgenic construct. To avoid this recurring issue,
single-copy integration of transgenes into a selected target locus
or the use of so-called insulator elements has been reported.”*!
Alternatively, large recombinant constructs like bacterial artificial
chromosomes (BACs) or yeast artificial chromosomes (YACs)
can be used for generating position-independent transgenic mouse
lines.”>* As one of the consequences of the genome sequencing
projects, a collection of well-characterized BAC and YAC clones
that cover nearly the entire human and mouse genomes is
now available (for example, http://www.rzpd.de/products/clones;
http://bacpac.chori.org; http://www.sanger.ac.uk). In addition to
that, convenient methods for site-specific modification of BACs
and YACs have been established.”**” However, it has to be empha-
sized that by the random chromosomal insertion of BAC or YAC
constructs endogenous gene loci may be destroyed and also the
expression of neighboring genes might be modified.”® In case
these endogenous genes will be indispensable to life, this will
become obvious when the transgenic mouse variant can be main-
tained only as a heterozygous line.

For the above reasons, a correlation between phenotype and
transgene function is obvious only when at least two independent
transgenic mouse lines with identical BAC, YAC, or transgenic
constructs show the same phenotype. If only one transgenic line
is analyzed, it can never be completely excluded that the observed
phenotype is not linked to the transgene itself but reflects the
compromised expression of neighboring endogenous genes.

CONVENTIONAL GENE TARGETING

The second widely used method for the generation of gene
manipulated mice makes use of pluripotent mouse embryonic
stem (ES) cells. Targeted gene modification is built on the finding
that mammalian cells have the enzymatic machinery for exact
homologous recombination between identical (homologous) DNA
sequences.”' Thus precise predefined modifications of an endog-
enous gene are possible in cultivated mammalian cells including
mouse ES cells. Genetically modified ES cells can then be used
to generate gene “knockout” or “knockin” mice that carry the
planned DNA modification.”” Normally, pluripotent ES cells are
injected in early mouse embryos at the blastula stage or aggre-
gated with morula stage embryos. During embryonic development
the ES cells participate in the formation of different tissues includ-
ing the germ cells and as a result the embryo is composed of two
different genetic backgrounds, derived either from the wild-type
cells or the genetically modified ES cells. However, in case ES
cells have contributed to the germ cells of the animal, offspring

from these chimeric mice will harbor the desired genetic modifi-
cation in the germline (germline transmission). To generate mice
with a defined background, inbreeding with animals of the same
genetic background as the original ES cell will produce geneti-
cally identical homozygous offspring. However, mice crossed to
commonly used ES cell mouse backgrounds often poorly repro-
duce and are therefore difficult to expand. For this reason, for
most experiments chimeric mice are crossed to mouse strains with
good breeding efficiencies.

Typically, the targeting construct for homologous recombina-
tion is composed of a central core region flanked by two regions—
the so-called homology arms—that are identical in sequence to
the nucleotide sequence of the target region in the genome. The
homology arms are required for correct site-specific integration
or replacement of the endogenous gene segment by the DNA of
the targeting vector. The core region of the targeting construct
incorporates the planned genetic modification together with a
positive selection cassette, conferring resistance to ES cells con-
taining the targeting construct. Most of the genomic insertions of
the targeting vector are random, somewhere in the genome. In a
few cases a replacement of the gene segment by the targeting
vector takes place. Therefore, enrichment strategies for correctly
recombined ES cell clones have been developed. These enrich-
ment strategies make use of negative selection cassettes such as
the herpes simplex type 1 thymidine kinase gene or the gene for
the diphtheria toxin o-chain. The negative selection cassettes are
placed outside the homology arms and are lost during homologous
recombination, whereas during random integration the entire tar-
geting vector including the negative selection marker is inserted
into the genome of the ES cell. This permits a counterselection
against randomly integrated clones and leads to an enrichment of
ES cell clones with correct trageting.**** For complex multistep
genome manipulations including large chromosomal deletions or
translocations convenient combinations of different selection
markers have been described.™

Most of the published gene targeted mice are summarized in
several electronically searchable databases in the internet (see
http://www.bioscience.org/knockout/knochome.htm, http://www.
nih.gov/science/models/mouse/index.html, and http://www.infor-
matics.jax.org/imsr/index.jsp). In addition to the already existing
gene targeted mice, academic institutes and commercial compa-
nies have generated gene trapped ES cell libraries that can be
used as a source for generating knockout mice. Each individual
ES cell clone of such a library harbors a single integration
of a viral construct, which in turn serves as a signpost for identi-
fication of the trapped gene. Recently, the major gene trapping
groups have centralized the access to all publicly available
gene trap ES cell lines.*® In this portal (www.genetrap.org)
a collection of at the time 45,000 well-characterized ES cell
clones is available on a noncollaborative basis. In addition,
gene-trap-derived gene-specific knockout ES cell clones are
commercially obtainable  (http://www.lexicon-genetics.com/
discovery/omnibank_ebiology.htm).

Importantly, studies involving gene targeted mice have to con-
sider the genetic background. Depending on the mouse strain that
was used the in vivo function or loss of function of a particular
gene can be very different.””*® For example, y-protein kinase C
knockout mice showed a considerable difference in sensitivity to
ethanol that was completely dependent on the genetic back-
ground.” This example illustrates that the effect of a single genetic



CHAPTER 3 / IMPROVED MODELS FOR ANIMAL RESEARCH 19

alteration can be strongly affected by other genes and that the
phenotype of a knockout mice is not a strict readout of the missing
or destroyed gene but is the concerted action of the remaining
genes. Therefore, in traditional genetics a phenotypic impairment
of a gene knockout can be taken as just a hint for the function of
a particular gene. The definitive proof is a rescue of the impaired
phenotype of the knockout by, e.g., transgenic reexpression of the
destroyed gene. However, the transgenic rescue of knockout mice
is time consuming, expensive, and labor intensive. A simple short-
cut strategy is usually applied to minimize the contribution of the
individual genetic background. Knockout mice with the genetic
origin of the 126SV mouse strain are crossed with C57BL6 or
other inbred strains to generate F, hybrids that contain 50% 129SV
and C57BL6 as genetic background. Next, the F; hybrids are
intercrossed to generate knockout, heterozygous, and wild-type
littermates. By analyzing knockout and control littermates from
the F, hybrids, the influence of the genetic background is mini-
mized since it will be very different from animal to animal.
However, if this approach is used, the number of analyzed mice
has to be high. As an alternative, the phenotype of the knockout
can be analyzed in two very different genetic backgrounds, e.g.,
C57BL6 versus DBA. For this, C57BL6 and DBA congenic
animals have to be generated. Congenic animals are genetically
identical except for the modified region. However, 2-3 years of
backcrossing to the defined mouse strain are necessary to achieve
a statistically >99% homogeneous genetic background.”’ The
Jackson Laboratory and the Center for Inherited Disease Research
offer possible shortcuts for this time-consuming procedure that
will approximately half the number of backcrosses (for more
information about marker-assisted breeding see http://jaxmice.
jax.org/services/speedcongenic.html and http://www.cidr.jhmi.
edu/mouse/mouse_strp.html).

CONDITIONAL MOUSE MODELS

In conventional transgenic and gene knockout mice studies the
clear-cut gene-function relation is hampered by several factors.
Two of those factors were already discussed: the positional var-
iegation and the genetic background. In addition, it has to be
considered that the genetic manipulation is set in the early embryo
at the one-cell stage. Therefore, the lack or malfunction of the
manipulated gene can disturb the development. Consequently,
the phenotype in adult mice might be caused by this abnormal
development and not by the lack of proper gene function in adults.
Likewise, the dysfunction of a particular gene can lead to the up-
or downregulation of compensatory genes. Those pleiotropic
compensatory effects would than mask a phenotype in adults.

A gene regulation system that permits the induction or deletion
of a gene in a specific tissue or cell type at any given time would
erase all the issues mentioned above. With a controlled gene
switch it would be possible to study the function of a gene in a
single animal before and after the gene is switched on or off. In
an “off” and “on” state the genetic background and integration
site are the same; the animal can develop normally since the gene
switch can be turned after development and the time window for
compensatory mechanism is narrow.

For this reason, it is obvious that the use of conditional mouse
models is a much better choice than relying on conventional
transgenic or knockout approaches. To decide which conditional
animal model is most suitable, a detailed knowledge of the dif-
ferent established systems is essential. First, it is important to

define the criteria that have to be met. The perfect regulatory
system (1) should allow a tightly controlled regulation of the
target gene without background activity, (2) should be reversible,
(3) should be fast in induction kinetics, (4) should be effective in
all target cells, and (5) should use a highly specific and nontoxic
inducer.

Among the growing number of different conditional in vivo
systems, the tetracycline (tet) regulated and the Cre-mediated
site-specific recombination systems are most commonly used."*'*?
The scientific community has made a considerable effort to
provide public resources comprising conditional mouse mutants
(http://nagy.mshri.on.ca/PubLinks/indexmain.html and http://
www.zmg.uni-mainz.de/tetmouse/index.htm). The activity of
these initiatives provided the basis for sharing resources, valuable
animal strains, and scientific information beyond the scientific
scope of individual research projects. Taking a closer look at these
resources prior the initiation of a conditional mouse project is
therefore good practice and saves time and effort.

THE TET SYSTEM

Pioneering work from Gossen and Bujard established a general
application of the Escherichia coli Tnl0-derived tet resistance
operon for regulating transgenic expression in mammalian cells.**
In the TET system the tet repressor (TetR) is fused to the tran-
scriptional transactivation domain VP16 of the herpes simplex
virus, giving rise to the tet-controlled transactivator (tTA). In the
absence of tetracycline [or other tetracycline derivatives like
doxycycline (DOX), anhydrotetracycline, or 4-epidoxycycline],
tTA specifically binds to the tTA-dependent promoter (Ptet) to
initiate transcription of the Ptet-controlled transgene. Normally,
Ptet is composed of seven copies of the tet operator consensus
sequence (tetO) and a transcription initiation site (in most cases
from the CMV immediate early promoter) that is placed close to
the translational start codon of the Ptet transgene. If tetO7 is
flanked by two transcription initiation sites (Ptet-bi), two genes
can be regulated simultaneously by tTA.** Adding DOX to the
system induces a conformational change of the transcriptional
activator tTA, prevents its DNA binding, and at the Ptet promoter
transcription is shut down. Thus the TET system requires two
building blocks: as an effector the tet-dependant transactivator
tTA and as responder a Ptet promoter-regulated gene.

The well-established pharmacological properties of tetracy-
cline and its derivatives suggest that these compounds are safe
and reliable regulators for tet-controlled gene function in vivo.
The properties include predictable pharmacokinetics, good bio-
availability and tissue distribution, known half-life times, lack of
toxicity at the established working concentrations, and the ability
to cross mammalian cell membranes, the blood—brain barrier, and
the placenta. Until recently the only downside of using tetracy-
cline or tetracycline derivatives in mice was a possible imbalance
of the intestinal flora, which may result in diarrhea and to a less
extent in colitis due to the antibiotic action of these compounds.
In case unwanted antibiotic action of tetracycline or tetracycline
derivatives poses a problem, 4-epidoxycycline, which is equally
suitable for controlling tet on/off gene switches but lacks antibi-
otic activity, can be used instead.®

Almost immediately after the initial publication of the tTA
“TET off” system in tissue culture experiments, the first report of
a tet-responsive conditional mouse model provided evidence for
the enormous potential of this system for reversibly controlling
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gene expression in vivo.** Although this first tet-based mouse
model sparked much enthusiasm, certain limitations of the TET
system became obvious. Major problems included residual back-
ground activity of transgene expression in the off state, cellular
toxicity of the original transactivator, low sensitivity to DOX in
certain tissues, internal cryptic splice acceptors, suboptimal
eukaryotic codon usage, and slow in vivo induction kinetics.
During the last decade these problems have been addressed and
an exquisite toolbox for the generation of tet-based conditional
mouse models is available now.

The first major improvement of the TET system was the devel-
opment of the reverse “TET on” transactivator (rtTA), which is
activated and induces transcription of Ptet responder genes upon
DOX administration.*’ Using the rtTA system in transgenic mice
increased the speed of transgene induction, reaching in some
tissues complete Ptet—gene activation in 1 h as compared to the
slow activation kinetics of up to 1 week for tTA.*** This marked
difference in responsiveness between the tTA and rtTA system in
vivo is explained by the metabolic half-life time of DOX in dif-
ferent tissues, i.e., by the fact that in certain tissues it will take
some time before DOX is completely eliminated. This difference
in induction kinetics can be a major determinant when designing
tet-based mouse models. Using the tTA “TET off” system might
permit fast shut down and slow induction kinetics contrasting with
the rtTA “TET on” system suitable for immediate induction and
slow extinction of tet-controlled transgene expression.

An additional initial drawback of the TET system was the
occasionally observed leakiness leading to unwanted Ptet—gene
expression. The Ptet leakiness was addressed by developing
antagonistic repressors that silence any residual Ptet—gene expres-
sion in the noninduced state. The antagonistic repressors are het-
erologous fusions of a tet-responsive DNA-binding domain with
a strong transcriptional repressor, capable of silencing the residual
activity of a Ptet’ ™, This strategy uses an antagonistic combina-
tion of tTA and the repressor that—depending on the administra-
tion of DOX and either tTA or the repressor—exclusively binds
to tetO7. One way to avoid leakiness of Ptet is the generation of
a tet repressor mouse line that ubiquitously expresses the tet-
responsive repressor and the crossbreeding of this Ptet silencer
line to the leaky tet-responder mouse®' (unpublished data from our
laboratory). Alternatively, it is also possible to use constructs that
express both a transactivator and an antagonizing repressor.’'>*
Finally, engineered responder cassettes containing repositioned
TetO elements have also been reported to minimize leakiness of
the TET regulatory system.>>*

High tTA and rtTA expression can lead to cytotoxicity, most
probably due to pleiotropic effects of high levels of the VP16
transactivation domain.”” Therefore, a second generation of tTAs
and rtTAs was developed.*®® Remodeling tTA and rtTA improved
several features of the TET system including increased DOX
sensitivity, faster activation kinetics, improved codon usage, abro-
gation of cryptic splice sites, and extended DNA-binding and
dimerization properties.’**" These remarkable advances helped
to optimize the design of conditional mouse models and to adjust
the experimental setup according to the specific needs of the
planned experiment.

Since the first report of a tet-controlled transgenic mouse
model, the TET system has become increasingly popular. Today
the huge number of tet-based mouse models represent an invalu-
able resource for combinations of tissue-specific or generalized

tTA (rtTA) expressing and Ptet responder mice. However, the
scope of this chapter does not allow for a detailed description
of already generated “tet on/off” mouse models. The reader is
encouraged to visit the specialized electronic databases as an
additional resource (http://www.zmg.uni-mainz.de and http://
www.tetsystems.com).

Besides its fundamental appeal as an established conditional
regulatory system in mice, the “TET on/off” system has attracted
considerable interest because of its unique potential of reversible
gene regulation. Consequently, the TET system will be an excel-
lent choice for the study of gene function relationships, for
example, in behavioral neuroscience.

SITE-SPECIFIC RECOMBINASES

The first site-specific recombination system that was used in
the mouse was the Cre/loxP system.*** Initially discovered in
the filamentous P1 phage, the Cre/loxP system has become a
valuable tool for the induction of site-specific DNA recombination
in vivo.”® Based on the enzymatic activity of Cre (for “causes
recombination”) and depending upon the position and orienta-
tion of 1oxP sites (for “locus of crossover P17), mice carrying gene
deletions, duplications, inversions, or chromosomal translocations
can be generated.® In a similar way the Saccharomyces
cerevisiae recombinase Flp can be used for site-specific recom-
bination between FRT (for “Flp recombination target”) sites in
mice.®® Both the Cre and Flp recombinases have been applied for
the induction of ubiquitous or cell-specific recombination in
mice.

The success of any recombinase-mediated conditional in vivo
experiment depends on the “DELETER?” strains that express the
Cre recombinase. However, some of Cre expressing mouse lines
are “leaky,” with widespread instead of specific Cre-mediated
recombination. Consequently, recombination will not be restricted
to the anticipated cell type but will also take place elsewhere. In
most cases this effect is due to the early developmental activity
of the promoter driving Cre expression. Drug-inducible Cre
recombinases can bypass unwanted Cre expression during devel-
opment and can be used as conditional gene switches in vivo. This
can be achieved by tTA-controlled Cre expression in triple trans-
genic mice. These mice harbor a tissue-specific tTA transgene,
a PtetO controlled Cre, and the floxed target gene.®™® Another
option is Cre recombinase fusions with mutant estrogen receptor
binding domains that selectively bind 17B-estradiol analogues
like tamoxifen.*"”" In this scenario Cre—estrogen receptor fusion
proteins are retained in the cytoplasm but are translocated to the
nucleus upon addition of the synthetic ligand.

As in the TET system, protein engineering provided better
recombinases including codon improved Cre and Flp enzymes,
Flp recombinases with better in vivo activities in mammals, and
modified recombinases recognizing novel target sites.®*’*"> Again,
before starting experiments, writing grants, and planning the gen-
eration of novel transgenic or knockout mice, it will be rewarding
to have a closer look at already established resources (http://nagy.
mshri.on.ca/PubLinks/indexmain.html).

The application of mouse lines with low Cre activity revealed
that an incomplete rearrangement of the target sequence can also
depend on the accessibility of the loxP sites in the target gene.’
In addition, the observed recombination efficiencies at any given
Cre indicator locus can be taken as only a first hint for the useful-
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ness of a particular recombination system. Therefore, it is good
practice to analyze the efficiency of the Cre-mediated recombina-
tion at the target gene for each series of experiments.

RNA INTERFERENCE

RNA interference (RNAI) is a sequence-specific eukaryotic
surveillance mechanism initiated by double-stranded RNA that
ultimately will result in the repression of specific target genes.”””
Building on the observation that in mammalian cells double-
stranded RNAs (dsRNAs) of less than 30 bp will induce specific
degradation of a target mRNA but will not trigger a general trans-
lational block or interferon response, RNAi knockdown technol-
ogy has become very popular.”

In 2002 Hasuwa and colleagues reported the generation of
knockdown mice and rats, thus providing direct evidence that
RNAI technology can be used for studying the functional conse-
quences of gene inactivation in animal models.* The relative
simplicity, speed, and cost-effectiveness of using RNAi for study-
ing gene function in vivo have sparked great expectations and
have led to the development of an increasing number of novel
tools.*®* However, there are several important issues to be con-
sidered. First, in vivo knockdown strategies might significantly
deplete the mRNA levels of the targeted gene but might not be
sufficient to abolish gene function. Second, in different tissues the
level of knockdown might be variable, also being determined by
the targeted sequence, copy number of the inserted RNAi trans-
gene, and its particular integration site® (unpublished observa-
tions from our laboratory). Nevertheless, a partial knockdown of
a gene function can be of advantage since “mild” phenotypes
might in some cases be more suitable for uncovering gene func-
tion as compared to a knockout.’® Third, an additional concern
is specificity. Indeed, RNAi-mediated knockdown may not be
limited to the selected target gene but instead may also affect the
function of other genes, an effect known as off-targeting.®” This
issue is further compounded by the fact that our present general
understanding of the different mechanisms involving short RNAs,
like micro-RNAs (miRNAs) or repeat-associated short interfering
RNAs (rasiRNAs), remains sketchy. For this reason, the possibil-
ity that a particular small RNA might inadvertently bring on
unwanted gene regulatory effects other than the sequence-specific
knockdown of the target gene cannot be excluded. For this reason,
it will be essential to implement workable and standardized con-
trols before interpreting and validating RNAi data.®® Finally, high-
level shRNA or miRNA expression might compete for limiting
cellular factors and thus severely interfere with endogenous
siRNA regulatory pathways.*

Two alternative strategies have been used for gene selective
knockdown in mice: cytoplasmic delivery of synthetic short
siRNA oligonucleotides mimicking the active intermediate of an
endogenous RNAi mechanism or the stable expression of recom-
binant shRNAs or miRNAs . The first approach uses small mole-
cules, expression constructs, or viral particles that are injected or
infused in a more or less transient fashion.”*° Possible applica-
tions for transient knockdown experiments in mice are the testing
of siRNAs as gene therapeutic tools for humans or their use in
antiviral treatments.®>""

For many applications, however, the use of germ-line transmit-
ting knockdown mice might be the preferred option. In this case
the knockdown can be either mediated through ubiquitous expres-
sion of shRNAs using RNA polymerase III or tRNA promoters

or, alternatively, through miRNA expression from housekeeping
or tissue-restricted RNA polymerase II promoters. During the past
years several groups have reported the generation of germ-
line-transmitting knockdown mouse lines.”"'*! The methodology
used for the generation of these mice is similar to the approaches
discussed above including standard transgenesis or gene targeting.
Likewise, conditional activation of ShRNA or miRNA expression
in mice has been demonstrated."*'*!**"'% With conditional RNAi
systems knockdown-induced lethality can be bypassed and loss
of gene function can be studied during any given time window
and/or in specific tissues.

At present, possible avenues for implementing conditional
knockdown in mice either allow the permanent induction/
extinction of the knockdown (Cre/loxP-based systems) or facili-
tate the reversible induction of a knockdown (tet on/off-based
systems).

The first strategy reported for inducing conditional knockdown
phenotypes in mice relied on Cre-mediated activation or extinc-
tion of sShRNA expression.'*!>1% [n this situation a transcriptional
and translational stop element (loxP-STOP-loxP) is placed
between the shRNA transcription start site and the upstream regu-
latory elements, needed for shRNA expression. Upon removal of
the 10xP-STOP-1oxP element by Cre, transcription of the shRNA
or miRNA is set off and the knockdown is initiated. Conversely,
this strategy also allows for conditionally removing an actively
transcribing shRNA expression element and thus permanently
extinguishing the knockdown."

The alternative approach for generating conditional knock-
down mice is to use drug-controlled systems. In this respect
TET systems were applied for regulated shRNA and miRNA
expression in mice. In a recent publication Szulc and colleagues
demonstrated reversible silencing of an RNA polymerase III-
transcribed shRNA by virtue of a DOX-dependent KRAB rep-
ressor."* Although RNA polymerase Il promoter-based conditional
strategies are normally efficient in all cell types and provide good
knockdown levels, a limitation of these systems is their lack of
tissue specificity. The development of RNA polymerase II
promoter-mediated miRNA-based shRNA TET on/off systems
overcomes this limitation and initial in vivo experiments
demonstrated an application of this approach.'® Similarly, recent
documentation of second-generation shRNA- or miRNA-based
libraries that cover most if not all predicted mouse genes provides
an excellent resource for constructing conditional RNAi mouse
models.'*!7

CONCLUDING REMARKS

Within the last few years, researchers have expanded the
toolbox to manipulate the expression of mouse genes by develop-
ing several novel techniques, including RNAi knock-down,
improved tools for conditional gene regulation in vivo, and the
ability to engineer large BAC clones by “recombineering”. In
addition, searchable databases, providing detailed information
on established mouse lines, together with available collections
of pre-characterized ES cell clones and libraries, will facilitate
the use of genetically modified mice. Although, this chapter
only provides a general overview on the use and limitations of
mouse models, we hope the here provided information will
serve as a primer illustrating the exciting possibilities and exqui-
site tools available for in vivo investigating gene function in
mice.
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4 The Ethical Basis for Animal Use

in Research

JAMES PARKER

ABSTRACT

The concern of biomedical researchers for the well-being of
laboratory animals reflects a consensus that animals are conscious
subjects. Partisans of the animal rights movement believe that
researchers must go beyond the acknowledgment of conscious-
ness and consequent attention to animal well-being. They should
recognize just how similar human and animal consciousness are,
and then address animal interests and animal rights. Consideration
of these issues would challenge all uses, even painless uses, of
animals. In any effort to identify the interests and rights of animals,
even animal rights philosophers admit that the nature of con-
sciousness and cognition—human and animal—matters. A theory
of human consciousness and cognition developed by B.F.J. Loner-
gan is helpful in understanding and comparing human and animal
consciousness. According to Lonergan, elemental wonder makes
human consciousness and cognition a dynamic, self-assembling
process moving from presentations given in experience through
successive levels of understanding, judgment, and responsibility
to the affirmation of values. Questioning sweeps humans across
a divide between elementary knowing, which is shared with
animals, and a type of knowing that is exclusively human.
None of the animal behaviors catalogued by animal rights parti-
sans reveals wonder and the drive to understand, affirm and
decide. That drive is a single, restless activity generating succes-
sive levels of consciousness. If, as animal rights philosophers
agree, animals are incapable of responsible behavior, it must also
be that their cognitional feats are qualitatively different from those
of humans. Absent questioning and the drive to understand,
animals never emerge on the level of intelligent and rational,
much less responsible, consciousness. Their cognitional achieve-
ments appear to fall within the province of elementary knowing,
a realm in which they are accomplished associative learners—
clever, to be sure, but not capable of the beginnings of full human
knowing. Human consciousness and cognition differ enough from
animal consciousness and cognition that humans claim rights
while animals do not. So it is that even if we use animals in
research, having vouched for their humane care, we use humans
as experimental subjects only when they give informed consent.
We safeguard the welfare of animals; we guarantee the rights of
persons.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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INTRODUCTION

If René Descartes (1596—1650) had not existed, animal rights
philosophers would have had to invent him. They pillory this
famous mathematician/philosopher for theorizing that animal
operations are mechanical, not conscious—more like the move-
ments of swans, propelled by water pressure, in the royal gardens
of Versailles than like those of humans, directed by rational
choices. Such a mechanistic understanding of animals, they assert,
has provided justification for using them in biomedical research,
even in painful experiments—something that we would never do
to humans.

All philosophers today, however, are as certain as any pet
owner that animals are endowed with consciousness. Except for
viruses, bacteria, and, probably, insects and crustaceans, animals
are aware of themselves and of the world around them that is
made present by internal representations. Their movements and
communication are more than the workings of mechanical stimu-
lus and response.

Biomedical scientists are no less convinced about the existence
of animal consciousness. In their professional organizations, in
the laws and regulations they help draft, and in their laboratory
deliberations they are keenly aware of issues about the humane
treatment of research subjects that animal consciousness raises.'
They follow and aid in advancing current “best practices” for
ensuring animal well-being, keenly aware that in research institu-
tions as well as in businesses or schools, there is always room for
improving procedures.

On the topic of the existence of animal consciousness, Des-
cartes has no contemporary disciples, philosophical or scientific.
Instead, controversy swirls around the nature and degree of that
consciousness. Several philosophers believe that we must go
beyond an acknowledgment of consciousness and a concern for
animal well-being and take into account the human-like nature of
animal consciousness, address the issue of animal interests and
animal rights, and challenge any use of animals, painless though
it might be.

ANIMAL INTERESTS

The reputed father of the animal rights movement, Peter Singer,
follows Jeremy Bentham (1748-1832), in positing that ethical
reflection arises from our empathy with others in their pleasure or
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pain.? When ethics is based on calculations of pleasure and pain
it includes responsibilities not just to rational humans, but also to
any creatures that experience pleasure and pain. Singer quotes
a Bentham proclamation that has become “The Great Sentence”
of the animal rights movement: “The question is not, Can they
reason? nor Can they talk? but, Can they suffer?”

Bentham proposed that we align ourselves with a hypothetical
observer who is impartial, benevolent, and capable of discerning
every consequence of a given action. From such a position we
would be able to choose actions that achieve the greatest utility—
defined as the maximum pleasure and minimum pain—for the
greatest number of individuals. In our calculations, or course,
“Each [individual] is to count for one and none for more than
one.”

Singer extends Bentham’s method to animals. He does not
claim that humans and animals are equal or demand that we treat
them equally. He alleges that most members of the chromosomal
species Homo sapiens are persons—they possess rationality and
self-consciousness—but most animals are not. Conversely, some
chromosomal humans, such as the mentally disadvantaged and
senile, are not persons, while some animals such as chimpanzees
clearly are.* Persons or not, all suffer. Consequently, even though
we need not treat each sentient creature equally—it makes no
sense to extend the vote to dogs—we must consider the potential
pleasures and pains of each equally as we ponder how to treat
them. If we give special consideration to certain individuals solely
on the basis of their membership in the human species we act as
“speciesists.” Singer concludes:

If the experimenter is not prepared to use an orphaned human infant, then
his readiness to use non-humans is simple discrimination, since adult
apes, cats, mice, and other mammals are more aware of what is happening
to them, more self-directing and, so far as we can tell, at least as sensitive
to pain, as any human infant.’

Is it permissible, then, to experiment on and/or kill anesthe-
tized subjects? To answer this question, Singer expands Bentham’s
principle of pleasure and pain. He counsels us to consider not just
the pleasures and pains, but also the interests and harms of those
affected by any action. We can best determine interests and harms
by taking account of what would be individuals’ preferences. No
sentient subject would prefer being experimented on and killed,
no matter how painless the procedures.

Because human consciousness is more complex—human plea-
sures are fuller and human futures richer—the harm and the wrong
involved in overriding preferences are usually greater with humans
than with animals. Still, the mental life and interests of some
human infants are on par with that of many animals. Conse-
quently, we must, if we intend to experiment on and kill animals,
be prepared to do the same to those babies.

Singer’s arguments have provoked several lines of response.’
One contends that measuring potential pleasures and pains, inter-
ests and harms that might derive from certain actions cannot serve
as a reliable guide to moral decision-making. There is a limit to
how well scientists can peer into the future. Seldom can they see
clearly the connection between a given experiment and a new
treatment, or forecast with accuracy the number of its potential
beneficiaries. Scientists are explorers, not clairvoyants.®

Fellow traveler in the animal rights movement, philosopher
Tom Regan, makes a second critique, faulting Singer for the
“morally callous” idea that the ends justify the means. When

Singer proposed that some human/animal sexual acts might not
be wrong—after all, they could be mutually satisfactory—a
piqued Regan responded:

“The end does not justify the means” is a moral truth that applies beyond
the boundaries of our species . . . As a utilitarian, he [Singer] believes that
right and wrong depend on how much satisfaction results from our
actions, an outlook that leads him to accept many practices that advocates
of animal rights reject.’

Regan also notes that because utilitarian ethics aggregates
interests and harms—the total of harms weighed against the sum
of interests—it is a rickety defense for small numbers of labora-
tory animals, whose harms might be outweighed by the benefits
achieved for many humans."

Still another response asks if Singer doesn’t undermine his
utilitarian starting point by allowing that the harm of killing
humans is usually greater than that of killing animals. He makes
it appear, after all, that even for him the nature of consciousness
and cognition matters very much in ethical theory.

ANIMAL CONSCIOUSNESS AND RIGHTS

Consciousness and cognition matter. Regan and animal rights
lawyer Steven Wise base their arguments on this conviction."
They hold that animals are conscious in a way that requires not
only humane treatment but also respect for the right of never being
used for food, companionship, entertainment, or research.

Wise argues that common law should treat chimpanzees and
possibly other animal species not as property but as persons. As
persons they would enjoy at least some of the same rights as
young children or profoundly retarded adults. Among those rights
is that of not being caged and not being subjected to medical
research.

Rights, Wise asserts, must rest on something objective, and
that something is the conscious mind that makes us capable of
giving responsible direction to our lives:

cognition is a very big deal because the fundamental legal right of animals,
the least porous barrier against oppression and abuse that humans have
ever devised, depends on it."

Wise describes several apparent similarities between human
and animal consciousness and cognition. Then, counseling us to
take three aspirin before we read on, he presents his distillation
of the “ten top theories of consciousness.”" Evidently, he believes
that if philosophers and neuroscientists are stymied in head-
splitting disagreement about the nature of human consciousness,
then there is little reason to deny it—whatever it may be—to
animals.

There is no need for such abject surrender. Regan, for one,
goes to great lengths to define consciousness and cognition. By
consciousness he means the awareness that mammals have of
their environment, and by self-consciousness he means the aware-
ness of oneself. Regan claims self-consciousness for many species
of animals because they act on beliefs and in fulfillment of desires,
which requires that they experience themselves as identities in
time and know the world in the continuum of time and space
rather than as something always new and singular.

By beliefs and desires, Regan means certain mental states
underlying animal behavior. When my dog Fatigué, for example,
sees me standing at the door with his leash, he wags his tail and
paws my leg. According to Regan, Fatigué both believes that we
are going for a walk and desires to get going. He has internal
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representations of the world around him, and can associate imme-
diate representations (me at the door, leash in hand) to representa-
tions in his memory (previous walks). Moreover, his tail-wagging
indicates that he has a welfare that matters to him. He is respond-
ing to more than a mindless physiological drive.

Fatigué’s beliefs, Regan allows, are not as sophisticated as our
concepts."* He may believe that a particular bone is good to gnaw
on, whereas we can add the belief that the bone is part of a skel-
eton. Fatigué has few of the beliefs that make up a human concept.
Still, he and other animals have beliefs, rudimentary as they may
be.

Regan’s contention requires that we inquire into animal con-
sciousness and cognition. Is it so like ours that it can be said that
animals possess rights and animal research is a moral wrong on
par with experimentation on human subjects?

HUMAN CONSCIOUSNESS

The well-known philosopher of consciousness Daniel Dennett
encourages us to “first devis[e] a theory [of consciousness] that
concentrate[s] exclusively on human consciousness . . . and then
look and see which features of that account apply to which
animals, and why.”" A good guide in the task of devising a theory
of consciousness and cognition is the philosopher and theologian
Bernard J.F. Lonergan.'

Lonergan begins by noting that conscious operations involve
some sort of awareness that is missing in processes such as the
growth of a beard. That awareness is immanent in cognitional and
volitional acts: seeing, hearing, touching, feeling, smelling (all
acts in the process of experiencing); imagining, thinking, conceiv-
ing (all acts in the process of understanding); reflecting, testing
ideas, marshaling evidence, affirming and denying propositions
(all acts in the process of judging); and taking stock of feelings,
considering values, making decisions, committing ourselves (all
acts in the process of willing). Unless we are in a dreamless sleep
or coma, we are involved in these operations.

Each of these operations makes objects present to us. In other
words, each is an act of knowing or willing objects, whether those
objects are external stimuli or internal feelings. Because they
make objects present (involving what Regan calls “conscious-
ness”), Lonergan calls them intentional. Simultaneously and
without any reflection or “bending back,” each of these acts makes
us present to ourselves. Because they make us present to ourselves
(involving what Regan calls “self-consciousness”), Lonergan
calls them conscious. It is because we—humans and animals
alike—are present to ourselves (conscious) that objects can be
present to us, or known.'” Consciousness is the self-awareness that
makes the knowledge and willing of objects possible.

Conscious and intentional operations (hereafter simply called
conscious operations) are activities in a dynamic process that
unfolds on four distinct but integrated levels. On the first level,
we experience presentations that are given in acts of sensing and
feeling—sounds and sights, odors, tastes, and feelings, both exter-
nal and internal. All of these presentations, because they deliver
objects, involve a type of knowing. We know the surroundings of
sight, sound, smell, taste, and feel; of here, there, up, down, and
over; of before and after; and of association (“A, then B”’). While
brewing the coffee, weaving in and out of traffic, or raking the
leaves we know a taken-for-granted world.

It is obvious that animals share with humans this knowing that
Lonergan calls elementary knowing. They, too, live in the taken-

for-granted world, the world that is spontaneously and expected
to be “out there” and real.'® Elementary knowing allows animals
to win sustenance, bear offspring, and stave off predators.

Due, however, to the spontaneous awakening of wonder,
humans emerge from their habitat into the universe through a
second type of knowing. What Lonergan terms full human
knowing begins with questioning that transforms the presenta-
tions given in acts of sensing. Lonergan notes:

if at moments I can slip into a lotus land in which mere presentations and
representations are juxtaposed or successive, still that is not my normal
state. The . . . world of mere impressions comes to me as a puzzle to be
pieced together. I want to understand, to grasp intelligible unities and
relations, to know what’s up and where I stand."

By virtue of a drive to find the cause and explain, solid, taken-
for-granted surroundings are shot through with questions. We are
puzzled by what might be causing that noise under the hood of
the car, that ache in the back, that turmoil in the Middle East.
Driven by the desire to understand we emerge on a second level
of consciousness, the level that Lonergan designates as that of
understanding. We continue attending to the objects perceived on
the first level of consciousness, but we attend to them as question-
ers so that our consciousness is the awareness of a self that is
puzzled, inquiring, and, at least sometimes, understanding. Figur-
ing out a math problem, solving a crossword puzzle, or discover-
ing clues in a murder mystery, we search for suggestive images
and adopt a strategy of supposing (“What if...?”). Then,
suddenly—usually in a moment of rest after strenuous mental
exertion but still with our suppositions—we generate a set of
explanatory relationships, an understanding that is not present in
sensations and feelings themselves. We relax in delight, “Ah,
that’s it!” Insight, or understanding, has occurred.

Notice that we can bend our native wonder back on itself in
an effort to understand our own cognitive and emotional states.
As we seek to understand the process of sensing, understanding,
judging, and deciding, we make objects of these cognitional and
volitional activities. All the while, of course, we remain aware of
ourselves as inquiring, judging, and responsible subjects. We are
introspectively conscious.

Insight, thrilling as it might be, is not the end point of human
knowledge. The dynamic desire to know and decide—Lonergan
calls it the eros of the human spirit—continues to unfold, impel-
ling us next to check if our understanding is correct. On this third
level of consciousness, what Lonergan calls rational conscious-
ness, we ask, “Is this really so?” We marshal evidence for the
concepts and hypotheses that formulate our insights. Scientists
devise ways to test their hypotheses, and all of us draw up mental
lists of conditions that have to be fulfilled before we can make
ordinary judgments that something is true. Eventually our weigh-
ing of an idea leads to another insight when we discover that we
have indeed fulfilled the conditions for saying, “This is so, this is
true.”

Most often we weigh conditions and come to insight about
their fulfillment instantaneously—think of how quickly we are
sure that we have gotten a joke. The rapidity of judgment can
cause us to neglect how personal and significant is the act itself.
In the act of judgment, as we satisfy ourselves that we are being
neither rash nor indecisive, we take personal responsibility for the
truth of an idea or the validity of a hypothesis. We realize that we
are about to affirm or deny not only that something is true, but
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also and simultaneously that we are authentic knowers, in touch
with what is.

Full human knowing, which implicitly includes affirmation by
the knower that he or she is indeed a knower, comes to term in
judgment. But the heart remains restless; persistent questioning
now turns into deliberation. It opens a gap between what we have
affirmed to be and what might and what ought to be. Again, the
capacity for introspection becomes crucial. We take stock of feel-
ings about what is, seek to understand those feelings, and assess
how those feelings should guide decisions and actions. We ask,
“Whence this passion? What is the nature of this fear? Does this
friendship call for truth telling or dictate discreet silence?” Our
self-awareness becomes the awareness of a subject in the throes
of deliberation. Questioning launches us from the domain of fact
into the uneasy realm of values. Consciousness acquires the name
of conscience.

Values, of course, do not already exist in an “out there” reality.
It is we who generate values in the process of judging our insights
into the data of inner and outer experience. Whether we can say
with confidence that something is really true and then truly valu-
able depends on whether we have paid good attention to the data,
made sense of the data in insight, and stand prepared to take
responsibility for a judgment of fact about what is and then for a
judgment of value about what ought to be.*

The fact that we generate values and attempt to direct our lives
in accord with them is the source of the claims that we make on
each other. The inescapable burden of having to choose reveals
both my freedom and my responsibility. I must decide what to do,
and I must decide that in relationship to others who appear to
possess the same consciousness. My choice is both a claim on
others and a response to their claim on me. These claims are what
we call rights.

This account of the dynamic desire to know what is, determine
what should be, and commit ourselves to what is truly worthwhile
reveals the crucial importance of wonder. In questions that express
wonder, humans strive to understand, wrestle with the difference
between the real and the apparent, and ponder what is to be done
or not done. Questioning makes human consciousness and cogni-
tion a dynamic, self-assembling process moving from presenta-
tions given in experience through successive levels of
understanding, judgment, and responsibility to the affirmation
of values. Along the way, questioning sweeps us across a divide
between elementary knowing, which we share with animals, and
a second type of knowing that Lonergan calls full human
knowing.

A final comment on Lonergan’s analysis of conscious cogni-
tion: in its basic structure, it is not revisable. We cannot deny or
revise our account of the process without employing the very
same operations that we have outlined—operations of sensing,
understanding, judging (affirming/denying), and deciding.

HUMAN AND ANIMAL
CONSCIOUSNESS COMPARED

Following Dennett’s counsel, my present task is to “look and
see which features of [the above] account apply to which animals,
and why.” I propose to do that in reverse order, beginning with
consciousness on the fourth level, the level of conscience. Neither
Singer, nor Regan, nor Wise claim responsible consciousness for
animals. Instead, they claim that its absence in animals is no more

significant, morally and legally speaking, than its absence in
infants, or in senile or mentally exceptional humans. Singer
believes that treating such marginal human beings any differently
that animals constitutes “speciesism,” and Regan argues that these
exceptional persons—he calls them moral patients in contrast to
moral agents—are possessors of rights.?!

Even animal rights philosopher Mary Ann Warren objects to
the ethical relevance of occasional conditions or exceptional
cases.” Infancy, senility, and mental incompetence are conditions
that all of us have experienced or will experience in our lifetimes.
And, just as we know in a rough and ready sort of way the dif-
ference between being conscious and unconscious, so we also
know the difference between a smart animal and an exceptional
child. Unlike Fatigué, whose lack of moral agency is something
expected, a child with a dog’s mental capacity is received into the
world as an unexpected cause for grief and extra care.”

If animals do not function on the level of responsible con-
sciousness, do they operate on the level of rational consciousness
and full human knowing? We can surmise that none of our phi-
losophers of animal rights would argue that animals take respon-
sibility for the truth by affirming or denying that something is or
is not the case.

They might contend, however, that animals operate on the
second level of intelligent consciousness and have “aha” moments.
In fact, it is here that Regan and Wise, who offer several examples
of animal cunning, attempt to blur any distinction between humans
and animals. I will return to those examples presently, after
drawing attention once again to Lonergan’s distinction between
elementary knowing, on the one hand, and full human knowing,
on the other. It is certain that animals are conscious. And, to be
sure, they know their surroundings and act smartly in their habitat.
Still, we must ask if they do so with wonder and its expression in
that imperious desire to know and to decide that both initiates full
human knowing and grounds human rights.

Regan, unfortunately, gives us no account of the characteristic
human activity of questioning. Understandable as such an omis-
sion is—people today tend to think of knowing in terms of infor-
mation rather than activity—it skews the picture. Paying no
attention to the activity of asking questions, Regan fails to notice
how significant the difference is between existing as a sentient
subject of a life on the one hand and existing as a sentient, under-
standing, rational, and responsible subject of a life on the other.
It is only with the full human knowing and willing generated by
questioning that we enter into the realm of responsibility, moral-
ity, and law.

What goes on in strictly elementary knowing—that is, what
goes on in Fatigué’s mind—can be inferred from behavior. Much
behavior, human and animal, appears to be coded in genes that
evolution has selected for survival. Weeds mimic plants, viruses
trick the immune system, birds build nests, predators stalk their
prey, and people react to threats with “fight” or “flight” instincts.
Such behavior involves no conscious knowing.

Other behavior, although selected by blind evolution, is con-
scious and based on associative learning. Humans and animals
connect behavior “A” with consequence “B,” a fact that makes it
possible for humans to train children as well as pets. Fatigué’s
behavior of standing ready at the door, wagging his tail, can be
explained by his having connected a past walk to a present image
of me with his leash. That association suffices to create expecta-
tion; he does not question the image of me with the leash, and



CHAPTER 4 / THE ETHICAL BASIS FOR ANIMAL USE IN RESEARCH 31

thus he will never say to himself, “He looks tired; maybe we ought
to skip the walk tonight.” As Stephen Budiansky comments:

The intelligence of learned associations of this sort lies in part outside the
animal’s brain. It is not what is inside the head, but what the head is inside
of—to use William Mace’s felicitous phrase . .. the rationality of the
world.*

Finally, some conscious behavior, still based on a capacity
selected in evolution, entails not just associative learning, but
also wonder and its products—insights, judgments, and values.
Humans go beyond the givenness of presentations to develop
theories, understand causation, reflect on thoughts and emotions,
formulate values, and act to bring about our various visions of
utopia.

Applying Occam’s razor—one should choose the simplest
adequate explanation of any phenomenon—we must ask if any
of the many examples and stories of animal cunning require the
insight, judgment, and responsible decision-making that are
generated by questioning and characterize Lonergan’s full human
knowing. Fatigué’s behavior tells us this much: in addition to
undergoing vital processes such as the formation and nutrition of
skeletal and muscular structures, he knows and desires things
around him. Nevertheless, he probably does so in an elementary
way. Curious as he may appear as he puts his nose to smells on
his walk, he is not motivated by the drive to understand. When
he has marked his territory, he goes on his way through a habitat
that is anything but a world shot through with questions.

Is this supposition supported by observation? We can briefly
review the fascinating literature of ethology by asking if any of
four types of behavior manifests a type of knowing akin to full
human knowing, which is initiated by questioning, or, rather, a
type of knowing, which, however sophisticated, resembles ele-
mentary human knowing.

FEATS OF KNOWLEDGE Marian Dawkins explains that
many vertebrates possess mental representations, carry around
cognitive maps of food stores, retrieve hidden objects, sort and
classify objects, count, and make and use tools.”® Mice, to cite an
example of tool making, use their excrement to plug vents carry-
ing toxic cigarette smoke into their cages, probably acting on a
learned association that we would express as “This (feces) here,
then this (no smoke).” All such feats of knowledge and tool
making remain within the scope of elementary knowing, in which
animals associate “here” with “there,” “before” to “after,” “this
means (a finger extended by a piece of straw) to that end (ants
within the hill).”

SELF-REFLECTION  Gordon Gallup reports that chimpan-
zees recognize themselves in mirrors and claims that this behavior
proves their ability to reflect on themselves.”® Dorothy Cheney
and Robert Seyfarth, much more cautious, distinguish self-
recognition—an ability to distinguish oneself from others that
does not imply any awareness of doing so—from self-
consciousness—a “meta-awareness’’ in which a subject can watch
not just the mirror but himself looking into the mirror and thus
have access to what is going on in his own mind. “There is ample
evidence from studies of children . . . that many aspects of self-
recognition do not require self-reflection.”® Chimps not only
know and reach for where they itch or feel pain but also recognize
as part of themselves the hand they see in a mirror as it moves to
the troubled site. Children rapidly acquire this same ability. In
addition, however, and at about the time they begin asking ques-

tions, they begin to advance beyond such self-recognition to self-
reflection as they turn the attention of inquiring intelligence upon
their experience of such mental presentations. The different abili-
ties of chimp and child correspond to the two types of knowledge,
elementary and full human knowing.

ATTRIBUTION OF MENTAL LIFE The ability to attribute
a mental life to others reveals the capacity for reflecting on one’s
own mental life. Humans come to such introspection by dint of
questioning presentations of sense and feeling. If it were true that
animals predict and attempt to change others’ behavior because
they understand that minds and intentions underlie that behavior,
it would suggest that they can perform the introspection that we
have claimed only for full human knowing.

Cheney and Seyfarth provide a careful analysis of the anec-
dotal and experimental evidence that chimpanzees possess a
theory of mind. They conclude that even the most compelling
examples of chimps acting as if they recognize that other indi-
viduals have beliefs—examples of apparent teaching and deceiv-
ing—can be explained in terms of animals’ keen observation of
behavior and their ability to follow associative (“A” then “B”)
rules to change that behavior.”

LANGUAGE To use a language is to employ signs or
pictures or even words to fulfill a demand, obtain a reward, or
achieve a desired end; to understand language is to employ the
same instruments not just as means to ends, but also as convey-
ances of meaning. Computers can be programmed to use words.
What they cannot do is understand themselves or understand the
events of another’s mind to which words point.?’

Wise, who concedes that chimpanzees mostly employ signs
as means of obtaining food or fulfilling human commands, is
impressed that some chimps have demonstrated the use of more
than 3000 words. But children at about the age of three years and
without any specific training begin to go beyond the mere use of
words to an understanding of thousands of words and the rules
for joining them in an infinite number of novel combinations that
express meaning in their minds and the minds of others.*® For
them, a word is a sign, or one thing standing for another, and also
a symbol into which their minds and the minds of others can read
significance.”

In summary, none of the animal behaviors catalogued by Wise
reveals an underlying activity of asking questions or a basic
capacity for wonder. All appear to fall within the province of ele-
mentary but not full human knowing. As chimpanzee researcher
Daniel Povinelli notes, chimpanzees do not have an ambition to
explain the world. Speculating about what would happen if he
asked both a 3-year-old child and a chimpanzee why the chicken
crossed the road, he concludes the following:

For the three-year-old, the question is an opportunity to attribute feelings
to the chicken and to make up a story—for example, the chicken must
have missed its mommy and spotted her on the other side of the road.
The chimpanzee has a much simpler answer: ‘Yes.’*

It was Darwin who observed that the difference between
human and animal consciousness is one of degree, not kind. It
was also Darwin who noted that there is an enormous practical
difference between humans and animals. Humans, he said, are the
only “utopian animals.”* It is the performance of asking questions
that sweeps us into the realm of conscience and makes us “utopian
animals.” But that performance is a single, restless activity gen-
erating successive levels of consciousness. Just as it makes human



32 SECTION Il / GENERAL CONSIDERATIONS

behavior responsible, it also makes some acts of knowing acts of
understanding. If nonhuman animals are incapable of moral
behavior, then, most likely, their cognitional feats are qualitatively
different from ours. In the absence of questioning, they probably
never emerge on the levels of intelligent, rational, and responsible
consciousness. They are clever associative learners in elementary
knowing, but probably not capable of the beginnings of full
human knowing.

CONCLUSION: THE USE OF ANIMALS
IN RESEARCH

Two overarching issues frame ethical reflections on the use of
animals in research. The first is the issue of pain and suffering.
The ground of the contemporary concern for animal pain—ground
on which philosophers, scientists, and the general public stand
together—is an unchallenged consensus that most vertebrate
species are conscious. Scientists are morally and, ever since the
Animal Welfare Act of 1966, legally bound to ensure the well-
being of laboratory animals.*

The second issue is that of animal use. If animal consciousness
is no different than that of humans, then any use of animals—as
pets, as a source of food and clothing, as subjects of research,
even when painless and certainly when it involves their death—is
as morally reprehensible as the use of humans for the same pur-
poses. The argument of this chapter is that human consciousness
and cognition are evidently different enough from animal con-
sciousness and cognition that humans can claim rights while
animals cannot. So even if we use animals in research, having
vouched for their humane care, we use each other as experimental
subjects only when we give informed consent. We safeguard the
welfare of animals; we guarantee the rights of persons.
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ABSTRACT

Nonvertebrate and vertebrate models are commonly used in
research to study diseases that affect humans and animals and to
clarify disease etiology and methods for disease prevention and
treatment. The relevant information on models is published in a
variety of resources and then indexed among free and proprietary
databases. New searching tools specifically developed as a com-
panion to this book can now be freely accessed at a designated
website created as a companion for the Sourcebook of Models for
Biomedical Research, where user-friendly searches can be exe-
cuted at any time according to stored instructions, in a variety of
databases pertaining to the relevant disease models. Some data-
bases are freely available, such as PubMed, AGRICOLA,
TOXLINE, and NCBI, as well as specialized resources such as
FishBase and the JAX Mice Database. Other useful databases are
proprietary, such as PsycInfo and Aquatic Sciences and Fisheries
Abstracts. The website can be accessed: http://www.vetmed.
ucdavis.edu/Animal_Alternatives/sourcebook.html.

Key Words: Animal models, Laboratory animal(s), Animal
model types, Choosing animal model, Diseases, Alternatives,
Disease models, Nonvertebrate, Vertebrate, Databases, Searching,
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INTRODUCTION

Both nonvertebrate and vertebrate models are commonly used
in research to study diseases that affect humans and animals and
to clarify disease etiology and methods for disease prevention and
treatment. A wide range of databases, both free and proprietary,
are available to draw from when searching research literature on
these topics.' Existing tools that use search filters in the PubMed
database simplify identifying strains of mice as appropriate
disease models.” In this chapter we describe other improved
methods for effective literature searching for disease models, and
present some new efficient strategies and tools for searching that
are available in a new website companion for the Sourcebook of
Models for Biomedical Research.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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SEARCHING FOR A RANGE OF POTENTIAL MOD-
ELS Anyone can quickly become frustrated trying to monitor
and locate the relevant information on published research con-
cerning disease models. Following the current literature, which is
so widely dispersed, can seem an overwhelming task. The perti-
nent information is published in numerous journals and books and
then organized and indexed among a variety of databases, some
of which are freely available and others that are proprietary. New
searching tools are now available in a website specifically devel-
oped as a companion to this book. The searching tools can be
freely accessed at a designated website, where user-friendly
searches can be executed at any time according to stored instruc-
tions,** in a variety of databases pertaining to the disease models
described in this volume. The databases include those freely avail-
able and linked on the website, such as PubMed, TOXNET,
AGRICOLA, TOXLINE, and NCBI, as well as specialized
resources such as FishBase and the JAX Mice Database. Propri-
etary databases available by subscription are also listed, such as
ISI Web of Science, PsyclInfo, and Aquatic Sciences and Fisheries
Abstracts (ASFA). We have previously developed comprehensive
search grids to facilitate bibliographic searching on topics related
to alternatives for veterinary medical education.’”

WEBSITE ON MODELS AND DISEASES As described
below and covered extensively in the interactive website, a
working list of topics addressed by searching tools (using a variety
of databases and resources) has been selected from the following,
including nonvertebrate and vertebrate animal models by species:
sea urchin embryo; budding yeast; fungus; social amoebae; round
worm; Drosophila; bees; Xenopus, fish, and other aquatic animals;
mice; rats, guinea pigs, hamsters, rabbits, and ferrets; large and
farm animals; exotics; cats and dogs; and nonhuman primates.
Searching tools are also organized by disease, including aging,
AIDS, alcoholism, Alzheimer’s disease, atherosclerosis, diabetes,
eye diseases, hearing disorders, lung cancer, multiple sclerosis,
neurodegenerative diseases, obesity, acute and chronic pain,
Parkinson’s disease, posttraumatic stress, renal disease, sepsis,
thrombosis, and wound healing. The website was developed
as a companion to the Sourcebook of Models for Biomedical
Research and can be accessed: http://www.vetmed.ucdavis.edu/
Animal_Alternatives/sourcebook.html.
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The website offers direct links to particularly relevant data-
bases and other resources, and indicates which ones are likely to
be especially useful for particular models or diseases. In addition,
the website includes some stored searches in complimentary data-
bases, termed embedded search templates, that can be launched
at will. With these templates, users can use point-and-click tech-
nology to avail themselves of the currently available literature
on a particular topic, and then make the search instruction more
specific to their needs. The search templates generally draw on
the high-speed, comprehensive PubMed database, or TOXLINE
or NCBI; all are freely available to anyone.

RELEVANT LEGISLATION AND REGULATIONS RE-
GARDING ALTERNATIVES For each use of animals, scientists
are required by the USDA’s Animal Welfare Act® and the related
USDA Policy 11° and Policy 12" to complete animal use proto-
cols that include questions on possible alternatives to procedures
causing more than momentary pain or distress, whether in teach-
ing, research, or testing. While researchers seeking improved
methods or completing animal-use protocols often find it difficult
to locate the relevant information, searching the literature regu-
larly could result in identifying an improved animal (or even yeast
or fungus) model for a particular disease. The regulations require
that principal investigators provide a written narrative in the pro-
tocol concerning the availability of alternatives, including the
methods and sources used to determine the availability of refine-
ments, reductions, and replacements. USDA animal care Policy
11 provides a detailed description of painful and distressful pro-
cedures. Policy 12 offers detailed guidance on the investigator’s
description of the database search for alternatives, including
the names of the databases searched, the date the search was per-
formed, the period covered by the search, and the key words
and/or the search strategy used. Considering the ongoing creation
of new animal models and the development of new technologies,
frequent searching and consideration of alternatives are appropri-
ate so as to identify and consider new methods and models. This
chapter addresses a gap facing scientists by presenting user-
friendly searching tools that are targeted toward (1) locating
animal models and (2) conducting effective bibliographic searches
on animal models and diseases, as required for animal use proto-
cols. These tools simplify searching by providing streamlined
access to the resources being sought. Facilitating efficient and
effective searching by users can improve the research and sim-
plify compliance with USDA requirements.

REVIEWING DATABASES BY ANIMAL MODEL
OR SPECIES

Browsing among the databases pertinent to animal models can
be a useful place to begin, to gain familiarity with the array of
resources. We have sorted the databases, including 20 complimen-
tary databases, 10 other resources, and 10 proprietary databases
listed here, so that users can quickly explore the topics of greatest
interest, whether they be animals or diseases in general, or par-
ticular animal models or diseases.

POTENTIAL ANIMAL MODELS As shown in Figure 5-1,
a large number of complimentary databases are available that
pertain to animal models. Some of them have more specialized
purposes. For example, ECOTOX, INVITTOX, and TOXNET
pertain specifically to toxicology testing, indicating substances
that may play an adverse role in certain diseases. FishBase and
oneFISH deal with literature on fish. AGRICOLA covers the

general literature on veterinary medicine, and PubMed covers the
general literature on human medicine. DTIC and DoD Biomedical
Research are sites developed in response to military needs, but
have general applications for psychological stress and wound
healing.

A variety of other complimentary resources are available that
are useful in finding animal models. Of particular note are the
resources dealing with mice, including the International Mouse
Strain Resource, the Mouse Models of Human Cancers Consor-
tium, and the NCI Mouse Models. Ensembl Genome Browser taps
into the expanding genomic developments.

Other databases are available as proprietary products. Many
institutions subscribe to some of these, so users may have ready
access to them at their worksites. One of the most useful of these,
ISI’s Web of Science, offers web access to citation information,
allowing a search for all papers that have cited an earlier work.
This feature, previously known as Citation Index, offers a feed-
forward in tracking papers that have cited a classic work to follow
significant lines of research. PsycInfo has good coverage of the
human psychological literature, and sometimes addresses pain
and stress topics in more detail than PubMed, with an added
value of going back to very early literature. CAB and Biosis offer
more comprehensive coverage of the European literature and the
biology literature than either PubMed or AGRICOLA. Zoological
Record covers a broad base of literature on animal behavior of
many species and goes back to the earliest references. Fish &
Fisheries Worldwide is another database that is essential for
people working with fish. ERIC is a database specialized for
accessing the literature pertaining to education.

NONVERTEBRATE MODELS Identifying useful models for
a study not involving mammals, or perhaps not even vertebrates,
offers a potential for reducing the pain or distress that may result
from interventive procedures. A growing number of such models
are proving useful. Studies using these can be easily accessed, as
indicated in Figure 5-2.

Sea Urchin Embryo Search templates offer point-and-click
instantaneous searches of some topics where sea urchin embryos
have been useful, including cellular activity, the role of metals in
early development, and transcription. Other search templates
launch TOXLINE or HSDB, two resources on toxicity that are
less well known, retrieving studies pertaining to cellular mecha-
nisms and substances with adverse impacts on cellular activity.

Yeast Yeast has proven useful in studies of drug design,
glucose, and DNA, topics for which search templates are pro-
vided. The DNA search retrieves studies on DNA damage from
exposure to toxic substances.

Fungus The use of nonanimal models, such as fungi, can be
reviewed in search templates that reveal studies of circadian oscil-
lations in fungi, as compared with other organisms.

Social Amoebas Specialized databases for the social
amoebas include DictyBase and Dicty Workbench. Embedded
searches focus on cytokinesis, signal transduction, and
development.

Round Worm The round worm has become a preferred
model for studies of aging that relates to studies of human mito-
chondria. The database, WormBase, is an important special
resource for studies of Caenorhabditis elegans.

Fruit Fly Drosophila has longstanding importance as an
animal model for genetic studies, as reflected in the special data-
base, Homophila. Search templates here pertain to using the fruit
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Databases by Species / Model | Identifying potential models

animal model selection free databases & resources proprietary databases
option If subscription available

potential models AGRICOLA AltWeb Pain; Humane ASFA

AltBib Endpoints Biosis

CRIS ANZCCART Fact Sheet: Pain |CAB

CRISP Ensembl Genome Browser Embase

DTIC ILAR Animal Models ERIC

DoD Biomedical Research Intern’l Mouse Strain Resource |Fish & Fisheries Worldwide

ECWAM Mouse Models of Human I1S1 Web of Science

ECOTOX Cancers Consortium Psyclnfo
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INVITRODERM UKCCCR Guidelines

ICCYAM MNIGMS Trauma, Burn, Wound

JAX

NCBI

oneFish

PrimateLit

FubMed

TOXNET

WildPro

ZFin

Figure 5-1. Opening page of the website, showing selected
resources suitable for browsing to identify potential disease models.
Resources shown in shaded boxes are free to all users and are avail-

able via links on the website. The column on the right side lists useful
proprietary databases available by subscription. http://www.vetmed.
ucdavis.edu/Animal_Alternatives/sourcebook.html.

specific model suggested databases free embedded
R proprietary search examples
sea urchin embryo PubMed ASFA cellular activity
TOXNET Biosis metals and early development
SciFinder transcription
n TOXLINE
nHSDB
S, cerevisiae PubMed Biosis drug design
(budding yeast) ISI Web of Science glucose
dna
Neurospora PubhMed Biosis model
(filamentous fungus) Resources IS Web of Science evolutionary
D. discoideum PubMed Biosis cytokinesis
(social amoebae) DictyBase I1SI Web of Science signal transduction
Dicty Workbench development
C. elegans PubMed Biosis aging
(round waorrn) WormBase IS1¥Web of Science neurological madel
D. melanogaster PubMed Biosis hearing
(fruit fly) Flybase ISI Web of Science balance
Hornophila neurodegenerative model
aging
bees PubMed Biosis ethanal/alcohol
1S1 Web of Science

Figure 5-2. Nonvertebrate models featured on the website, high-
lighting free and proprietary databases in the middle two columns.
The column on the right side indicates the use of the free database

PubMed for stored embedded searches that are available for launch-
ing via links on the website. http://www.vetmed.ucdavis.edu/Animal_
Alternatives/sourcebook.html.
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Figure 5-3. Vertebrate models that are typically used in laborato-
ries, featured on the website, highlighting free and proprietary data-
bases in the middle two columns. The column on the right side
indicates the use of the free database PubMed for stored embedded

fly for studies of hearing, balance, neurodegenerative models, and
aging.

Bees Studies of alcohol effects are conducted on nonverte-
brates, bees. These studies are easily accessed in an embedded
search.

VERTEBRATE MODELS A number of vertebrate species are
familiar in laboratory studies, primarily the aquatic vertebrates
and the small mammals. The fish, frogs, and other aquatic animals,

specific model ‘ suggested databases free embedded
‘ free proprietary search examples
fish / frogs 7 aguatic AGRICOLA ASFA zfish as model
PubMed Biosis zfish & obesity/diabetes
TOXNET Fish and Fisheries Worldwide |frogs & oncogenesis
FishBase Zoological Record frogs & neurogenesis
oneFISH
Kenopus Resources
Zebrafish Gene Collection
ZFIN
mice AGRICOLA Biosis as model
AltBib 151 Web of Science alzheimers
Pubhed obesity
JAX Mice Database
Mouse Biology Program
rats, guinea pigs, hamsters, | |AGRICOLA Biosis ferrets & helicobacter
rabbits, ferrets PubMed I1SI Web of Science gp & hyperlipidemia
ANZCCART Fact Sheets gp & osteoarthritis
rats & wound healing
rats & encephalomyelitis
rabbits & thrombosis

searches that are available for launching via links on the website.
http://www.vetmed.ucdavis.edu/Animal_Alternatives/sourcebook.
html.

and the mice, rats, and other small mammals are readily accessed
as shown in Figure 5-3. Less commonly studied, but also used
as models, are large and other farm animals, exotic animals, dogs
and cats, and nonhuman primates; searching strategies for these
species are presented in Figure 5—4.

Fish, Frog, and Other Aquatic Animals The use of fish has
expanded in recent years, in many cases as a vertebrate replace-
ment for mammals. Specialized resources are most appropriate

'specil'lc model

suggested databases free embedded
o proprietary search examples
large / farm animals AGRICOLA Animal Health and Production |cattle as model
PubMed Compendium chickens as model
Biosis
CAB
FASS Guide

I1SI WWeb of Science

|as model

of Mammals in Neuroscience
& Behavioral Research

exotics WildPro Information Network  |Biosis
ANZCCART Fact Sheet Wildlife & Ecology Studies
Waorldwide
Zoological Record
dogs, cats AGRICOLA Biosis sleep apnea
PubMed CAB
ANZCCART Fact Sheet: 151 Web of Science
Dog, Cat |
non-human primates PrimateLit Biosis |as model
PubMed IS Web of Science |HIV waccine
Guidelines far the Care & Use Psyclnfo |

Figure 5—4. Vertebrate models that are less typically used in labo-
ratories, featured on the website, highlighting free and proprietary
databases in the middle two columns. The column on the right side
indicates the use of the free database PubMed for stored embedded

searches that are available for launching via links on the website.
http://www.vetmed.ucdavis.edu/Animal_Alternatives/sourcebook.
html.



CHAPTER 5 / BIBLIOGRAPHIC SEARCHING TOOLS ON DISEASE MODELS TO LOCATE ALTERNATIVES FOR ANIMALS 39

for searching on these species, including the complimentary Fish-
Base, oneFISH, Xenopus Resources, Zebrafish Gene Collection,
and ZFIN, and the proprietary ASFA and Fish and Fisheries
Worldwide.

Mice Despite the growing number of nonvertebrate and
fish models, mammals are essential for some studies. In mainstay
models for studies in which a mammal is essential, the number of
mice used far exceeds any other mammal. As examples, the search
templates use mice as models for various diseases, for studies of
Alzheimer’s disease, and for studies of obesity. Specialized data-
bases such as the JAX Mice Database and the Mouse Biology
Program are important when searching for appropriate strains of
mice. Specialized strategies for searching with search filters also
can be employed.”

Rats, Guinea Pigs, Hamsters, Rabbits, and Ferrets Rats
are frequently used as models in a wide range of studies where
an animal larger than a mouse is needed. Other small mammals
are used in specific research, such as ferrets in studies of Helico-
bacter and guinea pigs in hyperlipidemia. With these species,
AGRICOLA provides coverage of some research that comple-
ments PubMed. The complimentary ANZCCART Fact Sheets
provide practical information on basic parameters for working
with small mammals.

Large and Other Farm Animals For agricultural animals,
AGRICOLA invariably provides more comprehensive coverage
of the research than PubMed. The FASS Guide is available at
modest cost, providing another valuable resource on agricultural
animals.

Exotic Animals Specialized databases are more effective
when searching on exotic animals than PubMed, which is targeted

specifically toward biomedical research and misses some impor-
tant work utilizing exotic animals.

Dogs and Cats AGRICOLA is worthwhile for searching
literature pertaining to dogs and cats, as is PubMed.

Nonhuman Primates Specialized databases are useful in
locating literature on nonhuman primates, especially the
complimentary PrimateLit, with research dating back to
1940.

REVIEWING DATABASES FOR ANIMAL MODELS
BY DISEASE

Researchers face a dual challenge, to keep updated not only
with regard to new animal models, but also concerning new work
on the particular disease of interest.

DISEASES IN GENERAL As with animal models, a wide
range of complimentary databases and resources is available for
browsing, as indicated in Figure 5-5.

SPECIFIC DISEASES To provide useful examples of search
strategies, four embedded search strategies are indicated in Figure
5-6 for each listed disease. For the embedded search templates
stored concerning each of the specific conditions and diseases,
two searches for each disease draw from PubMed, one focusing
on a specific research strategy on a relevant topic for that disease
and another addressing models for that disease. A third search
for each disease draws from TOXLINE, the National Library of
Medicine’s bibliographic database for toxicology, covering the
full range of effects of drugs and other chemicals, including bio-
chemical, pharmacological, physiological, and toxicological
effects. The fourth search for each disease uses NCBI (National
Center for Biotechnology Information), offering an extended

Databases by Disease | Locating infarmation based upon disease and model

Figure 5-5. Selected resources on the website suitable for browsing
by disease, to identify potential disease models. Resources shown in
shaded boxes are free to all users and are available via links on the

free databases & resources proprietary databases
options if subscrptions available

AGRICOLA AltWeb Pain; Humane ASFA

AltBib Endpoints Biosis

CRIS AMNZCCART Fact Sheet: Pain |CAB

CRISP ILAR Animal Models Embase

DTIC MNCI Mouse Models Fish & Fisheries Worldwide

DoD Biomedical Research MNIH Model Organisms ISI 'Web of Science

ECWVAM UKCCCR Guidelines Psycinfo

ECOTOX MNIGMS Traurna, Burn, RTECS

FishBase Wound Zoological Record

INWITTOX

INYITRODERM

ICCWAM

JAX

NCBI

oneFish

PrimateLit

Fubhed

TOXNET

YWildPro

ZFin

website. The column on the right side lists useful proprietary data-
bases available by subscription. http://www.vetmed.ucdavis.edu/
Animal_Alternatives/sourcebook.html.
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disease model

free embedded searches in
PubMed, TOXLINE, NCBI, DTIC

‘aging

[stem cells ; models ; toxline ; nchi
‘AIDS ‘HIV vaccine ; models ; toxline ; nchi
‘alcuholism [neurngenesis : models ; toxline ; nchi;

‘Alzheimer's disease

‘vitamin E ; models ; toxline ; nchi

‘athernsclerusis

[helicnhacter; models ; toxline ; nchi

‘diabeles

‘embryunic - models ; toxline ; nchi

eye diseases

macular degeneration ; models ; toxline ;
nchi

hearing disorders

hair cell regeneration ; models ; toxline ;
nchi

‘Iung cancer

[dna repair ; models ; toxline ; nchi

[multiple sclerosis

[T—Iymphucytes ; models ; toxline ; nchi

‘neurodegenerative diseases

‘ALS : models ; toxline ; nchi

‘nhesity

[Ieptin - models ; toxline ; nchi

‘pain. acute & chronic

‘capsaicin : models ; toxline ; nchi

[F‘arkinsnn's disease

[LRRKQ : models ; toxline ; nchi

‘ post-lraumatic stress

‘neuropeptides - models ; toxline ; nchi ; dtic

renal disease

hepatocyte growth factor ; models ; toxline ;

nchi
‘sepsis ‘dexamethasone - models ; toxline ; nchi
[thrumbusis ‘atrial : models ; toxline ; nchi

‘wound healing

‘gruwlh factor ; models ; toxline ; nchi ; dtic

Figure 5-6. Search strategies on the website are presented as stored
embedded searches by disease, drawing from the free databases
PubMed, TOXLINE, NCBI and DTIC. The stored searches are avail-

searchable library of the life sciences literature, including PubMed,
PubMed Central, books, Coffee Break (short reports on recent
discoveries), Genes and Disease, and OMIM (catalog of human
genes and genetic disorders). Thus, NCBI reflects the emerging
emphasis on research pertaining to genetics interacting with other
disciplines. We provide embedded searches for the 19 diseases
and conditions listed below. Users can use the search templates
as a starting point to adapt searches more specifically to their
needs. Posttraumatic stress and wound healing are two topics that
have broad application and benefit from the comprehensive mili-
tary emphasis on databases, as found in DTIC and DoD Biomedi-
cal Research.

*Aging

*AIDS

¢ Alcoholism

¢ Alzheimer’s disease
¢ Atherosclerosis
eDiabetes

*Eye diseases
*Hearing disorders

able for launching via the website. http://www.vetmed.ucdavis.edu/
Animal_Alternatives/sourcebook.html.

*Lung cancer

*Multiple sclerosis
*Neurodegenerative disorders
*Obesity

ePain, acute and chronic
eParkinson’s disease
*Posttraumatic stress
*Renal disease

*Sepsis

e Thrombosis

*Wound healing

CONCLUSIONS

A website companion for the Sourcebook of Models for
Biomedical Research developed by the UC Center for Animal
Alternatives offers streamlined access to information concerning
animal models for disease. The site offers expeditious links
to relevant databases and provides embedded stored search
examples for effective searching for models. The site can be used
as an instructional tool to demonstrate how to search in these
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subject areas. The examples offer a starting point that a user can,
with growing experience, use as a springboard for further
searching.
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ABSTRACT

The National Institutes of Health (NIH) has long recognized
that the sharing of research materials and data is critically impor-
tant to the progress of biomedical research. Effective sharing of
research resources benefits the public by facilitating and promot-
ing discovery across the full spectrum of the research community.
In this spirit, the NIH Model Organism Sharing Policy builds
upon extant NIH sharing policies to allow the NIH to continue
to support and promote broad and enabling research effectively
and efficiently. This chapter provides guidance, sample plans,
approaches, and other resources for investigators considering how
best to share model organisms and related research resources with
the research community.

Key Words: Model, Organisms, Data, Federal, Funding,
Grants, Sharing, Research, NIH, Policy.

INTRODUCTION

Model organisms have played a critical role in the history of
biomedical research.' As tools of discovery and a means to dem-
onstrate proof of concept, they have been pivotal in a broad range
of seminal events, including among others, developing a vaccine
against smallpox, testing the artificial heart, and discovering the
genetic basis for lactose intolerance.” The sharing of research
materials, including model organisms and associated data, has
also been critically important in the progress of biomedical
research.” Common use of model organisms by research labora-
tories has provided scientists with the opportunity to verify
research results, explore previously unsuspected mechanisms of
disease, and study complex biological questions using an integra-
tive, holistic approach.*

As a public sponsor of biomedical research, the National Insti-
tutes of Health (NIH) is committed to supporting national and
international efforts that encourage the sharing and dissemination
of important research resources. This chapter will discuss the
policies of the NIH on the sharing of model organisms and related
research resources and its significance to biomedical research, as
well as approaches and considerations of how such resources
might most effectively be shared, consistent with NIH funding
policies.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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EVOLUTION OF NIH SHARING POLICIES

FROM PUBLICATION TO SHARING OF RESEARCH
TOOLS TO DATA AND ORGANISMS The NIH is a part
of the U.S. Department of Health and Human Services and is the
primary federal agency responsible for conducting and supporting
biomedical research in the United States. With a history dating
back to 1887, the NIH has played a prominent role not only in
biomedical research, but also in the dissemination of research
results and materials to the research community.

As a steward of federal funds and in keeping with its mission,
the NIH has formulated policies regarding the sharing of research
resources made possible as a result of public funding (see Table
6-1). The concept of sharing research results has remained a
constant element of NIH grants policies, including those related
to unique research resources. An early Public Health Service
(PHS) Grants Policy Statement set the stage by stating a seminal
principle for federally funded research: “Project directors and
principal investigators are encouraged to make the results and
accomplishments of their activities available to the public.”® A
May 1980 Special Announcement was published in the NIH
Guide for Grants and Contracts regarding the “NIH Policy Relat-
ing to Reporting and Distribution of Hybridomas Produced Under
Grants and Contracts.” This was followed by additional announce-
ments highlighting the importance of sharing.” The Bayh-Dole
Act, P.L. 96-517, passed into law on December 1980 to stimulate
research and development of government-funded research,
prompted additional reminders about the importance and value to
scientific research of sharing research resources.®

THE NIH POLICY ON SHARING OF MODEL
ORGANISMS FOR BIOMEDICAL RESEARCH

After consultation with the research community, the NIH
announced its Policy on Sharing of Model Organisms for Bio-
medical Research (NOT-OD-04-042) on May 7 2004.° Under this
policy, NIH applications that result or may result in new, geneti-
cally modified variants of model organisms are expected to include
a plan for sharing those organisms and related research resources.
The policy is based on existing NIH Grants Policy [NIH Grants
Policy Statements (http://grants.nih.gov/grants/policy/#gps)],
including the NIH Research Tools Policy, and essentially serves
as implementation guidelines for earlier policies.'®!! As such, this
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Table 6-1
Highlights in the evolution of NIH sharing policies

Year Policy Publication

Pre-1980s  Policy encouraging making PHS Grants Policy
the results and Statement, October
accomplishments of NIH 1976
funded activities available

to the public

1980 Policy on reporting and NIH Guide
distribution of Supplement, May
hybridomas produced 1980
under grants and contracts

1984 Policy on reporting and NIH Guide Notice,

distribution of unique March 1984
biological materials
produced with NIH
funding

1996 Biological materials policy:
“Handling Non-Election
of Title to Patentable

Biological Materials”

NIH Guide Notice,
May 1996

1999 NIH research tools policy: Federal Register
“Sharing of Research Notice, December
Resources: Principles and 1999

Guidelines for Recipients
of NIH Research Grants
and Contracts on
Obtaining and
Disseminating Biomedical
Research Resources”

2003 2003 NIH data sharing
policy: “Final NIH
Statement on Sharing
Research Data”

2004 NIH model organism
sharing policy: “NIH
Policy on Sharing of
Model Organisms for
Biomedical Research”

NIH Guide Notice,
February 2003

NIH Guide Notice,
May 2004

policy applies to extramural investigators and institutions that are
funded by a variety of mechanisms (see below). Although this
policy does not apply to NIH intramural investigators, the NIH
intramural research program has guidelines that are consistent
with those for the extramural community (for example, see http://
www l.od.nih.gov/oir/sourcebook/ethic-conduct/resources.htm).
Accordingly, the NIH advocates that investigators share such
resources across the entire research community. The policy
assumes that sharing will take place in a manner consistent with
accepted practice. For example, new, genetically modified model
organisms developed with NIH funding may be shared as mature
organisms, sperm, eggs, embryos, or even the vectors used to
generate transgenic or knockout organisms.

RATIONALE FOR THE SHARING POLICY The NIH
Model Organism Sharing Policy contributes to scientific progress
by making new resources available more quickly to a large number
of people and obviates the need to use limited resources and
investigator time to reproduce previously developed model organ-
isms. With the Model Organism Sharing Policy, the NIH expects

that new, genetically modified model organisms and related
resources generated with NIH funding will be distributed and
shared with the scientific community in a timely manner (i.e., at
least upon publication of the primary results announcing the
development of the genetically modified model organisms).

This expectation serves to fulfill the mission of the NIH:
“Science in pursuit of fundamental knowledge about the nature
and behavior of living systems and the application of that knowl-
edge to extend healthy life and to reduce the burdens of illness
and disability.” Sharing of model organisms and related research
resources allows the biomedical community, including students,
postdoctoral fellows, and investigators, to engage in new scientific
research and training opportunities, which can extend the scope
of inquiry beyond that envisioned by the original creator of the
animal strain. As a result, sharing research resources is likely to
result in more rapid breakthroughs for the diagnosis, prevention,
and treatment of disease than a single investigator could achieve
alone.

Broad access and use of research resources also contribute to
the many goals of the NIH, including “promoting the highest level
of scientific integrity, public accountability, and social responsi-
bility in the conduct of science.” Sharing of model organisms
allows investigators a chance to verify research results, reduces
needless and costly duplication of effort, and serves as a form of
insurance against unforeseeable loss of research resources (e.g.,
disasters such as floods, fires, and power outages that have resulted
in the loss of valuable mouse strains and other resources). Thus,
everyone benefits from the sharing of research resources, includ-
ing investigators, the scientific community, and the public.

Indeed, sharing is good practice.'” Journals such as Proceed-
ings of the National Academy of Sciences USA, Cell, Nature,
Neuron, Immunity, The Journal of Immunology, The Journal of
Neuroscience, and Science require investigators to make unique
resources available so that research results can be verified and
additional research promoted. Both the Society for Neuroscience,
with a membership of 29,000 scientists, and the Federation of
American Societies for Experimental Biology (FASEB), consist-
ing of 19 societies and a membership of 66,000 scientists, have
taken positions that are consistent with the NIH policy. For
example, the policy of the Society for Neuroscience is that “unique
and propagatable research materials used in studies being reported
must be made available to qualified scientists for bona fide
research purposes”(see http://www.sfn.org/index.cfm?pagename
=responsibleConduct_authorsOfResearchManuscripts and http://
www.sfn.org/skins/main/pdf/Guidelines/ResponsibleConduct.
pdf) under section 1.8 of “Guidelines: Responsible Conduct
Regarding Scientific Communication,” Society for Neuroscience,
1998."

MODEL ORGANISMS DEFINED  For purposes of the NIH
Model Organisms Sharing Policy, the NIH uses the term “model
organism” to describe both mammalian (e.g., mouse and rat) and
nonmammalian models (e.g., budding yeast, social amoebas,
roundworm, Arabidopsis, and frog). Genetically modified model
organisms are those in which spontaneous mutations have occurred
and/or those in which mutations have been induced by chemicals,
irradiation, transposons, or transgenesis (e.g., knockouts and
injection of DNA into blastocysts). Congenic or consomic strains
are also considered genetically modified model organisms.
Detailed information about model organisms can be found on the
NIH Model Organism for Biomedical Research website (http://
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www.nih.gov/science/models/). Publications and electronic data-
bases as well as websites of stock centers and repositories that list
available strains also make the identification of model organisms
relatively easy.

SCOPE OF THE POLICY The policy covers both model
organisms and related resources. Related resources include mate-
rials and data necessary for the production and understanding of
model organisms, such as vectors, nonhuman embryonic stem
cells, established cell lines, protocols for genetic and phenotypic
screens, mutagenesis protocols, and genetic and phenotypic data
for all mutant strains. As a matter of practice, genetic variants of
viruses, bacteria, and other prokaryotic organisms should be made
widely available. At this time, however, the NIH is not expecting
the submission of a sharing plan from investigators who intend to
develop noneukaryotic organisms.

It should be noted that this NIH sharing policy applies only to
nonhuman model organisms. For example, human cells that are
not commercially available would not be subject to this policy.
For information on regulations, policies, and guidelines for human
subject specimens, see http://grants2.nih.gov/grants/policy/hs/
specimens.htm.

Unlike the related, but distinct, 2003 NIH Data Sharing Policy
(http://grants2.nih.gov/grants/guide/notice-files/NOT-OD-03-
032.html), which applies to projects requesting $500,000 or more
in direct costs in any given year," the NIH Model Organism
Sharing Policy applies to all projects that produce or may produce
model organisms or related resources. In other words, the NIH
expects that all investigators pursuing projects that would or could
result in model organisms and related resources will include a
sharing plan in their applications, regardless of the requested
budget amount or final amount awarded.

FUNDING MECHANISMS AFFECTED With respect to
NIH grant mechanisms, this policy applies to all research project
grants (R mechanisms) and Centers (P mechanisms) as well as to
Small Business Innovation Research (SBIR) and Small Business
Technology Transfer (STTR) awards. The policy also applies to
individual Career Development awards (Ks) if the scope and aims
of the project include the development of model organisms. By
contrast, institutional training grants (Ts) or individual fellow-
ships (Fs) are not subject to the policy, but sharing would be
applicable to such grantees as the production of model organisms
presumably would be covered under a mentor’s research grant.
This policy also applies to cooperative agreements and to con-
tracts from the NIH that will generate model organisms and
related resources as described above.

It should also be noted that this policy applies to all tiers of a
funding agreement, including international collaborations and
foreign grants. For example, if the U.S. institution is the primary
grantee, then it would be the responsible for its subgrantee or
subcontract arrangements and would be expected to ensure that
this policy is adequately addressed in the application. In some
cases, different subprojects will have different sharing plans, or
only one or a few of the subprojects will need sharing plans.
Regardless of how many parties are involved or who is designated
as the primary grantee, it is important to state clearly in the appli-
cation which party [e.g., Principal Investigator (PI) or head of the
subproject] will be responsible for the implementation of the
proposed sharing plan(s).

DEVELOPING SHARING PLANS  When submitting sharing
plans to the NIH under this policy, such plans should provide

information to ensure that sharing will be meaningful for other
investigators in the community. For example, the following infor-
mation should be addressed.

How novel strains will be made available to the scientific com-
munity, including the following:

*The form in which the investigator/institution will provide
the organisms (e.g., adults, embryos, sperm).

*Related research resources and data that the investigator/
institution will provide.

* A reasonable time frame for periodic deposition of mate-
rial and associated data.

*Whether the investigator/institution will share under its
own auspices or use a repository, and, if a repository,
which one.

*For vertebrate animals and for other species for
which pathogens or contaminants are potentially serious
problems, how the investigator/institution will main-
tain the strains to minimize the risks of infection or
contamination.

How technology transfer and intellectual property issues will
be addressed, including the following:

*How the institution plans to make such organisms and
resources widely available to the research community.
*How the institution plans to make certain any rights or
obligations to third parties are consistent with the terms

and conditions of the NIH award to ensure appropriate
dissemination of model organisms or related research
resources under the NIH award.

* A description of the mechanisms that will be used to dis-
tribute organisms and related research resources [e.g.,
material transfer agreements (MTA)].

Sharing plans may vary, depending on the organism, the nature
of the resources that will be shared, the extent of intellectual
property issues involved, and plans for distributing the resource(s),
as well as the particular programmatic goals. The actual content
and level of detail included in a sharing plan will be affected by
several factors, such as the status of the development of a model
organism, the potential impact of intellectual property rights on
the availability of the model organism, and the method of sharing.
Therefore, the NIH recommends that the investigator contact the
funding Institute or Center about the level of detail expected.

Samples of sharing plans for model organisms and related
resources may be found at http:/grants.nih.gov/grants/policy/
modelorganism. These three sample plans have been provided
below to assist the applicant community in responding to this
policy when submitting a funding application to the NIH:

*A simple plan that may be appropriate for a project, which
has the goal of producing a model organism but has not
produced one (Organism Sharing Simple) (http://grants.
nih.gov/grants/policy/model_organism/model_organ_
simple_plan.doc).

*A plan for sharing mice (Organism Sharing Mouse)
(http://grants.nih.gov/grants/policy/model_organism/
model_organ_mouse_plan.doc).

*An example of a complex plan for sharing mice with IP
held by various parties (Organism Sharing Complex)
(http://grants.nih.gov/grants/policy/model_organism/
model_organ_complex_plan.doc).
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Sharing plans may also take into account practical limitations.
For example, if a large genetic screen is conducted and thousands
of lines are generated, only a few of them may display a pheno-
type that is of interest to laboratories. Generally, the investigator
in such a case would not be required to maintain and distribute
all the lines. Similarly, if knowledge of their existence is limited
to a publication in which they were described as being used in a
cross and do not demonstrate a specific phenotype, there would
be no need to maintain or distribute those lines. However, if the
collection of lines was generated with NIH funding and with the
purpose of serving as a community resource, then there would be
an obligation to share the lines.

There are certain instances in which sharing of a resource may
not be appropriate. For example, an investigator would not be
expected simply to redistribute a resource acquired from another
source. However, if that resource is used to breed, construct, or
generate another resource using NIH funds, there would be an
obligation to share the derived resource. In any case, if no sharing
plan is included in the NIH application, the applicant would be
obligated to state why sharing would be restricted or not possible.
Failure to provide an adequate sharing plan may affect the NIH’s
decision to make an award. Equally important, failure to comply
with the submitted and accepted sharing plan may be considered
in future funding decisions for the investigator and the investiga-
tor’s institution.

GENERAL RESOURCES AND CONSIDERATIONS FOR
THE DISTRIBUTION AND SHARING OF MODEL ORGAN-
ISMS AND RELATED RESOURCES Sharing of model organ-
isms and related resources is not intended to be challenging for
the research community, and yet depending on circumstances
(e.g., demand or supply), responding to requests for model organ-
isms can be costly and labor intensive. Also, there could be other
considerations that may need to be taken into account when trans-
ferring materials.

To minimize administrative burdens and to help streamline the
processing of such requests, the NIH recommends that developers
deposit their model organisms with existing repositories, which
would provide for ready, long-term access by the biomedical
research community. Repositories such as the Mouse Models for
Human Cancer Consortium (http://emice.nci.nih.gov/), the Mutant
Mouse Regional Resource Centers (http://www.mmrrc.org/), the
Rat Resource and Research Center (http://www.nrrrc.missouri.
edu/), and the Zebrafish Information Network (http://zfin.org/) are
among some of the examples of repositories funded by the NIH
and should be viewed as valuable resources for the sharing of
model organisms.

If submitting the model organisms with a repository is not an
option, the NIH also offers funds for research resource sharing.
Applicants may request funds in their applications for expenses
associated with sharing model organisms and related research
resources, including administrative supplements for unanticipated
expenses associated with sharing.

Whether it is through a repository or through the auspices of
the developer, distributing model organisms and related research
resources developed with NIH funding should occur in a manner
consistent with the NIH Research Tools Policy. The majority of
unpatented transfers to not-for-profit entities should occur under
terms no more restrictive than the Uniform Biological Materials
Transfer Agreement (UBMTA) (http://www.autm.net/aboutTT/

aboutTT_umbta.cfm) or the Simple Letter Agreement (SLA)
(http://www.nhlbi.nih.gov/tt/docs/sla_mta.pdf). The provider may
specify whether the model organism can be distributed to other
parties. If the materials are patented or licensed to an exclusive
provider, other arrangements may be used, but terms providing
for commercialization option rights, royalty reach-through, or
product reach-through rights back to the provider are inconsistent
with the NIH Research Tools Policy.

When NIH-funded materials are being transferred to for-profit
entities that intend to restrict their use internally, recipients should
ensure that the materials are transferred with the fewest encum-
brances possible. The SLA may be expanded for use in this instance,
and internal-use license agreements with execution or annual use
fees may be appropriate, depending on circumstances.

Ascertaining which type of agreement to use in transferring
materials can present quite a challenge. It is important to keep in
mind that if no agreement is used in obtaining a material, there
may be no applicable restrictions. Consequently, it is best to
confer with the technology transfer office of the investigator’s
institution for guidance on such matters.

CONSIDERATIONS FOR DEVELOPERS AND PROVID-
ERS OF MODEL ORGANISMS The NIH Model Organism
Sharing Policy states that the NIH expects the submission
of sharing plans from investigators whose projects will or could
yield new, genetically modified model organisms or related
resources. Further, if a given project unexpectedly results in new,
genetically modified model organisms or research resources, it
would be appropriate to share the model organisms, consistent
with NIH grants policy. Consulting with the NIH program official
and including a sharing plan in the next noncompeting application
or in a separate letter would also be considered appropriate in such
a situation.

Since sharing plans can be highly complex and can involve
issues pertinent to intellectual property, these plans should be
consistent with NIH guidelines and in consultation with individu-
als who have expertise in this area. These experts could be staff
from an institution’s sponsored research office, technology trans-
fer office, or office of general counsel. Such consultation often
will clarify a given institution’s policies regarding sharing and
distribution of research resources such as mutant mice as well as
its policies regarding intellectual property. Parties developing and/
or providing research resources should ensure that research use
rights are retained for noncommercial research purposes, which
are consistent with practices supported by the Association of
University Technology Managers (AUTM) and the Council on
Governmental Relations (COGR).

If sharing plans for NIH awards are in conflict with obligations
(i.e., title to the invention) to third parties (e.g., company X),
NIH-funded parties will need to revise any such agreements so
that they are consistent with the terms and conditions of the NIH
funding award. For guidance regarding this issue, see the 2003
NIH Grants Policy Statement," as well as “Developing Sponsored
Research Agreements: Considerations for Recipients of NIH
Research Grants and Contracts™® and “Intellectual Property
Reporting for NIH Grantees That Also Have Involvement with
the Veterans Administration.”"” Nonprofit institutions that wish to
waive or assign title of inventions developed under an NIH
funding award to another party must obtain approval from
the NIH, except where such an assignment is made to an organiza-
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tion that has as one of its primary functions the management of
inventions and are subject to the same provisions as the funding
recipient.

As a term of award, it is the responsibility of the NIH-funded
party to ensure that rights to inventions, such as model organisms
and related research resources, arising out of NIH funding agree-
ments are properly assigned to the institution. Failure to comply
with NIH research resource sharing policies and the accepted plan
may be considered by the NIH program staff in future funding
decisions for the investigator and the investigator’s institution.

An example of the Personal Benefits of Reserving Research
Use Rights for the Research Community If the developer of
amodel organism reserves research use rights for at least noncom-
mercial research purposes across the research community, this not
only protects the nonprofit institutions, but it can also protect the
developer of the mouse later on in his or her career. For example,
in one scenario, a scientist is both an investigator at nonprofit
institution A and the Chief Scientific Officer of for-profit X. While
at nonprofit A, the investigator develops a model organism. The
investigator does not want any competitors to have access to the
resource, and therefore asks nonprofit A to license exclusively all
rights for this resource to the investigator’s for-profit X, while
retaining a research use license only for nonprofit A. The investi-
gator is terminated from both nonprofit A and for-profit X. The
investigator moves to nonprofit B, hoping to continue the research,
but can no longer access the resource because for-profit X refuses
to provide access to the investigator and nonprofit A is not permit-
ted to provide the resource to any third party. If a research use
license had been retained for all nonprofit research institutions,
the investigator would have been able to continue the research at
nonprofit B unhindered.

CONSIDERATIONS FOR REQUESTORS AND RECIPI-
ENTS OF MODEL ORGANISMS NIH sharing policies seek to
ensure that research tools and results are made available to the
biomedical community in a timely manner for furthering the
research enterprise. Publications are the major medium by which
the biomedical community learns of research results. When model
organisms are reported in publications, users of the shared resource
should acknowledge the source (repository and/or investigator)
and reference the original citation describing the strains in their
publications.

This citation helps identify the specific material used by iden-
tifying the source. Standard genetic nomenclature should be used
to designate the strains. Scientific custom is to name providers of
materials as authors if providers collaborate with recipients of
organisms and contribute intellectually to the manuscript. Other-
wise, it is appropriate for providers to be acknowledged as the
source of research resources upon which the manuscript is based.
This acknowledgment most appropriately appears in the Materials
and Methods section of the publication.

As noted previously for developers and providers of model
organisms, requestors and recipients of model organisms or related
research resources produced with NIH funding should be mindful
of the policies regarding inventions arising out of NIH funding
agreements, including issues related to intellectual property. For
example, if the recipient is employed by a not-for-profit institution
(e.g., university) and conducts research with a model organism
that results in a patentable invention, title to the invention must
be properly assigned to the not-for-profit institution.

REVIEW AND EVALUATION OF SHARING PLANS  When
a sharing plan is submitted as part of the funding application, the
Scientific Review Group, or study section, will comment on the
adequacy of the sharing plan. Reviewers will be asked to describe
their assessment of the sharing plan in an administrative note and,
except in defined circumstances, will not include their assessment
in the overall priority score. For some special initiatives, such as
Funding Opportunity Announcements (FOAs) specifically directed
to the development of model organisms, reviewers may be asked
to integrate their evaluation of the sharing plan with other review
criteria and factor their assessment into the overall evaluation of
scientific merit. Any concerns must be resolved before an award
can be made. Program staff, who will review sharing plans before
making funding recommendations, should be the first point of
contact for resolving sharing plan deficiencies.

Whether a sharing plan is reasonable can be determined by the
reviewers on a case-by-case basis, taking into consideration the
organism or related resource involved, the timeline, the appli-
cant’s decision to distribute the resource or deposit it in a reposi-
tory, and other relevant considerations. For mechanisms other
than special FOAs, the presence or adequacy of a plan should not
enter into the scoring of the application. The sharing plan itself
should be discussed after the application is scored and reviewer
comments recorded in an administrative note. For special initia-
tives and research mechanisms, where the text of the announce-
ment specifically includes the adequacy of a sharing plan as a
review criterion, the adequacy of the plan will be discussed by
the reviewers and will figure into the score. Finally, it should be
noted that budget review would be part of the overall review
consistent with usual NIH practice.

PROGRESS REPORTING AND MONITORING OF SHAR-
ING Grants management staff will ensure that an acceptable
sharing plan is referenced in the Notice of Grant Award (NGA)
either by the standard reference to the funded application or by
specific reference to a revised plan. The NGA is a binding legal
document. The terms and conditions incorporate, and the grantee
accepts, the terms once funds are drawn to conduct the project.
The Grants Management Officer works with the NIH program
staff to complete this process and address enforcement if the plan
is not followed. Recognizing that circumstances can change,
grants management and program staff will work with grantees to
renegotiate sharing plans as necessary. Each Institute or Center
will determine an appropriate response, consistent with the
NIH guidelines, if the terms and conditions of the award are
violated.

Annual progress reports should report the number of sharing
requests received and the number fulfilled when submitting a
noncompeting renewal progress report, as well as the Final Prog-
ress Report.

As the expectations and tools available to facilitate model
organism sharing continue to evolve, maximum flexibility is
encouraged to allow for renegotiations during the project period
at the request of either the Institute/Center or the funded institu-
tion in response to materially new and/or unforeseen information
or developments. Sharing plans should be discussed with the
appropriate NIH program contact who can work with the devel-
oper to modify the sharing plan accordingly.

It should also be noted that the sharing plan holds for the life
of the grant. Accordingly, it should address how the institution
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plans to make the model organism and related research resources
available after the grant has expired, such as through cost-
reimbursable charges or donation to a repository. As noted earlier,
repository use is highly encouraged to provide for easy long-term
access.

CONCLUSIONS

The sharing of research materials and data is critically impor-
tant in the progress of biomedical research. Along these lines, the
NIH Model Organism Sharing Policy builds upon extant NIH
sharing policies to continue to fund and promote broad and
enabling research effectively and efficiently.

This chapter provides sample plans, approaches, guidance, and
resources for investigators to consider in how to share model
organisms and related research resources with the research
community.

When done effectively, such sharing of research resources
moves research forward and enables additional research to benefit
public health.

APPENDIX: EXAMPLES OF REPOSITORIES AND
ASSOCIATED RESOURCES FOR SHARING OF
MODEL ORGANISMS AND RELATED RESOURCES
AND DATA

NIH Model Organism for Biomedical Research website: http://
www.nih.gov/science/models/.

Examples of rodent resources: NCRR Rodent Resources
website: http://www.ncrr.nih.gov/ncrrprog/cmpdir/RODENT.asp.

Examples of mouse resources:

Trans-NIH Mouse Initiatives: Major resources including
sequencing and mapping resources, mutant mouse
resources, and databases and repositories: http://www.
nih.gov/science/models/mouse/resources/index.html.

Mouse Models for Human Cancer Consortium: http://
emice.nci.nih.gov.

Mutant Mouse Regional Resource Centers: http://www.
mmrrc.org.

NIH Knockout Mouse Project (KOMP): http://www.nih.
gov/science/models/mouse/knockout/index.html.

Partial listing of mouse repositories and databases: http://www.
nih.gov/science/models/mouse/sharing/4.html.
Examples of rat resources:

Rat genomics and genetics: Major resources including rat
databases and rat genomic tools: http://www.nih.gov/
science/models/rat/resources/index.html.

Rat Resource and Research Center: http://www.nrrrc.
missouri.edu.

NIH Autoimmune Rat Model Repository and Deve-
lopment Center: http://dvrnet.ors.od.nih.gov/ratcenter/
index.html.

Examples of fish resources:

NCRR Fish Resources website: http://www.ncrr.nih.gov/
ncrrprog/cmpdir/FISH.asp.
Zebrafish Information Network: http://zfin.org.
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ABSTRACT

Database searching for research involving warm-blooded
animals is required by law in the United States and is also a
requirement for performing animal research in many other coun-
tries. It is, therefore, necessary for the investigator/researcher to
perform a reasonable database search before developing the
research protocol.

Key Words: Databases, Searching, Websites, Animal
models, Resources, Strategy, Protocol, Animal, Area of Study,
Sources of Information.

INTRODUCTION

The United States (U.S.) Animal Welfare Act,' U.S. Depart-
ment of Agriculture (USDA) animal welfare regulations,” and
USDA-Animal Care Policy 12° require that the principal investi-
gator, using warm-blooded animals in research, must ensure
that pain and distress are minimized, that alternatives to the
proposed procedure or protocol are not available, or if alternatives
are available why they were not used, and that the research does
not unnecessarily duplicate previous experiments. Also, many
countries now have regulations that require researchers to
document that they have conducted a search for possible
alternatives when applying for permission to conduct animal
research.

Database searching is the best method to find animal resources
and to comply with the requirements of the Animal Welfare
Act or similar regulations. It is important to become familiar with
the database platform, the subjects covered in each database,
and the sources of information for each database to perform
an effective and reasonable search effort. An institution’s librarian
or information specialist can be of considerable help with data-
base searching and should be consulted prior to developing
the research protocol. Training of researchers in how to perform
a proper database search is also recommended as the search
strategy determines the type and quality of the information
obtained.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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DATABASES

While there are many papers discussing the utility of various
bibliographic and specialty databases and information centers in
the development of animal research protocols,*'® it is still useful
to point out major providers/suppliers/repositories of animal
models for biomedical research.

In the United States, the National Institutes of Health (NIH) is
the primary resource for the development and funding of biomedi-
cal animal models. Their website—Model Organisms for Bio-
medical Research (http://www.nih.gov/science/models)—is a
good starting point for information on various projects under
development by the NIH, its grantees, and other national and
international laboratories. Among the organisms listed are mam-
malian models, especially rat and transgenic mouse models, yeast,
fungi, round worm, fruit fly, and frogs. Another excellent resource
is the NIH, National Center for Research Resources, Division for
Comparative Medicine. (http://www.ncrr.nih.gov/comparative_
med.asp). The Division for Comparative Medicine provides
access to laboratory-bred nonhuman primates including macaques,
baboons, chimpanzees, owl monkeys, squirrel monkeys, and
others. The Division also maintains an aquatic animal models
program (zebrafish, Xiphophorus, cephalopods, and Aplysia) and
has initiatives for invertebrates (Drosophila, Caenorhabditis,
Aplysia, Tetrahymena, and cephalopods). The Institute for Labo-
ratory Animal Research at the U.S. National Academies of Science
has a unique search engine available that searches the websites of
suppliers and repositories that sell or distribute experimental
animals. It is available at http://dels.nas.edu/ilar_n/ilarhome/
models.shtml.

The European Union (EU) maintains the European Mouse
Mutant Archive (EMMA) (http://www.emma.rm.cnr.it/), which
preserves and distributes relevant strains collected from repo-
sitories and laboratories throughout the EU. The EMMA Strain
Database is accessible through an easy to use search utility and
can be found at http://andy.emma.cnr.it/jJEmma/list.utf8.html.
In Japan, the Riken Bioresource Center was established by the
government to serve as a global resource for biomaterials. The
Center serves as the Japanese repository for an extensive collec-
tion of mouse strains. The searchable catalog provides a detailed
description of the model, strain information, the developer, and
pertinent journal references. The English version is available
at http://www .brc.riken.jp/lab/animal/en/. Another excellent inter-
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Table 7-1
National and international sources of animals

Name

Web address

NIH Model Organisms for Biomedical Research

NIH Division for Comparative Medicine

Institute for Laboratory Animal Research
Models search engine

European Mouse Mutant Archive (EMMA)
EMMA Strain Database
Riken Bioresource Center

Federation of International Mouse Resources

The Jackson Laboratory
International Mouse Strain Resource
Charles River Laboratories

Taconic Farms/Lexicon Genetics
Harlan Sprague Dawley

Harlan Europe

Lab Animal Suppliers Guide

Laboratory Animals Breeders and Suppliers

www.nih.gov/science/models
www.ncrr.nih.gov/comparative_med.asp
dels.nas.edu/ilar_n/ilarhome/models.shtml

WWWw.emma.rm.cnr.it
Andy.emma.cnr.it/jJEmma/list.utf8.html
www.brc.riken.jp/lab/animal/en
www.fimre.org

WWW.jax.org
www.informatics.jax.org/imsr/index.jsp
WWWw.criver.com

WWWw.taconic.com

www.harlan.com
www.harlaneurope.com
guide.labanimal.com
www.lal.org.uk/breedersandsupp1.html

national source of information on animal models and their avail-
ability is through the Federation of International Mouse Resources
(FIMRe). This 11 nation collaboration provides researchers with
access to a searchable mutant mouse catalog, searchable database
of mouse genome informatics, nomenclature guidelines, and links
to repository sites for contributing new strains. It is available at
http://www.fimre.org. These websites also provide numerous
links to university collections, national laboratories, and com-
mercial vendors.

Not surprisingly, commercial vendors also maintain extensive
databases of useful animal models. The Jackson Laboratory
(http://www.jax.org), which operates as a nonprofit institution, is
one of the world’s foremost repositories for unique mouse models
and maintains a searchable database of available strains. This
database, the International Mouse Strain Resource, contains infor-
mation on global stocks of inbred, mutant, and engineered mice.
It can be found at http://www.informatics.jax.org/imsr/index.jsp.
Charles River Laboratories (http://www.criver.com) is a commer-
cial vendor of rodents, rabbits, chickens, and chicken eggs. It
maintains a database of disease models and transgenic models and
provides access to the Deltagen repository of 900 knockout mouse
lines. Taconic Farms (http://www.taconic.com), with its partner
Lexicon Genetics, maintains a searchable database of genetically

Table 7-2
Bibliographic databases, biomedical, veterinary,
and biological

AGRICOLA—agricola.nal.usda.gov

CAB Abstracts—www.cabi.org
MEDLINE—www.ncbi.nlm.nih.gov/pubmed/
EMBASE—www.embase.com
BIOSIS—www.biosis.org

Zoological Record—www.biosis.org
PsycINFO—www.apa.org/psycinfo/
Scopus—www.scopus.com

modified mice and has numerous other rodent models listed with
detailed descriptions of their utility. Harlan (http://www.harlan.
com) and Harlan Europe (http://www.harlaneurope.com), as the
world’s largest suppliers of laboratory animals, provide informa-
tion resources on a variety of animal models and maintain an
extensive catalog of rats, mice, hamsters, guinea pigs, cotton rats,
gerbils, and rabbits. More vendor information can be found
at http://guide.labanimal.com and http://www.lal.org.uk/breeder-
sandsuppl.html. Table 7-1 summarizes the information listed
above.

Large bibliographic databases such as the National Library of
Medicine’s Pubmed (http://www.pubmed.gov), Elsevier’sEmBase
(http://www.embase.com), and Thomson Scientific’s BIOSIS
(http://www.biosis.org) are catalogs of the world’s peer-reviewed
scientific publishing. As such they contain a wealth of information
on different animal models and provide background information
on these models. It is important to remember that while there is
some overlap in coverage, each database contains unique informa-
tion not found in the others. Not only does subject coverage vary
but the sources of information are varied as well. For example, a
search of Medline should also include EmBase, which includes
monographs, reports, and other useful sources not included in
Medline, which covers only journals. Several core databases, such
as Medline, EmBase, and Biosis, should be searched in order to
conduct a comprehensive literature search. Elsevier has made this
somewhat easier by combining their EmBase with unique records
from Medline to create EmBase.com containing more than 17
million biological and pharmacological records. Choosing data-
bases pertinent to the protocol will provide the researcher with
better information and more accurate resources for the study and
will better comply with the laws and regulations pertaining to
animal research.

The following tables list selected bibliographic databases for
animal resources (Table 7-2), the subjects covered (Table 7-3),
and the sources of information for the selected databases (Table
7-4). Table 7-5 lists web addresses for database vendors or portals
to a variety of online databases.
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Table 7-3

Subject coverage of selected databases

AGRICOLA BIOSIS CAB

EMBASE

MEDLINE

Zoological Record

General agriculture ~ General agriculture

Animal science Aerospace biology

Chemistry and Biochemistry and

General agriculture

Animal science
and production

Crop science

Clinical medicine

Experimental
medicine

Pharmacology, drugs,

biochemistry anatomy potential drugs
Microbiology Bacteriology Forestry Biochemistry
(microbiology)
Cytology Cell biology Pest control Developmental
biology
Human and animal Botany Human nutrition Forensic medicine
nutrition
Biotechnology Anatomy Biotechnology Health economics
Physiology Physiology Pesticides Occupational health
Veterinary medicine  Clinical medicine Veterinary Toxicology
medicine
Wildlife Pathology Machinery and
buildings
Zoology Biophysics Economics
Entomology Toxicology

Clinical medicine

Experimental
medicine

Pharmacology
Microbiology
Administration
Nutrition

Nutrition

Anatomy and
physiology
Veterinary medicine

Occupational
medicine

Toxicology

Other medical
topics

Zoological information

Behavior and
communication

Physiology,
immunology

Biochemistry
Diseases

Evolution

Genetics

Histology

Taxonomy

Life cycles/
development

Nomenclature

Paleontology

Source: United States Department of Agriculture, National Agricultural Library, Animal Welfare Information Center.

Table 7-4

Sources of information for selected databases

AGRICOLA
1970-present

BIOSIS
1969—present

CAB
1972—present

EMBASE
1974—present

MEDLINE

1966—present

Zoological Record
1978—present

>1000 journals Approximately 9000

journals
Books, monographs Books, monographs

Proceedings Proceedings/abstracts

Research reports Technical reports

Theses Nomenclature, rules
Translations Annual reviews
Bibliographies Bibliographies

Patents 86-89
Letters, notes
Guides

Research comments

Electric documents
Audio visuals
USDA publications

Government documents

Selected newsletters Conferences
Manuals, SOPs Symposia
Toxicology protocols Meetings

>14,000 journals/
translations

Books, monographs

Symposia

Technical reports

Theses, dissertations

Review journals
Bibliographies
Patents

Annual reports
Guides
Conferences

Meetings

Approximately 3700

journals
Books
Conference
proceedings,
symposia,
meetings

4300 journals

Approximately 6000
journals
Books, monographs

Conference
proceedings,
symposia,
meetings

Special reports

Theses

Source: United States Department of Agriculture, National Agricultural Library, Animal Welfare Information Center.
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Table 7-5
Databases, vendors, and portals

Table 7-6
Additional databases available on the web

DIALOG—www.dialog.com

National Library of Medicine
Databases—www.nlm.nih.gov/databases

OVID—www.ovid.com

Primate Information Network—pin.primate.wisc.edu

AWIC—awic.nal.usda.gov

Databases—awic.nal.usda.gov/databases

Source: United States Department of Agriculture, National Agricul-
tural Library, Animal Welfare Information Center.

WEB SEARCHING AND OTHER GENERAL
DATABASES AVAILABLE ON THE WEB

Web searching is an information source that should not be
ignored. There are many websites available and using the termi-
nology “Animal Model” or “Animal Models” in any web search
engine will bring up many websites concerning animal models.
However, these will also include sites for animal replicas, sporting
goods, top dog model, and other similar sites, and a lot of scrolling
is required to locate pertinent and specific animal model sites.
Consequently, it is necessary to choose your words wisely. Being
specific will improve your results, i.e., use more than two or three
words in your strategy. Remember, it is the World Wide Web,
so consider international spelling, such as behavior, behavi-
our, tumor, tumour, estrogen, oestrogen, anesthetic, anasthetic,
anaesthetic, and other words that may have several spellings.
Enclosing a multiword phrase in quotation marks tells the search
engine to list only sites that contain those words in that exact
order. A plus (+) sign directly in front of a word indicates that the
word or phrase must appear in the search results. A minus (-) sign
indicates that the word or phrase should not be included in the
search results.

By using proper searching strategies the results will be more
accurate and meaningful to your protocol. In addition to the

Scientific and Technical Information Network—stinet.dtic.mil
(provides public access to unclassified military biomedical
research)

Scirus—Scientific Information Search Engine developed by
Elsevier Science—www.scirus.com/

PrimateLit—primatelit.library.wisc.edu/

resources listed above, Table 7—-6 lists other free resources that
may provide useful information.

Because many countries require scientists using animals to
consider alternative methods or to minimize pain and distress to
those animals that are used, a listing of useful websites is provided
below. Listed below are a few samples of websites for alternatives
to animal use in research:

ALTERNATIVES

Alternatives to Skin Irritation & Corrosion Testing in
Animals—www.invitroderm.com

Altweb—altweb.jhsph.edu

Animal Welfare Information Center—http://awic.nal.
usda.gov

AVAR Alternatives in Education Database—www.avar.org

Center for Alternatives to Animal Testing (CAAT)—caat.
jhsph.edu/

ECVAM: The European Centre for the Validation of Alter-
native Methods—ecvam.jrc.it/index.htm

Fund for the Replacement of Animals in Medical Experi-
ments (FRAME)

www.frame.org.uk/index.htm

Humane Society of the United States (HSUS)—www.
hsus.org

Interagency Coordinating Committee for the Validation of
Alternative Methods (ICCVAM)—iccvam.niehs.nih.gov

Table 7-7
Comparison of alternative websites
Norwegian UC Center
Reference Skin for Animal
Altweb  AVAR AWIC CAAT FRAME HSUS ICC-VAM  Center NORINA  irritation  Alternative
Articles X X X X X X X X
Abstracts X X X X X
Bibliographies X X X X
Conference X X X X X X
proceedings
Dbase links X X X X X X
Document links X X X X X X X X
Grant information X X X
Grant program X
How to search X X X
Legislation X X X X X X
List of alternative X X X X X X X X X
methods

Organization links X X X X X X X X
Search engine X X X X X X X

Source: United States Department of Agriculture, National Agricultural Library, Animal Welfare Information Center.
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The Norwegian Reference Centre for Laboratory Animal
Science & Alternatives—

oslovet.veths.no

NORINA (A Norwegian Inventory of Alternatives)—
oslovet.veths.no/NORINA

University of California Center for Animal Alternatives—
www.vetmed.usdavis.edu/Animal_Alternatives/main.
html

Table 7-7 indicates the content and subject matter for the
various web sites on alternatives to animal use.

SPECIFIC ANIMAL MODEL DATABASES

As previously indicated, the Internet has a lot of useful infor-
mation available through general searches using broad terms such
as “animal models of disease.” There are animal model suppliers
and vendors, books on animal models, journal articles on animal
models and their use, lists of animal models available, and links
to useful information on animal models. A good web search com-
bined with a good multiple database search should provide useful
information to the researcher that is pertinent to the research
protocol. Listed below is a sample of databases to be found from
various institutions.

eUniversity of Michigan Transgenic Animal Model Core
http://www.med.umich.edu/tamc

*Plant, Animal & Bacteria Cell Models http://www.
cellsalive.com/cells/3dcell.htm

eSurgical Animal Models for Cardiovascular Diseases
http://www.health.ufl.edu/anires/Models/index.htm

*Models for studying AIDS and AIDS associated cancers
www.ihv.org/research/animal.html

* Animal Model of inherited human disorder www.vet.utk.
edu/research/models.shtml

*Animal Models of Neuropsychiatric Diseases www.
worldscibooks.com/medsci/p421.html

eAnimal Models Center, Beth Israel Deaconess
Medical Center http://cardiogenomics.med.harvard.edu/
component-detail ?project_id=233

*Animal Models of Diabetic Complications Consortium
www.amdcc.org

*XENOGEN—Light Producing Animal Models www.
xenogen.com/wt/page/animalmodel_list

*Zivic Laboratories Inc. www.zivic-miller.com/technical%
20services%20department.htm

*Transgenic Animal Web www.med.umich.edu/tamc/links.
html

*Canadian Council on Animal Care. Animal Models in
Biomedical Research www.ccac.ca/en/CCAC_Programs/
ETCC/Module05/04.html

eZebrafi sh Animal Models for Human Hereditary Ocular
Disease www.research-projects.unizh.ch/p5672.htm

eUniversity of Arizona—Research Models & Disease
Links www.ahsc.arizona.edu/uac/disease.shtml

e Animal Models Available from Baylor College of Medi-
cine www.bcm.edu/blg/Animal/Mods.pdf

DATABASE SEARCH STRATEGY

Databases and web sites contain a great deal of useful research
information, however, little pertinent information will be obtained
without a proper search strategy to find the information desired.

Listed below are pointers to keep in mind when preparing to do
a database search.

1. What is the general area of study (drug testing, cardiology,
toxicology, lipid metabolism, etc.)?

2. What is the type of protocol (research, teaching, testing,

etc.)?

What is the proposed animal species?

Identify the systems or anatomy involved in the study.

List any drugs or compounds used in the procedure.

What are the objectives and end points of the protocol?

Use both American and European spelling.

List key words using terminology from your responses to

the questions above.

9. If searching on a system that allows development of
complex search strategies, keep your concepts separate
and then combine them to obtain specific and pertinent
information.

10. Choose databases that are appropriate to the area of
study.

© Nk

CONCLUSIONS

There is a tremendous amount of information available
from databases and websites; however, it can be difficult to
obtain the specific information desired if the proper databases
are not searched and the terminology used is too broad or inap-
propriate to the protocol. Some databases, such as Agricola
and Medline (PubMed), are available to search and download
references for free. Other databases require subscriptions and
the downloading references for a fee. If a facility is involved in a
great deal of research, which necessitates database searching,
a subscription to a database vendor would be helpful as multiple
databases would be available for searching and those pertinent
to the protocol or area of study could be utilized. Two, or more,
databases should be searched and these databases should be
pertinent to the protocol in both the subjects covered and the
sources of information (not just journals). The search strategy,
including databases used, key words used, and years searched,
should be saved for use again when required or if changes are
required in the protocol. Should the investigator not be familiar
with database searching strategy, he or she should contact an
institutional librarian or information specialist for assistance.
Training in proper searching techniques is also very helpful to
those who do not have librarians or information specialists avail-
able to them and are required to perform periodic database
searches. Should neither of these options be available to the inves-
tigator, the Animal Welfare Information Center (U.S. Department
of Agriculture, National Agricultural Library, Beltsville, MD; E-
mail, awic@nal.usda.gov) is available for suggestions and assis-
tance if desired.
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8 Psychological Enrichment for Animals

in Captivity

KRISTINE COLEMAN

ABSTRACT

Animal care in biomedical facilities has undergone a dramatic
transformation in the area of psychological well-being and enrich-
ment over the past two decades. Today, attending to the behavioral
needs of research animals is considered an integral part of animal
care. Enrichment is defined as environmental stimuli provided to
research animals in an effort to improve well-being by increasing
species-specific and decreasing abnormal behaviors. Such envi-
ronmental enhancement can help alleviate some of the stress
associated with living in captivity, and can thus produce a better
research model. This chapter discusses some of the issues sur-
rounding the provision of enrichment and details some basic
enrichment strategies, with emphasis on rodents, dogs, and non-
human primates.

Key Words: Environmental enrichment, Psychological well-
being, Animal welfare, Laboratory animals, Animal behavior,
Animal husbandry.

INTRODUCTION

Animal care in biomedical facilities has undergone a dramatic
transformation in the area of psychological well-being and enrich-
ment over the past two decades. In the early part of the twentieth
century, the emotional welfare of laboratory animals was largely
disregarded. This situation changed as people realized that like
humans, animals have certain basic behavioral needs, which, if
not met, can adversely affect the behavior and physical health of
the individual.

Today, providing for the psychological requirements of research
animals is accepted as an integral part of animal care." Most
institutions devote substantial resources to ensure that animals
receive enrichment (items provided to animals beyond their basic
food and housing needs) of various sorts. Many facilities, particu-
larly those housing nonhuman primates, have entire units dedi-
cated to providing psychological enrichment for subjects.?
Furthermore, enrichment is now provided not only to mammals,
but also to birds,’ snakes,* and fish.?

This chapter discusses the psychological enrichment of labora-
tory animals. While it focuses on rodents, dogs, and nonhuman
primates, most of the concepts are universal, and can be applied
to other laboratory species as well.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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WHAT IS PSYCHOLOGICAL ENRICHMENT? Environ-
mental enrichment is “an animal husbandry principle that seeks
to enhance the quality of captive animal care by identifying and
providing the environmental stimuli necessary for optimal psy-
chological and physiological well-being” (Shepherdson,’ p. 1). In
other words, it is a way to functionally simulate the natural envi-
ronment of research animals, in an effort to increase the opportu-
nity to express species-specific behaviors and decrease the
occurrence of abnormal behaviors. The goals of providing psy-
chological enrichment are to have animals that are in good physi-
cal condition, display a variety of species-typical behaviors, are
resilient to stress, and easily recover (behaviorally and physiologi-
cally) from aversive stimuli.”

WHY PROVIDE ENRICHMENT?

ETHICAL CONCERNS The research community’s views on
the care of research animals reflect the significant change in atti-
tude that has occurred in the general public over the past few
decades. Much of this shift can be attributed to increases in sci-
entific knowledge regarding the complex nature of animal behav-
ior. Today, scientists and others using animals in research recognize
that they have a responsibility to attend to the psychological well-
being of their subjects.® In short, providing psychological enrich-
ment, within experimental constraints, is generally considered the
“right thing to do.”

LEGAL OBLIGATIONS In most countries, including the
United States, providing research animals with enrichment is not
an option, but rather is required by various regulatory agencies.
The Animal Welfare Act (AWA?) is the statute that safeguards
laboratory animals in the United States. Nonhuman primates are
afforded the greatest protection under the AWA, which mandates
that research institutions housing nonhuman primates have in
place a plan to ensure their psychological enrichment.” The AWA
also calls for exercise for dogs used in research.” While the AWA
does not contain provisions for mice, rats, or birds, scientists
receiving federal funding from most U.S. funding agencies must
adhere to the guidelines in the Public Health Service Policy On
Humane Care And Use Of Laboratory Animals [“PHS Policy”;
National Institutes of Health, Office of Laboratory Animal Welfare
(OLAW)]. This policy covers all vertebrates and requires compli-
ance with the AWA and the Guide for the Care and Use of Labo-
ratory Animals (“The Guide™®). The Guide specifies that enrichment
be provided for laboratory animals, including social housing
when appropriate for the species and the use of objects and cage
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complexities that “increase the opportunities for the expression of
species-specific postures and activities and enhance the animals’
well-being” (Council,® p. 37). It also sets the standards for volun-
tary accreditation through the Association for Assessment and
Accreditation of Laboratory Animal Care (AAALAC), an organi-
zation that promotes the humane treatment of animals used in
science.

ENRICHMENT CAN IMPROVE THE ANIMAL MOD-
EL One of the most compelling reasons to provide enrichment
is to reduce stress and improve well-being for laboratory subjects,
thereby improving the animal model. Stress can adversely affect
many physiological parameters including the reproductive axis,"
immunological parameters,'"'? and brain function."? Stressed
animals are at a higher risk for becoming ill'* or developing mal-
adaptive behaviors such as self-directed aggressive behavior,”
which can affect a variety of research outcomes. Reducing this
kind of stress can result in more reliable research subjects, and
improve the interpretation of research results.

Providing social housing to rhesus macaques is an example of
how enrichment can improve the animal model. Macaques and
other nonhuman primates are social animals, and have evolved to
live in complex societies. Socially housing monkeys affords them
the opportunity to engage in species-specific behaviors and to
develop social and cognitive skills necessary for group living.'® It
also reduces potential confounding factors, which can directly
affect research results. For example, singly and group-housed
monkeys differ with respect to various immunological parame-
ters, such as natural killer cell activity, cytokine production, and
proliferation responses to mitogens.'”" These differences can
affect the results obtained in a variety of studies. Thus, it can
be argued that housing monkeys in a more natural condition
produces a better model for human conditions.

EFFECTS OF ENRICHMENT

Environmental enrichment in rodents has been associated with
a variety of behavioral, neural, and physiological parameters,
including increased exploratory behavior,”** decreased anxiety
on the elevated plus maze,” improved learning ability,***
increased brain size and weight,”® increased number of synapses
per neuron,”’ increased neurogenesis,”® and decreased cell
death.***= Mice in an enriched environment also have higher
natural killer (NK) cell activity than nonenriched mice, suggesting
better immune function.”> On the other hand, enriched rodents
tend to consume more food** and ethanol**** compared to nonen-
riched rats, an outcome that needs to be carefully considered in
the study design.

While enrichment has been shown to decrease stress (as mea-
sured by serum levels of corticosteroid) in nonhuman primates,*
several studies have shown that it can increase basal corticosteroid
(CORT) levels and cause larger adrenal weights in male rats.**%%
However, these studies also reported that the CORT levels of the
enriched rats were still within normal limits and were not associ-
ated with pathology.” Furthermore, enriched animals also showed
less fear and exhibited less response to other stressors, such as
predators or experimental stressors, suggesting that enrichment
can attenuate the stress response to aversive events.”*?2%% This
mitigating effect of enrichment on stress response has been found
in other species as well, including birds* and snakes.* This ability
to recover from stressful experiences is considered an important
aspect of well-being.”*’

ENRICHMENT AND EXPERIMENTAL VARIABILITY The
findings described in the previous section underscore the impor-
tance of considering enrichment as a potential variable in studies.
Even small changes in enrichment practices can have dramatic
effects on many experimental outcomes, leading to the potential
for variability among laboratories.*' It is important to carefully
document the type of enrichment provided, as well as when and
how it is implemented, and to report this information in scientific
publications.

However, the absence of enrichment can also increase vari-
ability between laboratories.” Lack of enrichment may increase
an animal’s vulnerability to the stressors that are being investi-
gated.*® Furthermore, there can be vast differences in how indi-
viduals respond to stress.**® Using enrichment to decrease stress
associated with experimental procedures may reduce variability
and the development of stress-related problems, thereby increas-
ing the validity of experimental results.

IMPLEMENTING AN ENRICHMENT PLAN

There are many resources available for implementing an
enrichment plan for various species,"”* including a special issue
of the Institute for Laboratory Animal Research (ILAR) Journal
(2005, Volume 46). Below are some general guidelines.

ENRICHMENT SHOULD BE SPECIES-SPECIFIC Each
species has evolved under different environmental conditions,
resulting in unique behavioral patterns. Successful enrichment
programs must take these specific behaviors into account in an
effort to increase the biological functioning of the captive envi-
ronment.”® For instance, while most rodents are social, golden
hamsters are not. Even within a species, enrichment needs may
also vary by strain®' or gender.* The Animal Welfare Information
Center, part of the United States Department of Agriculture, main-
tains a website (http://www.nal.usda.gov/) containing useful
information regarding the behavior of various laboratory animal
species.

CONSISTENCY IS IMPORTANT Because enrichment can
affect many research outcomes, care must be taken to ensure
enrichment is given uniformly, and not haphazardly. Enrichment
should be considered an integral part of animal care, and not as
something extra to be done “when there is time.”" It is also impor-
tant for caretakers and researchers to avoid providing extra enrich-
ment to “favorite” subjects. Not only can this be an experimental
confound, but it can also affect the well-being of the animals. We
have found that if only one or two monkeys in a room get an
enrichment device, they are sometimes threatened by other, pre-
sumably more dominant, individuals (personal observation),
which can lead to self-biting or other behavioral problems.

INTEGRATE BEHAVIORAL NEEDS WITH EXPERIMEN-
TAL NEEDS Successful enrichment programs integrate the
needs of the animal with experimental constraints. Studies on
feeding behavior may prohibit the intake of extra calories, but
other enrichment options can be used in lieu of food enrichment.
Macaques can be given foraging devices containing toys that
can be manipulated (e.g., small cat toys) instead of food.”> New
enrichment options should be tested prior to their implementation,
to see if they will affect experimental outcomes.

ENRICHMENT SHOULD BE RESULTS-BASED  An impor-
tant, but difficult, part of a successful enrichment program is
assessment. Enrichment offerings should be periodically evalu-
ated, and provisions that do not have a demonstrable effect upon
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well-being of the animal should be reconsidered.* It is not always
easy to decide whether or not a particular enrichment offering is
effective. Parameters to be assessed should include behavior
(enrichment items should increase species-typical and/or decrease
abnormal behaviors) as well as physiological variables that indi-
cate well-being (i.e., animals should be healthy, with few signs of
chronic stress). It is also important to consider the cost and safety
of enrichment items. Items that are difficult to clean may be
fomites, increasing the risk of illness."’

Optimally, enrichment items directly affect the well-being of
laboratory animals. However, there may be value in enrichment
options that have only indirect effects on the animals for which
they are designed. Televisions, for example, are often provided to
nonhuman primate species, even though it is not part of the normal
behavioral repertoire of wild monkeys. Still, because people like
to watch television, they assume (rightly or wrongly) that animals
would as well. In practice, most animals do not pay a lot of atten-
tion to TV enrichment, although some do. However, beyond the
direct effects of TV enrichment on the animals (which may be
small), it allows the caretakers to feel that they are doing some-
thing positive for the animals. This can increase their job satis-
faction and improve the relationship between caretakers and
the animals, which can, in turn, improve well-being for the
primates.>

TYPES OF ENRICHMENT  Enrichment can be broken down
into five basic categories,**® including social (housing gregarious
species in groups or pairs), physical (perches, platforms, houses
or platforms, toys, and other objects that can be explored or
manipulated), food (novel food items, or objects that increase
foraging time), sensory (televisions, radio), and occupational
(physical and mental activity, including training). These enrich-
ment options are not equally attractive to all species. Ideally, labo-
ratory animals would receive multiple forms of enrichment.

ENRICHMENT FOR COMMONLY USED
LABORATORY ANIMALS

RODENTS AND RABBITS Rodents and rabbits are among
the most commonly used animals in biomedical research. Strik-
ingly, although they have been bred in laboratories for centuries,
they still maintain behaviors similar to wild counterparts,***
including nest-building, burrowing, hiding, and foraging. Even
knockout and genetically modified strains of mice and rats retain
many behaviors of wild animals. A successful enrichment program
should take species-typical behaviors into account.

Most rodents and rabbits are gregarious (although golden ham-
sters are not), and live in family groups.’® Thus, social housing
(in groups or pairs) should be one of the first considerations in
implementing an enrichment program for these species. Such
housing allows individuals to engage in many species-typical
behaviors, including play and grooming.” Furthermore, having
social companionship can buffer individuals against external
stresses,”” which, in turn, improves well-being.

However, social housing can lead to aggression in some
species. Mice tend to be more aggressive than rats. Furthermore,
both strain®® and sex can affect aggression in mice. For example,
female mice tend to fight less than males, particularly during the
mating season. Providing additional enrichment can help amelio-
rate some of the negative consequences of social housing. Van
Loo et al.* found that adding nesting material can reduce aggres-
sion in socially housed male mice.

In general, rodents and rabbits are prey species, which shapes
much of their behavior. When confronted with an aversive or
frightening stimulus, their first reaction is to hide or burrow. Pro-
viding the animals with shelter (e.g., tunnels or houses) or
substrate in which to burrow affords them the ability to withdraw
from aversive situations, which can alleviate fear and stress.> It
also allows animals to exercise some control over their environ-
ment,® %% which itself reduces stress-related behaviors such as
stereotypical behavior (defined as repetitive, invariant behavior
patterns with no obvious goal or function).”’”7**%* These items,
along with other forms of physical enrichment (e.g., platforms,
nesting material, toys, and gnawing sticks), also increase explora-
tion and manipulation and decrease abnormal behaviors in rodents
and rabbits. 75797 Many of these items (e.g., tunnels) can
easily be made with commonly available materials, such as PVC
tubing. Commercially available polycarbonate rodent huts provide
shelter, but are tinted to allow observation of the animal by care
staff (Figure 8-1).

In the wild, rodents and rabbits spend a great deal of their time
foraging for food, and thus food enrichment is an important part
of an enrichment program.® Indeed, rodents in the laboratory will
work to obtain food, even when it is freely available.”” Feeding
enrichment can be as simple as hiding food in the substrate, which
promotes foraging.

Exercise can also benefit rodents and should be included in an
enrichment plan when possible, particularly if social housing is
not an option. Exercise on a running wheel can mitigate some of
the anxiety that occurs as a result of social isolation in mice.”

In addition to improving animal welfare, enrichment can also
increase safety for humans. Providing enrichment can help to
decrease the risk of bites and scratches, increasing safety for
animal caretakers and researchers.” Van de Weerd et al.** found
that mice from an enriched environment were easier to handle
(e.g., showed more relaxed behavior) compared to mice in a
standard environment.”

Providing enrichment is not without problems, however. The
addition of objects can increase aggression among socially housed
animals,” due to territoriality over particular items. Making more
than one “favored item” available can help to reduce this aggres-
sion. Items must be carefully cleaned, to avoid causing illness.

Figure 8-1. Example of enrichment items for laboratory mice. The
hut is tinted such that the mouse cannot see out, but human caretakers
can see in. (See color insert.) (Photo by Jill Rawlins.)
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And, care must be taken in deciding upon things to use. While
nesting material is used without problem in many species, it can
cause conjunctivitis in some genetically modified mice.” There-
fore, enrichment options should be carefully researched prior to
implementation, to ensure that they are appropriate for the species
and strain being utilized.

DOGS Dogs are unique among laboratory animals in that
they have evolved a well-developed bond with humans. There-
fore, one of the best forms of enrichment for dogs is positive
interactions with human handlers.* Socializing dogs with humans,
particularly when they are puppies, allows them to learn appropri-
ate social cues and behaviors.”” Early socialization may also
reduce stress for the dog and help to prevent behavior problems
from starting.” Odendaal and Meintjes” demonstrated that simply
petting a dog can increase affiliative neurotransmitters, including
B-endorphins, for both the dog and the human. Working with
socialized dogs is also safer for handlers. Dogs reared with human
contact are more outgoing, easier to work with, and less likely to
bite handlers compared to those without.”*"

Since the dog is a highly gregarious species, social housing,
in pairs or groups, is important for their welfare. Social housing
helps to increase species-specific behaviors, including play and
exploration, and reduce abnormal behaviors such as stereoty-
pies.”” If social housing is precluded due to experimental con-
straints, dogs should be allowed to see conspecifics.”

Adding physical enrichment items such as beds, resting plat-
forms, and toys can enhance the environment and improve the
welfare of laboratory dogs.””" It can also help increase learning
in elderly dogs.*® Providing dogs with a variety of objects from
which to choose, including chew toys, can reduce boredom.®!

Exercise is another important part of an enrichment plan for
laboratory dogs. While exercise has not been shown to substan-
tially improve welfare,*” it is mandated by the Animal Welfare
Act. Singly housed dogs must be given space to exercise.’
However, simply giving the dog an area in which to play may not
be enough to promote exercise. Dogs generally do not exercise
unless they have stimulation from humans or other animals.** One
way to ensure that dogs are getting exercise is to provide them
with daily “play time” during which they can interact with other
dogs. Another option is for handlers to take dogs for walks.

An effective way to improve welfare and refine common hus-
bandry practices with dogs is to train them for various tasks using
positive reinforcement training (PRT).” PRT techniques are a
form of operant conditioning™ in which the subject is presented
with a stimulus (e.g., a verbal command), responds by performing
a specific (i.e., target) behavior (e.g., present a body part for injec-
tion), and is provided with reinforcement (e.g., food treat). Train-
ing increases mental stimulation for the dogs.” It also makes dogs
more obedient and easier to handle.”” Bookstores are filled with
resources on how to train dogs, including “Don’t Shoot the
Dog,” ¥ which provides an excellent introduction to PRT.

NONHUMAN PRIMATES Many species of nonhuman pri-
mates are used in biomedical research, although rhesus and other
macaque species are among the most common. Unlike rodents or
dogs, primates used in research have not been domesticated, and
therefore have maintained even more of the behavioral repertoire
of their wild counterparts than these other groups. Macaques and
other nonhuman primates are social animals and live in complex
societies, often with a strict dominance hierarchy. They form
intricate social relationships in the wild, where they spend a great

deal of time engaged in social behaviors such as grooming and
huddling with other members of the troop. Thus, social housing
is considered one of the best forms of enrichment for nonhuman
primates. %

Options for social housing can vary from large outdoor enclo-
sures to indoor cages, depending upon the constraints of the facil-
ity and the experimental design. For animals in cages, pair housing
(i.e., housing two monkeys in a double cage with a removable
slide) allows social contact between the partners, and as such is
considered an acceptable form of social housing for several
species of primates.*”* When full pair housing is not appropriate
due to scientific reasons, the use of grooming contact slides®
between adjacent cages should be considered. These slides are
designed so that part of the slide is a solid panel while the other
part consists of bars wide enough to permit grooming (Figure
8-2). They afford individuals privacy as well as increased social
contact with the cage mate.*

Social housing increases the opportunity for animals to engage
in many species-typical behaviors including play, feeding, and
grooming.”®”" It can also reduce abnormal behaviors such as ste-
reotypical behavior and self-aggressive behavior,”” although this
is not always the case (personal observation). Social enrichment
is, however, an important tool in preventing abnormal behaviors
from occurring.” One of the main risk factors for the development
of self-injurious behavior in macaques is having been reared
without close social contact with conspecifics.”* In addition, the
presence of known companions can lessen the effects of various
stressors,” " and alter immune function,'®'” which can improve
well-being.

Social housing is not a panacea, however. It can result in injury
if individuals are not compatible. Factors such as sex and age may
affect how well individuals get along with each other. For
macaques, males are generally harder to successfully pair house
than females.” Temperament may also play a role in compatibility
in pair-housed animals. In a study on female rhesus macaques
(Macaca mulatta), we found that animals with similar tem-
peraments (as measured by reaction to a novel object) were
more likely to form successful pairs than those of different
temperaments.”

Forming groups of monkeys is particularly challenging (see
references 100-102 for strategies on group formation). Once
formed, groups should remain stable. Introducing a new adult into
an established group can result in injury or death to the newcomer.
Even in the absence of overt aggression, social housing can be
stressful, particularly in species with dominance hierarchies in
which some animals have more access to resources than others.
In these societies, individuals at the bottom of the hierarchy are
more prone to stress and stress-related diseases than dominant
individuals.'**!'*

The provision of physical enrichment is another important part
of an enrichment plan for nonhuman primates. This type of enrich-
ment, which includes toys, mirrors, wood, and other manipulat-
able objects, affords individuals the opportunity to express
species-normative behaviors such as play and exploration.*'%®
Decisions regarding enrichment items should be based on the
behavior of the species. For example, unlike macaques, owl
monkeys (Aotus sp.) utilize nests in the wild, and should be pro-
vided with nest boxes in captivity. Macaques, on the other hand,
utilize perches and other cage furniture.® Items such as toys
should be rotated regularly to keep them novel and thus of interest



CHAPTER 8 / PSYCHOLOGICAL ENRICHMENT FOR ANIMALS IN CAPTIVITY 59

Figure 8-2. Grooming contact slide. The slide (A) is placed between
two adjacent primate cages. The bars allow the partners to groom
each other, while the solid part prevents full access to the other cage.
(B) A slide within a cage (i.e., from the rhesus macaque’s perspec-
tive). (Photos by Kevin Mueller.)

to the monkeys.'”'® Specific enrichment devices, such as paint
rollers or foraging boards covered with trail mix or other food
items, are often provided to nonhuman primates in an effort to
reduce the occurrence of abnormal behaviors such as stereotypy
or overgrooming. There is debate as to the therapeutic value of
such devices. While enrichment of this kind has been shown to
decrease undesired behaviors in some studies, %111 others have
found no discernable effect of the devices on abnormal behav-
ior'"""? or that the benefit was limited to the time the apparatus
was present.”

Physical enrichment can increase the incidence of disease and
injury for subjects. It is important to choose enrichment items that
can be easily cleaned, to avoid spreading disease or illness.'"'"?
Animals can injure themselves on certain types of hooks used
to keep devices on the outside of cages (e.g., “S” hooks). Further,
ropes and wire used to hang devices or swings should be covered
with PVC tubing, to reduce the potential for strangulation.

Like rodents and rabbits, nonhuman primates spend much of
their day foraging for food. This time is greatly reduced in a labo-
ratory setting, where food is typically provided one or two times
a day. Providing food enrichment can help functionally simulate
the environment of nonhuman primate species.”® Further, the
USDA Draft Policy on Environmental Enhancement for Nonhu-
man Primates suggests that primates be provided with daily
opportunities to forage. Devices have been developed to promote
foraging and manipulation for the monkeys. These devices, which
are typically put on the outside of cages and filled with trail mix
and produce (depending on the species and dietary restrictions),
provide monkeys with the challenge of obtaining food.'"* They
have small holes through which the monkeys can forage for the
treats. While these devices can be purchased commercially, they
can also be made using materials such as PVC tubing (Figure 8—
3). Handmade devices should be sturdy, so that they do not easily
break. It is also important that devices can be thoroughly cleaned.
Such enrichment devices have been found to decrease the occur-
rence of some undesirable behaviors, including stereotypies''? and
overgrooming,'” when kept on the monkeys’ cages continuously.
However, these behaviors tend to return after time, likely due to
increased boredom with devices that are kept on cages indefi-
nitely. Rotating devices to keep them novel is recommended.'®
Adding a small toy to the device can also increase the amount of
time they are utilized by the monkeys®* (Figure 8-3).

Many facilities provide research primates with various forms
of auditory and visual enrichment, including access to television,
radio, brightly colored mobiles, or a window.!'® Computer screen
savers can also be presented to the animals. Monkeys seem to
watch the computer screens about the same amount as a television
(personal observation). Television can be aversive if stressors,
such as predators, appear on the screen. There is some evidence
to suggest that sensory enrichment is beneficial to primates,'"”
although there are contradictory results as well.'"® More work is
needed to determine the benefits of this kind of enrichment.

Using positive reinforcement techniques to train monkeys to
voluntarily cooperate with husbandry and/or research procedures
is becoming recognized as an important tool in an effective enrich-
ment program. PRT increases mental stimulation for subjects'"
and therefore is an effective form of psychological enrichment.
Primates have been successfully trained to perform various tasks,
such as presenting a body part for injection'” or veterinary
procedures,'?! taking oral medications,'” and remaining station-
ary for blood samples.'**'#

PRT can reduce the stress associated with common manage-
ment procedures.''*'*"'** By allowing individuals to cooperate
with the procedures, PRT may give primates an increased sense of
control over their environment.'”? In addition, training can reduce
abnormal behaviors in nonhuman primates. In a preliminary
study,'” we found that PRT reduced the occurrence of stereotypical
behavior (e.g., pacing, rocking) in some, but not all, rhesus
macaques. Furthermore, training primates to cooperate with
research procedures can reduce the inherent risk of the
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Figure 8-3. Foraging devices for nonhuman primates. (A)
A device made by drilling extra holes into a wiffle ball. (B) A
commercially available device (Crumble Disc Holder, Bio-Serv,
Frenchtown, NJ), with a small cat toy added. (Photos by lJill
Rawlins.)

procedures. It is clear that working with a cooperative animal is
safer for caretakers and handlers than working with a highly
stressed, and potentially reactive, animal.'””® While training is
beneficial for the animal as well as the research, it can also involve
a great deal of time. However, the time invested will likely be made
up for by the decrease in time it takes to conduct procedures.'”’

CONCLUSIONS

In designing an enrichment program for an animal model it is
essential to balance two equally important goals: the reduction of
stress associated with the captive environment and the develop-
ment of a model that (as closely as possible given the overriding
need to care for the animal’s physical and mental well-being)
approximates the human condition. Life is as full of stressors for
humans as it is for other animals.

Thus, it is not a realistic goal of any enrichment program to
eliminate all stress. Not only is that goal unattainable, but it also
is not necessarily in the animal’s best interest. Stressors are not
intrinsically detrimental,” and are a natural part of the behavioral
repertoire of many animals.'® Indeed, some can be adaptive, as

they relieve boredom and help the animal learn to cope with
environmental circumstances.”> However, some stressors may
not be adaptive, particularly if the animal has not evolved
appropriate responses to them. These are the stressors that a
successful enrichment program should address.
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O Integrated Network Modeling of
Molecular and Genetic Interactions

GREGORY W. CARTER, VESTEINN THORSSON, AND TIMOTHY GALITSKI

ABSTRACT

In model organisms, systematic genetic perturbation and high-
throughput data acquisition allow measurements of mutant
phenotypes and detection of biomolecular interactions on a
genome-wide scale. These data types are complementary in the
sense that genetic interactions inferred from gene expression and
other phenotype measurements can assign functional significance
to the physical interactions between biomolecules. This chapter
describes methods for the analysis of large-scale phenotype and
expression data that employ genetic interactions to infer func-
tional relationships between genes. Functional information is then
used to direct the integration of physical interaction data to derive
network models of cellular activity. These models, obtained from
functional relationships but constrained by biochemistry, facilitate
explicit and precise prediction of the effects of additional network
perturbations.

Key Words:
differentiation.

INTRODUCTION

The identification of causal links between genetic variation and
phenotype is central to the development of predictive, preventive,
and personalized medicine. Many if not most phenotypes are
determined by complex interactions among allelic variants and
environmental factors. In biomedicine, these interacting elements
are manifest as inherited and somatic genetic variants and poly-
morphisms, epigenetic effects on gene activity, environmental
agents, and drug therapies including drug combinations. Develop-
ment of new treatments for diseases with genetic susceptibilities
will require not only the ability to genotype and classify patients
on the basis of molecular fingerprints in tissues, but also an
understanding of how genetic variants interact to affect clinical
outcomes.

The large-scale study of how genotype contributes to the
control of phenotype has been greatly aided by advances in
methods to both systematically perturb genes and collect pheno-
type data on a genomic scale.'”® These high-throughput methods
are designed to produce large quantitative data sets, requiring
parallel development of computational and numerical modeling
methods to interpret the output in terms of biological function.

Genetic interaction, Network, Genomics, Cell
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The primary objective of these methods is to identify functionally
relevant genes and describe how they influence one another to
produce cellular activity. In addition, this knowledge can be
integrated with physical biochemistry to yield biomolecular
models that carry out specific cellular functions. Such an inte-
grated model facilitates validation of biological insights and
identifies high-priority candidate genes for targeted therapeutic
intervention.

One strategy to achieve this integration is to first infer func-
tional interactions between trait genes, and then use these relation-
ships to guide the selection of biochemical paths that are putatively
responsible for the observed phenotypes. This provides a system-
atic framework for integrating two complementary data types:
genetic interactions and physical interactions. Genetic interac-
tions are inferred by observing how genetic perturbations interact
to affect phenotypes, and encode functional relationships such as
activation, repression, and information flow.” However, the bio-
chemical interpretation of a genetic interaction is often ambigu-
ous, frequently involving multiple molecular models and
both direct and indirect mechanisms.'®!! At the same time, the
biochemical interactions plentifully generated through high-
throughput methods are often lacking in functional inter-
pretation.'>"® Taking advantage of this complementarity by
constraining the biochemical interpretation of genetic interactions
by molecular wiring, we seek to construct biomolecular models
that assign functional significance to physical interactions.

This chapter outlines steps toward such an analysis. First,
we outline a systematic analysis and classification of genetic
interactions on a large scale. Second, we discuss methods to inte-
grate genomic expression data and physical interaction data to
generate molecular hypotheses of functional organization. Finally,
we outline a systematic method to extend the two analyses in
a predictive model for the control of a biological response in
yeast.

GENETIC INTERACTION NETWORKS

A genetic interaction is the phenotypic manifestation of how
two alleles combine to jointly affect cellular activity. This classi-
cal method of analysis is based on comparing the phenotypes of
strains with specific allelic variations, and thus is most readily
performed using targeted perturbations in inbred strains of model
organisms. Primary examples are the use of the deletion mutant
library for Saccharomyces cerevisiae,'! RNAi technology in
Candida elegans' and Drosophila melanogaster,” as well as
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curated data repositories such as FlyBase.' The properties and
uses of genetic interactions learned with model organisms are of
interest in the broader context of outbred populations that carry
multiple alleles. The genetic basis of human disease susceptibility,
in which polygenic interaction effects are often preeminent, is
naturally the most urgent application.'’

Genetic interactions are defined for a chosen phenotype in
specific environmental conditions, so that the lone variables are
the specific genetic perturbations (i.e., allele forms) carried by the
strains being compared. The logic is as follows. Consider two
genes, A and B, mutations of which yield observable phenotypes.
Taking cell growth as an example phenotype, imagine a null muta-
tion of A inhibits growth while a null mutation of B enhances
growth. The growth rate of a double mutant, with null mutations
on both A and B, is also observed to be inhibited. In this case the
A mutant is said to be epistatic to the B mutant, as the A mutant
phenotype does not change in the B-null background.* Such an
interaction is often interpreted as evidence that A acts downstream
of B, in that its knockout masks any modifications that occur
further upstream of the phenotypic output.” So while this observa-
tion cannot, when taken alone, offer any biochemical explanation,
it establishes a clear functional relationship between the two
genes. Thus the genetic interaction can be considered as providing
a comprehensive view of their coordinated activity, encompass-
ing every step in cellular processing between genotype and
phenotype.

Classical epistasis is one of many possible modes of genetic
interaction. For instance, high-throughput screens in yeast have
been developed to detect synthetic interactions,” which are mani-
fest when a pair of genes that does not show phenotypic effects
when mutated individually exhibits an altered phenotype when
the mutations are combined in a single strain. With the proper
experimental design, the modes of genetic interaction can be
systematically analyzed and formally classified.® To this end, con-
sider a genotype X, and its associated phenotype observation Py.
The phenotype could be a numerical measurement or any other
observation that can be clearly compared across mutant genotypes
(e.g., slow vs. standard vs. fast growth). If genotypes are labeled
by mutant alleles, a set of four phenotype observations can be
assembled that defines a genetic interaction: P, and Py for the A
and B mutant alleles, P,z for the AB double mutant, and Py, for
the wild type. The relationship between these four measurements
defines a genetic interaction; for example, P,z = Py < Pyy < Py
described an epistatic interaction while P,y < Py; = P, = Py rep-
resents synthesis. It is immediately clear that some of these inter-
actions are symmetric under an exchange of genes A and B (e.g.,
synthetic) while others are not (e.g., epistatic). There are a total
of 75 distinct inequalities that can be constructed from four
phenotypes.®

These inequalities were recently cataloged and classified as
one of nine interaction modes, including epistasis and synthesis.®
To test the applicability of this classification method over 1800
strains of systematic single and double gene perturbations were
phenotyped for invasive growth, a cell differentiation response
that occurs under specific environmental conditions. A software

*The term epistasis is sometimes used as a generic term meaning genetic
interaction. Here we use it in the narrow sense of one mutant completely
masking the effect of another.
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Figure 9-1. Networks of mutual information in patterns of genetic
interaction show cliques. Nodes represent perturbed genes, gf indi-
cates a gain-of-function allele, and 1f indicates a loss-of-function
allele. Edges connect gene pairs with significant mutual information
in their patterns of genetic interaction. (Reprinted from Drees
et al.®)

application called PhenotypeGenetics, created as a plugin for the
Cytoscape software platform,'®'” was used to systematically con-
struct a genetic interaction network from the high-throughput,
quantitative phenotype data. All nine interaction modes were
found in significant numbers, illustrating that a spectrum of
genetic interaction effects is present in complex biological
systems. Specific alleles were found to interact in a particular
mode with neighbor genes of coherent biological function, leading
to hypotheses on regulatory and pathway organization. Large-
scale patterns of mutual information were also extracted from the
data set, and groups of genes with significant mutual information
between them formed network cliques corresponding to physical
pathways (Figure 9-1). The genetic interaction patterns represent
the biological system as a map of information flow from specific
genetic perturbations to quantifiable phenotype effects.

DIRECTED DATA INTEGRATION

The invasive-growth network described in the previous section
encodes functional information inferred from genetic interactions.
We next consider a method to integrate these functional relation-
ships with physical interactions in order to identify candidate
molecular mechanisms that control cellular activity. In this section,
we outline a strategy of data integration in which the analysis of
genomic expression data directs the construction of regulatory
networks.

By analyzing the effects of specific genetic perturbations on
genomic expression, it is possible to identify specific genes that
coordinate control of phenotypes at the transcriptional level.
Moreover, gene expression can itself be viewed as a quantitative
phenotype that is a suitable platform for studying complex phe-
nomena such as genetic interactions.”” Genomic expression mea-
surements have many distinct advantages as a basis for quantitative
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analysis. DNA microarray technology provides a well-established
platform for systematic data collection and many statistical
methods now exist that identify groups of coexpressed genes. Sets
of genes obtained can be systematically queried for common func-
tion in increasingly comprehensive annotation databases such as
Gene Ontology.?" Furthermore, the perturbations and measure-
ments of genes introduce a concrete, molecular basis for further
analysis, and large-scale interaction databases now make it pos-
sible to place these biomolecules in a network context.

We took advantage of these resources in a study of the Ras-
cAMP signaling pathway in yeast.” This pathway has been impli-
cated in filamentous growth,? cell proliferation, and glycolysis.>* 2
In yeast, the pathway centers on the activation of adenylate cyclase
(Cyrl) by GTP-bound Ras2 and Rasl proteins, which in turn
facilitates the synthesis of cAMP. We perturbed key pathway ele-
ments and collected genomic expression data, with the intent of
tracing the observed expression responses to the perturbation(s)
that caused them. Specifically, we created strains with exoge-
nously controlled levels of cAMP, dominant-active and dominant-
negative alleles of Ras2, and genetic perturbations of the GTPase
activating proteins Iral and Ira2. The intent was to infer a detailed
map of the activity of these pathway elements, ranging from
shared effects resulting from multiple perturbations to highly spe-
cific effects resulting from one or two perturbations. We wanted
to identify and classify signals regardless of global magnitude,
detecting not only quantitatively large signals but also fainter (yet
coherent) expression effects. These faint effects may be of par-
ticular biological interest, possibly identifying functional differ-
ences between multiple perturbations of a single gene or two
near-homologous genes. Expression patterns specifically related
to phenotypes can also be quantitatively minor.”"

To disentangle signals in the data, we performed singular value
decomposition (SVD) on the global data set to identify overlap-
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Figure 9-2. Regulatory network derived from perturbations of
IRAI and IRA2 genes, mapping putative biomolecular pathways for
information flow to a set of genes sharing an expression component
(box). The gene set, which is statistically enriched in Ty element
transposons, is labeled “9+” to denote that it is the ninth SVD mode
and the genes express the expression pattern with positive coeffi-
cients. Circular nodes represent individual proteins; black, nondirec-
tional edges represent protein—protein interactions; gray, directional
edges represent protein—-DNA interactions. (Adapted from Carter
et al™)

ping sets of coexpressed genes, each weighted by global signifi-
cance.® To test the presumption that these genes were
cofunctional and coregulated, we queried gene sets for statistical
enrichment of annotated functions and enrichment in targets of
known transcription factors. Both were found for the majority
of gene sets. With SVD we were also able to identify the group
of experimental perturbations (i.e., microarray conditions) that
specifically caused the expression pattern shared by each set of
genes. This provided both molecular origins (the perturbations)
and targets (the enriched transcription factors and hence the coex-
pressed genes) of regulatory signals. By querying physical
interaction databases, we linked the former to the latter via molec-
ular-interaction paths. The resulting series of linked subnetworks
maps multiple pathways of information flow through a dense
signaling network to targets throughout the genome (Figure 9-2).
They are explicit hypotheses of biomolecular mechanisms for
signal transduction, obtained through data integration directed by
functional relationships.

SYSTEM GENETICS

The functional information derived from genetic interaction
analysis of phenotype is a powerful means of mapping relation-
ships between genes in a pathway. However, many phenotypes
are difficult to quantify and cannot yet be assayed with high
throughput. This limits efforts to systematically exploit genetic
interactions with quantitative methods. At the same time, we have
demonstrated how analysis of microarray data for genetic pertur-
bations can facilitate data integration and molecular network mod-
eling. Thus we sought to combine genetic interactions analysis,
numerical data decomposition, and functionally directed data inte-
gration to model the network control of gene expression and
associated phenotypes.

We used a data-driven, linear decomposition of our expression
data matrix to determine genetic influences from seed genes to
genome-wide transcripts as well as cross-influences of the seed
genes on one another’s activity. Matrix decomposition methods
such as singular value decomposition (SVD)**** and generalized
Network Component analysis (gNCA)*' have proved successful
in disentangling multiple overlapping quantitative signals in
microarray data. The mathematical modeling was combined with
physical interaction databases to infer (1) the degree to which
certain transcription factors influence the expression level of
every transcript in the genome, (2) the degree to which these
transcription factors influence the regulatory activity of one
another and hence cause genetic interactions, (3) the biochemical
mechanisms that transmit these influences, and (4) how these
biochemical mechanisms are organized into the biomolecular
network that specifically controls the phenotype.

Our decomposition can be illustrated with the simplified case
of two genes A and B, called seed genes since they are the starting
point of the analysis, that influence the expression of two genes
X and Y. For a strain background labeled with superscript S,
consider a linear pair of equations for gene expression:

X% =Xg+ x4 gA+ x5 83

Y=o+ ya i+ Vs 82 (9-1)

The parameters x4, Xz, and x, represent contributions to the
expression of X from the gene A, gene B, and the remainder of
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the genetic background (similarly for gene Y). These are indepen-
dent of the genotype. The coefficients g and gj are the inferred
activity levels of the seed genes A and B in the strain background
S, and are independent of the transcript measurements. Influences
between seed genes (observed as genetic interactions) can be
systematically inferred from changes in activity levels of one in
a strain in which the other has been deleted, e.g., in a deletion
strain of gene B, g§ < gi” would evince a positive influence from
gene B on the activity of gene A. Rather than substituting tran-
script level data for these activities (as in regression methods)
these model-derived parameters conceptually include all levels of
gene control from initiation of transcription to protein localiza-
tion, modification, and degradation.

The system of equations can be expanded to model an arbitrary
number of expression values and seed genes by systematically
adding parameters. They can be cast in matrix form and the solu-
tion can be represented as a network of influences, as illustrated
in Table 9-1. These matrices can be expanded to model numerous
observables (expression of genes X, Y, Z, .. .) under single and

pairwise perturbations of multiple genes (A, B, C, . . .), simply by
adding appropriate matrix rows and columns. For example, three
seed genes would be written as

XWI' XA XB XC XAB XAC XBC

YWT YA YB YC YAB YAC YBC

ZWT ZA ZB ZC ZAB ZAC ZBC
Xo x4 oxs x) (1 1 171 1 1 1
| Yo da oy ve| & 0 gl & 0 0 gif
% 2 % | |& & 0 g 0 g° 0
Poob g g g 0 g 0 0
9-2)

oq

This procedure results in the decomposition of an expression
data matrix D into two matrices: (1) an influence matrix, X, of
coefficients for the influence of the seed genes on target genes
and (2) a genotype matrix, G, of inferred activity levels for the

Table 9-1
Outline of mathematical modeling’

1. Model all possible influences (x4, Xz, ya, y5) from genes A and B
on the expression of genes X and Y

2. Add coefficients (g4, gp) representing possible effects of A on
activity of B, and vice versa

3. Model effects of a deletion of gene A (similar for deletion of B);
g4 becomes 0; gj represents the activity of gene B in the A
deletion strain; faded lines represent possible influences lost

4. Model effects of double perturbation (deletion of genes A and
B); faded lines represent possible influences lost

5. Rewrite equations as a matrix decomposition of the expression
data

XWT=x0+xA + Xp
Y = yo 4 ya + s

>)

X

X" =0+ x4 g4 + x5 81
Y=y +ya g+ ys 88"

e><

S

X =x0+ x5 g
Y= yo+ ys g

><><

X

X Y

Influence matrix

Expression data Genotype matrix

1 1 1 1

X" xA xP x4P (% x, %, v g .
yv o yA yB yaB )T ® 8 8a
Yo Ya Vs VT LA

B B

0
0

“Modeling strategy illustrated for the simplified case of two seed genes (A and B) influencing the expression of two genes (X and Y).
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seed genes in each genetic background. This is concisely
written:

D=X-G (9-3)

Thus, the more direct influences from the seed genes to target
genes are separated quantitatively from the indirect effects that
involve a second seed gene via a genetic interaction.

The structure of the genotype matrix [Eq. (9-2)] is fixed by
the genetic composition of the laboratory strains. Activity levels
of null alleles are fixed at zero and wild-type activity is set equal
to one in all cases (gene-by-gene variation is encoded in the first
column of the influence matrix). Other genotype matrix elements
are unknown a priori. To set a scale for the inferred regulatory
activities, we define the wild-type activities to be equal to one (g4
=gz =...=1) and calculate the remaining activities as changes
relative to wild type under perturbations of other seed genes (g5,
gi, &%, etc.). The form of matrix G guarantees the existence of
a unique best-fit solution due to the strict arrangement of ones and
zeros required by the genotypes (i.e., the rows of matrix G are
linearly independent and cannot be transformed to yield a similar
format). In the decomposition of microarray data, the number of
data points in Eq. (9-3) far exceeds the number of model param-
eters and a least-squares best-fit solution can be found.

From the genotype matrix G in Eq. (9-3), we can infer quan-
titative cross-influences between the seed genes that generate
genetic interactions. These correspond to influences on inferred
regulatory activity, rather than the gene expression influences
encoded in the matrix X. They will allow us to make predictions
for perturbations of path genes, with the modified influences
experimentally manifest as altered genetic interactions. This is a
further dimensional reduction of the genotype matrix G. Starting
again with the case of two seed genes, A and B, we can write for
their activity levels:

A:A0+mABB

B= Bo + NMpa A (9_4)

The variables A and B define generalized activity levels of the
seed genes, and the parameters A, and B, represent basal input not
directly due to genes A or B. The m; account for influences
between A and B. Self-influences, such as my,,, are not included
since they cannot be numerically distinguished from the basal
input. The model can be readily generalized to the case of N per-
turbed genes. For a vector of gene activities, we replace {A, B}
with g = {g, g2, . . ., gv} and write

& = 8ot my g (9-5)

where g, is a vector of base activity and the m; form is an N x N
matrix encoding the influence of the ith gene on the jth gene.
Equation (9-5) can be solved for the activities and we find the
vector solution

g"=>1-m"g (9-6)

where 1 is the N X N identity matrix. The vector {1, g""} is the
first column of the genotype matrix G.

In this formulation, the deletion of a seed gene requires setting
both its base activity and its influences on other seed genes to
zero. This corresponds to replacing the appropriate entry in g
with zero and the appropriate column in m with zeros. This can
be achieved by rewriting Eq. (9-6) in terms of a diagonal base

activity matrix, Gy, formed by placing the elements of the vector
g, along the diagonal, and a scaled influence matrix with elements
M;; = myl(g,);. Defining the vector 1= {1, 1,..., 1, 1} of length
N, we then have

g =1Gy" -M"1 9-7)

In this form, a deletion of gene A is modeled by taking the
limit as (Gy)aa — 0, which means setting the basal activity of that
gene to zero. The resulting g* (with a 1 prepended) corresponds
to the second column of the matrix G. Multiple deletions are
modeled by taking multiple zero limits for entries of the diagonal
matrix Gy. This effectively removes all traces of the deleted genes
from the system. Note that by after fixing g"" = {1, 1, 1,...,1}
we can find a solution for the matrix elements of M and the base
activities Gy using the matrix elements of the solution for G as
described above. Since this is a further dimensional reduction,
reducing N*(N — 1)/2 parameters to N, this generally requires a
best fit solution.

To summarize, the linear influences decomposition assigns
quantitative values to the influence of each seed gene on (1) the
expression of every gene (encoded in X) and (2) the activity of
the other seed genes (encoded in M). These influences amount to
a global map of functional information flows of specified magni-
tude and sign (positive or negative).

A key use of the influence map is to serve as a template for
integrating physical interaction data, in order to generate specific
biomolecular hypotheses for regulatory activity. One strategy
for this is to begin by selecting significant influences (i.e., the
strongest ones). An example selection criterion is to use cross-
validation to determine all influences that are highly unlikely to
be nonzero.?® Then, for each of these, a candidate molecular
pathway is constructed that transmits the influence, using the
integration of physical interaction data as previously described.
In this way, networks can be constructed from physical interac-
tions that were specifically selected based on the presence of
numerical influences derived from the data. They propose specific
biomolecular hypotheses of information flow in the network. Fur-
thermore, perturbation of network elements predicts quantifiable
changes in gene expression, since the corresponding numerical
influence would be modified.

As a test of this modeling approach, we recently applied it to
the control of filamentous growth in yeast. Certain strains of S.
cerevisiae grow either as a round single-cell yeast form, or as a
pathogenic, adhesive, invasive, filamentous form (also referred
to as pseudohyphal development).”* Many fungal pathogens of
humans and plants exhibit similar dimorphism.** In response
to environmental cues, the pathogenic chains of elongated cells
adhere to host tissues, evade immune responses, and penetrate
barriers. The invasive-growth phenotype previously discussed can
be viewed as one part of this response. We chose five filamenta-
tion-related transcription factors as our seed genes and collected
gene expression data for the 16 strains necessary to infer all
genetic interactions between them: the wild type, 5 single knock-
outs, and 10 double knockouts. We then combined limited
phenotype data with genomic expression data (thousands of
measurements per strain) to infer a network that controls filamen-
tous growth.

We identified a large set of genes with differential expression
and performed the linear influences decomposition on the expres-
sion data (a 1863 X 16 data matrix). We then determined which
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Figure 9-3. Data integration example: modeling how TEC1, CUPY,
and SKN7 control the expression of gene DDR48. (A) Network of
physical interactions connecting the four genes from high-throughput
data sets. This network is too dense and disorganized to identify func-
tional pathways. Edges represent interactions as protein—protein
(black, nondirectional), protein phosphorylation (black, directional),

influences were significant and constructed putative biochemical
networks controlling the expression of each gene. The strategy is
illustrated in Figure 9-3 with a network for the transcriptional
regulation of the gene DDR48, which encodes an ATPase involved
in stress response, cell wall organization, and flocculation.®

We used the network model to predict genomic expression
effects of additional genetic perturbations and tested these predic-
tions by constructing additional combinatorial knockout strains
and collecting microarray data. This served as a direct test of our
genetic interaction modeling and data integration methods. We
made predictions by removing (set to zero) numerical influences
whenever the paths from influencer to influenced were broken
under the downstream gene deletion. As a control, we made paral-
lel predictions using a simpler linear model without genetic inter-
actions. Our model provided a general improvement in fit across
all genes. When assessed over thousands of expression measure-
ments the improvement was highly significant, providing empiri-
cal evidence for both the importance of genetic interactions and
the applicability of our modeling technique.”®

In addition to microarray data, we also phenotyped each strain
for filamentous growth. We then performed SVD on the genomic
expression data® and identified a set of genes with an expression
component correlated to the phenotype. The genes that strongly
exhibit this expression component were a quantitative proxy for
the phenotype, even though this component was quantitatively not
the most dominant pattern in the data. These genes are statistically
enriched in targets of eight transcription factors, of which six were
known to have filamentous-growth-related phenotypes. Subse-
quently, we found that deletions of the other two have filamenta-
tion phenotypes.

We were able to determine which of our seed genes had strong
expression influences on the phenotype-proxy gene set. By fol-
lowing the methods previously described to integrate physical
interaction data, we connected these influencers to genes in the
set in a biomolecular network. This constituted a candidate
network for the regulation of filamentation, involving both known
and novel regulators. Furthermore, from the topology of the
network we were able to make systematic and precise predictions
for the phenotypes of additional combinatorial perturbations.

DDRA48

(@)

MG, OT3

oo — e, KN7

S

PHD
YAP

+ KS£1 +
{
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DDRA48

and protein—-DNA (gray, directional). (B) Network of inferred influ-
ences using genetic influences decomposition. Bold edges indicate the
direction of positive and negative influences (as labeled) and intensity
indicates magnitude. (C) Integrated network constructed from the
subset of physical pathways in (A) that are specific candidates for
transmission of influences in (B). (Adapted from Carter et al.*®)

These predictions proved to be very accurate,” compared with
predictions based a large training set of interactions.® We correctly
predicted the phenotypes of all 13 of the novel double-knockout
strains we constructed, compared to the training set expectation
of seven correct predictions (significance of p = 0.0002). Further-
more, we were able to correctly predict the precise phenotype
inequalities of six of the 13 strains, compared to an expectation
of only two in the training set (p = 0.009).

DISCUSSION

The construction of predictive bionetworks has proved to be a
substantial challenge due in part to the difficulty of extracting
functionally relevant interactions from diverse high-throughput
data types. With the increasing abundance of molecular interac-
tion data, there are often numerous possible pathways of informa-
tion flow between two genes.** Many recent works have sought
to distill functionally important information by detecting system-
atic congruence in multiple large data sets.'***’ These approaches
have demonstrated substantial success in classifying genes accord-
ing to functionality and identifying probable candidates for genetic
interaction. In contrast, our goal was to infer functional relation-
ships to drive network modeling. By using genetic influences
decomposition of microarray data to guide data integration, our
procedure assigned functional significance to specific physical
interactions. This allowed us to make precise, testable predictions
for novel combinatorial perturbations of specific genes.”

These models implicated new regulators and regulatory rela-
tionships. The network we obtained for the filamentous growth
phenotype in yeast contained many genes known to be involved
in filamentation, and the network also implicated new regulators
of filamentation that were verified experimentally. In addition to
implicating genes, our approach was often able to correctly infer
relationships between the genes. The accuracy of the interaction
network was evident in our broad success in predicting expression
profiles and phenotypes for novel combinatorial perturbations.

A central concept in our approach was the assumption of lin-
earity in quantitative relationships between genes. This allowed
us to efficiently identify the effects of genetic interactions in the
data and enabled systematic mapping of how the expression of
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each gene is influenced by a genetic perturbation. Although the
linear approach was sufficient to predict the effects of novel pair-
wise gene deletions, we note that it has the potential to over-
simplify complicated regulatory mechanisms. In particular, the
nonlinearity inherent in many posttranscriptional and feedback
mechanisms often leads to behavior too complex to be adequately
modeled with static linear relationships. In such cases, the net-
works obtained from our approach might best be used as a starting
point for dynamic modeling. With relatively few network ele-
ments connected by quantitative relationships, these networks are
ideally suited for ordinary differential equation (ODE) and sto-
chastic modeling.*

ACKNOWLEDGMENTS

We thank our collaborators for their contributions to this work:
I. Avila-Campillo, B.L. Drees, G.R. Fink, B. Marzolf, C. Neou,
M.Z. Raymond, A.W. Rives, S. Rupp, S. Prinz, P. Shannon, and
J.P. Shelby. We also thank I. Shmulevich, R.J. Taylor, and D.
Galas for discussions and P. Troisch for contributions. This work
was supported in part by NIH Grant P50 GM076547. G.W.C. was
supported in part by NSF Grant FIBR-0527023. T.G. is a recipient
of a Burroughs Wellcome Fund Career Award in the Biomedical
Sciences.

REFERENCES

1. Tong AH, Evangelista M, Parsons AB, Xu H, Bader GD, Page N,
Robinson M, Raghibizadeh S, Hogue CW, Bussey H, et al. System-
atic genetic analysis with ordered arrays of yeast deletion mutants.
Science 2001;294(5550):2364-2368.

2. Tong AH, Lesage G, Bader GD, Ding H, Xu H, Xin X, Young J,
Berriz GF, Brost RL, Chang M, et al. Global mapping of the
yeast genetic interaction network. Science 2004;303(5659):808—
813.

3. Fraser AG, Kamath RS, Zipperlen P, Martinez-Campos M, Sohrmann
M, Ahringer J. Functional genomic analysis of C. elegans chromo-
some I by systematic RNA interference. Nature 2000;408(6810):
325-330.

4. Tewari M, Hu PJ, Ahn JS, Ayivi-Guedehoussou N, Vidalain PO, Li
S, Milstein S, Armstrong CM, Boxem M, Butler MD, et al. System-
atic interactome mapping and genetic perturbation analysis of a
C. elegans TGF-beta signaling network. Mol Cell 2004;13(4):469—
482.

5. Winzeler EA, Shoemaker DD, Astromoff A, Liang H, Anderson K,
Andre B, Bangham R, Benito R, Boeke JD, Bussey H, et al. Func-
tional characterization of the S. cerevisiae genome by gene deletion
and parallel analysis. Science 1999;285(5429):901-906.

6. Strausberg RL, Schreiber SL. From knowing to controlling: A path
from genomics to drugs using small molecule probes. Science
2003;300(5617):294-295.

7. Swedlow JR, Goldberg I, Brauner E, Sorger PK. Informatics and
quantitative analysis in biological imaging. Science 2003;300(5616):
100-102.

8. Drees BL, Thorsson V, Carter GW, Rives AW, Raymond MZ, Avila-
Campillo I, Shannon P, Galitski T. Phenotype and the interaction of
genetic perturbations. Genome Biol 2004;6(4):R38.

9. Avery L, Wasserman S. Ordering gene function: The interpretation
of epistasis in regulatory hierarchies. Trends Genet 1992;8(9):
312-316.

10. Zhang LV, King OD, Wong SL, Goldberg DS, Tong AH, Lesage G,
Andrews B, Bussey H, Boone C, Roth FP. Motifs, themes and the-
matic maps of an integrated Saccharomyces cerevisiae interaction
network. J Biol 2005;4(2):6.

11. Kelley R, Ideker T. Systematic interpretation of genetic interactions
using protein networks. Nat Biotechnol 2005;23(5):561-566.

12. Galitski T. Molecular networks in model systems. Annu Rev Genom-
ics Hum Genet 2004;5:177-187.

13

14.

15.

16.

17.

19.
20.

21.
22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

. Carter GW. Inferring network interactions within a cell. Brief Bioin-
Jform 2005;6(4):380-389.

Kamath RS, Fraser AG, Dong Y, Poulin G, Durbin R, Gotta M,
Kanapin A, Le Bot N, Moreno S, Sohrmann M, Welchman DP,
Zipperlen P, Ahringer J. Systematic functional analysis of the
Caenorhabditis elegans genome using RNAi. Nature 2003;421:
231-237.

Boutros M, Kiger AA, Armknecht S, Kerr K, Hild M, Koch B, Haas
SA, Consortium HF, Paro R, Perrimon N. Genome-wide RNAIi analy-
sis of growth and viability in Drosophila cells. Science 2004;303:
832-835.

Drysdale R. Phenotypic data
2001;2:68-80.

Hartman JL IV, Garvik B, Hartwell L. Principles for the buffering of
genetic variation. Science 2001;291:1001-1004.

. Shannon P, Markiel A, Ozier O, Baliga NS, Wang JT, Ramage D,
Amin N, Schwikowski B, Ideker T. Cytoscape: A software environ-
ment for integrated models of biomolecular interaction networks.
Genome Res 2003;13:2498-2504.

Online at http://galitski.systemsbiology.net.

Van Driessche N, Demsar J, Booth EO, Hill P, Juvan P, Zupan B,
Kuspa A, Shaulsky G. Epistasis analysis with global transcriptional
phenotypes. Nat Genet 2005;37(5):471-477.

Online at http://www.geneontology.org.

Carter GW, Rupp S, Fink GR, Galitski T. Disentangling informa-
tion flow in the Ras-cAMP signaling network. Genome Res
2006;16(4):520-526.

Gimeno CJ, Fink GR. The logic of cell division in the life cycle of
yeast. Science 1992;257:626.

Thevelein JM. The RAS-adenylate cyclase pathway and cell cycle
control in Saccharomyces cerevisiae. Antonie Van Leeuwenhoek
1992;62:109-130.

D’Souza CA, Heitman J. Conserved cAMP signaling cascades
regulate fungal development and virulence. FEMS Microbiol Rev
2001;25:349-364.

Jones DL, Petty J, Hoyle DC, Hayes A, Ragni E, Popolo L, Oliver
SG, Stateva LI. Transcriptome profiling of a Saccharomyces cerevi-
siae mutant with a constitutively activated Ras/cAMP pathway.
Physiol Genomics 2003;16:107-118.

Mootha VK, Lindgren CM, Eriksson KF, Subramanian A, Sihag S,
Lehar J, Puigserver P, Carlsson E, Ridderstrale M, Laurila E, ef al.
PGC-1lalpha-responsive genes involved in oxidative phosphoryla-
tion are coordinately downregulated in human diabetes. Nat Genet
2003;34(3):267-273.

Carter GW, Prinz S, Neou C, Shelby JP, Marzolf B, Thorsson V,
Galitski T. Prediction of phenotype and genomic expression for com-
binations of mutations. Mol Syst Biol 2007;3:96.

Weaver DC, Workman CT, Stormo GD. Modeling regulatory
networks with weight matrices. Pac Symp Biocomput 1999;4(1):
112-123.

Alter O, Brown PO, Botstein D. Singular value decomposition for
genome-wide expression data processing and modeling. Proc Natl
Acad Sci USA 2000;97:10101-10106.

Yang YL, Suen J, Brynildsen MP, Galbraith SJ, Liao JC. Inferring
yeast cell cycle regulators and interactions using transcription factor
activities. BMC Genomics 2005;6(1):90.

Lengeler KB, Davidson RC, D’Souza C, Harashima T, Shen WC,
Wang P, Pan X, Waugh M, Heitman J. Signal transduction cascades
regulating fungal development and virulence. Microbiol Mol Biol Rev
2000;64(4):746-785.

Tonouchi A, Fujita A, Kuhara S. Molecular cloning of the gene
encoding a highly expressed protein in SFL1 gene-disrupted floccu-
lating yeast. J Biochem (Tokyo) 1994;115(4):683—688.

Vidal M. Interactome modeling. FEBS Lett 2005;579(8):1834—
1838.

Bader GD, Heilbut A, Andrews B, Tyers M, Hughes T, Boone C.
Functional genoimcs and proteomics: Charting a multidimensional
map of the yeast cell. Trends Cell Biol 2003;13:344-356.

Gunsalus KC, Ge H, Schetter AJ, Goldberg DS, Han JD, Hao T,
Berriz GF, Bertin N, Huang J, Chuang LS, et al. Predictive models

in FlyBase. Brief Bioinform



74

SECTION III / WELL-ESTABLISHED MODELS

37.

38.

of molecular machines involved in Caenorhabditis elegans early
embryogenesis. Nature 2005;436(7052):861-865.

Sachs K, Perez O, Pe’er D, Lauffenburger DA, Nolan GP. Causal
protein-signaling networks derived from multiparameter single-cell
data. Science 2005;308(5721):523-529.

Zhong W, Sternberg PW. Genome-wide prediction of C. elegans
genetic interactions. Science 2006;311(5766):1481-1484.

39.

40.

Workman CT, Mak HC, McCuine S, Tagne JB, Agarwal M, Ozier O,
Begley TJ, Samson LD, Ideker T. A systems approach to mapping
DNA damage response pathways. Science 2006;312(5776):
1054-1059.

Kaern M, Elston TC, Blake WIJ, Collins JJ. Stochasticity in
gene expression: From theories to phenotypes. Nat Rev Genet
2005;6:451-464.



10 The Sponge as a Model of
Cellular Recognition

XAVIER FERNANDEZ-BUSQUETS

ABSTRACT

Sponges, the simplest extant Metazoans, have been tradition-
ally used as models to study cell adhesion, since their abundant
extracellular matrix allows a mild cell dissociation and the recov-
ery of functionally active macromolecular structures. Dissociated
sponge cells quickly reaggregate in a species-specific manner,
differentiate, and reconstruct tissue, providing a simple model to
investigate the molecular basis of animal intercellular recognition
systems. Here, we review the application of sponges as biotools
for the study of three cell recognition processes that are relevant
for biomedical research. First, the species-specific association of
sponge cells is discussed in the context of the role ascribed to
carbohydrates in adhesion-related phenomena implicated, among
other processes, in tumor metastasis. Second, we will summarize
the current knowledge about a sponge proteoglycan that has been
proposed as a model for the investigation of the mechanical prop-
erties of extracellular matrix proteoglycans in calcium-dependent
cell adhesion events, whose impairment can lead to severe disor-
ders such as Alzheimer’s disease and Marfan syndrome. Finally,
the self—nonself recognition reactions in sponges are presented as
a window to the early period in the evolution of histocompatibility
systems, and the corresponding molecular and cellular events will
be compared with the processes and cells known to be involved
in innate immunity and in placental implantation. Potential impor-
tant applications of sponges in the search for new pharmaceuticals
and in key biomedical areas such as stem cell research are just
around the corner awaiting the development of sponge cell
cultures.

Key Words: Cell adhesion, Extracellular matrix, Glycos-
aminoglycans, Invertebrate histocompatibility, Porifera, Pro-
teoglycans, Self-nonself recognition, Single-molecule force
spectroscopy.

SPECIES-SPECIFIC CELL ADHESION IN
SPONGES AS A MODEL OF ORGAN-SPECIFIC
CELL ADHESION

“Sponges grow spontaneously either attached to a rock or on sea-beaches,
and they get their nutriment in slime: a proof of this statement is the fact
that when they are first secured they are found to be full of slime.” From
Aristotle’s History of Animals, 350 BC.'

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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AGGREGATION ASSAYS WITH CELLS AND SYNTHETIC
BEADS Sponges are the most primitive present-day multicellu-
lar animals. They lack organs, but their bodies consist of a few
classes of cells that are responsible for specialized functions such
as food intake, epithelium formation, and self—nonself recogni-
tion, among others. In 1907, Wilson® pioneered the use of sponges
as model animals for the study of cell adhesion, describing the
existence of species-specific reaggregation of marine sponge cells
that had previously been mechanically dissociated by passing
them through a fine cloth. After disaggregation the cells slowly
settled down and started moving; upon contact they generally
adhered and larger aggregates were formed as new encounters
continued to occur, eventually reorganizing functional miniature
sponges.” When dissociated cells of differently colored sponge
species were mixed and allowed to aggregate, the cells of one
species combined with each other, but not with those from a dif-
ferent species. This phenomenon is analogous to the organ-spe-
cific cell adhesion events that represent the basis of clinically
important processes such as cancer metastasis and graft rejection.
Sponge cells associate species specifically through multivalent
interactions of carbohydrate structures on a type of extracellular
proteoglycan termed aggregation factor (AF),*® the slime Aristo-
tle was referring to. Based on their molecular structure, AFs have
been related to hyalectans®: large, extracellular aggregating
modular proteoglycans. But unlike hyalectans, aggregation factors
do not possess any of the main glycosaminoglycan (GAG) types
described in higher animals; instead, they have complex and
repetitive acidic carbohydrate motifs different from those found
in classical proteoglycans and mucins,” which include novel acid-
resistant and acid-labile carbohydrate domains, large and branched
pyruvylated oligosaccharides,® and other previously unknown
structures.*”!! In the marine sponge Microciona prolifera the
proteoglycan molecule, Microciona AF (MAF), binds cell mem-
brane receptors via Ca**-independent interactions of small 6-kDa
glycans (g6). Larger 200-kDa glycans (g-200) self-interact through
calcium-dependent associations (Figure 10-1C and D). This
bifunctional structure is common to all sponge AFs studied so far
and represents one of the first specific cell adhesion systems that
were necessary for the evolution of Metazoans.

In aggregation assays performed with synthetic beads coupled
to AFs purified from different sponge species,'*" the beads sorted
out and associated only with those carrying AFs from the
same species, providing conclusive evidence that AFs are the
molecular entity responsible for species-specific cell aggregation.
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<
A B Figure 10-1. The aggregation factor of the marine sponge M. pro-
lifera as a model for the study of proteoglycan structure—function
"'\ relationships. (A) In its native form, MAF has the structure of a sun-
RS burst where the ring is formed by ~20 units of the MAFp3 protein
(open circles), each noncovalently linked to a unit of the MAFp4
.ﬁt protein (an MAF “arm”). The solid circles forming MAFp4 represent

repeated domains within the protein. (B) If the ring of MAF were
open, the resulting structure is analogous to a classical proteoglycan,
with MAFp3 and MAFp4 in place of link protein and proteoglycan
monomer, respectively. (C) Model of the MAF interactions responsi-
ble for species specificity of cell adhesion: carbohydrates on MAFp4
bind receptors on the cell membrane, whereas the g-200 glycan on
MAFp3 self-interacts in a calcium-dependent manner. For clarity,
both MAF molecules are represented as linearized. (D) Detail of the
interaction between the two subunits marked by asterisks (* and **)
in (C). (E) Scheme of an SMFS experiment to study the adhesive
interactions between two MAF molecules. For clarity, both molecules
are represented as linearized. (F) Typical SMFS approach-retract
curve obtained in experiments performed with native MAF, consistent
with the representation from (E). The numbers from 1 to 13 corre-
spond to the breaking of the individual g-200-g-200 interactions rep-
resented in (E) as the AFM tip is retracting from the surface. The
100-nm scale bar refers to parts (E) and (F) only. (Adapted from
Garcia-Manyes et al.'®)

Glycoprotein subunits of MAF obtained through dissociative
denaturing procedures bind Microciona cells, but with decreasing
affinity correlating linearly with the decreasing size of the sub-
units,'* suggesting polyvalency in the cell binding site. A small
glycopeptide of 10kDa obtained after trypsin digestion of MAF
showed very little affinity for homotypic cells in its monomeric
form, but reconstitution of binding affinity in the same order of
magnitude as the native molecule could be obtained by polymer-
izing the glycopeptide fragment."” Eventually, both MAF—cell and
MAF-MAF binding affinities were recovered upon chemical
crosslinking of protein-free glycans isolated from the AF complex

o.‘ B e into large multivalent structures.*”'® This indicated an active role
200 ==p o, 4'; for the carbohydrate moiety of MAF in the aggregation of
g Or E . . .

BN sponge cells. In a final series of experiments it was shown that
ek ..g glycan-coated beads aggregated according to their species of
‘ ® e ~ origin, i.e., the same way as live sponge cells did."” Live cells

® . . -
o.” also demonstrated species-selective binding to glycan-coated
MAFPS o';:; surfaces. These findings confirmed for the first time the exi-
...ﬂ stence of highly specific recognition between surface glycans,
l.“.. a process that may have significant implications in cellular

o I interactions.

1, 3456 789 11 12 13 ROLE OF CARBOHYDRATES IN CELL ADHESION g-

200 is not a common GAG, as suggested by its elevated fucose
\ ¥ content and its resistance to usual GAG-digesting enzymes.® Pre-
_ \', liminary nuclear magnetic resonance analyses performed with
intact g-200 chains indicated such a structural diversity that the
‘ \ possible existence of a backbone containing a basic repetitive
1 oligosaccharide unit could not be determined.'" This complex
structure of g-200, in contrast to the much simpler linear repetitive
chains of chondroitin sulfate, heparan sulfate, or hyaluronan, can

S —— provide the basis for its highly selective adhesive properties
5 4 N\r 1nN F in 10mM Ca?, as illustrated by a strong intraspecies-specific
12 56 789 10 11 12 13 binding," weaker interspecies-specific interactions,'”” and very

small adhesion forces with other unrelated GAGs."® Both the
strength and the specificity of calcium-dependent carbohydrate—
carbohydrate interactions might be guaranteed by polyvalency, by
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compositional and architectural differences between carbohy-
drates, and by the arrangement of the carbohydrate chain in a
three-dimensional context, where calcium ions provide not only
electrostatic forces but can contribute via coordinative forces to
glycan superstructures. '’

Specific carbohydrate—carbohydrate interactions are rarely
reported in biologically relevant situations such as cell recogni-
tion. However, carbohydrate structures have immense structural
diversity, a ubiquitous distribution in vertebrate and invertebrate
tissues, and are associated with the cell surface, as required of cell
recognition molecules.” Carbohydrate—carbohydrate interactions
are characterized by relatively weak forces that, when multimer-
ized, can be easily potentiated by orders of magnitude, represent-
ing a highly versatile form of cell adhesion given the extraordinary
plasticity of their structures.”’ Among the few known examples of
carbohydrate self-recognition proposed to be specific in biological
processes are the multivalent binding of Lewis” epitopes involved
in the first steps of embryogenesis® and in cancer metastasis,”**
glycolipid—glycolipid interactions controlling cell adhesion,
spreading, and motility,”?® and self-interactions of the glycan
portion of sponge proteoglycan carbohydrates leading to species-
specific cell adhesion.'”"

The species specificity of cell recognition mediated by sponge
proteoglycans can be a useful model to study other adhesion pro-
cesses at structural levels above individual cells. Sponges do not
have organs, and therefore the molecular machinery regulating the
recognition between cells from different sponge species might be
based on the same principles that rule the interactions between
cells from different organs in higher animals. Adhesion molecules
are essential to motility by interacting with bound and soluble
substrates within the extracellular matrix (ECM). Proteoglycans
bound to the plasma membrane mediate the polyvalent interaction
of the cell with ECM constituents and with molecules from neigh-
boring cell surfaces. Given their direct involvement in cell—cell
and cell-ECM interactions, proteoglycans are likely to be impli-
cated in the regulation of cell movement, but to what degree
the carbohydrate moiety affects this process is only partially
understood.

Cadherins are a family of Ca**-dependent adhesion molecules
that bind cells via homophilic interactions, and cells expressing
distinct cadherins aggregate separately when mixed in culture.”’
Cadherins are responsible for the cell sorting that is necessary to
distribute different cell types to their proper positions during
development. During embryogenesis, the expression of different
cadherins is spatiotemporally regulated, and correlates with events
that involve cell aggregation or disaggregation. Alterations in
cadherin expression or function occur frequently during carcino-
genesis and tumoral angiogenesis.”** Another group of cell adhe-
sion molecules includes those related to the immunoglobulin (Ig)
superfamily, which generally have Ca**-independent heterophilic
binding.*” AF-promoted cell adhesion in sponges is based on car-
bohydrate structures with both Ca**-dependent homophilic binding
and Ca**-independent heterophilic interactions with cell surface
receptors, suggesting that proteoglycan-linked glycans can have
important functions in cell adhesion and recognition, comparables
to those assigned to cadherins and to molecules of the Ig
superfamily.

Metastasis, the process by which a primary malignancy estab-
lishes distant and discontiguous disease, clearly involves carbo-
hydrate-mediated cell adhesion.*’ Not all tumors are capable of

metastasis, and those that succeed in it rely on a series of steps
that involve cell dissociation, motility, and subsequent readhe-
sion.*> CD44 is a widely distributed cell surface glycoprotein that
binds to ECM components containing hyaluronic acid (HA).*
This permits tumor attachment and migration toward degraded
areas rich in HA. CD44 expression is associated with aggressive
melanomas and it is an indicator of poor prognosis.** As we will
see below, antibodies raised against CD44 specifically target a
sponge cell type of elevated motility.* Study of the essential role
that carbohydrates play in sponge cell recognition, motility, and
specific adhesion might contribute to understand the participation
of carbohydrate structures in the complex processes leading to
cancer spreading.

SPONGE AGGREGATION FACTORS AS A MODEL
FOR THE STUDY OF PROTEOGLYCAN
STRUCTURE-FUNCTION RELATIONSHIPS

The biological roles assigned to proteoglycans are highly
diversified, ranging from relatively straightforward mechanical
functions to effects on more dynamic processes such as cell adhe-
sion and motility, to complex and still poorly understood tasks
in cell differentiation and development.**>’ Angiogenesis, axon
guidance and synapse development, metastasis, and patterning
events are just some examples of processes that require finely
tuned interactions between cells or between cells and the ECM
where proteoglycans are involved.*™** Efforts aimed at a better
understanding of proteoglycan structure and function are often
hampered by the difficulties in their isolation from vertebrate
tissues. The purification of proteoglycans is often complicated by
(1) limited source quantities, (2) the necessity of chaotropic sol-
vents, proteases, and high temperatures for efficient extraction,
(3) their large molecular size, and (4) a lack of defined functions
to enable purity to be assessed.” Marine sponge proteoglycans
are relatively small and can be extracted in considerable amounts
while preserving their biological activity by following a mild
protocol that essentially consists of dissociating the sponge tissue
in calcium-free sea water and spinning down the cells and other
debris. The resulting supernatant contains aggregation factor as
the main component in such quantities and purity that it can be
directly used for cell aggregation assays and other functional
experiments. For structural determinations, this preparation has to
be centrifuged at high speed to pellet the AF that is finally purified
in a cesium chloride density gradient. Concentrated AF solutions
(=1 mg/ml) are highly resistant to proteolysis and can be stored at
4€ for months without signifi cant loss in their specific cell aggre-
gation capacity.

STRUCTURAL ANALYSES AND SINGLE MOLECULE
FORCE SPECTROSCOPY STUDIES The supramolecular struc-
ture of MAF was elucidated by using immunochemical and elec-
trophoretic procedures, combined with atomic force microscopy
(AFM) imaging.*® Twenty units from each of two N-glycosylated
proteins, MAFp3 and MAFp4, form the central ring and radiating
arms of MAF, respectively, stabilized by a hyaluronidase-
sensitive component.*® Each of the 20 arms is attached to one of
the 20 globular structures in the ring in a 1:1 stoichiometry (Figure
10-1A), with an estimated molecular mass for the whole molecule
of 2 x 10" Da.

Each MAFp3 ring unit carries on average one copy of the g-
200 glycan involved in homologous self-interactions between
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aggregation factor molecules (Figure 10-1C and D), whereas each
MAFp4 unit carries about 50 copies of the g-6 glycan that binds
cell surface receptors.*® MAFp3 is a highly polymorphic 35-kDa
protein, as deduced from direct cDNA sequencing of several
different allelic forms and from restriction fragment length
polymorphism analysis of genomic DNA isolated from different
individual sponges.””** MAFp4 has an estimated molecular mass
of ~400kDa,* is also polymorphic, contains putative transmem-
brane regions, and has a stretch sharing 30% homology with the
cytoplasmic domain of the Na*—~Ca** exchanger,” a membrane
protein responsible for the maintenance of low intracellular Ca*
levels.

Both MAFp3 and MAFp4 contain abundant Ca**-binding sites
and glycosylation motifs. If the MAF circular core were open, the
resulting linear structure would be remarkably similar to hyalec-
tans™ (Figure 10—1A and B), although the building blocks of both
molecules lack sequence homologies. MAFp4 is analogous to the
glycosylated core protein of the proteoglycan monomer, and
carries the N-linked g-6 glycan instead of O-linked GAGs. MAFp3
is the sponge counterpart of the link protein, both molecules
having very similar sizes. Like link protein, MAFp3 is N-
glycosylated and contains eight cysteines involved in disulfide
bonds. Unlike link protein, though, MAFp3 does not contain an
Ig-like domain.

During the past decade, single molecule force spectroscopy
(SMES) has developed into a highly sensitive tool for the inves-
tigation of single biomolecule interactions.”' Most SMFS experi-
ments use either optical tweezers or AFM to measure dissociation
forces of single ligand-receptor complexes in the piconewton
range. AFM-based SMFS has the capacity to detect interactions
as weak as individual hydrogen bonds. The molecular binding
partners are attached to the nanoscale force sensor and to a sample
holder by covalent chemistry. A critical step in the design of an
SMEFS experiment is the crosslinking of biomolecules to surfaces,
which can introduce undesired reactive groups or steric constraints
resulting in the alteration of the biological interaction under study.
In the particular case of AFs, their abundant sulfate groups provide
a very strong quasicovalent binding to gold surfaces, thus allow-
ing immobilization in the absence of chemical modification, and
without affecting the binding sites.®

When the AFM sensor and holder are brought into close
contact, a specific bond between the individual molecules can
form. By increasing the distance between the two surfaces again,
the molecular bond is loaded under an external force until it finally
breaks, yielding the molecular dissociation force. Upon systemati-
cal variation of the externally applied load and monitoring the
mechanistic elasticity of the complex, information about the
kinetic reaction rates, the mean lifetime, the equilibrium rate of
dissociation, dissociation length, and the energy landscape of the
interaction can be derived. SMFS studies performed with sponge-
derived proteoglycans of their calcium-dependent interactions'
have revealed functional intermolecular domains (Figure 10-1E)
that can contribute to many adhesive and elastic ECM interac-
tions. The multiplicity of individual binding sites with a mean
force of ~250pN for each adhesion event (Figure 10-1E and F)
confers a high degree of modulability as required in most biologi-
cal interactions, in contrast to the higher stability of a single,
strong bond. This modular elongation mechanism, be it intramo-
lecular or intermolecular, has been proposed to be a general strat-

egy for conveying toughness to natural fibers and adhesives.”
Sponge proteoglycan extension curves, then, derive from the exis-
tence of intermolecular adhesion domains that through the sum-
mation of multiple single binding sites provide strong adhesion
forces for the resulting polymer.'® The cooperativity of abundant,
relatively weak intermolecular carbohydrate adhesion domains
provides a molecular basis for some of the functions of modular
proteoglycans.

IMPLICATION OF PROTEOGLYCANS IN EXTRACELLU-
LAR MATRIX-RELATED PATHOLOGIES Proteoglycans are
among the first ECM constituents to be produced during embry-
onic development and are often aberrantly expressed in a variety
of inherited and acquired disorders. One of the major pathological
features of Alzheimer’s disease is the presence of plaques com-
posed of B-structured fibrils made up of amyloid-PB peptide (AB).”
Nucleation of A can occur by self-assembly or by heterogeneous
nucleation resulting from seeding AP onto non-Af elements
present in the ECM, such as proteoglycans.*

One of the most common nonenzymatic posttranslational
protein modifications is the reaction of reducing sugars (or of
other carbohydrates resulting from the fragmentation of diverse
polysaccharides) with nucleophilic amino acid side chains such
as those found in arginine and lysine. Subsequent restructuring,
oxidations, and dehydrations generate a group of heterogeneous
compounds termed advanced glycation endproducts (AGEs).”
AGE:s have been found in pathological protein deposits such as
the senile plaques characteristic of Alzheimer’s disease or the
B,-microglobulin deposits in hemodialysis patients.® Given their
participation in the regulation of diverse growth factors and cyto-
kines through receptor-mediated mechanisms, it has been pro-
posed that AGE-modified proteins are involved in the pathology
of several age-related diseases.”” In vitro, AGE formation acceler-
ates the growth of B-amyloid aggregates through covalent
crosslinking of AP monomers.® The extracellular accumulation
of AGEs can be caused by an accelerated oxidation of glycosyl-
ated proteins and proteoglycans.”® Glycosylated proteins and,
especially, proteoglycans (whose carbohydrate content can be
higher than 50%) produce an amount of radicals almost 50 times
higher than that generated by nonglycosylated proteins. Proteo-
glycans are associated with and are likely play a fundamental role
in the deposition of amyloid fibrils in all amyloid diseases.* Fibril
formation and the lateral aggregation of A in vitro are increased
by GAGs,® in a pH-dependent effect.” Therefore the interaction
of GAGs with amyloid fibrils might be based on electrostatic
interactions similar to those involved in the calcium-mediated
aggregation of AFs. MAF has been shown to induce a structural
transition in AP from random coil toward highly stable fibrillar
B-sheet structures as detected by circular dichroism spectros-
copy,” and to increase AP-induced toxicity of nerve growth
factor-differentiated PC-12 cells in the absence of Ca**. The addi-
tion of Ca?* to MAF-A aggregates resulted in a moderate attenu-
ation of toxicity possibly due to a reduction in AB—cell interactions
caused by extensive lateral aggregation of the MAF-AP com-
plexes. Such aggregation might be seeded by the self-association
of MAF triggered by calcium. These results indicate that AP is
generally susceptible to proteoglycan-mediated aggregation and
fibril formation. Sponge proteoglycans, thus, represent a simple
model system that can be used to examine potential drugs for the
treatment of amyloid-related disorders.
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Microfibrils are evolutionarily ancient macromolecular assem-
blies of the ECM formed by the protein fibrillin. They have unique
extensible properties that endow vascular and other tissues with
long-range elasticity. In humans, mutations in the principal struc-
tural component of microfibrils, fibrillin-1, are linked to the inher-
itable disease Marfan syndrome, which is characterized by severe
cardiovascular, skeletal, and ocular defects.** Fibrillin-1 is a
calcium-binding protein and it has been found that variations in
its calcium-binding properties may be important for microfibril
assembly and for the biomechanical properties of microfibrils
within tissues.® The fibrillin-1 domain with the highest recorded
affinity for calcium is located in the region of the protein where
mutations (including those that specifically disrupt calcium
binding) cause the most severe form of disease, neonatal Marfan
syndrome. Proteoglycans have important, but still poorly under-
stood structural interactions with microfibrils, and they may con-
tribute to their integration into the ECM.%

ALLOGENEIC RECOGNITION IN SPONGES AS
MODEL OF HISTOINCOMPATIBILITY
REACTIONS

GRAFTING EXPERIMENTS, IMMUNOCYTOCHEMICAL
ANALYSES, AND GENETIC STUDIES When tissues from
different individuals of a given sponge species are brought
into contact, they either fuse or reject through cellular events
similar to those observed in vertebrate grafts.”” There is, though,
a peculiarity of the sponge self-nonself recognition system
that so far has not been described in other phyla, which is the
possible involvement of proteoglycans in histoincompatibility
reactions.

In M. prolifera, sponge fragments can be easily grafted, thus
allowing the design of tissue histocompatibility experiments that
yield important information about the cell types involved in
the process.*” In a typical grafting experiment, 2-cm-long sponge
papillae are pushed together on a 0.5-mm-thick stainless steel
insect pin, keeping the tissues under seawater at all times. The
pins are finally stuck into the underside of a Styrofoam rack and
left to float on a tank with running seawater at 20€. As soon as
2h after the graft set-up, massive cell migration toward the zone
of contact is evident. The study of the sponge cell types involved
in this phenomenon has shed new light on our understanding of
the evolution of early histocompatibility systems.

Polyclonal antibodies raised against MAFp3 are specific
markers for archeocytes, the sponge stem cells.* Archeocytes are
mobilized upon allogeneic contact (between tissues from two
individuals of the same species), and they accumulate in the
contact zone. A second type of cell that also migrates profusely
to allograft interfaces, the gray cells, is specifically recognized by
monoclonal antibodies raised against the HA receptor CD44.% In
allograft contact areas an observed decrease in the intensity of
archeocyte staining is accompanied by an increase in the number
of gray cells, which are the most adhesive cell type in M. pro-
lifera.®® A higher adhesion would slow down cell movement and
aggregation, contributing to the nonfusion characteristic of
allografts. Besides this cell adhesion-related role of gray cells in
allograft interfaces, other evidence suggests a more direct immu-
nological function for this cell type, which has been proposed to
be the sponge immunocyte.®*™ In contrast, the contact zone of

sponge isografts (grafts made between genetically identical tissue
fragments) does not accumulate cells. Here, the absence of a
massive gray cell migration would permit the cell movements and
aggregation necessary for the final outcome of isografts, which
invariably end up in the fusion of the interacting tissues. This
differential behavior implies the existence of a genetically based
system of individual-specific cell signaling molecules. Although
the precise nature of these self—nonself recognition markers has
not been established yet, genetic studies point at MAF or MAF-
related entities as one of the elements of the sponge histocompat-
ibility system.*”®

Due to the presence in sponge tissue of a potent nuclease activ-
ity, a special protocol had to be devised for the purification
of high-quality sponge genomic DNA*: 0.1 ml from a pellet of
freshly dissociated sponge cells is added to a 2-ml tube to 0.9 ml
of a buffer containing 4M guanidinium thiocyanate, 25mM
sodium citrate, pH 7, 0.5% sarcosyl, and 0.1 M 2-mercaptoetha-
nol, and gently mixed by immersion until the viscous solution
becomes homogeneous. The proteins are then extracted with a 1:1
mixture of phenol/chloroform equilibrated with TE buffer (10 mM
Tris—HCI, pH 8, 1mM EDTA). After a second extraction with
chloroform/isoamyl alcohol 24:1, the DNA contained in the water
phase is ethanol precipitated and stored at 4€C in TE, pH 7.5.
Southern blot analysis of a significant number of sponges that
were subjected to grafting experiments revealed that each geneti-
cally distinct sponge individual has a different set of genomic
DNA coding sequences for MAFp3 and MAFp4.** Such inter-
individual variability, also observed in the carbohydrate moiety
of MAF,"®*" matches the allelic complexity of the vertebrate major
histocompatibility complex (MHC) and represents an early form
of self-recognition. An evolutionary connection between cell
adhesion and histocompatibility systems, however, has yet to be
demonstrated. A prominent domain implicated in cell adhesion,
the Ig domain, exists in several copies in the large basement
membrane proteoglycan.”’ Similar domains are functionally
important structures in most Ca**-independent adhesion molecules
such as the neural cell adhesion molecule (NCAM),” the intercel-
lular adhesion molecules (ICAMs),”*™ and other neural or immune
system-associated adhesion molecules. No obvious Ig-like
domains have been identified in the cDNA-deduced MAF pro-
teins, although the repeats found in MAFp4 exhibit interesting
resemblances.*®

SELF-NONSELF RECOGNITION IN SPONGES AS AN
ANCESTOR OF IMMUNE SYSTEMS Natural killer (NK) cells
are a subset of granular lymphocytes that express high levels of
CD44 upon activation and mediate efficient MHC-unrestricted T
cell receptor-independent lysis following binding of CD44.* The
cross-reactivity of sponge gray cells with anti-CD44 antibodies,
together with other morphological and functional similarities,
suggests that deeper links between NK cells and sponge alloge-
neic reactions are possible. First, carbohydrates are crucial to the
functions of NK cells”: NK cells can be identified and subdivided
into functionally distinct subsets on the basis of the expression of
lectin-like receptors.”® Similarly, species-specific adhesion of
sponge cells has a strict dependence on finely tuned carbohydrate
interactions.”” Second, NK cells are thought to be the remnants of
a primeval immune system and are generally considered to be the
evolutionary precursors of T cells.”” In the human fetus, NK cells
are the first lymphocyte lineage to appear,” followed by y3T cells
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and ofT cells, in accordance with the controversial concept that
ontogeny recapitulates phylogeny. NK-like cells have been sug-
gested to exist in invertebrates like the snail,” a tunicate,” an
earthworm,®' and the leech.® Finally, in the allorecognition system
of invertebrates no prior sensitization is necessary. The presence
of self MHC class I molecules protects target cells from lysis
mediated by NK cells,” verifying the “missing self” hypothesis
that states that NK cell targets become susceptible to NK cell
killing if they lack sufficient expression of self MHC molecules.
Thus, unlike T cells, which recognize the presence of non-self,
NK cells recognize the absence of self.¥ This observation
prompted Burnet® to conclude that the primary mechanism of
invertebrate allorecognition is based on self-recognition and any
cell that lacks self antigens will be immediately recognized as
foreign, a view that was later supported by investigations on the
allogeneic responses of the colonial tunicate Botryllus schlos-
seri.® Some aspects of this invertebrate system appear to be
retained in higher vertebrates.

There are many features of the immunology of allogeneic reac-
tions in sponges that more closely resemble the immunological
relationship between the animal fetus and its mother than between
vertebrate allograft and host.* While contact with allogeneic cells
in clinical transplantation is an artificial situation, in the crowded
marine environment direct cellular contact among unrelated
members of sessile invertebrate species occurs as naturally as the
intermingling of allogeneic cells in placental implantation. In the
latter case there is a well-defined boundary dividing invasive tro-
phoblast and maternal decidua that mimics the collagen boundary
separating two unrelated sponges, a situation very different from
the extensive cell killing typical of vertebrate allograft rejection.
In implantation, NK cells are the predominant cell type in
deciduas and T cells are sparse; similarly, invertebrate allorecog-
nition is mediated by NK-like cells, whereas vertebrate allorecog-
nition is mediated by T and B cells. Finally, NK cells kill target
cells deficient in MHC class I antigens, unlike vertebrate graft
rejection where nonself antigens are detected; as mentioned
above, current evidence suggests that sponge nonself recognition
detects the absence of self antigens.” The development in
early animals of the ability to discriminate self from nonself
ensured the maintaining of individuality. It is possible that
such a primitive form of allorecognition has been conserved
to play a role in mammalian reproduction, which is the only
natural situation in which allogeneic cells come into contact in
vertebrates.

FUTURE PERSPECTIVES: DEVELOPMENT OF
STABLE SPONGE CELL CULTURES, STEM CELL
RESEARCH, AND BIODISCOVERY OF NEW
PHARMACEUTICALS

Sponges possess totipotent cells, the archeocytes, that can dif-
ferentiate into the rest of the cell types. Most important, other
sponge cell types do spontaneously dedifferentiate into archeo-
cytes, a phenomenon observed in naturally occurring processes
such as tissue regression and remodeling, gemmule formation, and
trauma induced by tissue removal.*” Understanding the mechanism
by which specialized sponge cells can return to an undifferentiated
state will contribute to the quest for a reliable and ethically accept-
able source of unlimited amounts of stem cells for therapeutic
applications.

The main obstacle for the firm establishment of sponges as a
generally accepted model laboratory animal is the current lack of
stable sponge cell cultures. Interest in the development of sponge
cell lines grew in parallel with the realization that sponges are an
exceptional source of metabolites with potential pharmacological
activities. Because of their longer evolutionary history, marine
organisms have a greater molecular diversity than do their terres-
trial counterparts. Among the numerous groups of marine inverte-
brates sponges rank first as the leading source of natural products
in terms of the biogenetic diversity of secondary constituents and
the sheer number of compounds isolated.*® Furthermore, sponges
have a high strike rate, especially for cytotoxic compounds: of the
investigated marine sponge species, >10% has exhibited cytotoxic
activity, suggesting production of potential medicinals. This per-
centage is considerably higher than that found for other marine
animals (2%), terrestrial plants (<1%), or microorganisms (<1%).¥
Products with pharmacological activity identified in sponges
include, among others, analgesics, antiinflammatory compounds,
antitumorals, immunosuppressors, cardiovascular agents, neuro-
suppressors, muscle relaxants, antivirals, antimalarials, antibiot-
ics, fungicides, and antifouling compounds.” Although many
bioactives have been discovered in sponges, only a few of them
have been commercialized.”' Obtaining the necessary amounts of
these metabolites requires quantities of sponge biomass that
cannot be sustainably harvested from natural populations. Culti-
vation of sponge biomass in sea-based farms is feasible, but pro-
ductivity is variable. Biomass production in controlled
environments of aquariums has the potential to provide consistent
yields, but many aspects of aquarium cultivation remain unknown
for most sponges. In this context, the culture of sponge cells can
become a future reliable source of metabolites.

However, sponge cell culture represents a unique purification
challenge because, unlike higher Metazoans, there are no areas of
a sponge from which a sterile primary culture can be obtained.”
As an added complication, many sponges host endosymbionic
microorganisms that may be released into an otherwise sterile
culture if cells lyse. Control of microbial contamination is the
most important obstacle to overcome in the establishment of
primary sponge cell cultures. A combination of filtration, use of
sterile media during cell dissociation, and selective sponge cell
enrichment by density gradient separation has proven to be most
effective. In addition, extended culture of dissociated sponge cells
invariably requires the use of antibiotics to suppress bacterial
contamination, especially in the rich media that are required. The
antibiotic cocktails used do not inhibit fungal growth and prolif-
eration of fungi is a recurring problem, and this at a cost that
precludes any commercially sustainable metabolite production.
As a result, current methodologies are at the stage of primary
cultures without any significant progress toward a substantial
increase in cell numbers or biomass due to cell proliferation.”**
The potential of sponges as model animals for the study of cellular
recognition processes such as the ones described above will not
be fully exploited until long-lasting cell cultures are successfully
developed.
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Sea Urchin Embryo

A Model System for Analyzing Cellular Activities During

Early Development

TETSUYA KOMINAMI AND HIROMI TAKATA

ABSTRACT

Sea urchin embryos have long been used as ideal experimental
materials. In this chapter, we describe research areas to which sea
urchin embryos have contributed, and the potential fields for
which they may serve as a model system. The most valuable
feature of sea urchin embryos is the availability of a large amount
of homogeneous material, which facilitates biochemical and
molecular biological approaches. The ease of gamete handling
enables detailed analysis of the mechanism of fertilization, and
the transparency and synchrony of fertilized eggs facilitate inves-
tigations on cell division and the cell cycle. Sea urchin embryos
are an ideal model system for signal transduction, because
the number of constituent cells is small. The simple organization
of the embryo simplifies the analysis of morphogenetic move-
ments. Both primary and secondary mesenchyme cells are inter-
esting populations for studying cell movement. Sea urchin
embryos will continue to contribute to the analysis of various
unsolved problems.

Key Words: Sea urchin embryo, Fertilization, Cell division,
Cell cycle, Signal transduction, Specification, Gastrulation,
Invagination, Morphogenesis, Cell movement.

HANDLING OF ANIMALS AND EMBRYOS

Sea urchins belong to the phylum Echinoidermata (echino-
derms), which consists of six classes (Crinoidea, Asteroidea, Con-
centricyclodea, Ophiuroidea, Echinoidea, and Holothuroidea). At
present, nearly 900 species of sea urchins (class Echinoidea)—
divided into nine orders—are known. Most live in intertidal zones
or shallow seas, and their distributions extend from equatorial
regions through the North and South Poles. Embryos of sea
urchins are frequently used in biological and medical research
including those of Strongylocentrotus purpuratus, Lytechinus var-
iegatus, Lytechinus pictus, Arbacia punctulata (North America),
Paracentrotus lividus (Mediterranean Sea), Psammechinus mili-
aris (North Sea), Hemicentrotus pulcherrimus, and Anthocidaris
crassispina (Japan). The whole genome of S. purpuratus, a well
known species in North America, has already been sequenced
(http://sugp.caltech.edu/). In the United States, some species are

From: Sourcebook of Models for Biomedical Research
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available from commercial suppliers such as Susan Decker (Davie,
FL) or Marinus Scientific (Long Beach, CA). Some marine labo-
ratories also supply these materials in several countries. Adult sea
urchins are reared in a small aquarium equipped with a simple
filtering system and maintained without feeding for a couple of
months.

During the breeding season, fertilizable oocytes are shed fol-
lowing intracoelomic injection of 0.5M KCI. In some species,
more than a million eggs are obtained from a single female.
Usually, the testis is directly excised from adult males, and the
leaked semen is diluted with seawater immediately before use.
Fertilized eggs are obtained by simply adding the diluted sperm
to an egg suspension.

For embryo culture, natural seawater should be filtered to
remove debris and microorganisms. If fertilized eggs are deprived
of the fertilization envelope for manipulations, it is preferable to
add antibiotics (e.g., streptomycin or penicillin). Commercially
supplied artificial seawater (e.g., Instant Ocean) is also available.
At an appropriate density, fertilized eggs developed into pluteus
larvae within 2-3 days without any special care. Detailed

handling of animals and embryos has been described
previously.'
FERTILIZATION

The finding of the acrosome reaction in starfish spermatozoa’
led to detailed analysis of fertilization processes, which was
accompanied by improved electron microscopic and biochemical
techniques. Many important concepts of fertilization (cortical
reaction, activation, Ca®* release, acid release, change in mem-
brane potential, block to polyspermy, etc.) have come from
numerous studies of sea urchin fertilization. The jelly coat of A.
punctulata contains a chemoattractant for spermatozoa,’ although
this has not yet been proved in other sea urchin species. When a
sperm head attaches to the jelly coat (Figurel1-1A), the acroso-
mal vesicle breaks down and the acrosomal process forms.
Proteolytic enzymes contained in the acrosomal vesicle digest
the jelly coat and allow the spermatozoon to approach the egg.
The first contact between sperm and egg is mediated by bindin
on the acrosomal process and its receptor on microvilli extruded
from the oocyte.* The binding of bindin and its receptor shows
species specificity, and leads to the membrane fusion of both
gametes.
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Figure 11-1. Early development of sea urchin embryos. (A) Unfer-
tilized egg. (B) Fusion of male and female pronuclei. (C) First cleav-
age. (D) Eight-cell stage. (E) Sixteen-cell stage. (F) Sixty-cell stage.
The four tiers of blastomeres are named an;, an,, veg;, and veg, along
the animal-vegetal axis. (G) Late blastula stage. (H) Fate map drawn
in the median plane of the swimming blastula. (I) Pluteus larva (48 h
after fertilization in Hemicentrotus pulcherrimus). (E-G) Positions of
Wnt8 and Nodal expressions are indicated in dark and light gray,
respectively. (A—F) Frontal view. (G-I) Side view. Dotted lines in (G)
indicate the boundaries of the veg; and veg, tiers. (H, I) Labels for
SMCs (dark gray), foregut (reticulated), mid-gut (hatched), hind gut
(dotted), and oral ectoderm (light gray) are common to Figure 11-2,
which shows more details on stages between (H) and (I) of this figure.
ap, animal pole; aoe, aboral ectoderm; cg, cortical granule; cr, con-
tractile ring; fm, fertilization membrane; fp, female pronucleus; hl,
hyaline layer; jc, jelly coat; ma, mitotic apparatus; mac, macromere;
meso, mesomere; mic, micromere; mp, male pronucleus; oe, oral
ectoderm; sp, spermatozoon; st, degenerating sperm tail; vm, vitelline
membrane; vp, vegetal pole.

Following cell membrane fusion, the Na*—K* ion channels of
the egg act to elevate the intracellular Na concentration and to
depolarize the egg membrane. This electrical change is a rapid
and transient block to polyspermy.’ The influx of Ca*" at the fusion
site triggers the breakdown of cortical granules (cortical reaction),
which is a typical Ca**-induced Ca** release reaction. The exocy-
tosis of cortical granules propagates from the sperm entry point
toward the opposite site concentrically. With cortical granule
breakdown, the fertilization membrane is elevated (Figure
11-1B). This physical barrier is a late and permanent block to
polyspermy. Molecules contained in the cortical granules cover
the egg surface and form the hyaline layer (Figure 11-1B). Sea
urchin fertilization is providing a model system for the analysis
of intracellular signaling pathways for Ca** release from internal
supplies.

After entry into the egg, the sperm head decondenses and
becomes a male pronucleus. Centrioles brought into the egg with
the sperm nucleus act as a microtubule-organizing center. The
female pronucleus is pulled toward the centrioles along a ray of

microtubules from the growing sperm monaster® and fuses with
the male pronucleus. The transparency of the fertilized eggs
enables us to observe these processes in detail.

CELL DIVISION AND THE CELL CYCLE

Fertilized sea urchin eggs have greatly contributed to the
understanding of the mechanisms of cell division. This is due
to the ease of handling and the transparency and synchrony of
fertilized eggs. With differential interference contrast imaging
or polarizing microscopy, dynamic changes in the mitotic
apparatus—assembly and disassembly of microtubules—are
observable (Figure 11-1C). Even the number of microtubules that
constitutes the mitotic spindle can be estimated from the intensity
of birefringence.’

By deforming fertilized eggs into various shapes, Rappaport
has studied the spatial relationship between mitotic spindle and
cleavage furrow.® It is now widely accepted that differences in the
density of the microtubules that reach the egg cortex determine
the position of the cleavage furrow (i.e., the position of the con-
tractile ring), which exerts the main force for cytokinesis (Figure
11-1C). The existence of the contractile ring was first reported in
fertilized sea urchin eggs.’ To preserve this structure for electron
microscopy, more than 500 combinations of buffers and fixatives
were tested, but we can now detect microfilaments more easily
using fluorescent phallacidins.

The fertilized eggs begin to cleave within 1.0-1.5h after
fertilization, and show radial and holoblastic cleavages. Up to the
eight-cell stage, the cleavage pattern is typical (Figure 11-1D). In
some species, blastomeres in the animal hemisphere are some-
what larger than those in the vegetal hemisphere. This is the first
sign of the animal—vegetal axis. At the fourth cleavage, the animal
blastomeres undergo meridional cleavage and give rise to eight
blastomeres with the same volume (mesomeres). In the vegetal
half, cleavage is horizontal and the cleavage plane shifts to the
vegetal pole. As a result, four large blastomeres (macromeres) and
small blastomeres (micromeres) are formed (Figure 11-1E). This
formation of macromeres and micromeres is an excellent model
for research of unequal cell division.

In most species, seven or eight rounds of synchronous cleav-
ages occur at intervals of 0.5-1.0h. The cell cycle then extends
and the synchrony of division is lost. As is well known, the cell
cycle is regulated by complexes of cyclin and Cdc(s) or Cdk(s).
It is of note that cyclins were first found in sea urchin embryos."
By the stage of hatching, the fertilized eggs usually undergo 10
cleavages and develop into spherical and hollow blastulas (Figure
11-1H). The time required for development to the hatching stage
is 10-12h in most species. The hatched blastula develops into
a pluteus larva through a series of morphogenetic movements
and organogenesis within 2-3 days (Figure 11-1I). It is of note
that each part of the larval body comprises a monolayered
epithelium.

SIGNAL TRANSDUCTION AND GENE
REGULATORY NETWORK

The double gradient theory has explained the results obtained
from classical deletion and recombination experiments on sea
urchin embryos.'" Recent studies have revealed that micromeres
and their descendants act as a signaling center for embryonic body
patterning along the animal—vegetal axis. Briefly, B-catenin enters
the nuclei of micromeres soon after their formation.'> Then, Wnt8
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expression begins in micromeres'® (Figure 11-1E). By the 60-cell
stage (after the sixth cleavage), its expression in micromere
descendants disappears. Instead, expression is noted in the veg,
tier of blastomeres (Figure 11-1F). Furthermore, expression of
Wnt8 shifts to the descendants of the veg; tier of blastomeres as
the cleavage progresses (Figure 11-1G).

The delta-Notch signaling pathway is also involved in the
specification of mesodermal cells." This pathway also partici-
pates in defining the boundary between mesoderm and endo-
derm." These upward signal transductions seem to last until the
mesenchyme blastula stage. In the vegetal plate of the mesen-
chyme blastula, a number of nonciliated cells (probably the
progeny of small micromeres) are positioned at the center of
the vegetal plate, and prospective mesodermal and endodermal
cells are positioned concentrically.'® The detailed gene regulatory
network for the specification of the endodermal-mesodermal
lineage has been intensively studied and demonstrated in David-
son’s laboratory (http://www.its.caltech.edu/~mirsky/index.htm).

For specification of the dorsoventral (oral-aboral) axis, Nodal,
which is a secreting protein, seems to play a crucial role.'” Expres-
sion of Nodal begins at the mid-to-late blastula stage (Figure
11-1G). This is followed by the expression of goosecoid and
Brachyury, which are the target genes of Nodal. However, the
earlier phases of the oral-aboral axis specification remain unclear.
Although unequal distribution of mitochondria in unfertilized
eggs is one of the factors that leads to Nodal expression,'® it is
also possible that some molecules colocalizing with mitochondria
affect the specification of the oral-aboral axis. Furthermore, it
remains unclear whether sperm entry leads to the displacement
of a cytoplasmic component that affects the oral-aboral
specification.

MORPHOGENESIS OF A
MONOLAYERED EPITHELIUM

Gastrulation is the most prominent morphogenetic event in
early development, resulting in the formation of three germ layers:
ectoderm, mesoderm, and endoderm. To determine the mecha-
nism of gastrulation, sea urchin embryos have long been used as
a model system owing to their transparency, simple organization,
and synchrony. The process of sea urchin gastrulation is com-
posed of five steps."

Step 1: After hatching, primary mesenchyme cells (PMCs), the
descendants of micromeres, begin to migrate into the blastocoel
(Figure 11-2A). PMC precursor cells embedded in the blastocoel
wall retract the anchoring microvilli from the hyaline layer, lose
their cilia and adhesion to neighboring cells, disrupting the basal
lamina that coats the inner surface of the PMCs.? As a result, the
PMCs become rounded and slip from the vegetal plate into the
blastocoel. This step is a model for the epithelium—mesenchyme
transition.”

Step 2: Once invagination has started, the thickened vegetal
plate bends inward and gives rise to a short, stub-like gut rudiment
within a rather short period of time (Figure 11-2C and D). This
step is called primary invagination,”? and has been intensively
studied to determine the mechanism of invagination of a mono-
layered epithelium. As in amphibian embryos,” apical constric-
tion of bottle cells triggers the onset of invagination.”* However,
the cellular basis of primary invagination cannot solely be ascribed
to bottle cells, since invagination occurs even in bottle cell-
depleted embryos despite a significant delay in invagination.”

Figure 11-2. Process of gastrulation in Hemicentrotus pulcherri-
mus. (A) Early mesenchyme blastula stage (14h after fertilization).
(B) Late mesenchyme blastula stage (16 h). (C) Early phase of primary
invagination (18 h). (D) Early-to-mid gastrula (20h). (E) Mid-gastrula
stage (22h). (F) Late gastrula stage (24h). (G) Early prism stage
(28h). (H) Mid-prism stage (32h). (I) Late prism stage (36h). (A-H)
Frontal view. (I) Side view. app, apical (animal) plate; bc, blastocoelar
cell; cp, coelomic pouch; fg, foregut (esophagus); hg, hind gut (intes-
tine); mg, mid-gut (stomach); pc, pigment cell; PMC, primary mes-
enchyme cell; SMC, secondary mesenchyme cell; sr, spicule rudiment;
vle, ventrolateral cluster of PMCs; vgp, vegetal plate.

Several models are proposed to explain primary invagination.?
Each model partly explains the change in shape of the invaginat-
ing gut rudiment. However, the kinds of forces operating during
this simple morphogenetic movement are not fully understood.
Other factors such as the force exerted by noninvaginating epi-
thelium and changes in the turgor pressure of the blastocoel should
be considered for further understanding of the mechanism of
primary invagination."

Step 3: After the primary invagination, a pause (for 1-2h in
most species) in the elongation of the gut rudiment is observed.
During this period, secondary mesenchyme cells (SMCs) appear
at the archenteron tip (Figure 11-2E). The SMCs extend long and
thin filopodia toward the animal pole side, exploring the attach-
ment site. With high-resolution Nomarski imaging, the presence
of very thin filopodia (0.2-0.4 um diameter) extending from SMC
have been shown.”” These thin filopodia provide a means by
which cells can contact others several cell-diameters away. Target
recognition by the SMC filopodia seems to be mediated by local-
ized carbohydrate chains, since the mannose-specific lectin Lens
culinaris agglutinin blocks the anchoring of the SMC filopodia to
the prospective oral opening.?®

Step 4: After this pause in archenteron elongation, the gut
rudiment rapidly elongates until its tip reaches the inner surface
of the apical plate (secondary invagination), resulting in a slender
archenteron (Figure 11-2F). Several lines of evidence suggest that
the filopodia connecting the archenteron tip and the apical plate
pull the gut rudiment upward.” Dozens of cells are initially
observed on cross sections of the gut rudiment, but the number
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decreases to seven or eight after the completion of secondary
invagination.*® This explicitly indicates that the archenteron cells
are rearranged during this morphogenetic process.

Step 5: It has long been thought that endodermal cells are
exclusively derived from the veg, tier of blastomeres.!! However,
by labeling of veg; and veg, blastomeres with Dil, it was shown
that the descendants of veg, blastomeres are also recruited into
the archenteron.’' Subsequent studies revealed that veg,-derived
cells are added to the archenteron after the completion of second-
ary invagination.*” Cell trace experiments showed that cells that
have been invaginated by the end of the secondary invagina-
tion differentiate into SMCs, esophagus, and the anterior half of
stomach (Figure 11-2F). The posterior half of the stomach and
the whole intestine are recruited into the archenteron during the
prism stage (Figure 11-2G-I). This late invagination seems to be
a typical convergence—extension movement.*

Thus, we can study various cellular activities involved in gas-
trulation using sea urchin embryos. The functions of various genes
involved in the gastrulation process are becoming clearer.*
With such knowledge, this model system may contribute to the
further understanding of the morphogenesis of a monolayered
epithelium.

CELL MOVEMENT

As described above, PMCs appear in the blastocoel after hatch-
ing. For a period of time, the PMCs stay at the bottom of the
blastocoel (Figure 11-2A). Then they move about randomly on
the inner surface (basal lamina) of the blastocoel wall (Figure
11-2B). Some PMCs move toward the animal pole side. After this
phase, they begin to migrate toward the vegetal plate (Figure 11—
2C) and form a ring pattern around the gut rudiment.* During
these phases, the PMCs form very thin filopodia for locomotion
and target recognition.”” The migration pattern of PMCs seems to
depend on changes in the composition of the basal lamina and the
localization of some extracellular matrix (ECM) molecules.*®
After ring pattern formation, PMCs fuse with each other and form
syncytial cytoplasmic cables in which skeletal spicules are depos-
ited.*” In transparent embryos with a large blastocoel, the behavior
of individual PMCs can be traced with time-lapse video micros-
copy. In most species, a triradiate spicule rudiment appears in the
ventrolateral cluster of PMCs at the end of secondary invagination
(Figure 11-2F). Then, skeletal rods begin to elongate in three
directions, and form the main frame of the larval skeleton (Figure
11-2G-1I).

Micromeres formed in 16-cell embryos can be collected by
centrifugation of dissociated blastomeres in a sucrose density
gradient. The descendants derived from such isolated micromeres
can differentiate autonomously into PMCs.*® PMCs can also be
isolated from mesenchyme blastulas using wheat germ aggluti-
nin.* Using these materials, in vitro studies of the behavior of
PMCs can be performed.

SMCs differentiate into four types of mesodermal cells:
pigment cells, blastocoelar cells, coelomic pouch cells, and
circum-esophageal muscles. Pigment cells may provide another
model for analyzing cell movement.** In some species, pigment
precursor cells leave the archenteron tip during gastrulation and
enter the apical plate (Figure 11-2E-G). During this stage, they
form long filopodia and move a considerable distance in the blas-
tocoel. After entry into the apical plate, they begin to crawl in the
ectodermal layer toward the vegetal pole side (Figure 11-2H).

Thus, pigment cells change their manner of migration within a
rather short time. Interestingly, pigment cells are distributed only
in the aboral ectoderm (Figure 11-2I). Some ECM molecules,
such as Ecto V expressed in the oral ectoderm®' and arylsulfatase
expressed in the aboral ectoderm,*? are the candidates that cause
this localization. However, the precise mechanism of pigment cell
movement remains unknown. Pigment cells are another model for
the analysis of cell-substrate interactions.

PHARMACOLOGY AND TOXICOLOGY

To now, the effects of various kinds of chemicals have been
monitored using sea urchin embryos, because a large quantity
of homogeneous material is available. With ryanodine receptor
blockers, for example, it was found that sphingosine can activate
the ryanodine receptor, resulting in transient Ca®* release from
thapsigargin-sensitive intracellular stores.** In this report, a
homogenate of unfertilized sea urchin eggs was used as an assay
system. Sea urchin fertilization is therefore an ideal model for the
analysis of the intracellular signaling pathway of Ca®' release,
while other cellular activities are the targets of pharmacological
investigations.

Toxicological effects are examined by immersing embryos
in seawater containing the chemical to be tested. The effects are
quickly and easily detected as delays in the development or mal-
formation of embryos. For example, the interactive toxic effects
of heavy metals at concentrations detected in mine effluents were
examined. With various combinations of metals, it was found that
zinc was one of the elements responsible for causing malforma-
tions (loss of the oral-aboral axis and diminution in size of the
digestive tract), and its effects were intensified by the presence of
other metals such as manganese, lead, iron, and copper.*

DISADVANTAGES IN BIOMEDICAL RESEARCH

Sea urchin embryos provide many models for the analysis of
various cellular activities. However, they have some disadvan-
tages. One is the limited breeding season. Full-grown and fertiliz-
able oocytes that completed meiosis cannot be obtained from a
single species throughout the year. Usually, two or three species
of sea urchins with different breeding seasons are used in
laboratories.

Creation of mutants is a powerful tool for analyzing the func-
tion of genes. Unfortunately, there is no established method for
obtaining sea urchin mutants. This is due to difficulties in rearing
metamorphosed juveniles. They change their source of nutrients
as they grow. To our knowledge, there is no reported success
in obtaining adult sea urchins under laboratory conditions. To
analyze the function of genes, however, most of the methods used
in other models (whole-mount in situ hybridization, overexpres-
sion of synthetic mRNAs, injection of dominant-negative mRNAs,
or morpholino antisense oligonucleotides) are applicable to sea
urchin embryos, although refined skill is necessary for the injec-
tion of synthetic mRNAs or nucleotides. There is no report of the
use of RNAI in the analysis of gene functions in sea urchin
embryos.

Micromanipulation is another powerful tool for analyzing the
mechanisms that operate during early development. For this, the
size of embryos is a critical factor. The diameter of sea urchin
eggs, however, is around 100 um in most available species. Sea
urchin embryos are much more difficult to manipulate than
amphibian embryos. While removal of a portion of embryonic
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tissue is possible at later stages, marking, deletion, recombina-
tion, and transplantation of blastomeres are primarily limited to
embryos at the early cleavage stage.

Echinoderm is a member of the Deuterostomata as well as the
Chordata, and is considered to be the ancestors of chordates. The
tool kit for regulation of gene expression is almost common
between echinoderms and chordates. However, the usage of some
genes differs from that of chordates. For example, Nodal, which
is indispensable for the differentiation of endoderms and meso-
derms in chordates, is expressed in the prospective oral ectoderm
in sea urchin embryos.'” Brachyury, the expression of which is
limited to the notochord in chordates, is expressed in cells near
the blastopore, in addition to the prospective oral region.* Fur-
thermore, some downstream genes such as SM30, which encode
a spicule matrix protein, are specific to sea urchins.* Therefore,
molecular biological and physiological results obtained in sea
urchin embryos are not necessarily applicable to chordates includ-
ing mammals.

Despite the disadvantages mentioned above, sea urchin
embryos should continue to serve as models for research in
various biomedical studies, since they have many features that are
unavailable in other animal embryos.
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1 2 Caenorhabditis elegans Models of Human
Neurodegenerative Diseases

A Powertul Tool to Identify Molecular Mechanisms and
Novel Therapeutic Targets

RicHARD NAss AND LiHSIA CHEN

ABSTRACT

Within the past decade it has become remarkably clear that
the molecular components involved in basic cellular function and
dysfunction are highly conserved across phyla from single cell
organisms to humans. The high sequence similarities within
eukaryotes and the advent of molecular technologies now allow
us to utilize genetic models such as the nematode C. elegans to
begin to elucidate the complex mechanisms involved in human
neurodegenerative diseases. In this chapter we will briefly sum-
marize recent advances using the nematode C. elegans to model
a number of neurodegenerative diseases including Parkinson’s
disease, Alzheimer’s disease, Huntington’s disease, and heredi-
tary spastic paraplegia, and describe how this relatively simple
animal is being utilized to identify putative endogenous and exog-
enous molecules that may contribute to the disease. We also
describe how this genetically tractable organism is amenable to
high throughput technologies to identify novel drug targets and
potential therapeutic leads to combat these devastating neurologi-
cal disorders.

Key Words: Nematode, Genetics, C. elegans, Parkinson’s
Disease, Huntington’s disease, Alzheimer’s disease, Hereditary
spastic paraplegia, 6-OHDA, High-throughput screens.

INTRODUCTION

The free-living soil nematode Caenorhabditis elegans was first
introduced by Sydney Brenner in the mid-1960s as a model organ-
ism to dissect the genetic pathways that govern organ develop-
ment, particularly of the nervous system, and behavior. Since
then, the numerous advances resulting from the use of C. elegans
have earned this simple animal a well-deserved reputation of a
powerful genetic model system to elucidate cellular processes
underlying normal development as well as disease. Indeed, the
power of C. elegans was recognized some 35 years later when
Sydney Brenner, Robert Horvitz, and John Sulston received the
2003 Nobel award for the establishment of the nematode C.
elegans to explore organ development and programmed cell
death.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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It has become apparent in the past 15 years that the molecular
pathways and mechanisms underlying basic biological processes
are conserved between invertebrates and humans. Furthermore,
the completion of the C. elegans genome and subsequently those
of Drosophila, mouse, and human revealed genome conservation
and revealed that the human genome contains only ~20% more
genes than the C. elegans genome."” In addition to the genome,
the worm’s nervous system is highly conserved with mammals,
and contains almost all of the known signaling and neurotransmit-
ter systems found in the vertebrates.>”” These include enzymes and
molecular pathways involved in the production of numerous neu-
rotransmitters including acetylcholine, glutamate, o-aminobutyric
acid, serotonin, and dopamine (DA), as well as neuropeptides
and neurotransporters. Furthermore, most of the ion channels and
components involved in mammalian synaptic neurotransmission
are also present in the worm.*” The similarity between worm and
human nervous systems together with the conserved genomes and
genetic pathways suggest that the knowledge and paradigms we
gain by elucidating the molecular mechanisms involved in worm
neurophysiology will have significant relevance to human physi-
ology and disease.

In the present review, we discuss how C. elegans has allowed
us to model several neurodegenerative diseases including Parkin-
son’s, Alzheimer’s, and Huntington’s diseases, as well as heredi-
tary spastic paraplegia, and how the opportunities presented by
the worm will likely increase our understanding of the molecular
basis of neurodegenerative disorders. We also describe how this
genetically tractable system can be utilized to identify novel drug
targets and potentially valuable therapeutic leads that can protect
against cellular death.

CAENORHABDITIS ELEGANS AS A
GENETIC MODEL

C. elegans is an anatomically simple organism containing
under a thousand somatic cells. Its small size (1 mm long), large
brood size (approximately 300-1000 progeny from a single her-
maphrodite), short generation time (3.5 days), and ease of mainte-
nance in the laboratory (tens of thousands can be grown on a
90-mm agar plate coated with bacteria) allow for inexpensive and
rapid production of animals for experimental analysis.*’ In
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addition, the worm is transparent, allowing for the visualization
of cells and developmental processes such as cell migration or
apoptosis in a living animal. The worm can also easily be grown
in liquid medium in standard 384 or 96-well microtiter plates,
facilitating high or medium throughput screening (HTS) of animals
for particular behavioral phenotypes or optical properties.'™" In
addition to studies on an organismal level, large-scale primary
cultures first developed by Laird Bloom in 1993 provide the oppor-
tunity to investigate biological processes on a cellular level.'*'
For example, electrical properties of different cells can be deter-
mined and compared in both whole animals and primary cultures.
These primary cultures also are amendable to cell sorting and
allow for the development of tissue-specific cDNA libraries."”

While the aforementioned properties facilitate the use of C.
elegans as a model system to study biological processes, the
power of C. elegans in fact resides in its accessibility to genetic
manipulation (see also Chapter 72, this volume).*'"® Forward
genetic screens using chemical mutagens or ‘y-irradiation are a
common way to identify genes involved in a particular cellular
process. An advantage to this approach is that no a priori knowl-
edge about gene function is needed in order to determine whether
the gene plays a role in the particular behavioral phenotype or
cellular process.

C. elegans is also amendable to reverse genetic approaches that
make it possible to determine of the function of a particular gene.
As with forward genetic screens, chemical mutagens can be used
to induce deletions in the gene of interest to produce genetic nulls
or hypomorphs. Genetic knockout animals can be screened and
identified within as little as a week."” A federally funded C. elegans
gene knockout consortium as well as the Japanese National Bio-
resource Project are two resources in which deletion mutations in
C. elegans genes are being generated. These mutants as well as
over 8000 genetic strains isolated from different laboratories
around the world and stored in the C. elegans Genetic Stock
Center are available upon request (see Caenorhabditis elegans
WWW Server: http://elegans.swmed.edu/).”

The relatively recent discovery of RNA-interference (RNAi)
by Andrew Fire and Craig Mello, for which both received the
2006 Nobel award in physiology or medicine, has greatly altered
the way genetic screens are performed in C. elegans. RNAI is the
evolutionarily conserved process of sequence-specific degrada-
tion of mRNAs induced by the introduction of double-stranded
RNA (dsRNA) containing homologous sequence.”®?' RNAi can
thus be used as a convenient way to knock down expression of
any gene. Such targeted gene knockdown by RNAi can be obtained
in most cell types in vivo by introducing gene-specific dsSRNA into
animals by injection, soaking animals in the dsRNA, or feeding
animals bacteria that express the dsRNA.**? The ability to intro-
duce dsRNA by feeding has allowed genome-wide genetic screens
to be performed on a rather routine basis. Indeed, genes participat-
ing in different processes such as synapse function or the patho-
physiology of Huntington’s disease (see below) have been
identified in such screens using a commercially available RNAi-
feeding library, which contains over 18,000 Escherichia coli
strains each containing dsRNA for a specific gene within the
C. elegans genome (representing approximately 86% of the C.
elegans genome).**?’

In addition to mutagenesis or RNAIi screens, the worm can be
genetically manipulated with the introduction of transgenes. The
ease and relatively short amount of time for generating transgenic

animals have enabled functional studies to be performed rou-
tinely. These studies include the expression of green fluorescent
protein (GFP) reporter or rescue constructs (about 4 days), which
greatly facilitate spatial and temporal protein expression pattern
studies as well as structure—functional analyses.?*°

The C. elegans nervous system has been reconstructed previ-
ously on the ultrastructural level. As such, the physical connec-
tions (axon targeting, as well as electrical and chemical synapses)
of the 302 neurons that make up the C. elegans nervous system
have been mapped.*' Together with the accessible genetics and
ease of high-throughput approaches, C. elegans provides a power-
ful tool to model neurodegenerative diseases to better dissect the
molecular and cellular processes underlying the diseases.

MODELING PARKINSON'’S DISEASE AND
DOPAMINE NEURON CELL DEATH

Parkinson’s disease (PD) is the second most prevalent neuro-
degenerative disease and results from the loss of over 80% of the
DA neurons within the substantia nigra pars compacta (SNpc).***
The disorder also results in the formation of protein aggregates
called Lewy bodies (LBs) in a significant number of the surviving
neurons.”?® The degradation of the DA neurons confers the
classic triad of PD symptoms, including tremors, rigidity, and
bradykinesia. Although the molecular basis of this disorder has
not been identified, etiological and pathological data suggest
that there is both a genetic and environmental component that
causes oxidative damage, and proteosome and mitochondrial
dysfunction.**"-%

One of the most common mechanisms to model Parkinson’s
disease in vertebrates is through exposure of the animals to a DA
neuron targeted toxin. Several weeks following exposure to the
toxin, most of the animals display a Parkinsonian-like syndrome.
The most common neurotoxins used are 6-hydroxydopamine (6-
OHDA), 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP),
1-methyl-4-phenylpyridinium ion [MPP" (the active metabolite of
MPTP)], or the insecticide rotenone.*>* 6-OHDA and MPP" are
transported into the cell by the high affinity dopamine transporter,
DAT, which is also the target of drugs of abuse including cocaine
and amphetamine.*"*#*

Genetic and epidemiological studies indicate that the etiology
of PD likely involves specific molecular pathways involved in
protein aggregation, degradation, oxidative stress, and mitochon-
dria function. To date, at least seven genes have been indepen-
dently identified that are associated with rare, familial forms of
PD, including o-synuclein, parkin, DJ-1, UCH-1, NURR1, PINK-
1, and LRRK2.%%7" g-Synuclein, the first PD-associated gene
identified, is a presynaptic protein that appears to interact with
synaptic vesicles and could be involved in the regulation of both
dopamine biosynthesis and dopamine transporter function.”® o-
Synuclein coding mutations A30P and AS53T alter the structure
of o-synuclein and affect DA neuron viability in vitro and in
vivo.**® Another mutation, o-synuclein K46E, has been recently
identified and as with the other o-synuclein mutations, may inter-
fere with the proteosomal degradation pathway.’'

Toxin-induced and genetic C. elegans PD models that recapitu-
late many aspects of PD have been developed. We generated the
first C. elegans PD model with a transgenic strain that expresses
the GFP in all eight DA neurons that are thus visible under a fluo-
rescent microscope.” When we briefly exposed (0.5-1h) the
animals to 6-OHDA, we find a time- and concentration-dependent
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Figure 12-1. Suppression of 6-OHDA sensitiv-
ity of DA neurons in C. elegans. (A) Pg,..::GFP
animals exposed to vehicle; (B) Py,.,::GFP worms
exposed to 6-OHDA; (C) Py,..1::GFP, dat-1 (ADAT-
1 worms) exposed to vehicle; (D) Pg,;::GFP, dat-1
worms exposed to 6-OHDA. See Nass et al.** for
details. (Reproduced with permission from Nass
et al>)

loss of DA neuron integrity.* Consistent with the vertebrate PD
models, the 6-OHDA-induced effects require the presence of the
DAT, and can be completely blocked by coincubation with DAT
agonist (e.g., amphetamine) or antagonist (e.g., cocaine) (Figure
12-1, data not shown).”* MPP", the vertebrate mitochondrial
complex I inhibitor, also causes loss of GFP in the DA neurons
and likely DA neuron cell death, although no ultrastructural
studies were performed to confirm degeneration (R. Nass, unpub-
lished data).”® We subsequently performed a forward genetic
screen to identify suppressors of the 6-OHDA-induced cell death.*
In our initial efforts we identified three novel dat-1 alleles confer-
ring complete tolerance to 6-OHDA, as well as additional mutants
that confer partial tolerance. These studies provide proof of
concept for the ability to identify specific toxin suppressors.
Overall, our results as well as those from other groups mimic
several significant aspects of vertebrate PD models. Thus the
C. elegans PD model provides a powerful way to identify and
characterize endogenous and exogenous molecules that may con-
tribute to PD neurodegeneration.’*>>’

C. elegans does not contain an apparent homolog to the PD-
associated protein o-synuclein, but the lack of an endogenous
molecule can aid studies in dissecting potential interacting mole-
cules, without concern for compensatory effects. In collaboration
with Garry Wong at Kuopio University in Kuopio, Finland, we
generated transgenic animals expressing either human wild-type
(WT) or mutant AS3T a-synuclein in the DA neurons within the
worm.”® We found that both synucleins confer DA neuron cell
death. Motor deficits were also observed when o-synuclein was
expressed pan-neuronally, and o-synuclein-containing inclusion
bodies are seen in some of the DA neurons.”® In a study by Kuwa-
hara and colleagues, the expression of human A30P (and A53T)
also appears to cause DA neurodegeneration, abnormal locomo-
tion in response to food, and a loss of DA neuronal content, and
importantly the addition of exogenous DA ameliorates the behav-
ior defects.” Recently, Cooper and colleagues identified a Rab
GTPase in a yeast plasmid overexpression screen that suppresses
the o-synuclein toxicity in yeast.”” Overexpression of the GTPase,

which plays a role in Golgi vesicle docking and endoplasmic
reticulum (ER) to Golgi vesicular transport, also rescues DA
neuron cell death in both the fly and the worm, suggesting that
PD-associated o-synuclein pathology may disrupt normal func-
tion of RabGTPase or the pathways involved in vesicle trafficking
in vivo.*® Furthermore, Wong and colleagues have recently shown
significant gene expression changes in genes associated with
the ubiquitin-proteasomal and mitochondrial systems in animals
expressing o-synuclein, further supporting the role of these
systems in PD-associated cell death.®’ The above studies suggest
that the o-synuclein-induced toxicities observed in C. elegans
may occur through pathways similar to those observed in verte-
brate systems and that the worm could be a powerful model to
explore human synucleopathies.

Two other genes associated with recessive PD have also been
explored in C. elegans. Parkin encodes for an E3 ubiquitin ligase,
one of a number of proteins that ubiquinate substrate proteins and
mark them for degradation by the proteosome.”” DJ, a protein of
largely unknown function, may serve as a chaperone, and protect
against neuronal oxidative stress and apoptosis.”® C. elegans con-
tains homologues for both parkin and DJ-1. Parkin mutations
confer increased sensitivity to ER stress and aggregation, and
result in lethality when coexpressed with human AS53T o-
synuclein in the worm.®* Deletion of parkin or knockdown of DJ-1
increases the sensitivity to mitochondrial complex I inhibitors and
can be partially rescued by compounds that improve mitochon-
drial function.”> We have also found that the deletion of parkin
renders the worms almost 2-fold more sensitive to 6-OHDA (R.
Nass, unpublished data). Overall, these results support a strong
role of the PD-associated proteins affecting proteosomal and
mitochondrial function, and suggest that C. elegans is a viable
model for PD-associated DA neuron dysfunction and cell death.

MODELING ALZHEIMER’S DISEASE

Alzheimer’s disease (AD) is a heterogeneous neurodegenera-
tive disorder that is the most common cause of dementia.** Patients
exhibit cognitive decline such as impaired judgment and orienta-
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tion, progressive memory loss, and personality changes. In the
severe stages of the disease, patients lose their ability to function
in daily activities and are generally bedridden and dependent on
caregivers. Postmortem analysis of AD brains reveals extracellu-
lar senile plaques and intraneuronal neurofibrillary tangles (NFT),
which are now considered hallmarks of AD. In addition to these
structural changes, there is extensive neuron loss. The remaining
neurons in the AD brain show morphological changes that include
dystrophic neuritis and reduced synapses.

The major component of senile plaques is aggregated B-
amyloid; 4, (AB,_4), a cleaved product of the amyloid precursor
protein (APP).®% Mutations in the APP gene as well as genes
encoding presenilin 1 and 2 (PSEN1 and PSEN2) are associated
with some familial forms of AD (FAD), in which an overproduc-
tion of AP, is seen.”’"® Presenilins are active components of the
intramembranous protease complex, y-secretase, which processes
APP. These discoveries led to the amyloid cascade hypothesis,
which holds that altered amyloid processing and aggregation are
the key pathogenic causes of AD.™

Several transgenic animal models have been established to test
the amyloid hypothesis. These include mouse, Drosophila, and C.
elegans transgenic animals that overexpressed either AB,_4, or
mutated APP that would result in increased levels of AB,_,.”"
While none of these models recapitulates all aspects of AD, each
presents facilities to dissect the molecular and cellular pathogen-
esis of AD with respect to the amyloid hypothesis.’

APP and presenilins are conserved in C. elegans. The worm
APP homologue, encoded by the apl-1 gene, interestingly lacks
the AB,_, sequence, as is the case for the Drosophila APP homo-
logue.”™ RNAi knockdown of the worm APP homologue leads
to an uncoordinated phenotype, while a genetic deletion in the
gene results in lethality, indicating an essential function of the
worm APP.?% Genetic analysis of one of the worm presenilins,
SEL-12, reveals a function in the notch signaling pathway in
vulval development.”® SEL-12 in the notch signaling can function-
ally be replaced by HOP-1, the second worm presenilin, and by
WT human presenilins, indicating functional conservation of the
homologues In contrast, human presenilins containing FAD muta-
tions display reduced ability to replace sel-12.”"7° The presence
of these homologues in C. elegans not only makes it possible to
determine the biological function of these proteins, but also to
identify genetically interacting proteins in the pathway. Indeed, in
a previous C. elegans screen for proteins involved in signaling of
a notch-like protein, GLP-1, the aph-2 gene was identified.*® The
human orthologue of APH-2, known as nicastrin, was indepen-
dently identified as a protein that coimmunoprecipitates with pre-
senilin 1 and has a role in APP processing.®

To create a C. elegans AD model, transgenic animals express-
ing human AB,_, in body wall muscles were generated.®*** These
transgenic animals exhibit progressive paralysis and amyloid-like
plaques in the muscles and shortened life spans, phenotypes that
parallel those observed in AD patients. Although this model
system limits expression of human AB,_,, to body wall muscles,
it has been useful in assaying for both molecular and cellular
responses to the presence of human AB,_,. For example, these
C. elegans transgenic animals show signs of oxidation stress,
as indicated by increased levels of carbonyl, a key marker for
protein oxidation. Similarly, AD brains and cultured hippo-
campal neurons exposed to exogenous synthetic AP, 4, show
increased levels of carbonyl and signs of oxidation stress. The

C. elegans AD model has also been useful in testing the toxicity
of fibrillar deposits of AB,_4, and its role in AD progression. Using
transgenic animals that had a temperature-inducible expression
system of AB;,, it was determined that paralysis and increased
levels of carbonyl were induced upon expression of Af3,_,, but
prior to any detection of amyloid plaques.® This result indicates
that fibrillar amyloid deposition does not correlate with gross
pathology and protein oxidation in C. elegans.

Techniques to detect global changes in protein and gene
expression as well as screens can easily be employed on the C.
elegans AD model. For example, to better understand how AR, _4,
induces protein oxidation, proteomic techniques were used to
identify proteins that are specifically oxidated in the C. elegans
transgenic AD animals.* In addition, microarray analysis of gene
expression in the C. elegans transgenic AD animals was per-
formed to identify global gene expression changes induced by
APB,_,. Identified in this screen was heat shock protein 16 (HSP16),
which was also shown to colocalize with AB,_y,, in C. elegans AD
model.*”” These screens have thus been valuable in identifying
candidate amyloid-induced protiens that participate in AD. Drug
screening and genetic modifier screens can also be performed
easily on the C. elegans to identify potential therapeutic reagents
and molecular pathogenesis of the AR, 4, in AD. For example,
ginkgo biloba leaf extract (EGb761), was shown in clinical trials
to be effective against AD forms of degenerative dementia.*® Sup-
porting these results is the recent discovery that EGb761 reduces
the oxidative effects of APy, in the C. elegans transgenic AD
strains.*®%

Another feature of AD is NFTs, which are composed of fibrillar
aggregates of hyperphosphorylated forms of tau, a microtubule-
binding protein (MAP) that promotes microtubule assembly and
stability.** It is unclear if or how NFTs and tau may be involved
in AD progression. One hypothesis holds that tau aggregates are
toxic to neurons. Another hypothesis posits hyperphosphorylated
tau sequesters normal tau and other MAPs, leading to microtubule
disassembly and thus disrupting axonal transport.

To dissect the molecular and cellular pathogenesis of NFTs and
tau in AD in a simpler model system, a C. elegans model for
tauopathy was established with the creation of transgenic animals
expressing normal human tau in the nervous system.” These
animals showed progressively uncoordinated locomotion that was
accompanied by progressive accumulation of insoluble phosphor-
ylated human tau, neurodegeneration, and reduced cholinergic
neurotransmission; these phenotypes are much more severe with
the expression of mutant tau containing pathogenic mutations that
cause frontotemporal dementia and parkinsonism (FTDP-17).”!
Thus, these animals recapitulate many traits present in human
tauopathies.

With a C. elegans model for tauopathy established, assays and
screens similar to those done with the C. elegans model for
amyloid-induced pathogenesis can be performed to better under-
stand pathogenic mechanisms of tau and NFTs. In a recent
genome-wide screen, RNAi on 16,757 genes was performed on
the tau-expressing transgenic animals for altered uncoordinated
phenotype as a means to identify players in this tau-induced phe-
notype.” Sixty genes that specifically enhanced the tau-induced
phenotype were identified; these include stress-response proteins
as well as kinases and phosphatases that could affect tau phos-
phorylation. Some of these genes, such as GSK3p, have previ-
ously been implicated in human tauopathies. *
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The relative ease of culturing large numbers of animals,
together with straightforward genetic manipulation, has allowed
for screens and analysis on a global scale; this has led to the
identification of participants in both amyloid- and tau-induced
phenotypes, suggesting many advantages that C. elegans has to
offer in elucidating the molecular basis of cell death in AD. With
the establishment of C. elegans models for AD and tauopathies,
it will be possible to study the relationship between amyloid and
tau in the pathogenesis of AD, and identify novel therapeutic
targets to inhibit neurodegeneration.

MODELING TRINUCLEOTIDE REPEATS OR
HUNTINGTON'’S DISEASE

Huntington’s disease (HD) is a progressive autosomal domi-
nant neurodegenerative disease that is characterized by abnormal
movements, emotional disturbances, and cognitive decline. The
disease is one of at least eight other diseases that are caused by
the abnormal expansion of a CAG repeat encoding the poly-(Q)
tract in a protein.”* In HD the poly-Q tract is located within the
N-terminus of the protein huntingtin.” Other poly-Q-related dis-
eases include the X-linked motorneuron disease spinobulbar mus-
cular atrophy (SBMA), which affects the androgen receptor, and
spinocerebellar ataxia.”* HD occurs when the poly-Q repeat is
generally greater than 40 residues (individuals without the pro-
pensity to develop the disease have between 10 and 29 repeats),
and there is an inverse relationship between the number of resi-
dues and the age of onset. The duration of the illness following
onset is typically 15-20 years and the illness eventually results in
death.

The molecular mechanisms underlying HD is not well under-
stood, although current beliefs include both a gain- and loss-of-
function of the huntingtin protein.”***°” Huntingtin is ubiquitously
expressed in the cytoplasm and is associated with vesicle mem-
branes and vesicle trafficking proteins, and may contribute to
neurogenesis.” % Although the pathology is found throughout
the central nervous system, the striatum appears to be particularly
vulnerable. The expansion of the poly-Q causes insoluble granular
and fibrous deposits and these aggregates may be responsible for
the pathogenesis, including proteosomal impairment, trans-
criptional dysregulation, excitotoxicity, and loss of glutamate
and dopamine receptors.'” "' Mouse models indicate that HD-
associated phenotypes become apparent before there is cell death.
Furthermore, increases in the cleaved huntingtin fragment during
pathogenesis causes a depletion of WT huntingtin, suggesting a
loss of function, and may contribute to the oxidative stress and
mitochondrial impairment seen in HD. Finally, the poly-Q-
containing protein inclusions found in HD have also been pro-
posed to be neuroprotective by decreasing the levels of mutant
huntingtin in the cell, and limiting the amounts of the globular
and protofibrillar intermediates that have been thought to contri-
bute to neurotoxicity.'*

Several C. elegans models of HD have been developed to
explore the molecular basis of the toxicity. Overexpression of the
expanded poly-Q fused with the huntingtin fragment in sensory
and other neurons causes cellular dysfunction and protein aggre-
gation.'”'7 As in vertebrate studies, the severity of the aggrega-
tion is dependent on the length of the poly-Q, and the aggregation
is preceded by neuronal dysfunction, although the aggregation
does not always lead to cell death. Poly-Q expression in muscle
cells is also toxic, and the severity increases with the number of

the glutamine repeats.'”'” Furthermore, the aggregation thresh-
old decreases as the animals aged. In an elegant follow-up study,
Brignull, Morimoto, and colleagues show that poly-Q length cor-
relates with apparent toxicity and neuronal dysfunction, but that
the solubility and aggregate formation is neuron specific.'”” Fur-
thermore, the development of protein inclusions does not always
increase with animal age. Overall, these results suggest that aggre-
gate formation is not the sole cause of cellular dysfunction, and
suggest an intrinsic property of the poly-Q expansion confers the
significant pathology.

C. elegans models of HD have been developed to identify
potential modifiers of the toxicity. Poly-Q aggregate formation
and toxicity can be reversed by overexpression of the yeast chap-
erone Hsp104, providing further support that misfolded protein(s)
may be the toxic moiety.'” RNAi of several small endogenously
expressed Hsps within the worm accelerated the onset of poly-Q
aggregation, suggesting that these proteins may act to protect cells
from aggregation-induced toxicities.""” Tor-2, a putative chaper-
one and a protein found to colocalize with o-synuclein in PD
Lewy bodies, also inhibits the formation of aggregates.''! Although
a homologue in humans has not been identified, overexpression
of pge-1 suppresses poly-Q-mediated toxicity in worms, while
loss-of-function mutations enhances it.'” Recently Wang and
colleagues have overexpressed the endogenous ubiquilin, a protein
found to interact with presenilins in AD and found in neuropatho-
logical inclusions in HD and PD, in muscle cells in C. elegans.
Overexpression prevents and rescues the motility defect associ-
ated with expression of the huntingtin poly-Q fusion in muscles.
Furthermore, RNAi of the endogenous protein exacerbates the
toxic effect. Although the molecular basis for the neuroprotection
is not clear, it may modulate the ubiquitin—proteosome system or
act as a molecular chaperone.”

Finally genome-wide RNAI screening has identified modula-
tors of poly-Q aggregation. Nollen et al.'? expressed poly-Q resi-
dues fused to the yellow fluorescent protein (YFP) in muscle cells
and grew the worms on bacteria expressing dsSRNA with the goal
of identifying genes that could be involved in the aggregate for-
mation. The investigators reported almost 200 proteins that result
in the premature appearance of the aggregates, and include those
involved in protein synthesis, folding and transport, and degrada-
tion. The screen also identified a number of proteins involved in
RNA synthesis and processing, and although it is not clear how
these genes could affect the propensity of poly-Q to aggregate,
they may be involved in the regulation of the proteosome. This
screen demonstrates the power of RNAIi screening in C. elegans
to identify novel proteins that could be involved in poly-Q
aggregation.

HEREDITARY SPASTIC PARAPLEGIA

Hereditary spastic paraplegias (HSP) are heterogeneous neu-
rodegenerative syndromes that are clinically marked by progres-
sive spastic paralysis in the lower limbs, the onset of which can
occur as early as infancy.!® While teenage or later onset of the
disease is typically accompanied by marked progression of limb
weakness so that canes and wheelchairs are often required, there
is generally little worsening of symptoms in early childhood or
infancy onset of the disease. HSP syndromes can be classified
clinically as uncomplicated if symptoms are limited to progressive
spastic weakness in the legs, or complicated if the disorder is
accompanied by other neurological abnormalities such as mental
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retardation. Histopathological studies of uncomplicated HSP gen-
erally show the terminal ends of axons associated with cortical
motor neurons slowly degenerating in a “dying-back” fashion;
i.e., degeneration begins at the distal end of the axon in a retro-
grade direction.'™*

Genetic mapping has placed HSP to at least 29 loci (SPG1-29),
of which 11 genes have been identified.'"” The identified genes
encode proteins that participate in extremely diverse processes.
While much is still not known about many of these genes, current
studies are just beginning to reveal how their loss or impaired
function may result in HSP. These genes can be grouped into two
classifications: (1) genes that participate in corticospinal tract
development and (2) genes that are required to maintain the health
of corticospinal tract axons. Genes of the latter classification can
further be grouped into mitochondrial and axonal trafficking
genes.!3!15

L1 is a cell adhesion molecule (CAM) that belongs to the
immunoglobulin (Ig) superfamily. Mutations in the SPGI1 gene
encoding L1 can result in X-linked HSP that is often complicated
by mental retardation, adducted thumbs, and hydrocephalus.''®
Interestingly, manifestation of these symptoms is quite variable
even with the same mutation in the L1 gene within the same
family."” A striking observation in these patients is an absent or
reduced size of the medullary pyramids, suggesting abnormal
development of the corticospinal tract.'® Mutations disrupting L1
function in mice produce phenotypes very similar to those
observed in human patients. Indeed, these mice exhibit hind limb
weakness and show hypoplasia of the corticospinal tract.'”
Together, these results suggest that abnormal development of the
corticospinal tract may be responsible for the spastic paraplegia
exhibited in the patients.

Because L1 is expressed in multiple tissues, including the
nervous system, it is not surprising that L1 has both neuronal and
nonneuronal functions."” In the nervous system, there is increas-
ing evidence that L1 functions in axon guidance and fasciculation,
efficient initiation and propagation of action potentials, and
synapse function. Numerous studies have revealed multiple inter-
acting proteins that help mediate L1 function; these include L1
itself, other Ig family proteins, integrins, neuropilin, and ankyrin.
However, how impaired function of L1 results in corticospinal
tract hypoplasia or the manifestation of the additional symptoms
is not clear. Besides L1, the L1 CAM family consists of three
additional genes that have apparent overlapping expression and
function, complicating the dissection of L1 functions and mecha-
nisms; they include NrCAM, neuroglian, and CHLI.

L1 CAMs are conserved in C. elegans in the form of two
genes, sax-7 and lad-2."""*' The SAX-7 protein is a single trans-
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membrane protein that contains many hallmarks of the vertebrate
L1 CAM family that include six Ig and five fibronectin type III
repeats in the extracellular domain, a transmembrane domain, and
a short but highly conserved cytoplasmic tail that contains an
ankyrin-binding motif and a consensus PDZ-binding motif.'*
Like L1, SAX-7 is highly expressed in the nervous system as well
as multiple nonneuronal tissues. The most striking phenotype
exhibited in animals with reduced or loss of SAX-7 function is
the position of neurons and their axons that are initially normally
positioned become progressively displaced as the animals mature
and age.'”*'” This displacement is reduced in animals that do not
move as robustly as wild-type animals.'?> Together, these results
indicate SAX-7 plays a maintenance role to ensure proper attach-
ment of the neurons and axons against mechanical forces exerted
by the environment and animals themselves.

LAD-2 is a noncanonical L1 CAM that is expressed only in a
handful of neurons in C. elegans (X. Wang and L. Chen, unpub-
lished data)." While the LAD-2 extracellular domain contains
the conserved six Ig and five FNIII repeats, the LAD-2 cytoplas-
mic tail is much shorter and divergent and lacks the ankyrin-
binding motif conserved in SAX-7 and vertebrate L1ICAMs."'
Reduced lad-2 function results in axon guidance defects in the
LAD-2-expressing axons (see Figure 12-2; X. Wang and L.
Chen, unpublished data). This phenotype indicates that LAD-2
plays a developmental role to ensure proper axon pathfinding.
Axon guidance defects have also been reported in L1 mouse
knockouts and mutants of the sole Drosophila L1 homologue,
neuroglian.'"*'?

These studies in C. elegans have revealed both a developmen-
tal and maintenance role in the nervous system for L1CAMs.
Perhaps a combination of axon guidance defects and impaired
positional maintenance of axons leads to hypoplasia of cortico-
spinal tract, which leads to early onset of HSP in patients with
impaired L1 function.

In neurons, axonal transport is heavily reliant on kinesins and
dyneins, molecular motors that transport vesicles, membrane, and
membranous organelles along microtubule tracks in an antero-
grade and retrograde fashion, respectively.'”® Several genes that
are associated with HSP appear to participate in axonal transport.
Indeed, SPG10, which is associated with dominant uncomplicated
HSP, was identified as encoding KIF5A, a neuronal-specific
kinesin heavy chain.'” Pathogenic mutations are localized to
the motor as well as the microtubule-binding domains. Mutations
in the SPG4 gene encoding spastin are responsible for 40%
of the autosomal dominant uncomplicated HSP.'** Spastin is
an AAA (ATPase associated with diverse cellular activities)
ATPase that shares sequence homology with the microtubule

Figure 12-2. A schematic of the SMDL and
SMDR axons is shown (A). Using the Pglr-1::GFP
as a marker for SMDL and SMDR neurons and
associated axons, lad-2 mutant animals exhibit
axon guidance defects for both neurons (arrows
point to the point of deviation) (see Bii). The wild-
type positions of both axons are shown (Bi).
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severing protein, p60 katanin. Like many proteins that are involved
in membrane trafficking, spastin contains a microtubule interact-
ing and trafficking (MIT) domain. While microtubule binding
and severing activity have recently been reported for spastin, its
putative trafficking roles have yet to be confirmed."” A single
spastin homologue is conserved in C. elegans and is encoded by
the spas-1 gene."® Like vertebrate spastin, the SPAS-1 protein is
expressed in multiple tissues and can bind microtubules. Consis-
tent with the broad expression of spas-1, spas-1 genetic mutant
animals exhibit pleiotropic phenotypes (Y. Matsushita and T.
Ogura, personal communication). Detailed analysis of these
phenotypes is necessary to dissect the mechanistic roles of
SPAS-1 which in turn will reveal insight into how impaired
or loss of spastin leads to HSP.

Consistent with a possible trafficking role for spastin is the
recent discovery that spastin interacts with atlastin, a member of
the dynamin family of GTPases that participates in vesicle traf-
ficking and the dispersion of mitochondria. Atlastin, which is
encoded by the SPG3A gene, is associated with 10% of autosomal
dominant uncomplicated HSP."*"'*? Interestingly, a pathogenic
mutation in atlastin has been shown to abolish interaction with
spastin underscoring the functional importance of this protein
interaction in healthy axons."'

While the function of KIFSA and its role in trafficking are
uncontroversial, the functions of spastin and atlastin and their
roles in the cellular pathogenesis of HSP are not clear. Based on
the hypothesis that these proteins are indeed involved in traffick-
ing, perhaps the less-than-efficient transport of proteins, mem-
branes, and organelles such as the mitochondria, to the ends of
the axons is detrimental to the health of the axon, resulting in the
degeneration of axons that occurs in a distal-proximal fashion that
is typical in HSP.'"?

In addition to trafficking proteins, there is increasing evidence
that mitochondrial proteins are associated with HSP. Spartin,
encoded by the SPG20 gene, is associated with recessive HSP
complicated by distal muscle wasting.'® Like spastin, spartin
contains an MIT domain, suggesting microtubule-binding activity
as well as intracellular trafficking.'* Indeed spartin was recently
shown to associate with microtubules and be localized to intracel-
lular structures that include mitochondria and synaptic vesi-
cles."*>!3 Moreover, a pathogenic mutation in spartin was shown
to abolish its localization to the mitochondria, linking mitochon-
dria to HSP.'*

The SPG7 gene encodes for paraplegin, a nuclear-encoded
mitochondrial metalloprotease belonging to the AAA family of
proteins that has chaperon and proteolytic functions in the mito-
chondrial inner membrane. In addition to autosomal recessive
HSP, patients with mutations in SPG7 exhibit structural and
functional abnormalities in their muscles indicative of defects
in mitochondrial oxidative phosphorylation.'”” Spg7 knockout
mice similarly exhibited degenerating axons that contain en-
larged and structurally abnormal mitochondria clustered in
synaptic terminals as well as inefficient retrograde axonal
transport, suggesting that loss of paraplegin affects axonal
transport.'*®

Like SPG7 knockout mice, reduction of the sole C. elegans
paraplegin homologue, SPG-7, by RNAi causes mitochondrial
defects and premature lethality (T. Ogura, personal communica-
tion). The cause of this lethality has not been determined, but may

be a result of defective mitochondria caused perhaps by an accu-
mulation of abnormal proteins in the mitochondria. Indeed, spg-
7(RNAI) results in increased levels of abnormally processed
mitochondrial marker (GFP that contains a mitochondria import
signal), indicating a role for SPG-7 in protein quality control.
Furthermore, spg-7(RNAIi) also activated the mitochondrial chap-
erone heat shock genes, hsp-60 and hsp-6, homologues of the
respective vertebrate HSP60 and HSP70 chaperones.'* HSP60 is
also associated with HSP although its role in the disease is not
clear.'* Together, these studies support a hypothesis that accumu-
lation of abnormal mitochondrial proteins resulting from impaired
paraplegin function leads to mitochondrial respiratory dysfunc-
tion, which in turn directly causes axon degeneration. Alterna-
tively or additionally, the progressively abnormal mitochondria
are less efficiently replaced, leading to a clogging of the transport
system in the axon, which consequently degenerates due to inef-
ficient axonal trafficking."®

NIP1A, a gene coding for unknown function, has also been
implicated in causing juvenile onset HSP in at least six fami-
lies.'*"!"*? Kindred studies suggest that the identified mutations
within the putative integral membrane protein are pathogenic
through a dominant negative mechanism. Expression studies
involving the C. elegans NIP1A homologue show significant
expression in the worm neurons, consistent with strong NIP1A
expression in neuronal tissues within the human brain.'* Overex-
pression of the wild-type NIP1A in C. elegans does not impair
worm mobility; in contrast expression of NIP1A containing the
corresponding pathogenic human mutations results in complete
paralysis. This striking effect of pathogenic NIP1A in C. elegans
reveals a valuable tool to dissect the functions and mechanisms
of NIP1A to reveal participation of NIP1A in HSP. Taken together
with the aforementioned C. elegans studies, the nematode is
revealed as a powerful genetic model to dissect the molecular
basis of the complex array of proteins involved in HSP and motor
neuron dysfunction.

PERSPECTIVES AND FUTURE DIRECTIONS

The use of the nematode C. elegans in biomedical studies
provides remarkable opportunities to identify and characterize
potential human disease genes and proteins in vivo. The high
similarities on the molecular level between the worm and humans
suggest that the paradigms discovered using these systems
are highly relevant to mammalian neurodegenerative diseases.
Mammalian proteins that are associated with neurodegenerative
diseases can complement and recapitulate many aspects of their
pathology in worms. The ease of performing forward and
reverse genetic screens will also very likely assist in the
identification of novel molecules and pathways involved in
neurodegeneration.

C. elegans is also easily amen able to chemical genetic screens
to identify novel therapeutic drug leads, therapeutic targets, and
the molecular pathway involved in the drug’s efficacy. The worm
is sensitive to a wide range of human neuroactive drugs, and has
been utilized to screen for mutant proteins that have altered func-
tion in the presence of the drugs.*>'**'¥>!%® These screens also
have the potential to identify molecular pathways not thought to
play a role in the disease, or off-target sites of drugs that have not
been previously identified.>'"” For example, since C. elegans can
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easily be grown in liquid medium in 96-well microtiter plates, we
could grow our DA neuron reporter line expressing ¢-synuclein
in solution in the wells each containing a different compound
from our small compound library. The plate can then be analyzed
in a fluorescent plate reader, and those wells in which the DA
neurons still fluoresce would contain a compound that has the
potential to be neuroprotective in mammalian systems. Once a
therapeutic has been identified, we can perform suppressor chemi-
cal screens to identify the molecules and interacting partners
involved in the compound-mediated protection of the DA neurons.
We would simply mutate the animals and screen for worms
in which the DA neurons are not protected by the drug. Using
standard C. elegans genetics and molecular biology, we could
then quickly identify the drug targets and pathways involved in
the drug’s efficacy.

The high conservation of biological processes within the
nervous system between C. elegans and humans and the strength
and ease of incorporating forward and reverse genetics to identify
and characterize novel components involved in cell dysfunction
and death in vivo make this relatively simple animal a powerful
and formidable tool in our arsenal in elucidating the molecules
and their interactions that are involved in human neurodegenera-
tive diseases. The strength and ease of incorporating the worm
into high-throughput screening assays to identify novel com-
pounds, therapeutic targets, and molecular pathways involved in
neuroprotection are just beginning to be realized. It remains to be
seen if the mighty worm will provide the therapeutic insight that
has so far eluded us into combating the devastating effects of
neurological diseases.
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13 Zzebrafish as a Model for Development

BRIAN A. LINK AND SEAN G. MEGASON

ABSTRACT

The zebrafish model has recently emerged as a significant
experimental system for developmental biology studies. In this
review, we provide an introduction to the zebrafish model system
by overviewing set-up and husbandry requirements, the genome,
and associated bioinformatics infrastructure. We then detail the
utility of zebrafish for forward, reverse, and chemical genetic
studies of development. We also discuss using zebrafish for live
cell imaging experiments. Finally, we provide an overview of
zebrafish community resources.

Key Words: Vertebrate, Genetics, Chemical-genetics, Time-
lapse imaging, Organogenesis, Mutant analysis.

INTRODUCTION

Zebrafish, Danio rerio, are small freshwater teleosts that were
insightfully selected as an experimental model based on several
practical criteria as well as their genetic amenabilities. During
the 1980s, the pioneering work of the late geneticist George
Streisinger and his colleagues at the University of Oregon estab-
lished the groundwork for utilizing zebrafish as an experimental
system. This organism has now emerged as a significant model
for developmental biology studies, acting as a segue between
the genetic power of invertebrates and the relevance of rodents
(Table 13-1).

Adult zebrafish are approximately 1.0-1.5 inches in length and
can be housed inexpensively with modest space requirements
(Figure 13-1). Sexual maturity is reached reliably at 3 months,
but under optimal growth conditions this time can be reduced to
2 months. Females can produce 100-200 embryos per week.
Fertilization occurs externally and initial development is com-
pletely transparent. Development through larval stages can also
be rendered transparent with the use of melanin synthesis
inhibitors.

Another attraction of zebrafish for developmental studies is the
rapid ontogeny. Blastulas enter gastrulation at approximately 5h
postfertilization (hpf). Somitigenesis begins just before 10 hpf and
by 24 hpf the major subdivisions within the nervous system are in
place, as are the rudiments of the primary organs. For example,
the heart primordium initiates rhythmic beating within the first
day. Embryos begin to break from their protective chorion enve-
lope around 60 hpf, although this nonessential shell can be manu-
ally removed at earlier times. By 72hpf, organogenesis is well

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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underway and embryos exhibit touch responses and swimming
behaviors. Visually evoked behaviors are present by day 4. For
the first 5 days of development, embryos feed endogenously
from their yolk material. Specific stages of zebrafish embryonic
development have been described in detail by Kimmel ez al.' After
day 5, larval zebrafish need to be fed externally and a brief discus-
sion of zebrafish husbandry is provided next.

ZEBRAFISH HUSBANDY

In addition to the embryological advantages of zebrafish, their
ease in care is another attraction as an experimental model. When
starting a zebrafish colony, the typical researcher contacts one of
several companies that specialize in the construction and installa-
tion of multitank systems. These systems can vary from accom-
modating 10 tanks to well over 1000 (Figure 13-1B). For
laboratories that just need a small supply of embryos, individual
10-gallon tanks will suffice. Water quality is a key parameter in
keeping and raising zebrafish. Zebrafish require slightly brackish
water for proper osmoregulation (400-800 uS). Appropriate salin-
ity is achieved by addition of balanced salt preparations, which
are available commercially. The pH should be maintained around
7.0 and the temperature at approximately 28C. One major concern
with recirculating fish systems is the maintenance of the nitrogen
cycle. Nitrogenous compounds are found in several forms as by-
products of fish metabolism: ammonia (NH;) and nitrite (NO,")
are toxic to fish and need to be converted to the third nontoxic
form of nitrate (NO;"). Larger zebrafish systems rely on biological
(microbial) filtration to maintain the nitrogen cycle. Smaller
individual tank systems can also be maintained with chemical
filtration. Appropriate pH is maintained by addition of sodium
bicarbonate or calcium carbonate to raise pH and hydrochloric
acid to decrease pH. Additional water quality details can be
obtained from the system supplier.

Circadian cycles are also import for healthy fish. Most research-
ers use a 14-h on/10-h off lighting cycle. Feedings should also
occur at consistent times. In general, fish are fed two or three
times daily with a vitamin-enriched dry food and freshly hatched
brine shrimp. Live brine shrimp can easily be prepared in the
laboratory by hatching purchased brine shrimp eggs or cysts using
commercially available hatchers. To prevent fouling the tank with
uneaten food, no more food should be given than can be con-
sumed by the fish in the tank within 10 min.

Raising larvae to adulthood can be challenging for new fish
researchers. The critical factors are having high-quality water
slowly flowing through the tanks as soon as feeding begins, ensur-
ing that the larvae cannot escape or get washed out of the tanks,
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and feeding a proper larval diet. Larvae can be fed a variety of
foods including fresh Paramecium, rotifers, or dry food of the
appropriate particle size. Live Paramecium can be ordered from
the Zebrafish International Resource Center (Eugene, OR) and
can then be propagated in the laboratory. High success rates in
raising larvae can also be achieved with powdered foods designed
especially for larvae (e.g., Hatchfry Encapsulon Grade I, Argent
Labs). Larvae begin consuming live brine shrimp ~2 weeks
postfertilization.

Embryos can be obtained by either pairwise or group crosses.
Fish are netted from their housing tank and placed into breeding
tanks the night before embryos are to be collected. Zebrafish typi-
cally breed at “dawn” when the lights turn on. Breeding tanks
contain a porous insert sleeve, allowing the fertilized eggs to slip
though to the bottom, where they are protected from cannibaliza-
tion by the adult fish. Embryos can then easily be collected
and used for microinjections or other experimentation and
observation.

THE ZEBRAFISH GENOME

The zebrafish genome is diploid, is composed of 25 paired
chromosomes, and is estimated at 1700 Mb, about half the size of
the human genome.*® A working draft of the assembled genome
is available from the Sanger Centre (http://www.sanger.ac.uk/
Projects/D_rerio/). Comparative mapping has shown extensive
conservation in synteny (the ordering of genes along the chromo-
some) between zebrafish and humans. In fact, the local synteny
between zebrafish and humans is even greater than between mouse
and humans, as the mouse appears to have undergone substan-
tially more chromosome rearrangements.* Analysis of the zebra-
fish genome, along with that from other bony fishes, has revealed
an ancient genome duplication prior to the dramatic speciation of
the teleosts followed by massive gene loss. In practical terms, this
has resulted in the duplicate representation of approximately 30%
of the zebrafish genes as compared to mammalian orthologs.’ This
has implications for both genome assemblies and gene functional
studies. Having two loci for essentially the same gene can be
viewed either as an advantage or a disadvantage, depending on
the question at hand. For the majority of duplicated genes studied

Table 13-1
Advantages and disadvantages of popular animal models*
Fish ~ Frog ~ Worm  Fly  Mouse
ENU screen ++ - +++ +++ +
Insertional screen +++ - +++ +++ +
Small molecule screen  +++ ++ ++ + -
DNA/RNA injection +++ 44+ + + +
Morpholinos +++ -+ ? 2 )
RNAI ? ? +++ +++ +
Genetic misexpression  +++ - ++ +++ 4+
Imaging +H+ o+ ++ + +
Genetic mosaics +++ - ++ ++ 4y
Cell culture + + + +++ +4+
Relevance to human ++ ++ + + +4+

health

“This table is a rough guide for comparing the most commonly used
model systems. It should serve as a general introduction as it summarizes
complex comparisons that will not hold true for every situation. See the
text for more details.

Figure 13-1. Adult and embryonic zebrafish. (A) Single female
adult zebrafish in a 10-cm culture dish with newly fertilized embryos
within their chorions. (B) Embryo morphology (chorions removed):
(i) 2 cell (~45min); (ii) 1 somite stage (arrow, ~10.5h); (iii) 18 somite
stage (18h); (iv) 24-h embryo. (C) Typical multirack circulating
system. In this system, each rack has 6 shelves of 6—12 tanks, depend-
ing on the size of the tanks. [Images in (B) modified from Kimmel
et al., 1995.]

in zebrafish, the divergence between the two genes is most dra-
matic within regions that control expression. The prevailing view
is that while duplicated genes have subpartitioned their expression
domains, they are often functionally equivalent. Of course this
assumption warrants experimental validation. For forward genetic
studies, gene duplication can be perceived as advantageous, as
mutations potentially will yield more specific phenotypes than
mutations in other vertebrate species. However, when both paired
genes retain expression in any given domain, the disadvantages
of genetic compensation can complicate experimental interpreta-
tion. Indeed, redundancy and compensation might prevent the
isolation of mutations in particular genes because no measurable
phenotype would be induced. From an experimental perspective,
it is important to know whether the gene being investigated is
duplicated. In the following sections, we next describe the most
common techniques and utilities of zebrafish for studies in devel-
opmental biology.

FORWARD GENETICS

MUTANT SCREENS Forward genetics refers to phenotype-
based analysis followed by identification and characterization of
the mutation in the causative gene (Figure 13-2). Mutant screens
exemplify this phenotype-to-genotype approach. There is no
doubt that forward genetics put zebrafish on the experimental
systems map. Several large-scale mutagenesis screens have been
conducted and others are currently underway. The first large-scale
screens were done in tandem in the laboratories of C. Nusslien-
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Volhard (Thingen) and W. Driever (Boston/Freiburg) in the mid-
1990s. Ethylnitrosourea (ENU) was used as the mutagen, which
largely produces point mutations. The initial descriptions of these
screens were published in a special issue of Development in 1996.°
With chemically induced mutations, the causative gene mutation
is usually isolated by combining positional cloning and candidate
gene analysis techniques. Isolation of chemically induced muta-
tions can be laborious, but the continued refinement of the zebraf-
ish genome assembly greatly aids in such efforts.

Alternative approaches to ENU-induced mutagenesis are also
possible. Shortly following the ENU screens, the Hopkins labora-
tory (MIT) conducted a retroviral-insertion screen.”® The advan-
tage of this strategy is that the phenotype-causing genes could
be easily identified by simple inverse-polymerase chain reaction
(PCR) assays. The disadvantage was that the mutagenesis was less
efficient and the kinds of mutations created by large insertions, in
principle, are more limited than point mutations. In addition,
specialized expertise and facilities are required for the generation
of high-titer pseudotyped viruses.

One variation on the more time and cost consuming de novo
genetic screen is the shelf screen. Shelf screens refer to reanalysis
of an existing collection of mutants for the phenotype of interest
and several shelf screens have been successfully conducted.”"?
For example, Neuhauss and colleagues screened for visual behav-
ior deficits, identifying subtle ocular phenotypes in mutants that
had been previously characterized for other defects."

There are several important issues to consider with regard to
mutational analysis in zebrafish. As with any genetic screen the
assay for the phenotype of interest should be fast and robust. Most
of the initial developmental genetic screens in zebrafish were
morphology based. However, it is now more typical to screen for
mutations that affect the expression of specific genes, antigens, or
transgenes that express green fluorescent protein (GFP). Most
screens for developmental anomalies require matings through
several generations in order to bring recessive mutations to homo-
zygosity (Figure 13-2). Dominant mutations can be selected in
the F, generation, but the phenotype must be nonlethal in order
to preserve the carrier. With zebrafish, when studying develop-
mental phenotypes, the role of maternal mRNA and protein must
be carefully considered. The large ooplasm of zebrafish contains
very large supplies of maternally derived (wild-type) mature tran-
scripts and proteins. This “start-up package” for the newly fertil-
ized embryo can mask the early function of mutated genes. The
degradation of specific mRNA and proteins is variable, but some
maternal products have been shown to remain in zebrafish embryos
for over 7 days, a relatively late developmental time point. The
masking of early phenotypes by maternal products can be pre-
vented through the use of maternal-zygotic (MZ) mutants in
which both the mother and embryo are homozygous mutant.
Excellent reviews on the logistics and further considerations of
genetic screens in zebrafish are available.*'*'

CHEMICAL GENETICS One other approach to phenotype-
based study of developmental biology (as well as other biological
phenomena) is termed chemical genetics. In 2000, R. Peterson
and colleagues published a paper describing the use of combinato-
rial small molecule chemical libraries to induce phenotypes in
developing zebrafish.'"® Once identified, small molecule com-
pounds that disrupt developmental processes can be applied at
different times. These agents, therefore, can be used similarly as
conditional genetic alleles. In addition to allowing for time-
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Figure 13-2. Classical three-generation screen for recessive
mutants. In the founding G, generation, male spermatagonia are muta-
genized. Resulting fish carry random mutations. This G, generation
can be screened for nonlethal dominant mutations. To identify reces-
sive mutations, G, fish are outcrossed again and the resulting G,
families are incrossed. G; embryos will then show recessive
phenotypes.

specific disruptions, another advantage of chemical genetic
screens is that founding generation embryos can be used. There
is no need to progress through several generations of inbreeding
as there is for genetic mutant screens. The major challenge with
chemical genetics is target identification. What protein(s) and/or
other cellular components does the compound affect? Traditional
biochemical purification approaches are most common in target
identification. More recently, chemical genetics has been used in
tandem with genetic mutagenesis to identify potential small mol-
ecule targets as well as to conduct suppressor/enhancer screens.
With this approach, mutagenized zebrafish embryos are screened
in parallel with and without a phenotype-inducing small molecule.
Those mutations that suppress or enhance the phenotype are
strong candidates to disrupt genes that function in the same
biological pathway as the small molecule. Excellent reviews
on using zebrafish for chemical-genetic studies have been
published.""

REVERSE GENETICS

In addition to being a superb system for phenotype-driven,
forward genetic approaches, the zebrafish is also an excellent



106 SECTION III / WELL-ESTABLISHED MODELS

model for a variety of gene-driven techniques collectively referred
to here as “reverse genetics.” With reverse genetics, the investiga-
tor starts with a gene and tries to characterize its function as
opposed to forward genetics in which the investigator starts with
a function (i.e., phenotype) and tries to characterize the genes
involved. For zebrafish, there are multiple and diverse techniques
available for characterizing the function of a gene.

The primary advantage of zebrafish over other model systems
is the ease with which reverse genetic approaches can be done
and the wide array of available methods (see Table 13-1). The
main reason that these techniques are easy to do in fish is that
zebrafish eggs can be readily collected and injected in large
numbers. In a typical experiment, a researcher would set up
several pair matings the evening before, collect fertilized eggs
from each pair in the morning (typically 50-250 eggs per pair),
and inject 100-1000 eggs in a few hours. Injections are done
under a dissecting microscope using a pressure injector and
micromanipulator as detailed previously (http://zfin.org/zf_info/
zfbook/chapt5/5.1.html). Most people learn how to be proficient
at injections within a few sessions. It is best to do injections at
the one-cell (zygote) stage to ensure an even distribution of the
reagent. The initial divisions of zebrafish are meroblastic (incom-
plete cytokinesis), meaning that reagents can transfer between all
the cells until the 16-cell stage.” Injections can also be done at
later stages intentionally to achieve a mosaic distribution.

DNA/RNA INJECTIONS One of the most common ways to
characterize a gene in zebrafish is simply to inject DNA or RNA
based on the gene into eggs and assess the resulting phenotype of
the embryos. The injected construct, for example, can be full
length, dominant negative, or encode other mutant and truncated
forms for structure—function analysis. Stabilized, capped RNA
can be made using commercially available in vitro transcription
kits from plasmid DNA templates. RNA can be injected into the
yolk at the one- to four-cell stage and typically results in high-
level, uniform expression. It is good practice to monitor the
expression level and distribution of injected RNA by coinjecting
RNA for a fluorescent protein [e.g., enhanced green fluorescent
protein (EGFP)] or better yet using a fluorescent fusion protein
construct. This allows properly injected embryos to be quickly
sorted on a fluorescent dissecting microscope while still living.
RNA typically starts expression within 4-5h postfertilization
and degrades within 2-4 days postfertilization, so injections
are useful for studying developmental stages only within that
window.

DNA injections should be done into the blastoderm rather than
the yolk to improve expression, but they still typically result in
mosaic expression even when done at the one-cell stage. Use of
the Tol2 transposon system can substantially improve the distribu-
tion of expression.”’ The advantage of DNA injection over RNA
is that DNA allows the use of enhancers to control when and
where expression occurs and can result in more sustained expres-
sion. DNA injection is also how transgenic lines are made as
described below.

MORPOLINO/SIRNA INJECTIONS DNA and RNA injec-
tions are typically used for gain-of-function studies. Injecting
dominant-negative constructs can provide some insight into loss-
of-function, but there are a number of caveats with this approach
concerning the specificity and efficacy of the reagents. Tradition-
ally the preferred method for doing loss-of-function studies was
through the use of genetic null mutants, which with a reverse-

genetic approach are often not available. Within the last several
years, however, two methods, morpholinos and RNAIi/siRNA,
have become available to efficiently and specifically generate
loss-of-function phenotypes in a number of organisms with mor-
pholinos being much more popular for zebrafish.”> Morpholinos
are 18- to 25-bp synthetic oligonucleotides with a modified back-
bone that is resistant to enzymatic cleavage yet still base pairs
with high affinity and specificity. They are designed to be anti-
sense to the gene of interest such that they base pair near the start
codon in the mature mRNA to block translation or across a splice
junction in the pre-mRNA to block splicing. Both approaches can
work well, but splice site morpholinos have the advantage that
their efficacy can be assessed using reverse transcriptase (RT)-
PCR. Morpholinos may not completely abolish expression, so the
term “knockdown” rather than “knockout” is used to refer to their
activity and “morphant” rather than “mutant” is used to refer to
the affected embryos. When using morpholinos, it is essential to
do controls to monitor the efficacy of knockdown (e.g., antibody
staining) and specificity (e.g., rescue by coinjection of an RNA
that lacks the target sequence). Morpholinos can be ordered
through Gene Tools or Open Biosystems.

RNAI and the related technology of siRNA have worked well
in a number of other systems, but in fish they have not yet been
shown to work as robustly as morpholinos. Simple injection of
dsRNA as is used for RNAi in worms and flies results in nonspe-
cific effects in zebrafish.” siRNA is widely used in mammals
and has the potential benefits of being cheaper and being able to
be delivered genetically, but has received only minor use in
zebrafish. %

TRANSGENIC MISEXPRESSION SYSTEMS The above
methods take advantage of the ease of injecting zebrafish eggs to
do transient assays. It is also useful to take advantage of the genet-
ics of zebrafish to do transgenic-based studies to characterize a
gene’s function. This powerful ability to do both injection-based
and stable transgenic-based approaches for reverse genetics is
unique to fish (Table 13-1). Compared with injection, transgenic
approaches are more labor intensive, but they allow more precise
control.

A transgenic organism is an organism that contains an exoge-
nous piece of DNA called a transgene. The term is most often
used for stable transgenics in which the transgene is integrated
into the genome and stably inherited from generation to genera-
tion. There are several ways to make transgenics in zebrafish.?
The first approach is to simply inject DNA for a transgene into
fertilized eggs, raise the embryos to adulthood, and screen for
founders that pass on the transgene to their progeny. This method
is not terribly efficient on a per embryo basis but since injecting
and screening are easy in fish, transgenics are routinely made this
way. Generally, around 5% of injected animals will become
founders and they will pass the transgene on to around 5% of their
progeny since the founders are mosaic. These numbers can vary
depending on a number of factors including the construct, amount
of DNA injected, and the skill of the person injecting. The trans-
gene will follow normal Mendellian inheritance in subsequent
generations. Since several hundred eggs can be injected in a few
hour session, the injections do not require much work. The labor
in generating transgenics is in raising the eggs to adulthood and
screening to identify founders. Screening can be done visually for
fluorescent protein (e.g., EGFP) transgenics but may require PCR
for other constructs. Transgenics made by simple DNA injection
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Figure 13-3. Transgenic misexpression systems. (A) For standard
misexpression, a transgene contains an enhancer/promoter (typically
tissue-specific) driving expression of a cDNA of interest. To ensure
optimal expression it is important to include an intron (not shown)
and a polyadenylation signal. (B) Inducible transgenics contain a
single transgene containing a promoter that is activated in response
to an outside factor such as heat or a drug. (C) In the GAL4/UAS
system, two different transgenics are used that when separate have
no effect. When combined (e.g., by crossing or coinjection), GAL4
made from one transgene will activate expression of the other trans-
gene through binding the UAS sequence resulting in the cDNA being
expressed in a domain determined by the tissue-specific promoter. (D)

often contain multiple tandem copies of the transgene. Multicopy
transgenics can provide higher expression levels, but sometimes
it is important to have single copy insertions (e.g., loxP reporters,
gene trapping). Two transposon systems, Tol2?!' and Sleeping
Beauty,” have recently been developed that generate single copy
insertions and also integrate more efficiently than simple DNA
injections. These transposons can be used for insertional screens
as described above, but they can also be used to increase the effi-
ciency of making specific transgenics. A final method for generat-
ing single copy insertions with improved efficiency is through the
use of the meganuclease I-Scel.”

A common problem in using transgenics for studying the func-
tion of a gene is that the transgene can cause a dominant lethal
phenotype, precluding the establishment of stable transgenic
lines. There are several ways around this problem including
inducible and binary systems. Inducible systems consist of a
single transgene that is silent until expression is turned on by some
outside factor. The promoter for the zebrafish heat shock protein
(Hsp) 70 has only minimal activity in all tissues (except the lens)
at 28.5€, the normal temperature for raising embryos. Ubiqui-
tous expression from Hsp70 can be induced by heat shocking the
embryos for 1h at 37€ (Figure 13—-1A). Localized expression
from Hsp70 can also be induced by local heating using a focused
laser.”” Inducible expression has also been achieved is zebrafish
using the steroid glucocorticoid.*® Binary systems use two sepa-
rate transgenes to provide regulated expression. In the GAL4/
UAS system, one transgenic fish expresses the yeast transcription
factor GAL4 under a tissue-specific promoter.’>*' A separate
transgenic fish contains the gene of interest behind a minimal
promoter containing UAS sites (Figure 13—1B). The UAS trans-
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The Cre/loxP system also typically makes use of more than one
transgene, although there are many variations on its use. In the
example shown, Cre recombinase is expressed from one transgene
and causes recombination between IoxP sites on a second transgene.
The end result is that cDNA1 is expressed in cells that express pro-
moter 2 and have never expressed promoter 2 and cDNA?2 is expressed
in cells that express promoter 2 and expressed promoter 1 at any time
in their past. Such a system can be used for genetic fate mapping if
visible markers are used or for controlled misexpression similar to
GALA4, but with an important distinction caused by the irreversible
nature of the loxP recombination.

gene is normally silent, but when crossed with the GAL4 line, it
is turned on by GAL4 binding the UAS sequence and activating
transcription in a pattern determined by the promoter regulating
the GAL4 transgene. Once GAL4 and UAS lines have been estab-
lished, a variety of experiments can be done simply by crossing
different GAL4 and UAS lines. Another versatile binary system
consists of the site-specific recombinase Cre and its recognition
sequence loxP.** As shown in Figure 13-3, a transgene can be
made to express one gene prior to recombination and a second
gene after recombination. This transition can be controlled by
combing the “loxP transgenic” with a second transgenic that
expresses Cre tissue specifically. Numerous variations on this
theme are possible using Cre/loxP and the analogous recombinase
system FLP/FRT.

LOCUS-SPECIFIC MUTAGENESIS  Although morpholinos
can provide valuable loss-of-function data for a gene of interest,
the cleanest and the traditional method is to have a genetic muta-
tion for the gene. Until a few years ago obtaining mutants for any
specific gene could be done with mouse only through the use of
homologous recombination in embryonic stem cells. Recently,
however, a new method called TILLING (Target-Induced Local
Lesions IN Genomes) has been developed that uses a bank of
mutagenized sperm and brute force molecular methods to detect
sperm samples with mutations in the gene of interest.***> These
sperm samples are then used for in vitro fertilization to recover
and analyze mutant animals. A review comparing various forward
and reverse genetic techniques was recently published."

Mutations found with TILLING are still random, point muta-
tions and small deletions, but it may soon be possible to achieve
the exquisite precision of genetic engineering possible with mouse



108 SECTION III / WELL-ESTABLISHED MODELS

ES cells in zebrafish. Zebrafish have been produced from cultured
cells through somatic cell nuclear transfer (i.e., cloning).* If these
cells can be manipulated in culture through gene targeting as is
done with mouse ES cells, then it may soon be possible to con-
struct zebrafish mutants with any desired DNA sequence (e.g.,
conditional alleles, GFP fusions). Work is also being done to
establish zebrafish ES cells. Germline chimeras have been made
from ES-like cells after short-term culture®” and these cells have
been targeted using homologous recombination,*® but to date these
techniques have not been successfully combined.

IMAGING

ADVANTAGES One of the most compelling reasons for the
use of zebrafish today and its choice by George Streisinger as a
model organism over three decades ago is its superb suitability
for imaging. Streisinger’s choice is even more clairvoyant in light
of the incredible technological revolutions in both fluorescent
proteins and confocal/two-photon imaging during the past decade.
A number of attributes make zebrafish ideal for imaging. Zebraf-
ish are largely transparent for much of their development allowing
excellent light penetration for optical microscopy. From fertiliza-
tion to 24h postfertilization, zebrafish embryos are remarkably
transparent. The embryo proper (as opposed to the yolk ball) has
no color and extremely low autofluorescence. Shortly after fertil-
ization (0—1hpf) the yolk scatters moderately due to cytoplasmic
streaming, but subsequently it is also transparent. Although trans-
parent, it is best to avoid imaging through the yolk when possible,
because it has a slight yellowish tinge and a higher refractive
index. The yolk is also moderately autofluorescent. Zebrafish
contain three types of pigment cells that begin to differentiate on
the second day of development and can interfere with imaging.

Melanocytes are the first and most obvious pigment cell (Figure
13—4A), but production of the dark melanin pigment from these
cells can be easily blocked by adding phenylthiourea to the media.
The other two cell types, xanthophores and iridophores, begin
to appear around 48hpf. Xanthophores produce a light yellow
pigment and are slightly autofluorescent, while iridophores
produce crystals of purine that are highly reflective but small.
While these pigment cells make imaging some tissues difficult
(such as the eye), most tissues in zebrafish can be readily imaged
throughout their development in the embryonic and early larval
stages. The egg shell or chorion of zebrafish embryos is also
transparent. For routine imaging on a dissecting microscope, the
chorion does not present a problem (Figure 13—4A), but for high-
resolution imaging on a compound microscope, it is best to
remove the chorion (Figure 13—4B-E).

Zebrafish embryos are externally fertilized and develop freely
in an aquatic media meaning that they are accessible to imaging
throughout their development and easy to keep alive during time-
lapse imaging. Another important advantage for time-lapse
imaging is the rapid development of zebrafish, which allows
equivalent developmental processes to be imaged with shorter
movies in fish and thus much easier. Zebrafish embryos are
also a nice size for imaging. They are small enough to fit com-
pletely within the working distance of many high-end objectives
yet are not so small that the details of their development are
beyond the resolution available with optical microscopy. Zebraf-
ish embryos are easy to label at high levels through injection
of RNAs for fluorescent proteins (Figure 13-4B) or soaking in
fluorescent dyes. Achieving high-level labeling is important in
order to capture high signal-to-noise images quickly with minimal
photodamage.

Figure 13-4. Imaging in live zebrafish embryos. (A) Whole
embryos can be quickly imaged on a fluorescent dissecting micro-
scope in their chorions to sort positive transgenics (left) from wild-
type siblings (right). These embryos were not treated with PTU so
the melanocytes are visible. (B—E) Confocal microscopy permits
much higher resolution imaging. (B) A quick method for labeling is
to inject RNA encoding fluorescent proteins, in this case a histone2B-
EGFP fusion, and a membrane localized mCherry was used to image

all the cells of the inner ear. (C) GFP transgenics can be used to image
neuronal projections from the trigeminal ganglion as they extend. (D)
GFP transgenics can mark specific populations of cells, in this case
rhombomeres 3 and 5. (E) GFP fusion proteins can reveal the subcel-
lular localization pattern of proteins, in this case a cytoplasmic protein
in the Rohon-Beard and motor neurons of the spinal cord. (Images
from S.G. Megason, L.A. Trinh, and S.E. Fraser, unpublished.) (See
color insert.)



CHAPTER 13 / ZEBRAFISH AS A MODEL FOR DEVELOPMENT 109

MICROSCOPES For quick, routine imaging, zebrafish
embryos can be imaged on a dissecting or stereo microscope in a
Petri dish full of egg water (Figure 13-2A). Most popular manu-
facturers now produce dissecting microscopes equipped for fluo-
rescence that allow live zebrafish embryos expressing fluorescent
proteins to be screened and sorted quickly. After 24 hpf, move-
ment of the embryos can be a problem. Embryos can be anesthe-
tized by adding a few milliliters of 0.1% tricaine to the Petri dish
(0.010-0.015% final concentration). Embryos can be recovered
from anesthesia with no ill effect by transferring to fresh egg
water.

For high-resolution imaging a compound or better yet a confo-
cal or two-photon microscope should be used (Figure 13—4B-E).
Confocal and two-photon microscopy is advantageous because
both approaches can eliminate out of focus light, which can be a
problem unless only a small minority of cells is labeled. Tricaine
should be used be used to prevent movement. At the proper con-
centration tricaine can be used to immobilize embryos for at least
48h for time-lapse imaging while maintaining proper develop-
ment (S.G. Megason and S.E. Fraser, unpublished observations).
Careful mounting of embryos in the proper orientation and close
to the coverslip is essential for high-resolution imaging. A fast
and easy method for still images (not time-lapse) is to place the
embryos in a drop of 2% methyl cellulose and cover with a cov-
erslip supported by tape or vacuum grease. For time-lapse imaging
it is essential to prevent the embryos from drifting during the time
lapse. This can be accomplished by simply embedding the embryos
in a dilute solution of low-melting temperature agarose. This
method works well for imaging many parts of the body for moder-
ate lengths of time (~12h), but the rigidity of the agarose affects
many aspects of morphogenesis such as tail extension. For more
reproducible mounting and longer term time lapses of normal
development, specially designed, micromachined templates
can be used to cast agarose mounts to hold embryos in place
for imaging (S.G. Megason and S.E. Fraser, unpublished
observations).

LABELS For simple transmitted or reflected light micros-
copy, zebrafish can be stained using enzymatic markers with chro-
mogenic substrates. This is routinely done with in sifu hybridization
to reveal RNA expression patterns and is also done using lacZ
transgenics.*” These techniques require the embryos to be fixed so
time-lapse imaging cannot be done and are difficult to capture in
three dimensions.

The true power of imaging zebrafish is through the use of fluo-
rescent microscopy. Fluorescent imaging opens up two important
dimensions (t and z): it allows molecular imaging to be done in
real time on living embryos and it permits the use of confocal and
two-photon microscopy to capture high-resolution volumetric
images. Organic dyes can be used to label embryos such as bodipy
ceramide to label membranes*’ or calcium indicators to monitor
Ca® currents in neurons.*' Fluorescent proteins such as GFP offer
a number of advantages over organic dyes. They can be expressed
in a spatial and temporal-specific manner through the use of
transgenics.”® Fluorescent proteins also come in a wide spectral
range and are typically more photostable than organic dyes allow-
ing for multicolor imaging (Figure 13-4B). Fluorescent proteins
can also be engineered using standard techniques of molecular
biology to act as reporters for a number of activities. At the sim-
plest, they can serve as a coexpression marker—e.g., when making
a transgenic to analyze the function of another gene, an internal

ribosome entry site (IRES)-GFP cassette can be added to monitor
the expression of the gene of interest. GFP transgenics can also
be used to mark a particular cell type for analyzing mutant phe-
notypes or to simplify screening for new mutations involved in
the development of that cell type (Figure 13—4C and D). Fluores-
cent protein transgenics can serve as markers for gene expression
patterns. Once a transgenic line is available, it is often easier to
use it to look at gene expression than performing in situ hybridiza-
tion. GFP fusion proteins can also be used as “functional report-
ers.” Fusions of GFP to a protein of interest can be used to monitor
the subcellular localization of that protein, which often relates to
its functional state (Figure 13—4E). For neuroscience, voltage,
pH, and Ca*-sensitive versions of fluorescent proteins are avail-
able*™ as well as versions that can travel across synapses.
For monitoring protein—protein interaction in vivo, fluorescent
resonant energy transfer (FRET)* and bimolecular fluorescent
complementation (BiFC)*® can be used.

EMBRYOLOGICAL EXPERIMENTATION

While the genetic and imaging capabilities of zebrafish are
the model’s strengths, embryonic cell manipulation techniques
have also been established for zebrafish. In this section we will
introduce the most common “embryology” techniques used for
zebrafish.

CELL AND TISSUE CULTURE To complement much of
the in vivo analyses using zebrafish, there has been an increasing
need to conduct cell biological experiments in culture. The use of
zebrafish for this purpose is just in its beginning and no well-
established zebrafish lines exist. However, protocols for primary
cell culture are available for a variety of cell types.*’*® In addition,
cultures from blastula stage embryos have been shown to be
mulitpotent and can be targeted for DNA transfections.*”*° An area
of active research and great promise is the use of these embryonic
stem-like cells for targeted gene manipulation through homolo-
gous recombination.”® The culture of whole tissue explants has
also been developed and used for assessing inductive events as
well as monitoring cell behaviors.>?

LINEAGE LABELING AND FATE MAPPING One of the
central questions in developmental biology is how progenitor cells
distribute their progeny among various cell types. The ability to
lineage label and fate map is essential for the utility of a model
organism in developmental biology studies. In zebrafish, several
strategies can be employed to label individual cells. The most
common technique currently in use for labeling individual or
small groups of cells relies on photolysis of caged fluorescein or
other fluorescent labels.” With this technique, newly fertilized
embryos are injected with the caged fluorescent compound. At
later times, the individual cells can be labeled by “uncaging” the
compound using a focused laser of the appropriate wavelength.
The labeled cell is documented and its descendents can then be
followed over time in a dynamic fashion or assessed at one par-
ticular time of interest. In a variation of this technique, fish with
the hsp70 promoter upstream of GFP (hsp70:GFP) can be used to
photolabel cells in a similar manner.”” In both techniques, the
fluorescent label is diluted with each round of cell division. To
permanently label cells, transgenic zebrafish have been estab-
lished that contain hsp70:cre recombinase and lox { stop codon }1ox-
GFP.* The activation of cre recombinase will then catalyze the
excision of the stop codon in front of the GFP transgene, perma-
nently marking the heat-activated cells.
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In addition, focal labeling can be achieved through electro-
poration strategies. Protocols for labeling single cells* and larger
fields of cells®® have been established. With electroporation, local-
ized electrical current carries small charged molecules across the
plasma membrane into cells. For lineage marking, either labeled
dextrans or plasmid DNA for GFP or other genetically encoded
reporters can be delivered. Electroporation can also be used to
manipulate gene expression as morpholinos or DNA for dominant
negative/active proteins can be electroporated.

The described techniques have been used to establish several
types of fate maps for the zebrafish embryo.”® However, the
need remains to assess cell fate determination with loss or gain
of function of specific gene products, as well as at later times of
development.

CELL AND TISSUE TRANSPLANTATION  Zebrafish, like
other ex utero organisms, are excellent specimens to conduct cell
and tissue transplantation studies during development. The small
size and tough epidermis of the zebrafish embryo, however, do
pose problems for these types of experiments. In general, the
approaches used for cell and tissue transplantation in other species
such as chick and frog also apply to zebrafish.®’ Typically, the
donor and host embryos are embedded adjacently in a low percent
agarose gel or methyl cellulose. The fish are anesthetized using
Tricane. Donor embryos are either labeled genetically with a fluo-
rescent transgene or by injecting a tracer at the one-cell stage. For
individual cell transplants, polished glass electrode pipettes are
used to remove and expel cells. The positive and negative pressure
needed to do this is created by a manual syringe driver. The details
of this apparatus and technique have been described by J. Eisen
(Westerfield, 1995; http://zfin.org/zf _info/zfbook/zfbk.html). For
whole tissue transplants, sharpened tungsten needles or pulled
glass electrodes are used to dissect and manipulate the tissue of
interest. For ages over 1 day, the epidermis is thick but can

Diencephalon
Midbrain

Figure 13-5. Creating genetic mosaics in
zebrafish. (A) Donor cells are first lineage labeled
with a tracer dye at the one-cell stage. Donor
embryos can also be injected with morpholinos,
RNA, or DNA. At the 1000-cell stage, totipotent
blastula cells are transplanted into regions of the
host embryo fated to give rise to specific struc-
tures. Donor and host embryos can be of either
mutant or wild-type genotypes. Resultant chime-
ras are grown for subsequent analysis. (B) Fate-
map of the pregastrula stage embryos. (Modified
from Woo and Fraser, 1995.) (C) Mosaic embryo
at 24 hpf showing bright-field (left) and fluores-
cent image (right) of rhodamine-dextran-labeled
donor cells targeted to the eye and forebrain.
(B.A. Link, unpublished.) (See color insert.)

== Hindbrain

be focally weakened by applying a small drop of mineral oil.
Specific protocols for ocular tissue transplantation have been
published.®*%

GENETIC MOSAIC ANALYSIS Genetic mosaic analysis is
an elegant way to probe where and how specific genes function
during development. Genetic mosaic embryos consist of cells of
more than one genotype. In zebrafish, genetic mosaics are created
by cell transplantation in early embryos, usually at the blastula or
gastrula stages (Figure 13-5).54%° Because detailed fate maps exist
for most tissue types in the early embryo, donor cells can be tar-
geted to areas that will normally contribute to specific structures
(Figure 13-5B and C). By transplanting genetically mutant cells
into wild-type hosts and visa versa, the cellular autonomy of
phenotypes associated with the mutation can be determined. As
with other cell transplantation techniques, donor cells are labeled
with a stable tracer at the one-cell stage or by utilizing transgenes.
Excellent reviews of this technique and the analysis of genetic
mosaics have been published.***’

COMMUNITY RESOURCES

Although having grown tremendously in the past decade, the
zebrafish community still has a well-organized infrastructure and
strong community resources. The main website for all things
zebrafish is ZFIN, the Zebrafish Information Network at http://
zfin.org. It is maintained at the University of Oregon by Monte
Westerfield and colleagues as the “official” NIH-supported, model
organism database for zebrafish. ZFIN contains a wealth of infor-
mation on genes, alleles (including mutants and transgenics),
expression patterns, and anatomical atlases. ZFIN also contains
an online copy of “The Zebrafish Book” by Monte Westerfield,
which is essential reading for those new to using zebrafish in their
research (http://zfin.org/zf_info/zfbook/zfbk.html). Other impor-
tant resources for genomic information are NCBI GenBank
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(http://www.ncbi.nlm.nih.gov/) and the Sanger Institute (http://
www.sanger.ac.uk/). The Sanger Institute is currently sequencing
the zebrafish genome using a combined 10 x whole genome
shotgun and BAC sequencing approach (http://www.sa nger.ac.
uk/Projects/D_rerio/). As of September 2006, 64% of the genome
is at finished quality and most of the remainder is covered as
“unfinished” quality. The principal stock centers for zebrafish
mutants and transgenics are ZIRC (the Zebrafish International
Resource Center, http://zfin.org/zirc/) at the University of Oregon
and the Thingen Stock Center (http://www3.eb.tuebingen.mpg.
de/core-facilities/zebrafish-stockcenter/tubingen-zebrafish-
stockcenter) in Thingen, Germany. A large variety of zebrafi sh
strains can be requested from these stock centers for a nominal
fee. The ZIRC also provides cDNASs/ESTs, anitibodies, and
pathology services. The zebrafish community follows a standard-
ized nomenclature for mutant and transgenic alleles. Each indi-
vidual strain of fish is given an allele number such as b109. The
initial letter designates the university or laboratory that identified
the allele and the number is a unique number that specifically
identifies that allele. A detailed description of the nomenclature
guidelines can be found at ZFIN (http://zfin.org/zf_info/nomen.
html). The most common companies for providing recirculating
zebrafish systems are Aquatic Habitats, Aquaneering, and Marine
Biotech in the United States and Aqua Schwarz in Germany.
All of these companies as well as a number of other useful
zebrafish-related companies are listed on the ZFIN com-
pany directory (http://mirror.zfin.org/cgi-bin/webdriver?Mlval=aa-
companyselect.apg ). The zebrafish community holds an interna-
tional conference on development and genetics every 2 years in
the summer currently in Madison, WI. On alternating summers
there is a large meeting in Europe, which rotates in its location.
There are also a number of regional zebrafish meetings. Informa-
tion on all these meetings is at ZFIN (http://zfin.org/zf_info/news/
mtgs.html). There is a 2-week course on zebrafish at the Marine
Biological Laboratory at Woods Hole, MA every summer for
researchers new to fish (http://courses.mbl.edu/zebrafish/).

FUTURE PROSPECTS AND OTHER UTILITIES

To date zebrafish have principally been used as a model for
developmental genetics, but they will likely find an even broader
role in biomedical research in the future. This review has largely
focused on embryonic analysis, but adult phenotypes can also be
studied in zebrafish as well as adult-onset models of disease. This
will be even truer as our ability to create inducible and conditional
genetic alterations improves. Zebrafish are also an excellent model
for neuroscience. Zebrafish neural activity can be monitored
through imaging in whole, living larvae as they perform natural
behaviors.* Zebrafish are also an excellent system for performing
small-molecule/drug analysis. Small molecules can be screened
in high-throughput with a chemical genetics strategy by simply
soaking zebrafish embryos in an array of drugs using a 96-well
plate-based format and screening for specific phenotypes.'® Drugs
can also be profiled rapidly for toxicological effects by embryo/
larvae soaking.®® Finally, zebrafish can be useful for identifying
the target and mode of action of pharmaceuticals. Biochemical
methods can be used to identify proteins that bind a drug as is
normally done to identify targets, but the powerful genetic and
genomic tools of zebrafish can also be applied. For example, it is
possible to screen for interactions between genetic and small
molecule-induced phenotypes.'® Finally, since zebrafish can be

analyzed very powerfully from a number of different angles
(genetics, genomics, imaging, drug screening), they may also
serve as an ideal model for integrative approaches such as systems
biology.
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1 4 Zebrafish as a Model for Studying Adult
Effects of Challenges to the Embryonic
Nervous System
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ABSTRACT

Zebrafish is introduced as a model system to study environ-
mental, chemical, and pharmaceutical challenges to the embry-
onic nervous system that can affect adult behavior/learning. The
characteristics of the zebrafish system that make it possible to
examine the developing nervous system in live embryos and
larvae are presented. Gene discovery techniques, methodologies
to generate fluorescent transgenic indicator embryos, as well as
larval and adult zebrafish behavioral assays are described.

Key Words: Zebrafish, Transgenics, Neurodevelopment,
Behavior, Microarrays, Neurotransmitter.

INTRODUCTION

In this chapter we will introduce the zebrafish model system
and discuss how it can be used to investigate early challenges to
the embryonic nervous system and the resulting impact of chal-
lenge on adult behavior. We hope to present (1) the importance
of studying neurotoxins, embryonic nervous system challenge,
adolescent and adult developmental disabilities, and societal
impact; (2) the power of the zebrafish model system to study the
nervous system, challenges to the developing nervous system, and
associated learning, memory, and behavioral deficits; (3) the
embryonic challenge hypothesis; and lastly (4) the methodologies
and techniques used in zebrafish with which to study early embry-
onic challenge and adult learning/memory and behavior.

TOXINS AND DEVELOPMENTAL DISABILITIES Devel-
opmental, learning, and behavioral disabilities are of increasing
concern among the population and pose a serious public health
problem. It has recently been estimated that 12 million U.S. chil-
dren under the age of 18 years are affected by developmental
disabilities affecting cognitive function, language and learning
ability, sensory and motor function, behavior, and emotion.' For
example, attention deficit hyperactivity disorder (ADHD) affects
conservatively 3-6% of all school aged children and treatment
with Ritalin has doubled every 4-7 years since 1971.> Similarly,
the incidence of autism has increased from a previously reported
0.5 case per thousand to 2.0 cases per thousand,’ suggesting an
increasing trend for these disorders over time. Children with

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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developmental disabilities often require costly special educational
and therapeutic treatments at significant financial cost to the
family or state. Each year in the United States, between $81.5 and
$167 billion is spent on neurodevelopmental deficits.* In addition,
developmental disabilities are thought to affect only children and
adolescents, but in reality, they pose lifelong challenges. Adults
who suffered from childhood developmental disabilities have dif-
ficulties maintaining employment and learning new skills and
techniques, are often socially alienated, and suffer from mood and
anxiety disorders.! Thus, it is of significant importance to under-
stand the etiology of these developmental disabilities and prevent
their occurrence in future generations.

Normal neurological development is based on a choreographed
sequence of cellular events. During development, brain cells are
born, divide, migrate, differentiate, and establish synaptic con-
nections in a highly organized series of events controlled by
neurotransmitters and neurotrophic factors.” Disruption of this
cascade, even subtle, can lead to serious long-term consequences.
With the exception of single-gene disorders, heredity accounts for
approximately half of the variances in cognitive, behavioral and
personality traits.>® The increase in the incidence of developmen-
tal disabilities has led to a considerable focus on environmental,
pharmaceutical, or chemical factors that can influence the devel-
oping neural environment.

Studies with human fetal meconium have shown that in certain
parts of the world human fetuses are being exposed to high levels
of metals and pesticides’ and several studies have demonstrated
the neurotoxic effects of these heavy metals, pesticides and sol-
vents. Lead is the most extensively studied developmental neuro-
toxicant and has been shown to cause deficits in language, learning,
memory, attention, and motor coordination as well as hyperactiv-
ity, aggression, and even mental retardation in high doses.'®"!
These studies prompted the government to remove lead from
gasoline and paint in the 1970s. Other heavy metals linked to
developmental disabilities include cadmium, mercury, and man-
ganese, which have also been linked to decreased 1Qs, attention
deficit, hyperactivity, and motor dysfunction.'” Pesticides are an
important player in commercial food production and in lawn and
garden weed and pest control and are used in quantities over one
billion pounds per year. However, pesticides are toxic chemicals
often designed to work specifically on the nervous system. For
example, organophosphate pesticides have been linked to devel-
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opmental delays, hyperactivity, behavioral disorders, and motor
dysfunction."'*"* Other toxicants that pose a risk to the developing
nervous system include the industrial solvents styrene, toluene,
and xylene as well as the industrial lubricant and electrical insula-
tor polychlorinated biphenyl (PCBs). These solvents are of par-
ticular concern as they contaminate soil and ground water affecting
grazing animals used as beef cattle or as dairy animals.'* Maternal
ingestion of alcohol and nicotine also pose a risk to the developing
brain.'" Embryonic exposure to alcohol results in fetal alcohol
syndrome (FAS), a condition hallmarked by craniofacial abnor-
malities, developmental delays, low brain weight, learning dis-
abilities, memory impairment, and attention deficit.'>'® Woman
who smoke during pregnancy and expose the fetus to nicotine
often have children who suffer from hyperactivity, learning dis-
abilities, and developmental delays in cognitive function.'”™
Lastly, as chemistry advances and pharmaceutical research pro-
gresses, more pharmacotherapeutics are routinely prescribed by
medical practitioners. We are only in the infancy of understanding
minute alterations these drugs may have on the developing brain
or their long-term potential neurotoxicity.

Environmental, chemical, or pharmacological challenges to
the nervous system often do not cause overt phenotypic changes
to the developing brain, but rather cause minute, subtle changes
that are not detectable with modern technologies. The complex
nature of the human nervous system makes detecting these
changes quite difficult to study. However, the zebrafish model
system is an ideal organism with which to investigate early chal-
lenges to the developing nervous system and the subsequent
impact on adult behavior and memory.

THE ZEBRAFISH MODEL ORGANISM Zebrafish are
inexpensive, easy to maintain, have a short generation time, and
individual females produce a large number of progeny. Unlike
many other vertebrate models, zebrafish eggs develop ex utero
and are transparent, meaning development is easily viewed under
a simple dissection microscope. Zebrafish develop rapidly, are
juveniles in a few weeks time, and are sexually mature adults by
3 months. More importantly, zebrafish are vertebrates, like
humans, and follow the vertebrate path of embryonic develop-
ment. In fact, there are several zebrafish models of human dis-
eases including Alzheimer’s disease, congenital heart disease,
polycystic kidney disease, and cancer.” Accordingly, pharmaceu-
tical companies are utilizing zebrafish in pharmacological trials
to test drug candidates prior to investing in costly higher verte-
brate models.

The zebrafish nervous system is highly amenable to investiga-
tion, particularly due to its transparency and the ability to clearly
visualize fluorescent or stained neurons. The ability to identify
small changes in neuronal architecture or molecular properties of
neurons during development in response to environmental, chemi-
cal, or pharmaceutical challenge is of high importance in identify-
ing potential neurotoxicants that cause early neural defects that
can lead to adolescent and adult neurodevelopmental disorders. If
minute changes can be detected, we can then link these early
neuronal alterations with later staged behavioral changes and
learning impairments. Luckily, work from several laboratories
using calcium imaging, backfilling techniques, confocal imaging,
in situ hybridization, immunohistochemistry, neuronal lesioning,
and laser ablations has identified individual neurons and eluci-
dated neuronal function and functional relationships between neu-
ronal subtypes.”' Furthermore, understanding the distribution

patterns of subtypes of neurons is of importance to understanding
neuronal circuitry. This is especially important in the spinal cord
where neuronal circuits are essential for rhythmic movements and
locomotor behavior. The development of the locomotor network
in zebrafish has also been well characterized.””*® Full reviews of
zebrafish movement and neuronal circuitry responsible for move-
ment are available.”’

Because of the relative long human life-span (and the shorter
career span of scientists who might study such things), early
exposure to any chemicals or pharmaceuticals that might produce
an effect years later would be difficult to notice, let alone study.
Therefore, developing an alternative model system that makes it
possible to watch neuronal development and evaluate behavior
within a reasonable amount of time could be a valuable means
to examine early neural challenge and impact on adult behavior.
The knowledge of the early developing nervous system and
the imaging techniques available to study subsets of neurons
and neuronal circuits coupled with rapid embryonic develop-
ment into adulthood makes the zebrafish a particularly good
candidate for studying early challenges to the nervous system
and their impact on larval and adult learning, memory, and
behavior.

CHALLENGING THE EMBRYONIC
NERVOUS SYSTEM

THE EMBRYONIC CHALLENGE HYPOTHESIS This
laboratory’s work on challenging the zebrafish nervous system
developed out of studies initiated through the Duke NIEHS funded
Superfund Center. Following the lead of the Slotkin laboratory,'
which utilized the rat model system to look at the effects of the
organophosphate pesticide chlorpyrifos (Dursban) on embryonic
signaling, we exposed zebrafish embryos to different concentra-
tions of chlorpyrifos and examined its effects. High levels of
chlorpyrifos exposure (500 ng/ml) resulted in muscle, notochord,
and embryo morphology™™ defects, resembling the zebrafish
acetylcholine esterase mutant phenotype. As we lowered the dose
to one that allowed the fish to survive but still inhibited acetyl-
choline esterase activity, we found that adults that had been
exposed to a low dose of chlorpyrifos demonstrated learning
deficiencies.”® From these studies we developed the following
hypothesis: perturbing the neuronal signaling of the developing
nervous system before it matures affects adult learning and/or
behavior. Implicit in this hypothesis is the clear distinction that
embryos are not just smaller adults in terms of their sensitivity to
environmental insult and that any compound that has been used
or tested on an adult may have a distinctly different effect and
dose-response curve.

SENSING THE ENVIRONMENT AND REGULATORY
CONSEQUENCES Looking back to the very early origins of
molecular biology and the elegant experiments and interpretations
of Jacob and Monod*” we recall how their work generated basic
concepts involving gene activation and repression. These were
derived from experiments on how a simple bacterium senses the
sugars in its environment and adjusts to this change with a regula-
tion in gene expression. Obviously the cues that allow the nervous
system to develop are somewhat pre-ordained in the developmen-
tal roadmap—proteins that allow some neuronal processes to
move through the body to make connections that allow one part
of the body to “speak” to another part. With industrialization and
the development of the pesticide and pharmaceutical industries,
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we are being accidentally and purposely exposed to biological
mimetics or cues to which a developing organism might respond.
In a series of experiments that involved perturbing the developing
Xenopus nervous system the Spitzer laboratory showed that
perturbation could actually change the neurotransmitter produced
by the perturbed neuron; this neurotransmitter “switching” was
placed within the context of a homeostatic explanation or how the
plasticity of the early nervous system might accommodate chal-
lenge by responding to an inhibitory influence with an excitatory
influence.*® While their study was focused upon the early embry-
onic nervous system and not the possible consequences to the
adult, it does raise questions concerning how accommodating the
nervous system can be to such challenges. As such, this laboratory
has been approaching the developing nervous system in a more
classical manner—with a focus on the decisions made by neurons
to produce specific neurotransmitters rather than the more devel-
opmental focus of how regulators produce broader neuronal tran-
sitions. When the nervous system is viewed in this developmental
context it provides an opportunity to address questions of neuro-
nal decisions regarding the neurotransmitters that individual
neurons produce. Similarly, since a presynaptic neuron’s signal
has to reach a postsynaptic receptor it raises the question of what
neurotransmitter receptor subunits the postsynaptic neuron has
available and how they become available. This level of question-
ing naturally leads to the use of a live fluorescent transgenic
indicator approach to identify neurons producing, for example,
acetylcholine rather than serotonin. This is one of our major tech-
nical approaches for addressing the question of early challenge of
the nervous system.

TESTING THE HYPOTHESIS

CONCERNS FOR STUDYING THE MECHANISM: DIF-
FERENTIATION VERSUS DIRECT GENE REGULATION
One major concern in attempting to identify early events in devel-
oping embryos that might affect later behavior and learning,
particularly from the standpoint of trying to dissect the mecha-
nism, is that a compound that challenges embryos might influence
differentiation in an inappropriate manner. Such an event might
trigger an inappropriate repertoire of differentiation affecting
many genes rather than a direct effect on a single gene regulator.
This would make dissecting the mechanism by following gene
expression extremely difficult. Therefore to investigate effects of
early embryonic challenge on later events in life, it is necessary
to consider several different approaches to try to distinguish the
possible differences in mechanism. Below are described tech-
niques others have used and techniques we employ.

TECHNIQUES USED BY OTHERS TO CREATE A KNOWL-
EDGE BASE ABOUT THE NERVOUS SYSTEM

Mutants The large scale genetic screens originally described
in the December 1996 issue of Development™ characterized many
mutants by outward phenotype. Subsequent studies with these
mutants and others have identified mutations affecting various
forms of motility. There is now a battery of mutants affecting
genes in neurotransmitter pathways (acetylcholine esterase,***
glycine,**' and other pathways), some of which have proven
valuable in investigating early challenges to the nervous system.
Furthermore, in those cases where genes have been linked with
mutant phenotypes, the “morphant” phenotype can be generated
utilizing antisense morpholino* technology. We have benefited
from this since zebrafish exposed to a high concentration of

organophosphate display phenotypic characteristics that overlap
with the acetylcholine esterase mutant phenotype.

In Situ Techniques Several laboratories have outlined the
developing zebrafish nervous system by morphology using in situ
hybridization and/or in situ immunolocalization or backfilling
neurons with fluorescent probes. In a series of articles the Fetcho
laboratory studied the development of the neural tube with
reagents specific to GABA, glycine, glutamate,* serotonin, dopa-
mine, and noradrenaline® producing neurons. While the specific
anatomical localization and developmental time points were
limited, they provide a very detailed and valuable picture of the
developing zebrafish nervous system from embryogenesis through
early larval development.

Recording Neuronal Activity The Drapeau laboratory*
has pioneered techniques for recording electrical activity from the
zebrafish nervous system including whole cell in vivo recording
techniques via patch clamping. Others have used fluorophores
for calcium imaging to evaluate neuronal activity.”>* Transgenic
reporters for measuring ion movement can at least partially be
used for the evaluation of changes in conductivity that reflect
neuronal activity. This is currently being used in zebrafish,* but
on a somewhat limited basis due to the weakness of fluorescent
signal strength, a problem inherent with the physical characteris-
tics of fluorescent molecules and/or the sensitivity of recording
devices. Given the current limitations in recording neuronal activ-
ity as reported by fluorescent molecules, this technique is not a
commonly used practice. Hopefully improvements in fluorescent
reporter molecules will be made for recording neuronal activity
via fluorescence directly.

Agonist/Antagonist Work The effects of compounds can
be very complex and very dose specific. Therefore, in determining
how some of their effects may impact the developing nervous
system in more specific ways, it is sometimes useful to ask experi-
mental questions using neurotransmitter-specific reagents such as
receptor agonists, antagonists, and neurotransmitter specific reup-
take inhibitors to investigate how disrupting a specific neurotrans-
mitter pathway might lead to later effects. In this regard, reagents
that affect various neurotransmitter pathways are available to us
from various sources—toxins with specific receptor specificity
(e.g., bungarotoxin with specific binding affinity to the acetylcho-
line receptor subunits, strychnine for glycine receptors), pharma-
ceuticals that impact upon neurotransmitter reuptake (e.g., the
selective serotonin reuptake inhibitor Prozac), and a host of other
selective reagents. Some of these display exquisite specificity and
thus can be used in a selective manner, a benefit if antisense
morpholino approaches are unsuccessful. In addition, antagonist/
agonist strategies provide an option if the targeted gene product
is something that is expressed later in development and hence
not possible to effectively and selectively inhibit utilizing
morpholinos.

TECHNIQUES WE HAVE BEEN USING

Transgenic Indicators This laboratory has a long history in
the construction of transgenes and transgenic animals both in mice
and in zebrafish. For example, we have made parallel transgenics
in mice and zebrafish whose reporter activity is detected in at least
a subset of embryonic tissue for which there is retinoic acid recep-
tor activity.*”*® These transgenics and their signal localization
strongly support the homology in gene regulation via retinoic acid
between mice and zebrafish. The transgenic lines also serve as
inducible transgenes since exogenous retinoic acid exposure
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induces expression of the transgene ectopically in regions in
which it is not necessarily expressed. In zebrafish, we have been
working with several transgenic lines using fluorescent reporters
[mainly green fluorescent protein (GFP) derived] that express
selectively in the nervous system—Iines we made and lines that
we acquired from other laboratories.*> However, as the organism
develops it becomes increasingly complex to sort out the vast
array of neurons in these lines. The early work that defined
neurons present in the neural tube was based upon identifying
neurons by morphology. However, since specific probes for
neurons usually localize to one specific region of the neuron, an
incomplete view of the neuron may be detected skewing interpre-
tations. In our more recent work, we have used modified fluores-
cent reporter genes engineered with sequences that code for a
farnesylation site. In doing so, the fluorescent reporter will be
embedded into the neuronal membrane, yielding a more com-
prehensive visualization of the neuronal body and network.
Currently, we have constructed transgenic lines containing a
farnesylated GFP as well as a farnesylated mCherry, a monomeric
red fluorescent protein (mCherry and several other different
colored reporters were developed by the Tsien laboratory®’).

As the organism develops, the neuronal network becomes quite
vast and difficult to decipher. As such, the goal of our laboratory
is to generate a series of transgenic lines that run from regulatory
sequences of genes that identify neurons producing a specific
neurotransmitter. Using this plan we hope to transgenically
“dissect” the nervous system in fluorescent colors enabling us to
visually examine different neurotransmitter pathways. It should
be emphasized that while this program highlights the identifica-
tion of presynaptic neurons that produce specific neurotransmit-
ters, the production of transgenics that identify postsynaptic
neurons that receive the neurotransmitter input is equally valu-
able. However, due to the complex diversity of subunit genes for
neurotransmitter receptors, this is a task that we are not prepared
to undertake at this time. However, once there is a better under-
standing of the expression specificity of various receptor subunits,
transgenics can then be constructed. Overall, these transgenic
lines will be used to identify the appearance of neurons producing
specific neurotransmitters and for examining coexpression of dif-
ferent neurotransmitters produced by the same neuron. By utiliz-
ing these transgenic lines, we can visualize “neurotransmitter
switching” in response to the challenge of a specific neurotrans-
mitter pathway and possibly for following the development of the
nervous system in a selective manner.

Transgenic Construction Our general procedures for
making and characterizing transgenics have been detailed previ-
ously.”® However, techniques evolve and these studies emphasize
using much larger genomic regions for driving transgenes. There
are two procedures for manipulating larger genomic regions into
transgenic constructs. One, called recombineering, takes advan-
tage of microbial recombination systems to homologously target
a reporter gene in a genomic Bac or Pac clone so that the reporter
gene is surrounded by the signals (known and unknown) that drive
developmental expression of the endogenous gene.’'*? This has
been used in a limited way in zebrafish®*** and more commonly
in mouse. While this is an elegant procedure, it does take consid-
erable time since for most constructions two recombination events
are necessary and the large clones have to be screened for the
proper construction. An alternate, but less elegant procedure is to
move large fragments into position to drive expression of the

reporter gene. The larger genomic fragments, in most circum-
stances, will not have convenient restriction enzyme sites to allow
one to recombine the proper construct. Thus, in order to recom-
bine the construct, it is necessary to employ techniques for modi-
fying “joints” of DNA so that they can ligate together: two
common procedures are (1) to PCR change the sequence at the
ends to create workable restriction sites for cloning and (2) to
modify an existing restriction enzyme site with oligonucleotide
adaptors to change an end of a DNA from one restriction site
specificity to a more convenient one. We are currently using these
nonrecombineering procedures for the design and construction of
our transgenes.

Efficiency of Making Transgenics We find that if we pre-
screen transgenic injected embryos for expression, that approxi-
mately 10% of the adults with be germline for the transgene.
However, we have found that in most cases, using our procedure,
2-50% of the resulting progeny are transgene positive, indicating
that our procedures are producing founder transgenics that are
chimeric for the transgene in their gonads. If we breed the trans-
gene-positive progeny we obtain a normal Mendelian recovery
of approximately 50% transgenic embryos. Occasionally we
have transgenic founders with two separate integrations of the
transgene resulting in transgene progeny percentages that are com-
plicated until we can segregate the two transgenic integrants.
Recently reports have come out indicating that the efficiency for
producing germline transgenics can be enhanced by using the tol2
system.”>** By flanking their transgene with tol2 sequences and
coinjecting the transgene with mRNA for the tol2 transposase, the
efficiency of producing germline integrants is enhanced.

Microarray Analysis of Neurotransmitter Pathways For
someone not familiar with using microarrays to investigate wide-
spread gene expression changes a number of factors have to be
considered: (1) the interpretation and analysis of the data are sta-
tistically based—many developmental biologists are not familiar
with working with tab-delineated tables having thousands of
rows. At best the information provides leads as to where to look
and, thus, it is a technology that requires complementary or con-
firming techniques to develop an understanding of events; (2) in
general the technology is expensive, and in going from “home-
made arrays” that are arrayed at one’s institutional microarray
core to commercial arrays, the price increases; what adds to this
cost is the need to have a number of biological repeats of the
arrays to reach statistical significance; (3) the purpose of the array
work: is it for gene discovery where one would want to work with
an array having thousands of genes or is it to probe a defined
pathway where making a smaller array would be more efficient
and less costly; (4) for zebrafish in particular, the genome is still
being assembled and many genes have yet to be defined and local-
ized; some of the large commercial arrays are based not just on
the whole gene sequence but on expressed sequence tags (ESTs)
that can result in having several oligonucleotides on the array
representing the same gene as the genome gets assembled; in our
experience the Agilent 22k zebrafish array has more than several
“genes” represented by two and sometimes three oligonucleotides;
(5) because the assembly of the genome is still a work in progress,
some of the arrays have little or no annotation for some of the
oligonucleotides placed upon the array; this is improving with
finer definition of the zebrafish genome.

Given all of the above, there are a variety of reagents available
for zebrafish microarray work. One option is a Compugen library
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of ~16K oligonucleotides that can be purchased and arrayed. We
have used this to study gene expression changes during the devel-
opment of the neural tube’” and to study transcript changes during
early embryonic development.”® However, in both cases the
number of oligonucleotides that gave statistically significant data
was proportionally small. This has caused us to use commercial
microarrays whose oligonucleotides were based upon a newer
assembly of the zebrafish genome. Both Affymetrix and Agilent
produce larger zebrafish arrays (14.5k and 22k, respectively).
While arrays of this kind provide a level of consistency that is
usually not matched by “homemade” arrays, the flexibility of
having oligonucleotides designed and synthesized for the genes
of choice is a valuable factor when considering what to use.
While we are developing a large (several hundred) Agilent 22k
zebrafish array database, we find that the array is missing
many neurotransmitter pathway genes, in part because many
of these are at best algorithm predicted rather than defined by
isolated cDNAs. That is why we are developing our own, much
smaller array that will focus upon genes selectively expressed in
neurons and genes associated with known neurotransmitter
pathways.

Therefore, our purpose in this array will not be gene discovery
but pathway exploration. In addition to microarrays for studying
the steady-state level of transcripts, there are other microarrays
for studying aspects of gene regulation beyond direct transcrip-
tional control. There are now commercial designs of microarrays
for using chromatin immunoprecipitation on microarrays (chIP-
chip arrays) for zebrafish. These are oligonucleotide arrays that
cover sequences near and 5 to mRNA start sites so that it is pos-
sible to examine which transcription factors are binding to which
genes. The Agilent arrays cover over 11,000 zebrafish genes.
Alternatively, it has become clear that microRNAs can play sig-
nificant posttranscriptional roles in governing gene expression—
either through hybridizing to mRNAs for their destruction or by
inhibiting the translation of the mRNAs. In the second category,
the homology between the microRNA and the mRNA does not
have to be absolute, so some microRNAs can control the transla-
tion of many different mRNAs. Microarrays for examining the
presence of microRNA have been constructed by researchers™
and commercially.

In our use of the Agilent 22k zebrafish array, we have identified
distinct changes in gene expression associated with a brief embry-
onic challenge to the glycine neurotransmitter pathway; this same
brief embryonic challenge has been shown to have lasting behav-
ioral effects on adults. The analysis of the data is complex, but
we do see transcript level changes in genes associated with the
glycine neurotransmitter pathway and the glutamate neurotrans-
mitter pathway. However, as mentioned above, the coverage of
genes in these pathways is not complete and is the major reason
for our developing a new, smaller microarray.

For challenging the embryonic nervous system, these arrays
can be used in combination with the challenges, i.e., comparing
the transcript patterns of embryos and larvae with and without
challenge. A chemical challenge via a pesticide exposure or a
receptor agonist or antagonist makes it possible to limit the time
of exposure; alternatively, but more specifically, injecting anti-
sense morpholinos into one-cell embryos affords the possibility
of knocking down expression of specific genes. The drawback to
the morpholino approach is the lack of careful control over the
time period by which the morpholino inhibits the synthesis of the

target protein. We have and are using both of these approaches in
our work.

Fluorescent Cell Sorting  One of the benefits of the develop-
ment by many laboratories of live, fluorescent reporter, zebrafish
embryos is that it allows for a variety of different forms of visu-
alization: fluorescent microscopy, confocal microscopy, multipho-
ton microscopy, and also the use of flow cytometers and fluorescent
cell sorters to analyze populations. Some of the first fluorescent
transgenic lines labeled blood cells and this made it possible to
isolate fluorescent blood cells for transplantation into mutants
defective in the hematopoietic system for subsequent real-time
visualization of the reconstitution of a functional system.®' As the
number of reporter, fluorescent lines of zebrafish increases, each
marking distinct subpopulations of cells in the embryo, it becomes
possible to use embryo dissociation techniques in combination
with fluorescent cell sorting to recover distinct subpopulations of
cells. Dr. Ava Udvadia of the University of Wisconsin, Milwaukee
has succeeding in doing this with a transgenic line driven by the
gap43 promoter. This line marks embryonic neurons and she has
successfully sorted fluorescent neurons and used them as a source
of RNA to isolate cDNA clones of genes expressed in the neurons.
We have recently collaborated with her to examine the expression
of genes in these neurons using the Agilent 22k zebrafish microar-
ray. We expect this procedure to be of value in the future in iden-
tifying transcript differences in different populations of neurons
as well as a convenient alternative to laser microdissection tech-
niques for examining gene expression in specific tissues of the
embryo.

STRATEGIES FOR EXPLORING MECHANISMS We are
suggesting that early challenge of the nervous system creates
structural or regulatory effects that last beyond the exposure
period and result in behavioral/learning effects in the adult. Obvi-
ously, explaining this mechanistically for something as complex
as the brain is an immense goal. There are some possible clues
regarding events, if not mechanisms, that might be affecting these
changes. The work of the Spitzer laboratory® and some prelimi-
nary microarray work by this laboratory support the possibility of
neurotransmitter switching. This could be tested in the organism
with the transgenic lines we are generating to mark neurons pro-
ducing specific neurotransmitters. Complementing this is the use
of microarray analysis during the challenges to determine whether
there are distinct changes in neurotransmitter pathway component
expression. Introducing regions into the fluorescent reporters that
allow them to be embedded into the membrane allows the outward
morphology of the neurons to be delineated and we hope these
lines will allow us to follow the development of the nervous
system as the organism grows. Obviously, any challenge requires
evidence that it does induce a behavioral change, and the defini-
tion of the vulnerable window of challenge should make it possi-
ble to narrow down the candidate changes. Both of these require
analysis procedures for behavior and learning. Our progress with
this is described below.

ADDRESSING BEHAVIORAL CHANGES

Swimming behavior of the larval zebrafish can be monitored
with high-speed video and digital imaging software to study
changes in burst and slow swims, tail bending amplitude, and fast,
large-angle turns indicative of the escape response.®® For example,
video recording was used to differentiate wild-type and accordion
mutant embryos as well as embryos chemically challenged with
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strychnine, to assess defects in touch response.’***® Zebrafish
prey capture swimming behavior has also been analyzed by this
method.** As the embryo matures, the swimming behavior can be
monitored with more complex computerized video-tracking
systems, e.g., Noldus-EthoVision, to track swimming and move-
ment. Using the Noldus system, single zebrafish can be placed in
multiwell plates and monitored simultaneously, greatly increasing
the throughput of experiments. Once the fish are tracked, the
software allows the investigator to dissect out various parameters
of swimming movement including angular velocity (degrees/sec),
meander (degrees/mm), time spent in defined zones, total distance
moved, and time spent immobile, mobile, and strongly mobile.
Analyzing these various parameters makes it possible to detect
small changes in motor behavior in response to challenge. Assess-
ment of learning and memory in adult zebrafish is still being
developed, but researchers have devised ways to characterize
simple learning, memory, and cognition by testing reflexes,>*’
fear conditioning,®® and spatial orientation.”’° For example,
zebrafish can learn to swim to one side of the tank in response to
a tap on the side that signals delivery of food.”" In addition, a
three-chambered shuttle maze can be used to test choice behavior
and response latency. In this tank there is a central compartment
and left and right choice compartments separated by sliding divid-
ers. Zebrafish are trained to preferentially go to one side by
placing the fish in the central compartment and allowing it to
acclimate. After a period of acclimation, both side chambers are
simultaneously opened. If the fish chooses the correct side
chamber, the door closes and the fish is left alone. If the fish
chooses the incorrect side chamber, the door is closed and a
sliding partition is moved close to the wall placing the fish in a
restrictive position. Within a few trials, the fish learn to avoid the
chamber that will push them toward the wall.” Once trained, it is
possible to measure the chamber choice accuracy and the time it
takes for the fish to make a decision. Using this technique, it was
demonstrated that early embryonic exposure to chlorpyrifos led
to significant spatial discrimination impairments and response
latency as adults.*® Furthermore, utilizing this task, it was dem-
onstrated that acute nicotine administration to adults causes a
significant improvement in delayed spatial alternation at low nico-
tine doses, but impairs performance at high doses,”” mimicking
results seen in higher vertebrates.”

Recently, a novel study utilizing adult zebrafish to test diving
and escape predation was performed.” When zebrafish are placed
in a novel environment, they tend to dive to the bottom of the tank
as a method to escape predation. Wild-type fish show a gradual
decrease in the time spent in the bottom third of the tank and
habituate to their new environment. Utilizing this test, Levin
et al.” have demonstrated that acute nicotine treatment caused a
significant decrease in diving throughout the test. The antianx-
iolitic effects of nicotine treatment were reversed by cotreatment
with mecamylamine, a nicotinic receptor antagonist. These data
suggest that the effect of nicotine on diving was due to net stimu-
lation at nicotinic receptors, an effect that is blocked by
mecamylamine.

Utilizing a variety of testing apparatuses and methodologies,
researchers have demonstrated the use of adult zebrafish as a
behavioral model for testing reflexes, habituation, Pavlovian con-
ditioning, and operant conditioning. A review of the experiments
and a full description of testing apparatuses can be found in
Cerutti and Levin.”” As behavioral biologists and psychologists

continue to refine and create new testing parameters, we hope to
elucidate more behavioral abnormalities and learning and memory
deficits as a result of early challenge to the nervous system.

CONCLUSIONS

We have tried to outline how developing technologies and
useful characteristics of the zebrafish model system can now
allow us to investigate how embryonic exposures to the develop-
ing nervous system and concomitant adult effects can be studied.
This combination of approaches and technologies will ultimately
be used at various levels to study molecular, developmental, and
behavioral effects relevant to the functions of the nervous
system.
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15 Modeling Cognitive and
Neurodegenerative Disorders in
Drosophila melanogaster
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ABSTRACT

Significant conservation in cognitive and neurodevelopmental
mechanisms exist between Drosophila and mammals. In addition,
while mechanisms of aging are relatively well conserved,
Drosophila age much faster than mammals. Thus Drosophila are
an ideal organism in which to study cognitive and neurodegenera-
tive diseases. Powerful genetic techniques exist that allow genes
to be disrupted and overexpressed easily. Phenotypes observed
from these mutants can then be used to screen for genetic modi-
fiers to elucidate pathways involved in disease pathology. Here
we describe recent advances obtained from Drosophila models
for five diseases, neurofibromatosis 1, fragile X syndrome,
Alzheimer’s disease, tauopathies, and Parkinson’s disease.

Key Words: Neurofibromatosis 1, Fragile X, Alzheimer’s
disease, Tauopathy, Parkinson’s disease, Drosophila melano-
gaster.

INTRODUCTION

In choosing an organism for the study of a biological process,
it is necessary to compare the relative advantages of using that
particular organism versus the amount of conservation in the
process between the organism in question and humans. Drosoph-
ila melanogaster has been used extensively as a model system in
the study of development. Drosophila offers numerous advan-
tages including powerful genetic techniques and a short life span.
In this chapter, we will describe how Drosophila has been used
in the study of several human cognitive and neurodegenerative
diseases.

CONSERVATION OF PROCESSES
BETWEEN HUMANS AND
DROSOPHILA

How conserved are cognitive, behavioral, and neuronal pro-
cesses between flies and mammals? Drosophila has been an
essential organism in the study of behavior and memory. Two
widely used, highly quantitative and reproducible behavioral

From: Sourcebook of Models for Biomedical Research
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assays, a Pavlovian olfactory association assay' and a courtship
conditioning assay,” have been used to identify mechanisms of
memory formation, storage, and recall. These mechanisms are
conserved with those of mammals. Using the Pavlovian condi-
tioning assay, a single cycle of training generates a short form of
memory in flies that decays relatively quickly.® Similar to mam-
malian systems, multiple training trials generate longer lasting
forms of memory and multiple training trials with rest intervals
interspersed between trainings generate a protein-synthesis-
dependent long-term memory.* In addition, the cyclic AMP/
protein kinase A (cAMP/PKA) pathway is critical for memory
formation in Drosophila and this is also the case in mamma-
lian systems. Furthermore, activity of the CREB transcription
factor has been shown to be essential for long-term memory
formation in many organisms including Drosophila and
mammals.’

For the study of synaptic morphology and neurotransmis-
sion, the Drosophila neuromuscular junction (NMJ) has been
extensively used. NMJ preparations allow rapid screening for
mutants that affect synaptic morphology.® Combined with
temperature-sensitive paralytic mutants, they provide a critical
tool for the identification of genes important in synaptic trans-
mission.”® Genes required for synapse formation and transmission
are highly conserved between flies and mammals and genes
involved in human diseases that affect synaptic structure
or function often have similar functions at the Drosophila
NMJ. 2

An advantage that Drosophila has over mammals in the study
of neurodegenerative diseases is a short life span of approximately
30-60 days after eclosion. This allows age-dependent changes
that occur in Drosophila to be easily measured. Furthermore,
Drosophila and mammals show much conservation in terms
of mechanisms affecting aging."® Calorie restriction (CR) extends
the life span of organisms ranging from yeast to mice.'"*'> CR
seems to function by inactivating pathways that promote
growth while activating pathways that increase protection from
oxidative and other forms of stress. Thus, in many organisms
including flies and mice, inhibition of the insulin/insulin-
like-growth factor signaling (IIS) pathway extends the life span.'s
Fly homologs exist for the majority of genes involved in insulin
signaling.
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ADVANTAGES OF STUDYING DROSOPHILA

A short generation time of approximately 10 days and the ease
of maintaining large numbers of fly stocks in a laboratory setting
have been invaluable in establishing Drosophila as a model
genetic organism. Drosophila has a relatively small genome that
has been completely sequenced and approximately 75% of the
genes involved in human diseases have a counterpart in Dro-
sophila."” Genetic techniques in Drosophila are highly developed
with several being particularly advantageous in the study of
disease. The commonly used GAL4/UAS system allows expres-
sion of a gene of interest in specific anatomical regions.'® Briefly,
a transgenic fly is generated expressing a gene of interest under
control of the GAL4-UAS. Thus, the gene is expressed only in
the presence of the heterologous yeast GAL4 activator. These flies
can be crossed with various GAL4-enhancer trap lines, which
express GAL4 in particular locations or cell types, to express the
transgene at those specific regions. Newer versions of the GAL4/
UAS system have been generated in which GAL4 has been
mutated to be active only in the presence or absence of a drug,
RU486. This allows gene expression to be regulated in both a
spatial and a temporal manner.'*?

In forward genetic screens, enhancer-promoter (EP) lines are
available where P-element transposons, carrying GAL4-regulated
promoters, designed to express flanking genomic sequences, have
been inserted throughout the genome.?"' If an EP element is inserted
proximal to a gene in the appropriate orientation, that gene can
often be expressed under GAL4 control. If the element is inserted
in the opposite orientation, gene expression can often be inacti-
vated. EP lines are particularly useful in genetic modifier screens
when searching for genes whose altered expression will modify
the phenotype of a particular mutant.

A particularly useful organ for genetic screening in flies is
the compound eye.”> GAL4 enhancer trap lines are available
that specifically drive expression in the eye and expression
of disease genes in this structure often causes a rough eye
phenotype. Forward genetic screens using EP lines or random
mutagenesis can be used to isolate genetic modifiers, either sup-
pressors or enhancers, of this phenotype. In addition, reverse
genetic techniques can be used to modify expression of specific
candidate interacting genes to determine whether they have an
effect on the rough eye phenotype. These techniques are used
extensively to identify genetic interactions between genes of
interest.

Finally, for pharmacological studies, similar to other organ-
isms, flies can be injected with drugs. However, more usefully,
flies are much more sensitive to ingested compounds compared
to mammals. Thus, in contrast to mammals, in which active com-
pounds may have to be injected directly into the brain, in flies,
the compound can often be simply mixed with the food and fed
to flies to produce effects.”

Taken together, we can conclude that Drosophila offers numer-
ous advantages in the study of cognitive and age-related human
diseases.

NEUROFIBROMATOSIS 1

Neurofibromatosis type I (NF1) is a dominant genetic disorder
caused by mutations in the NF1 gene, which encodes a Ras-

specific GTPase-activating protein (Ras-GAP).>* Symptoms
include tumors of the nervous system, learning disabilities,
defects in development, and a predisposition toward short
stature.”?® Tumors result from the removal of NF1, which
normally represses the growth-promoting functions of the Ras
proteins. Until recently, it was also thought that the learning
defects associated with the disease resulted from aberrant
brain development due to abnormal Ras activity. However, results
from fly models suggest an alternate function for NF1 in regu-
lating intracellular cAMP levels which affect learning (Figure
15-1A).

The Drosophila homolog of NF1 is 60% identical to the human
protein and viable NF1 null mutants have been generated.”
Similar to phenotypes seen in human NF1 patients, NF1 null flies
have learning defects and are physically smaller than their wild-
type counterparts. While an increase in tumor incidence has not
been reported in the fly, fly NF1 has ras-GAP activity similar to
the human protein.”

Indications that Drosophila NF1 may be involved in regulating
the cAMP pathway came from studies of the Drosophila NMJ in
which the addition of the neuropeptide, pituitary adenylyl cyclase-
activating polypeptide (PACAP), induces a strong enhancement
in K* currents.”” This enhancement is dependent on activation
of both an adenylyl cyclase/cAMP/PKA pathway and a Ras-Raf
kinase pathway. Interestingly, null mutants in NF1 are defective
for this K* current enhancement.”® However, neither mutations in
GAP1, another Ras-specific GAP, nor overexpression of constitu-
tively active Ras, blocked enhancement. Rather, a rutabaga (rut)
mutant defective for an adenylyl cyclase had phenotypes similar
to the NF1 null and cAMP analogs and adenylyl cyclase activators
restored K* currents in NF1 mutants.”® These results indicate that
NF1 may function in a common pathway with rut to increase
cAMP levels.

cAMP is known to be critical for learning and the ruf mutant,
which is defective for cAMP production, was initially identified
as a learning mutant. This raises the possibility that the memory
defect in NF1 mutants could be a result of defective cAMP rather
than Ras signaling. In support of this idea, the learning defects of
NF1 mutants are extremely similar to those of rut mutants and
double NFI;rut mutants do not have phenotypes more severe than
single mutants, demonstrating that both mutations affect the same
pathway.” Furthermore, heat shock induction of a constitutively
active PKA catalytic subunit complements the learning defects of
NF1 mutants.

Interestingly, while acute expression of PKA seems to comple-
ment the learning defects of NF1 flies, developmental expression
is required to complement the size defects. These results suggest
three roles for NF1: an acute role in maintaining cAMP levels
for memory formation, a developmental role in generating
proper body size, and a Ras-GAP function in preventing tumor
formation.

The role of NF1 in modulating K* currents® and in regulating
cAMP levels''?! has been shown to be conserved in mammalian
systems. If this conservation extends further, the learning defects
of NF1 patients are likely to result from signaling rather than
developmental defects, suggesting the hopeful idea that acute
pharmacological interventions that increase cAMP signaling
might be used to treat patients.
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Figure 15-1. Selected disease pathways in which Drosophila
models have contributed significantly (see text for references). (A)
Although NF1 is well characterized as a Ras-GAP, Drosophila work
has demonstrated that the learning defects associated with neurofi-
bromatosis 1 may be due to a second role of NF1 in regulating cAMP
levels through the rutabaga adenylyl cyclase. (B) Rac-GTPases
control cytoskeletal components to regulate cell shape. Activation of
Racl causes dissociation of an inactive complex containing WAVE1
and CYFIP as well as other proteins. Free WAVEI stimulates cyto-
skeletal remodeling through actin nucleation while CYFIP may func-
tion by inhibiting FMR1. Inhibition of FMR1 allows excess futsch
and profilin to be synthesized, stimulating microtubule and actin
dynamics. In addition, Racl production is increased by inhibition of
FMRI1, suggesting a positive feedback mechanism. Fragile X syn-
drome, caused by loss of FMRI1, may exert its effects through the
increased activity of cytoskeletal remodeling components. (C) In

FRAGILE X SYNDROME

Fragile X syndrome, the most common inherited form of
mental retardation, results from loss-of-function mutations in the
FRM1 gene.* In addition to cognitive defects, symptoms include

healthy mltochondrla j

Parkm

PINKI

tauopathies, increased accumulation and phosphorylation of tau lead
to its misfolding and aggregation. Aggregated tau forms PHFs and
NFTs leading to neurodegeneration. Phosphorylation follows an
ordered sequence in which initial phosphorylation by the Parl kinase
primes tau for phosphorylation by GSK3f and other kinases. Increased
expression of the peptidase PSA may be a way to treat tauopathies
since it leads to degradation of tau. (D) Parkinson’s disease results
from progressive loss of dopaminergic neurons. Pathological pheno-
types indicate that aggregation of proteins such as a-synuclein and
Pael-R may be involved in cell death. Parkin, a ubiquitin E3 ligase,
identified from familial forms of the disease, may be involved in
preventing protein aggregation. In addition, parkin and PINKI1 are
required for normal mitochondrial function, suggesting that Parkin-
son’s disease may result from mitochondrial damage. Increased activ-
ity of chaperones, heat shock response, and Bcl2 ameliorate toxicity
in several Drosophila models of Parkinson’s disease.

attention deficit disorders and hyperactivity, obsessive compul-
sive and autistic behaviors, and mild facial dysmorphologies. At
the cellular level, loss of FMR1 leads to cytoskeletal defects,
including increases in the density of synaptic spines, which tend
to be longer, thinner and immature in appearance.”* FMRI
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encodes FMRP, a protein that is thought to function by binding
mRNAs and repressing translation.**® A fly homolog of FMR1,
dFMRI1, exists and mutations have been used to generate fly
models of this disease.”’

Although many potential RNA-binding targets have been iden-
tified in mammalian systems,™* studies in Drosophila have
yielded the most convincing data regarding the in vivo relevance
of identified targets (Figure 15-1B). Similar to mammals, null
mutations in dFMRI1 cause altered cytoskeletal morphology at
both NMJs and at central nervous system synapses. Reducing
dFMRI1 levels results in increased synaptic branching, increased
numbers of boutons, and enlarged synaptic areas, while over-
expression of dFMR1 reduces branching and growth and increases
synaptic bouton size.'"'> DFMR1 binds to the mRNAs of three
proteins implicated in cytoskeletal structure, futsch, the Drosoph-
ila homolog of the mammalian microtubule-associated protein
MAPIB," profilin, a protein that stimulates both polymerization
and depolymerization of filamentous actin,®® and Racl, a small
rho-GTPase involved in cytoskeletal remodeling.*' Both futsch
and profilin protein levels are upregulated upon deletion of
dFMRI1 and futsch expression decreases when dFMR1 is overex-
pressed.'™® Furthermore, overexpression of futsch, profilin, or
Racl causes increased growth and branching of neurites, similar
to phenotypes of dFMR1 null mutants.'**#' Reduction of futsch
or Racl causes reduced branching and growth, similar to pheno-
types observed when dFMRI is overexpressed. Importantly,
futsch, profilin, and Racl all show genetic interactions with
dFMR1. dFMRI;futsch double mutants have morphologically
normal synapses,'® overexpressing dFMR1 suppresses the pheno-
types caused by overexpressing profiling,*® and overexpression of
Racl suppresses the reduced branching phenotype caused by
overexpressed dFMR1.*' These data all support a model in which
dFMRI1 affects the synaptic structure by binding to the mRNAs
and repressing expression of genes involved in cytoskeletal
dynamics.

Interestingly, Racl may also function upstream of dFMRI.
The cytoplasmic FMRP interacting proteins (CYFIP) 1 and 2 were
initially identified in a two-hybrid screen for proteins that bind to
human FMRP.** CYFIPI also binds to Racl protein, indicating
that FMRP is found in complexes with both Racl protein and
Racl mRNA.* The genetic consequences of these interactions
have been studied in Drosophila.** CYFIP null mutants are pupal
lethal and display contracted or shortened synapses at NMJs. This
phenotype is the opposite of the elongated synaptic phenotype
seen in dFMR1 mutants. Furthermore, overexpression of dFMR1
in the Drosophila eye causes a rough eye phenotype that can be
partially rescued by overexpression of CYFIP and exacerbated by
reduction of CYFIP.* Thus CYFIP seems to work antagonistically
to dFMR1. The Rho-GTPase pathways are thought to regulate
cytoskeletal remodeling by causing dissociation of an inactive
protein complex containing both WAVEI1 and CYFIP.* Dissoci-
ated activated WAVEI stimulates actin nucleation. The above
results indicate that free CYFIP also has a function consisting of
binding and inhibiting dFMRI. Inhibition of dFMRI results in
increased translation of proteins including futch, profilin, and
Racl, leading to changes in cytoskeletal structure.

Futsch, profiling, and Racl were identified as dFMR1 interac-
tors by biochemical means (i.e., interaction of mRNAs with
dFMRI1 protein). Another gene, Drosophila lethal giant larvae
(dlgl), was isolated in a genetic modifier screen as a dominant

suppressor of the rough eye phenotype of flies overexpressing
dFMR1. DIgl is a cytoskeleton-associated protein associated
with the partitioning/atypical PKC (PAR) complex involved in
cellular polarity.*” Subsequent experiments have demonstrated
genetic interactions between dFMR1 and members of the PAR
complex,*® indicating that dFMR1 functions in a variety of differ-
ent complexes and demonstrating that the genetic approaches in
Drosophila can be used to identify novel functional partners of
dFMRP.

What are the electrophysiological phenotypes disrupting the
FMRI1 gene? Synaptic activity can cause alterations in connectiv-
ity between neurons resulting in long-lasting changes in synaptic
strength. The best known of these changes are long-term potentia-
tion (LTP), an activity-dependent strengthening of the synaptic
connections, and LTD, an activity-dependent depression of syn-
aptic connectivity.* LTP and LTD are not single phenomena, but
rather consist of various types that utilize different mechanisms.
LTD can be separated into a form that requires activation of post-
synaptic N-methyl-D-aspartate (NMDA) receptors and one that
requires activation of postsynaptic metabolic glutamate receptors
(mGluRs).* mGluR-dependent LTD requires rapid translation of
postsynaptic proteins. In addition, activation of mGluRs also
induces translation of FMRP. Thus it seemed likely that mGluR-
dependent LTD would be reduced in FMR1 mutants. Surprisingly
though, LTD was enhanced in FMR1 knockout mice, suggesting
that induction of FMRP functions to modulate LTD by inhibiting
excess protein synthesis caused by mGIuR activation.”®*" If this
is the case, inhibition of mGIuR activity might be expected to
suppress the phenotypes of FMR1 mutants.

Evidence supporting the mGluR theory of fragile X has
recently been obtained from behavioral studies in Drosophila.
Male dFMR1 null mutants court virgin females less actively than
wild-type males.? This decreased courtship can be rescued by
feeding flies mGluR inhibitors. Furthermore, when male flies are
exposed to and attempt to court previously mated females, they
are continually rejected and over time, decrease their attempts at
courtship.” This is a learned behavior and both learning and
memory can be quantified by measuring the number of courtship
attempts that a male makes at various time points after courtship
conditioning. Learning occurs normally in dFMR1 null flies such
that nulls learn to reduce their attempts at courtship upon condi-
tioning, similar to wild-type flies.”> However, short forms of
memory, within 1h after conditioning, are defective in dFMR1
null flies and they resume courtship attempts much earlier than
wild-type flies. Feeding flies mGluR inhibitors during adulthood
rescues this memory defect, supporting the idea that increased
mGluR activity may be responsible for the cognitive defects asso-
ciated with fragile X syndrome.™ It will be interesting to deter-
mine whether feeding flies mGluR inhibitors also decreases
expression of futch, profilin, and Racl in dFMR1 mutants, possi-
bly linking mGluR activity, cytoskeletal remodeling, and behav-
ior. It is particularly hopeful to note that feeding flies mGluR
inhibitors during adult stages improves their cognitive activity,
suggesting that acute drug treatment may function in human
patients as well.

ALZHEIMER’S DISEASE

Alzheimer’s disease (AD), the most common cause of senile
dementia in the human population, is characterized by two patho-
logical phenotypes: accumulation of extracellular plaques con-
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sisting of aggregated amyloid B peptides, and accumulation of
aggregated tau protein into intracellular neurofibrillary tangles.**
The relationship between plaques and tangles is still unclear, but
both are associated with progressive neurodegeneration.

B-AMYLOID MODELS Amyloid B (AB) peptides are gener-
ated by sequential cleavage of the amyloid precursor protein
(APP), first by the B-site APP-cleaving enzyme (BACE) and sub-
sequently by the y-secretase enzyme.” In familial forms of
Alzheimer’s disease (FAD), mutations have been identified in the
APP gene, and in the presenilin 1 and presenilin 2 genes, which
encode components of the y-secretase enzyme. Due to heterogene-
ity of y-secretase cleavage, at least two peptides, AB40 and AB42,
are generated, of which AB42 is considered more toxic.”® FAD
mutations are associated with increased levels of AB40 and AB42
or with an increased ratio of AP42 to total AP.

Several Drosophila transgenic lines useful for the study of
APB-induced neurotoxicity have been developed. Lines overex-
pressing human APP, Drosophila presenilin with FAD-associated
mutations, and human BACE are available. Using these lines,
Greeve et al.”’ have shown that expression of APP in the Dro-
sophila eye causes an age-dependent neurodegeneration in pho-
toreceptor cells that is enhanced upon coexpression of presenilin
and suppressed by reduction of endogenous presenilin. APP over-
expression causes an age-dependent appearance of large globular
deposits of AP, which can be accelerated by coexpression of pre-
senilin. Also, expressing APP, BACE, and presenilin under actin
promoter control results in semilethality that can be suppressed
by raising flies on food supplemented with either BACE or y-
secretase inhibitors.”’

Tijima et al.*® used transgenic flies directly expressing secreted
forms of AB40 and AP42. While expression of both peptides
caused age-dependent learning defects, expression of AB42 but
not AB40 caused age-dependent neurodegeneration, shortened life
span, progressive locomoter defects, and diffuse amyloid depos-
its. Crowther et al.* extended these results by demonstrating that
feeding AP42 flies MK-801 or Congo Red extends their life span
and ameliorates neurodegeneration. Congo Red is an azo-dye that
binds to AP42 in vitro and has been shown to inhibit aggregation.
MKS801 is an inhibitor of the NMDA glutamate receptor. It
is unclear how MK801 extends the life span of AB42 flies, but
it may function similarly to mamantine, a glutamate antagonist
that has been shown to slow progression of Alzheimer’s disease.
Furthermore, Crowther et al.*® demonstrate rough eye phenotypes
in AP42 flies suggesting a quick screening method for
isolating mutations and compounds that affect AB-mediated
neurodegeneration.

TAUOPATHIES Alterations in the microtubule-associated
protein tau have been implicated in a number of neurodegenera-
tive diseases, collectively known as tauopathies, including AD,
progressive supranuclear palsy, and frontotemporal dementia.®
Tauopathies are characterized by the accumulation of abnormally
phosphorylated forms of tau that aggregate into paired helical fila-
ments (PHF) and cytoplasmic inclusions known as neurofibrillary
tangles (NFTs). Formation of NFTs parallels the progression and
anatomical distribution of neuronal degradation in tauopathies,
suggesting that tau aggregation plays a role in neurodegeneration
in these disorders.®’ A Drosophila model for tauopathy was devel-
oped by overexpressing wild-type human tau or tau mutated at
sites associated with early onset dementia.®” Overexpression of
both wild-type and disease associated forms of tau cause an

expression level-dependent shortening of the fly life span. Short-
ened life span is associated with neurodegeneration and increased
tau phosphorylation, although NFTs are not observed in the fly
models.*”

Using this model system, modifiers of tauopathies were identi-
fied using both forward and reverse genetic techniques. Expres-
sion of tau specifically in Drosophila eyes results in a
dose-dependent rough eye phenotype.®** In a forward genetic
screen for suppressors and enhancers of this phenotype, the major
class of modifiers identified involved kinases and phosphatases,
consistent with the idea that abnormal phosphorylation of tau
leads to decreased association with microtubules and increased
aggregation.** In a reverse genetic approach, a major kinase
known to be involved in tau phosphorylation, GSK3p, encoded
by the Drosophila gene shaggy (sgg), enhances the tau rough eye
phenotype when overexpressed, and suppresses the phenotype
when mutated.”® Moreover, antibodies that specifically recognize
a phosphorylated form of tau unique to PHFs show a dramatic
increase in phosphorylated tau upon cooverexpression of sgg.
While PHFs are not observed upon overexpression of tau alone,
PHFs are observed when sgg is cooverexpressed with tau.®® Inhib-
itors of apoptosis suppress tau-induced neurodegeneration.

Most substrates must be prephosphorylated by other kinases at
nearby sites before they can become efficiently phosphorylated
by GSK3. Is there a priming phosphorylation required before tau
is phosphorylated by GSK3B? Reverse genetic experiments by
Nishimura et al.% indicate that Par-1, a homolog of the mamma-
lian MARK kinase that regulates microtubule dynamics and neu-
ronal differentiation, phosphorylates tau. Prior phosphorylation
by Par-1 is required before downstream phosphorylation can
occur by kinases including GSK3p (Figure 15-1C).

Although presenilins are generally thought to function in
Alzheimer’s disease by cleaving APP to produce cytotoxic AP
peptide, a novel model proposes that presenilin may also function
to regulate phosphorylation of tau. In support of this model, it has
recently been shown that loss of presenilin drastically enhances
the rough eye phenotype of flies overexpressing tau.*

In another approach, Drosophila has been used to identify the
in vivo effects of genes identified in other organisms as possible
tau interactors. Puromycin-sensitive aminopeptidase (PSA) was
identified as a gene upregulated in the cerebellum following over-
expression of a dominant mutated form of tau associated with
frontal temporal dementia.”’ Since the cerebellum is particularly
resistant to tau-dependent neurodegeneration, increased PSA
expression was proposed to function in a protective manner. This
was verified using Drosophila where it was shown that loss of
function of PSA enhances the rough eye phenotype caused by
overexpressed mutant tau.”” Overexpression of PSA suppresses
the phenotype. It was further determined that PSA functions to
degrade tau in vivo and in vitro. This approach illustrates the
efficacy of using Drosophila to test the in vivo phenotypes of
biochemical connections identified in other species.

PARKINSON'’S DISEASE

Parkinson’s disease (PD), the second most prevalent human
neurodegenerative disease, results in movement disorders,
tremors, and muscle rigidity due to the selective loss of dopami-
nergic neurons. Pathological phenotypes associated with PD
include the formation of Lewy bodies and Lewy neurites, protein
inclusions containing o-synuclein, and ubiquitin.®*"
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While PD is generally sporadic, mutations associated with
familial forms have been characterized, leading to the identifica-
tion of the o-synuclein gene.”' Although an obvious Drosophila
a-synuclein homolog has not been identified, a Drosophila
model of PD was developed using transgenic flies expressing
wild-type and mutant human o-synuclein.”> Development and
eclosion of transgenic flies occur normally. However, an age-
dependent and specific loss of dopaminergic neurons was observed
in transgenic flies, indicating that high expression of o-synuclein
can cause PD. In addition, o-synuclein aggregates that strongly
resemble human Lewy bodies are observed in aged transgenic
flies.”” Furthermore, an age-dependent loss of locomotor activity
is greatly enhanced in transgenic flies. These phenotypes demon-
strate significant similarities between the human disease and the
fly model.

In addition to o-synuclein, at least five other genes have been
linked to familial forms of PD and analysis of these genes sug-
gests that two pathways may be involved in disease pathogene-
sis.”® Parkin, which encodes an E3 ubiquitin ligase that directs
proteins to be degraded by tagging them with ubiquitin, and ubiq-
uitin carboxy-terminal hydrolase L1 are components of the ubig-
uitin proteosome system (UPS). DJ1 and PINKI1, Pten-induced
putative kinase 1, are involved in mitochondrial function. Although
parkin loss-of-function mutants have been reported to have mito-
chondrial defects, direct interaction between the genes involved
in the UPS and mitochondrial function have been lacking until
recent results in flies.

Recently, several groups have generated PINK] mutant flies,
either null mutants’*” or reduced activity mutants using RNAi.”"
PINKI mutants are, in general, viable, but have reduced longevity.
They also suffer energy depletion, male sterility, and an age-
dependent muscle degeneration associated with impaired
mitochondrial function. In addition, an age-dependent loss of
dopaminergic neurons is generally observed.”®”” These pheno-
types are similar to those observed in parkin mutants™ and indeed
reducing PINKI1 expression results in reduced parkin levels.”
Furthermore, overexpression of parkin dramatically restores
PINK1 loss-of-function phenotypes, parkin;PINKI double
mutants do not have more severe phenotypes than single mutants,
and overexpression of PINKI does not restore the defects of a
parkin mutant.”*"® These results indicate that parkin and PINK1
function in a common pathway with PINK1 functioning upstream
to control parkin expression (Figure 15-1D). It will be of signifi-
cant interest in the future to include the other four genes associ-
ated with familial PD in epistasis experiments in order to further
elucidate the pathway or pathways involved in Parkinson’s
pathology.

Studies in Drosophila have facilitated the identification of
possible therapeutic targets to combat PD. Auluck and collegues”
have shown that overexpression of HSP70, a stress-response
chaperone that functions in refolding misfolded proteins, sup-
presses the neurodegeneration seen in o-synuclein flies (Figure
15-1D). Furthermore, the drug geldanamycin, which blocks the
activity of HSP90, a negative regulator of stress response genes,
also prevents neurodegeneration.’® Overexpressing Pael-R, a
putative G-protein- coupled transmembrane protein, causes it to
form insoluble aggregates and leads to endoplasmic reticulum
stress and loss of dopaminergic neurons. Pael-R is degraded
through ubiquitination by parkin.®' Thus upregulation of stress
response/chaperone pathways may be a useful therapeutic strat-

egy for treatment of PD. Reducing PINKI activity in the
Drosophila compound eye results in ommatidial degeneration,
which can be suppressed by expressing the human SOD! antio-
xidant gene or by feeding flies either vitamin E or SOD1 protein,
both of which have antioxidant activity.”” Also, overexpression
of the fly Bcl2 gene, which functions to inhibit apoptosis and is
involved in protecting mitochondrial integrity, suppresses many
of the phenotypes of PINKI mutants.” These results suggest that
Drosophila models of PD have great potential in identifying
factors or compounds that may be used in the treatment of the
disease.

SUMMARY AND FUTURE DIRECTIONS

Drosophila have proven to be particularly well suited as a
model organism for human cognitive and age-dependent neuro-
degenerative diseases as shown by the five disease models dis-
cussed in this chapter. This is likely due to several factors including
the high degree of conservation between Drosophila and mammals
with respect to memory formation, aging, neuronal development,
and neurite guidance. In addition, these diseases all affect funda-
mental cellular processes such as cAMP/PKA signaling, transla-
tion, and protein misfolding and aggregation. As long as processes
are this conserved, flies will continue to be extremely useful in
elucidating pathways involved in disease progression and identi-
fying therapeutic targets for drug screening.

Constructing Drosophila models of diseases is relatively
straightforward. The Drosophila genome has been fully sequenced
and, importantly, many P-element transposon lines and many
genomic deletion lines exist. When a human disease is caused by
mutations that result in reduced expression or loss of function of
a gene, the Drosophila homolog can be readily identified and
mutations in this homologous gene can be rapidly made by impre-
cise excision of nearby P-elements or by other mutagenic tech-
niques. Reducing expression using RNAI is also commonly used.
When disease pathology is caused by a dominant mutation or by
increased accumulation of a gene product, transgenic Drosophila
can be easily made that can be used to overexpress the gene of
interest in a variety of tissues. This approach can even work when
the gene of interest has no obvious homolog as seen in the case
of overexpressing oi-synuclein in a Drosophila Parkinson’s disease
model.

Once a disease model has been made, a major advantage of
using Drosophila is that it is amenable to genetic screening for
genes that can enhance or suppress the disease phenotype when
either mutated or overexpressed. Large-scale unbiased screens of
this nature are not practical in mammals. Even when genes encod-
ing candidate interacting proteins are known, the large number
of available mutants in Drosophila and the short generation time
that facilitates the rapid construction of transgenic lines makes
Drosophila an ideal choice in which to study genetic interactions.
Furthermore, the ability to introduce many compounds into
Drosophila through feeding allows for the rapid screening of
large libraries of compounds for those that alter a disease pheno-
type. Of course, genes, genetic interactions, and compounds
identified through Drosophila models will have to be confirmed
using mammalian systems, but the use of Drosophila as an initial
screen has the great advantage of rapidly identifying strong
candidates.

Similarities between Drosophila and mammals suggest that in
addition to the successes in studying specific diseases, Drosophila
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may be useful in the study of less well characterized aging effects.
Recent advances in medicine and healthcare have led to increases
in human life expectancy. A consequence of this has been an
increase in the incidence of neurodegenerative diseases. However,
normal age-related memory impairment (AMI), not associated
with neurodegenerative diseases, is also becoming a major
concern. What are the causes of AMI? Are the mechanisms
involved in AMI the same as those involved in neurodegenerative
diseases? How can AMI be treated? Recent results indicate that
Drosophila also suffer a quantifiable and reproducible AMIL*
Although large-scale screening of memory in aged-fly popula-
tions is challenging, identification of mutants or compounds that
accelerate or suppress AMI should be feasible. In addition, com-
pounds and mutations that suppress neurodegenerative diseases
or extend the life span can be tested for their effects on AMI. Thus,
Drosophila will continue to be a vital model system for the study
and treatment of human diseases.
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MICHELLE M. ELEKONICH

ABSTRACT

In addition to the economic benefits honey bees provide
through pollination and honey production, this species is an
important model system that provides insight into many areas of
biomedical science. With a long history as a subject of studies of
social behavior, learning and memory, and immunology (due to
the allergens in their venom), the honey bee is emerging as a
major model for phenotypic plasticity, development and aging,
circadian rhythms, muscle metabolism and behavioral genomics.
Sequencing of the honey bee genome revealed that honey bees
share many genes and biochemical pathways with humans, thus
opening new avenues of research. Biomedical research with
honey bees benefits from this species’ well known physiology, the
tractability of its natural behaviors both in and out of the labora-
tory, a fully sequenced genome with accompanying suite of cel-
lular and molecular tools, and a large interactive community of
basic and applied researchers. Only Drosophila rivals the honey
bee as an insect model system for biomedical research.

Key Words: Apis mellifera, Social behavior, Learning,
Development, Aging, Muscle physiology, Circadian rhythms,
Venom, Neurobiology, Olfaction, Genetics, Genomics,
Beekeeping.

INTRODUCTION

Depicted in Spanish cave paintings dating from 6000 BC, the
honey bee has long provided pollination of crops and numerous
beneficial products including honey, wax, and propolis for human
usage. Today the honey bee is also a well-established medical
model for memory and learning, odor perception, behavioral plas-
ticity, behavioral development, sociality, exercise metabolism,
and aging. In addition, honey bee venom proteins have been the
focus of many studies in immunology and protein biochemistry.

With a rich research literature containing more than 5000 refer-
ences on honey bee evolution, behavior, physiology, and genetics
dating back to the early 1800s, the honey bee model system is
(1) the focus of a large interactive research community with basic
and applied perspectives, (2) has well-described ecologies, natural
behaviors, and phylogenies, (3) is well characterized with respect
to natural genetic variation, associated phenotypic variation, and
the evolutionary forces maintaining such variation, and (4) and
has a sequenced experimentally tractable genome.' In fact, honey
bees like Drosophila share many genes and biochemical pathways

From: Sourcebook of Models for Biomedical Research
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with humans,” suggesting many additional uses for this model
system will soon emerge.

HONEY BEE NATURAL HISTORY

Honey bees are members of the insect order Hymenoptera,
which includes approximately 100,000 species of sawflies, wasps,
ants, and bees. The order Hymenoptera is one of 11 orders of
holometabolous insects, those that undergo a metamorphic molt
to reach their adult phenotype. Honey bees (Apis mellifera) live
in large colonies usually containing one egg-laying queen and her
progeny, some 20,000—40,000 nonreproductive female “workers,”
and 200-300 male “drones.” Females, queens and workers, arise
from fertilized (diploid) eggs laid by the queen. Diploid eggs
become queens or workers depending on the cell in which they
are laid and whether the resulting larvae are fed royal jelly or
worker jelly by the bees performing brood care. In contrast, males,
known as drones, arise from haploid unfertilized eggs. This system
is known as haplodiploidy.> Male and female larvae undergo a
series of larval stages followed by pupation and a full metamor-
phosis within a cell in the honeycomb. Emerging from the cell as
fully formed adult bees, female workers undergo a form of behav-
ioral development termed “temporal polyethism,” moving through
a series of behaviorally defined life history stages in an age-
related fashion.*

BEEKEEPING STOCKS AND TOOLS

As of the year 2000, it was estimated that honey bee pollination
adds as much as 14.6 billion dollars per year to crop productivity
in the United States alone.’ The important role of the honey bee
in pollination means that beekeeping courses, equipment, and
stocks of honey bees are easily obtained. To work with the bees
a beekeeper will want a bee veil, bee gloves, and sturdy shoes at
the minimum. Full bee suits with integrated veils and elastic at
the ankles are a popular choice. A smoker to create cool smoke
to control the bees, a hive tool, and a bee brush are also necessary.
Each hive consists of a stand to keep the hive off the ground, two
standard movable frame hive boxes (Langstroth hives), a bottom
board, a queen excluder, smaller hive boxes (called supers) for
the honey, and an inner cover, and a top cover. Individual bee-
keepers may vary in their use of the queen excluder and inner
cover but they are standard parts of the hive. All pieces of equip-
ment and hive parts are available premade from standard beekeep-
ing suppliers (see the Appendix). Each colony will forage in an
area a few hundred meters to 6 km around the hive. Thus, a bee-
keeper must ensure there is sufficient forage for a colony as well
as a local water supply. Protection from wind and morning sun is
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also desirable. Finally, there are the bees themselves, which can
be bought as a small hive (called a “split” or “nuc”) or as a
package (essentially a swarm in a container) to be placed in your
equipment. Both of these can be bought with or without a queen,
but will need to be picked up as neither the postal service nor any
private carriers will deliver them. However, queens can currently
be purchased and sent through the mail (see the Appendix).

There are numerous additional beekeeping tools that research-
ers sometimes find useful, although often for unintended uses.
For example, the queen excluder can be used to modify the hive
entrance. Then regular workers can exit but workers with attached
raised tags that increase their size, known as “big-backed” workers,
are confined to the hive. This manipulation can keep some
members of a group of bees that are motivated and flight capable
from flying to test the role of flight activity in physiology, neuro-
biology, or subsequent behavior.® Likewise, pollen traps that are
meant to allow a beekeeper to collect bee gathered pollen, in the
hands of the researcher, become tools to limit the amount of pollen
coming into a colony. Because pollen is the only source of protein,
this manipulation can be used to set up nutritional differences
between colonies.” Similarly, cages typically used to introduce a
new queen into a colony can be used to introduce groups of treated
individuals.

Bees suffer from a number of parasites and diseases (bacterial,
viral, and fungal). Beekeepers typically treat prophylactically for
some of these and after the fact for others.® Many of the treatments
are controlled as insecticides, so individual researchers will have
to check to see which are legal for the state where they are located.
The destructive force and spread of the varroa mite (Varroa
destructor) has led to a renewed interest in integrated pest man-
agement and bee breeding. Various nonchemical solutions for
varroa treatment such as rotating drone pupae and using screened
bottom boards have been shown to decrease mite loads.”"
Although additional chemical treatments are available, beeswax
retains many chemicals and the long-term hopes of the honey bee
community to combat varroa, other parasites such as the small
hive beetle, and diseases rest on the development of new strains
of bees.

There are currently no isogenic lines of bees available. The
behavioral and physiological qualities of a colony of bees are
determined by the identity of the queen and the drones with which
she mated. Virgin queens and male drones mate in the air at
“drone congregation areas” that tend to be highly stable over
time.'""* The price of a breeding queen depends on whether she
was naturally mated, allowed to mate freely in nature with local
drones, or artificially inseminated. Most beekeepers buy naturally
mated queens, but if you require specific genotypes many queen
breeders can produce custom inseminated queens for experiments.
Instrumentally inseminated queens can cost up to 20 times as
much as naturally mated queens, but give the researcher control
over genotype. Courses in instrumental insemination are also
available at Ohio State University (see the Appendix).

All commercially available honey bees in the United States are
of the same species, Apis mellifera, mostly developed from the
Italian ligustica strain, but scientists at the U.S. Department of
Agricultrue (USDA), Universities, and commercial breeders have
bred strains with various qualities in addition to the original ligus-
tica qualities of fecundity, gentleness, and honey production. The
Buckfast strain, one of the oldest and still available strains, was
originally selected in part for resistance to tracheal mites. Other

stocks available include the lighter colored Cordovan bees (also
called Golden Italians). They are more golden and have brown
rather than black bands. The gold color serves as a natural genetic
marker. In contrast, Carniolan bees are darker colored and are
bred for being winter hardy and producing lots of bees quickly
with the onset of spring. Russian bees imported and tested at the
USDA appear to have resistance to varroa mites, tracheal mites,
and chalkbrood, a fungal disease.'" Another strain developed at
the USDA known as SMR (suppressed mite reproduction) and/or
VSH (varroa sensitive hygiene)'” and the strain developed at the
University of Minnesota by Dr. Marla Spivak known as Minne-
sota Hygenic bees also exhibit increased resistance to the varroa
mites. The Minnesota Hygenic bees are also well known for their
resistance to foulbrood.'®!” Other breeders have developed popular
mite-resistant strains, but not all have scientifically tested the
performance of those strains. In addition, some breeders offer
queens resulting from combinations of these strains.

RESEARCH TOOLS AND MANIPULATIONS

A critical and widely used manipulation to discriminate age
vs. behavioral effects during honey bee behavioral development
is the use of single-cohort colonies (SCCs) to induce precocious
foraging.'®? SCCs made entirely of newly emerged bees use
skewed colony age demography to dissociate worker age and
behavior. The lack of older workers in the hive causes about 10%
of the bees in a single cohort colony to forage precociously,
usually at 7-10 days of age.'”*"** In a typical colony older bees
work outside the hive as foragers while younger bees would work
inside the hive, while foragers and hive workers are the same age
in an SCC. Critically, SCCs allow the observation and collection
of same-aged bees performing different tasks. SCCs initially yield
young (precocious) foragers and young (typical age) hive bees,
and after a few weeks, old (typical age) foragers and old (over-
aged) hive bees. If all of the bees caring for brood in the hive are
removed, a percentage of the members of the foraging force
will revert to hive tasks including brood care (now a “reversion
colony”). These individuals have been foragers and are the same
age as the colony’s foragers but now are behaviorally and physi-
ologically at an earlier developmental stage.”

In addition to SCCs, honey bee researchers have invented a
number of other manipulations that increase the usefulness of the
honey bee as a model system. Of course the best known of these
is the ability to train bees to specific feeding stations, individual
markings, and observation hives as used by von Frisch®* and his
students in his Nobel Prize winning work on the honey bee waggle
dance. Using cohorts of known age bees, as for an SCC described
above, researchers can set up colonies with specific multiple-aged
cohorts® to look at the role of age in socially mediated effects on
behavior and physiology. As is the case for many other animals,
honey bees can be cross-fostered” to separate the role of genotype
from that of developmental environment. Colonies containing
adult workers of mixed genotypes can also be made to investigate
the genotypic influences on any number of individual and colony
traits.”*

Physical characters of bee colonies can be manipulated in
many ways to facilitate data collection such as adding modified
entrances to remove pollen,” collect dead bees, lengthen the
entrance to increase flight distance, or mark and/or capture bees
individually as they leave or return.’’ The role of the queen and
her pheromone secretions have been investigated using colonies
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where the queen’s genotype differs from that of the workers or
where the queen is removed and her presence simulated with
pheromone.* Additionally, bee behavior and physiology have
been manipulated with numerous pharmacological treatments™®
and exposure to pheromones® and other odors.”

The honey bee model system also has a number of neurobio-
logical, physiological, and cellular tools. Honey bee brain neuro-
anatomy has been studied since the mid-1800s***" and a bee brain
atlas was recently completed.*® Changes in the neuropil volume,
dendritic arborization, and neurochemicals in both the mushroom
bodies and antennal lobes of the honey bee brain occur in concert
with behavioral development and its associated changes in
physiology.**

In addition to anatomical studies of the honey bee brain, the
functional role of individual types of cells, brain areas, receptors,
and channels is increasingly being studied.** For example, the
biogenic amine receptors, the cholinergic, GABAergic, and glu-
tamatergic pathways in the central brain, and the subesophageal
ganglion of the honeybee have all been well described.**“° Elec-
trophysiological recordings and voltage clamp, in situ hybridiza-
tion and immunocytochemistry are all well-established techniques
for use in honey bees.”

Although there are many well-established insect cell lines
derived from the fruit fly, house fly, and flesh fly,**>’ honey bee
cell lines are not yet available. Honey bee neurons have proven
to be especially amenable to short-term culture****! supporting
studies of ion channels, receptors and neurotransmitters, and
neurophysiology. Hemocytes (circulating immune system cells),
antennal cells, and embryonic cells have also been cultured for
short time periods.®* Recently, embryonic cells taken from 36-
to 40-h-old honey bee eggs have been cultured for as long as
3 months,*” suggesting that the production of honey bee cell lines
is not far off.

Transgenic bees have been created by incorporating DNA con-
structs into sperm used for instrumental insemination of queens.
Transgenic lines produced in this way have been maintained for
up to three generations. One drawback to this technique is that
the construct did not appear to be integrated into the genomic
DNA.% Chimeric bees have been created by transplanting embry-
onic cells into other embryos.”®® Although larval honey bees
are typically reared in individual cells by the adults in the colony,
in vitro rearing of embryonic and larval bees to adulthood is
well established for toxicity studies on larvae and studies of caste
determination.®’® Thus, with the ability to create chimeras in
addition to the sequencing and annotation of the honey bee
genome, the honey bee system is poised to pursue detailed studies
of gene expression and biochemical pathways involved in pheno-
typic canalization and plasticity, development of genetic knock-
outs/knockins, and additional advances in honey bee breeding.

Several recent studies have effectively used RNA interference
to disrupt gene expression. Injection of double-stranded RNA
(dsRNA) into the neuropil of the antennal lobe disrupted expres-
sion of octopamine receptors at a level that decreased with dis-
tance from the injection site and length of time postinjection.
Disruption of octopamine signaling decreased olfactory acquisi-
tion and recall in an operant conditioning task but did not disrupt
olfactory discrimination.””® Injection of dsSRNA into the hemo-
coel via the intraabdominal segments decreased levels of vitello-
genin, a storage protein, in the bees’ hemolymph (blood). dSRNA
injected into eggs also disrupted vitellogenin gene function across

development.” Similarly, injection of the dsSRNA encoding the
E30 homeobox motif into preblastoderm stage embryos disrupted
homeobox gene function producing embryonic phenotypes similar
to those observed in the Drosophila engrailed mutants.** In
another developmental study, Beye and colleagues disrupted
sexual differentiation by suppressing csd expression in larvae that
had developed from eggs injected with dSRNA for the part of the
csd gene that is thought to be an SR-type protein.*’

SOCIAL BEHAVIOR

Honey bees live in complex and cohesive societies character-
ized by “eusociality.” Much like our own societies, generations
overlap, there is cooperative care of young and importantly
division of labor including reproduction.*®* Honey bee social
behavior is studied both at the level of the individual and the level
of the colony, often described as a “superorganism.” ***** Studies
of social behavior have focused on social control of behavior,
individual response thresholds, physiology and group behavior,
network dynamic models, communication, group decision making,
the molecular basis of sociality, physiological control, colony
need, and timing of response.®”?'*°' The following sections
discuss some specific types of social behavior in more detail.

AGING AND BEHAVIORAL DEVELOPMENT

Worker bees perform several different tasks in the hive during
the first 2-3 weeks of adult life, including brood care (“nursing”)
and hive maintenance, and then shift to foraging for nectar and
pollen outside the hive for the remainder of their 5- to 7-week
life.* Social interactions signaled by a pheromone pace the rate of
adult worker bee behavioral development via the actions of juve-
nile hormone.*"**** But juvenile hormone (JH) is not required for
foraging behavior. Workers lacking JH following removal of the
corpora allata (the sole source of JH) on the first day of adult life
still become foragers but at older ages; this delay is eliminated
with hormone replacement.” Adult behavioral development also
varies with a colony’s genetic background and is sensitive to
factors such as weather, season, parasite infestation, and colony
nutritional status,'$2*279%

In times of colony need individual workers can develop more
rapidly, in essence aging faster, to become precocious foragers.
Similarly, if the colony loses many of its middle-aged workers,
foragers can revert to earlier behaviors and their physiology also
returns to more youthful states.”*'® This socially mediated behav-
ioral plasticity makes the honey bee a unique model for the physi-
ology of aging.

As honey bees switch from in-hive tasks to foraging, they
transition from constant exposure to the controlled homogeneous
physical and sensory environment of the hive to prolonged periods
in a far more heterogeneous environment outside the hive. Within
the hive there is little light and the workers actively keep the
temperature at 33-35€ by contracting their fl ight muscles and
keep the humidity near 70%.* Foraging outside the hive occurs at
air temperatures between 10 and 50€ "' and exposes workers to
wind, rain, and increased predation. The physiology of honey bees
also changes as they age and move from nonflying tasks in the
hive to flight-intensive foraging behaviors. For example, hypo-
pharyngeal glands regress and produce enzymes for processing
nectar instead of brood food, body mass decreases, body water
content increases,and, as we describe in detail below, juvenile hor-
mone levels and metabolic and flight capacity increase.*'®!%-1%7
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In addition, more complex spatial and sensory information than
that encountered in the hive must be integrated to successfully
forage.>"!®

Microarrays developed from a honey bee expressed sequence
tag (EST) database® have revealed different patterns of gene
expression in forager vs. nurse brains independent of age.'”
Among the genes differentially regulated between behavioral
groups are those with strong sequence matches to annotated Dro-
sophila genes important in axiogenesis, cell adhesion, and intra-
cellular signaling. In the latter class is foraging (for), a previously
identified cGMP-dependent protein kinase whose pharmacolo-
gical activation causes precocious positive phototaxis and
precocious foraging.**''° Similarly, a recent macroarray study
demonstrates higher expression levels for genes involved in signal
transduction, ion channels, neurotransmitter transport, trans-
cription factors, plasma membrane proteins, and most cell adhe-
sion proteins in foragers as compared to newly emerged bees,
suggesting plasticity and remodeling of neurocellular properties
during aging and/or behavioral development in honey bees.'"!

Most adult honey bee workers live 3—6 weeks during spring
and summer and up to 8 months if they emerge from metamor-
phosis in late fall and overwinter in the hive.*''*!" Bees that
overwinter have higher levels of vitellogenin in the hemolymph,
lower JH, and overall higher protein reserves.''> Honey bee life
span is determined by the onset of foraging; the earlier in life a
worker becomes a forager, the sooner she dies."'*'"” As foragers
age, the time required to collect food from a feeder at a known
distance increases''® and bees often return to the hive with only a
partial load of nectar due perhaps to decreased flight ability.'”
Mechanistically, life span appears to be limited by foraging-
induced damage to the flight apparatus. This damage includes
physiological/biochemical impairment of the flight muscle and
mechanical damage including the loss of wing surface area due
to wing wear.'"*'?*!2! The amount of physiological and mechani-
cal damage is directly related to the amount of flight, independent
of age. As foragers age, they lose the ability to synthesize glyco-
gen. Bees that make more flights per day exhaust their glycogen
reserves and reach the point where glycogen synthesis breaks
down sooner.''*!20:12!

In contrast, queen honey bees are quite long lived, typically
living 1-3 years, but may live as long as 8 years.*'"* Queen bees
make one to several mating flights a few days after they emerge
from the cell where they completed metamorphosis. The only
other time a queen will fly during her entire lifetime is during
colony reproduction or swarming.*''* Queens appear to age more
gracefully than workers at the molecular level as well. Expression
of most antioxidant genes decreases with age in queens but
not workers.'? The relatively short life span of worker bees in
contrast to the longer life span of queens suggests that bees
may be particularly well suited to investigations of the cellular
mechanisms underlying individual differences in the rate of
aging.'”

CIRCADIAN RHYTHMS

The onset of foraging also marks a transition from relatively
constant arrhythmic activity to diurnal activity patterns. As worker
bees age, they develop a circadian rhythm,"**'? but their behav-
ioral rhythms are task dependent. Workers who are caring for
brood, nurses, work around the clock while workers who forage
work only during the day.'*® These behavioral rhythms are socially

mediated—foragers that have reverted to brood care lose their
behavioral rhythmicity.'” Honey bee circadian rhythms are
entrained by cycles of both light and temperature and act to coor-
dinate foraging behavior with appropriate flight temperatures, sun
compass navigation, and the timing of visits to specific floral
sources with nectar availability.'”’ Foraging age bees are posi-
tively phototactic. Phototaxis is modulated by the honey bee for-
aging gene (Amfor), which encodes a cGMP-dependent protein
kinase (PKG). Increases in PKG activity cause precocious forag-
ing and are correlated with increases in positive phototactic
behavior.” As in other animals, honey bee circadian rhythms are
influenced by Period gene expression in the brain.'”'® However,
the mechanism underlying the plasticity in behavioral rhythms
and its relationship to the circadian rhythm are unknown.'®

Circadian rhythms may also be important for the physiological
support of foraging behavior. JH titers in foraging bees are con-
sistently higher than those of bees working in the hive, even on
their first foraging flight.'?*° Increased JH titer causes degenera-
tion of the hypopharyngeal glands and a shift from producing
brood food to production of o-glucosidase, amylase, and glucose
oxidase, the enzymes needed to process nectar into honey.*'*-'3!
High JH titers also promote degradation of the fat body and con-
sequent decreases in hemolymph vitellogenin, the most common
storage protein in the hemolymph.*> As brood food is high in
protein, decreases in fat body and hemolymph vitellogenin levels
further mark the switch from a bee well suited to caring for young
to a bee well suited for flying, carrying heavy loads (in relation
to body size), and processing nectar. In addition, there is a diurnal
rhythm in JH titer in foragers that is not present in preadult bees.'”
Interestingly, the timing of the diurnal peaks in JH titer matches
the timing of the peaks in period mRNA expression with the
highest titers during the mid-subjective night.'”'* However, it
appears that JH titer does not influence diurnal locomotor activity
as allactectomy has no effect on circadian locomotor rhythm, nor
does treatment of young bees with methoprene, a JH analog,
accelerate the onset of circadian behavior."*

It may be that the high titers and diurnal rhythms of JH support
foraging physiology directly. In other insects, JH affects muscle
properties directly influencing muscle maturation'** and initiating
muscle degeneration and ovarian development in postdispersing
insects in preparation for reproduction.”*>"*” JH also affects both
cellular and whole animal metabolism. Allatectomized honey bee
foragers have lower metabolic rates and are flight deficient com-
pared to controls. However, this difference is abolished with treat-
ment with the synthetic JH analog methoprene.'*®

LEARNING AND MEMORY

Experience-dependent changes in neural architecture and func-
tion may reflect changes in information processing and sensory
thresholds in response to the greater complexity of foraging tasks
relative to hive work. Honey bee foragers make use of visual,
auditory, and olfactory information while locating flowers, assess-
ing the sugar content of the nectar, communicating the quality and
location of the food to other foragers, and repeatedly navigating
between the hive and food sources.*

To support the complex task of foraging, olfactory sensitivity,
learning ability, and volume of the neuropil of the mushroom
bodies, associative brain areas involved in memory consolidation,
increase as bees switch from in-hive to out-of-hive tasks.**'*®
Increased cholinergic signaling in the mushroom bodies is coin-
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cident with the foraging bees increased interaction with the world
and increased mushroom body neuropil.*! Field tests of honey bee
learning make use of our ability to train honey bees to a food
source, which the bees then communicate to new recruits via the
waggle dance, thus in effect “teaching” other bees where to find
food by reporting what has been learned.** A large body of litera-
ture suggests that foraging, recruitment via the waggle dance, and
subsequent navigation to the food source require complex cogni-
tive abilities including a compass sense, learning the local area
and landmarks during orientation flights providing a detailed map,
path learning, path integration, and higher order integration of
these processes and redundancy of cues to enable foraging even
in poor conditions.'®3* These experiments continue to suggest
that even with a small brain bees can be “smart.”

In the laboratory, honey bee learning is investigated using the
Proboscis Extension Reflex (PER) assay, a classical conditioning
associative learning paradigm. Honey bees naturally extend their
proboscis when receptors on the antennae are stimulated by
sucrose, naturally found in nectar, to taste the food. In the PER
assay restrained bees are taught to associate an odor with the food
and learn to extend the proboscis in the presence of the odor."*!'*
These studies have shown that bees can learn simple associations,
context, categorization, and discrimination, even performing suc-
cessfully in reversal learning and negative patterning tasks.*®

Because the bee is immobilized with the head, antennae, and
mouthparts easily accessible, researchers can gain direct access
to the brain to measure physiological correlates of learning during
conditioning.”®'** The octopaminergic VUM, neuron of the sub-
esophageal ganglion carries the information along the olfactory
pathway from the antennal lobes to the mushroom bodies."** Like-
wise, downregulating VUM,,,, octopamine receptors using RNAi
impairs learning.”” In addition to the role of cholinergic signaling
described above, olfactory memory processing in the mushroom
bodies and antennal lobes relies on cAMP-dependent phosphory-
lation via protein kinase A (PKA) and the Ca*/phospholipid-
dependent phosphorylation by protein kinase C (PKC), similar to
other model systems.**'**!4> Similar to vertebrate systems, gluta-
mate signaling in the mushroom bodies facilitates memory stabi-
lization.'*® Exposure to toxins such as pesticides can interrupt
PER-based learning and may become an important tool for inves-
tigating sublethal effects of pesticides or environmental toxins.”
The relative simplicity of the honey bee brain combined with
powerful tools to study learning and physiology and the natural
behavioral richness of the species probably owing to its high
degree of sociality suggest that honey bees will continue to serve
as a valuable model for studies of learning and memory.

MUSCLE METABOLISM

Honey bee flight muscles are very similar in structure and
function to vertebrate skeletal muscle except that metabolism is
completely aerobic, using only carbohydrates for fuel, and each
muscle is composed of a sign fiber type.'*’""*! In the honey bee,
flight muscle metabolism accounts for over 90% of O, consump-
tion during flight."** Honey bees possess an asynchronous flight
muscle (AFM). Unlike synchronous muscles (which like typical
striated muscles have a 1:1 ratio of neural stimuli to contractions
with contraction initiated by intracellular calcium release and
terminated by calcium uptake by the sarcoplasmic reticulum),
AFMs show an approximately 1:10 ratio of neural stimuli to
contractions. Neural stimulation in AFM releases intracellular

calcium, which removes thin filament inhibition, but the cross-
bridges themselves are activated by stretch and deactivated by
sarcomere shortening. AFMs are stretched by thoracic deforma-
tion caused by contraction of antagonistic muscles, and this
mechanical feedback keeps AFMs contracting over many cycles.'>
The large power-producing AFMs are controlled by a set of small
synchronous muscles that produce little or no power but are
capable of rapid and finely graded responses to neural stimuli.'>*'>*
Troponin-T is the tropomyosin-binding protein of the calcium-
regulated troponin complex of striated muscle. As bees move
from hive work to foraging, the troponin-T expression increases
along with aldolase and the antioxidant protein superoxide
dismutase.'”

Adult honey bees are unable to fly during the first day follow-
ing adult emergence, yet within 2 weeks generate spectacular rates
of metabolism and aerodynamic power (up to 0.8Wg™' and
0.2W g™, respectively)'® that enable later work outside the hive,
traveling up to 8km from the hive and carrying loads equivalent
to their body mass during foraging and undertaking. The develop-
ment of flight ability generally occurs in two distinct periods, the
first being the 3—4 days following adult emergence and the second
typically at 14-21 days postemergence during the transition from
hive work to foraging. Day-old bees that are physically agitated
(a manipulation generally assumed to induce maximal metabolic
capacity) can generate metabolic rates of only 0.1 W g™ and are
isothermic with the surrounding air. Hovering 2-day-old bees
have metabolic rates approaching 0.3W g™ and are more endo-
thermic; coincident with the increase in metabolic capacity of
young bees are dramatic increases in thoracic pyruvate kinase
and citrate synthase activities as well as thoracic glycogen
levels.103.ll4,15&158

Such biochemical changes should in theory greatly increase
flux capacity through the citric acid cycle and the rate of NADH
and FADH, recycling. Flight metabolic rates, thoracic enzyme
levels, and thoracic glycogen levels remain relatively constant
over the 1- to 3-week period when the bees work within the hive.
Then, at the onset of foraging (14-21 days postecolosion) there
is an approximate 15% increase in agitated flight metabolic rate,
coincident with an approximate doubling of thoracic glycogen
levels.P¢1371910 In fact, flying honey bees have the highest
aerobic metabolic rates ever measured in any animal, between 100
and 120ml O, g 'h™". These values are 3-fold higher than hovering
hummingbirds and 30-fold greater than human athletes undergo-
ing maximal aerobic exercise.'''* Thus, in the honey bee mecha-
nisms for resisting oxidative damage may be highly specialized
and critically important. When combined with the ability to
manipulate age, behavior, aerobic expenditure, oxidative stress,
functional senescence, and life span independently, the exceed-
ingly high rates of aerobic capacity suggest that the honey bee
may be a superior exercise model.'>"'®

HONEY BEE VENOM

In the United States, 40-50 people die each year from systemic
reactions to stings from Hymenopteran insects, most often due to
anaphylactic reactions to stings from vespid wasps commonly
known as yellow jackets.'® Severe anaphylactic reactions can
result in permanent hypoxic brain damage, myocardial infarction,
and death.'®” After a systemic reaction, a patient diagnosed with
an insect sting allergy is given immunotherapy over a period of
months starting at low doses and building up to a maintenance
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dose, which is continued at 4-6 week intervals for as much as 5
years. Semirush protocols (giving multiple doses each week for
several weeks) and rush protocols (where all doses are given on
a single day) have been developed. These faster protocols carry
some additional risk of adverse reaction relative to the conven-
tional protocol,'0%168169

Cross-reactivity to different Hymenopteran venoms is observed
in half of the patients with allergic reactions to wasp or bee
stings.'®"'”° In addition to species-specific proteins, Hymenopteran
venoms contain a number of conserved cytolytic and cytotoxic
compounds including phopholipases (A; in bees and A, in wasps),
hyaluronidases, and acid phosphatases.'”"'”*> Cross-reactivity has
been ascribed to immune responses to shared hyaluronidase epit-
opes and production of IgE specific to the carbohydrate side
chains of the glycoproteins.””*""'% Melittin (Api m 4), Api m 6,
and the recently identified icarpin are honey bee-specific aller-
genic proteins.'®"!7*17

Many of the components of honey bee venom have specific
cellular targets and concomitantly stimulate the immune system.
The bee-specific protein melittin acts by disrupting the cell mem-
brane and activating phopholipases, calmodulin, and arachadonic
acid release'” and may also prove to be a useful molecule to target
tumor cells, similar to phospholipase A,."”® Effects of bee venom
may be somewhat cell specific. Bee venom appears to be more
destructive to renal cells, inducing vasoconstriction, nephrotoxic-
ity, and rhabdomyolysis, possibly resulting in renal failure.'”
Possible uses of venom components, individual differences in
reactivity, reactivity of special groups such as beekeepers, test
accuracy, and therapy safety and efficacy are ongoing foci of
research in this area.'*®!"”®

Finally, there has been a renewed interest in apitherapy with
therapeutic stinging touted to help everything from arthritis to
multiple sclerosis. Most of the research in this area has occurred
in the area of traditional Chinese medicine. In many of these
studies bee stings or diluted bee venom are applied to traditional
acupuncture points. Several studies suggest that bee venom
therapy effectively reduces inflammation and induces analgesia
in rodent models, but many of these studies were methodolo-
gically flawed."” However, two randomized controlled studies
suggest that bee venom therapy can be useful for rheumatoid
arthritis and osteoarthritis in the knee joint."®'¥2 The outcomes
for patients with multiple sclerosis are not so hopeful. To date, in
the only randomized controlled study of the use of bee venom
therapy to ameliorate symptoms of the disease, bee stings were
not any more effective than no therapy at all.'"® There has also
been a renewed interest in the wound-healing properties of honey
and the antiinflammatory properties of propolis.'®* As the public’s
interest in complementary and alternative medicine continues to
increase, this will likely continue to be an active area of
research.

CONCLUSIONS

Research with insect models continues to suggest that many
neural, hormonal, and molecular mechanisms are evolutionarily
conserved across a broad range of taxa. A truly integrative
approach to biomedical problems requires understanding the
genetic, physiological, and social/ecological mechanisms and
their interactions. With a combination of a sequenced genome,
well-described natural history including ecology, social behavior
that rivals our own in complexity and development, as well as a

large, interactive community of researchers with a variety of tools
to manipulate all aspects of honey bee biology, the honey bee will
continue to be a highly tractable and interesting medical model
system for a long time to come.

APPENDIX

BEEKEEPING EQUIPMENT

Beesource: includes lists of suppliers, plans for building
equipment, and other useful information.

http://www.beesource.com/

AL Root, one of the oldest beekeeping families and
supply companies in America, established in the 1800s
and publisher of Bee Culture.

http://bee.airoot.com/beeculture/index.htm

Dadant & Sons, another beekeeping supply company
established in the 1800s and publisher of The Am
Bee J.

http://www.dadant.com/

Mann Lake Ltd: another large beekeeping supplier with a
very informational website.

http://www.mannlakeltd.com/

Walter T. Kelly: beekeeping supplies, U.S. maker of honey
extraction equipment.

http://www .kelleybees.com/

QUEEN BREEDERS For local breeders in your area, your
best sources of information in the United States are the two major
beekeeping magazines: The Am Bee J and Bee Culture.

Glenn Apiaries: sells instrumentally inseminated breeder
queens.

http://members.aol.com/queenb95/catalog.html#anchor
2391365

Ohio Queen Breeders: another source for instrumentally
inseminated queens.

http://www.ohioqueenbreeders.com/

Rothenbuhler Honey Bee Lab at Ohio State University:
information, equipment, and training in instrumental
insemination from Sue Cobey.

http://www174.pair.com/birdland/Breeding/II.html

MORE INFORMATION

Cyberbee, a site with lots of practical information and
links to bee research around the world, maintained by
Dr. Zachary Huang at Michigan State University.

http://www.cyberbee.net/

Cornell University Master Beekeeper Program: informa-
tion, news, master beekeeping courses, directions for
making creamed honey.

http://www.masterbeekeeper.org/

State Apiarist Directory, contact information for each
state’s Apiary Inspector. http://www.mda.state.mn.us/
ams/apiary/directory.htm

American Association for Professional Apiculturists,
professional association and source of management
information.

http://www.entomology.umn.edu/aapa/index.htm

USDA Beltsville, MD Beelab, includes information for
submitting samples for testing. http://www.barc.usda.
gov/psi/brl/brl-page.html
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USDA Baton Rouge, LA Beelab, home of the SMRD
breeding project.

http://msa.ars.usda.gov/la/btn/hbb

USDA Tuscon, AZ Beelab.

http://gears.tucson.ars.ag.gov/

USDA Welasco, TX Lab.

http://weslaco.ars.usda.gov/
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17 Establishing and Maintaining a Xenopus
laevis Colony for Research Laboratories

PUNITA KOUSTUBHAN, DEBRA SOROCCO, AND MICHAEL S. LEVIN

ABSTRACT

This Chapter describes in detail the construction and mainte-
nance of a Xenopus laevis colony. It covers Xenopus husbandry,
facility design and construction, necessary maintenance protocols,
and monitoring/disaster recovery procedures. Facility compo-
nents and management protocols described within this chapter are
based on our experience with the frog colony at The Forsyth
Center for Regeneration and Developmental Biology as well as
the information obtained from many other investigators. The
system described in this chapter is AAALAC accredited and pro-
vides a steady supply of embryology-quality eggs and ensures
excellent water quality and adult frog care. This information is a
complete guide, allowing a new investigator to begin work with
this powerful model species that has resulted in profound advances
in developmental, cell, and cancer biology.

Key Words: Xenopus laevis, Frog, Developmental biology,
Colony, Husbandry, Protocols.

INTRODUCTION

There are numerous advantages that steer investigators toward
this South African clawed frog as a vertebrate model.! Xenopus
laevis embryos develop externally allowing observation through-
out all stages of development. Frog eggs are large and the devel-
oping embryo is visible making them an excellent research model.
A tremendous number of cell, molecular, genetic, and develop-
mental biology techniques have been developed for Xenopus and
this model has been used in more than 33,000 papers in Medline
as of 2006. Xenopus has been in practical use since at least the
1940s, once being a popular diagnostic tool for human preg-
nancy.”” An excellent practical resource for embryonic work with
Xenopus is Sive et al.,* and standard atlases provide extremely
detailed information on embryonic development in this species.”®
The zoology of Xenopus tadpoles is covered in McDiarmid
and Altig.” As a result, the Xenopus model system has contributed
to both classical and modern breakthroughs in developmental
and evolutionary biology, ethology, neurobiology, regeneration,
endocrinology, toxicology, and cancer biology.

Xenopus is a convenient and powerful model for vertebrate
biology. However, a wide variety of husbandry methods is used,
with little standardization.'™" Current frog laboratories utilize
techniques inherited from a previous mentor (and anecdotal sug-

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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gestions abound in the community), but the task of designing,
building, and maintaining a thriving frog colony is very daunting
and time-consuming to the beginning investigator who needs to
set up this model system from scratch. In the absence of such
specific protocols and construction details, it is estimated that it
took us over a year of hard work, from the opening of the new
laboratory to the ability to routinely do embryo experiments. This
chapter is presented in the hopes that we can radically shorten this
time period for new investigators, and lower the barrier for others
to become involved in the use of this model system.

This chapter provides most of the necessary information, pro-
tocols, considerations, and materials lists to run a facility. We give
general advice where possible, but the specific details are taken
directly from our running habitat at the Forsyth Center for Regen-
erative and Developmental Biology, where we have been using
Xenopus to understand the biophysical control mechanisms of
laterality, spinal cord regeneration, and eye development.'>** This
chapter is intended to provide all of the information necessary to
build and operate such a system. The lessons learned through the
years of practical experience and discussions with the Xenopus
community resulted in what we believe to be a very successful
system. Our laboratory obtains large number of excellent embryos
every week, with no seasonal variability.

Because our goal is to provide specific and detailed infor-
mation on a working system, we do not give details on the con-
struction of other types of habitats. A wide range exists in the
community, and many people run successful colonies with stand-
ing tanks (in contrast to our flow-through system). We have found
our system to be a good choice for a medium-sized laboratory,
but there are many other ways to keep Xenopus.***® The key
principle is to build an environment conducive to very happy and
healthy frogs, which is the best way to ensure high-quality eggs
for any research program. In this chapter, we describe the optimal
setup, but some aspects of it can be simplified if necessary to
minimize cost.

FACILITY DESIGN AND COMPONENTS

PLANNING AND CONSIDERATIONS FORDESIGN  The
first step is to make decisions on how the embryos will be used
in the program. If Xenopus usage is low, the investment in a
complex flow-through system may not be justified. In such cases,
simple standing tanks or even purchasing females on an as-needed
basis may be good alternatives. However, given the cost of good-
quality Xenopus females (~$40), and the fact that a single female
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Table 17-1
Estimate of facility design and installation costs

Item description Vendor

Part number Price estimate

Frog facility design and install

Water chillers

Water polishing system

Supply cart, nets, buckets, ladder,
digital thermometer, etc.

Monitoring system

Web camera

Total

Aquatic Ecosystems

Veo Observer

Marine Biotech, Inc.
Marine Biotech, Inc.
Hydro Service & Supplies

Electromechanica, Inc.

X-MOD System $40,000 (2001)

N/A $2,600 (2001)
Picopure 2 UV Plus $3,400 (2001)
Varies $500 (2001)
N/A $7,500 (2002)
V700000 $160 (2002)
~$54,000

should rest for 3—4 months between uses, a medium to large-sized
laboratory will find it cost-effective to maintain the kind of facility
described here. The expense should also be considered in terms
of materials for the initial construction, supplies, and labor costs
for maintenance. As a rough guideline, maintenance of this facil-
ity requires a minimum of 20h per week. A dedicated technician
who is available at least 30h a week (including extended holidays
and unpredictable emergency efforts) is ideal. The facility needs
human attention daily, but when everything is working well,
weekend attendance is not required. In general, the most crucial
factor is the human element: it is essential to have a smart techni-
cian, preferably with experience in animal care and a dedication
to their well-being, and to restrict access to the colony to as few
individuals as possible. Establishing continuity of expert attention
to the facility is the only way to ensure efficient and trouble-free
operation. A commitment of at least 1 year is a minimum when
choosing a technician. A skilled technician can learn to perform
the day-to-day maintenance and monitoring in about 2 months.
Becoming an expert in some of the rarer procedures and espe-
cially in handling crises (mechanical and biological) takes signifi-
cantly longer.

The availability of the following nearby (especially making
sure they are willing to make house calls on a time scale of 1-2
days) will prove very useful: an aquatic animal veterinarian, a
company to do aquatic habitat plumbing, and a company provid-
ing water purification technology). The system we describe below
services a laboratory in which five postdoctoral fellows utilize the
frog embryo almost exclusively. It is sufficient to provide 16 frogs
per week on a 365 days/year continuous cycle, which is enough
for Xenopus experiments 4-5 days out of the week. Some of the

costs associated with establishing this facility from scratch are
shown in Tables 17-1-17-6. Also to be taken into account are
space considerations; a room at least 600 ft* in area is needed, and
if possible, all of the plumbing and pumps should be located in a
separate, adjacent room to allow plumbers and other personnel to
work without impacting the facility itself (also reducing the sig-
nificant ambient noise for the technician maintaining the colony).
Costs may be conserved by relying on ambient air temperature
and water quality provided by the building instead of the water
purifier and chillers we describe below. However, it has been our
experience that in the long run, this is not cost effective because
building air conditioning and water quality controls are rarely
sufficient for a healthy colony, regardless of their official
specifications.

OVERVIEW OF A FLOW-THROUGH X-MOD SYS-
TEM  Good water quality is central to managing a frog colony.
Any toxins or major fluctuations in water chemistry will cause
physiological changes eventually leading to disease and reducing
embryo quality even if adults do not seem obviously affected.
This facility is designed to eliminate these sources of stress, and
provide exceptional care for the frogs. As a rule, one frog per
gallon (3.79 liters) is the optimum population density, however,
there are other factors to consider when housing X. laevis.
It is important that there is enough surface area available for
the frogs to be able to rest on the bottom without touching
any other frogs. Another important task is to calculate whether
the biological filter and other components in the recirculating
system, such as the carbon and particulate filters, are large
enough to handle the amount of waste material generated by the
frogs.

Table 17-2
Spare parts’

Item description Vendor

Part number Price estimate

Small UV (25W)
Large UV (40W)

UV sleeves Aqua Ultraviolet
Air pump Hailea

Large water pump March
Reservoir pump March
Ultrameter pH/ORP probe Myron-L

Total

Aqua Ultraviolet
Aqua Ultraviolet

A20025 $58
A20040 $68
A10025, A10040 $70, 80
LT24 $170
TE-6T-MD $250
BC-3C-MD $190
RPR $137
$1023

“All items were purchased through Marine Biotech, Inc. circa 2001.
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Table 17-3
Water chemistry start-up costs
Item Vendor Part number Price
Water meter Myron-L Ultrameter 6P $733
Calibration buffers Myron-L pH 4, 7, 10; conductivity KCI-1800 $16/each
(1qt); pH/ORP storage sol. (1 gallon) $58
Alkalinity test kit Aquarium Systems TF-700¢ $11.34
General and carbonate hardness test kit Nutrafin (Hagen) A-7830° $4.50
Freshwater test kit (NH;, NO,) Marine Enterprises CA-10¢ $11.98
Nitrate kit (NO5) Marine Enterprises CA-11¢ $9.35
Freshwater carbon (201b) Kent Marine, Inc. N/A $70
Particulate filter Spawarehouse.com FC1460 $39
Prefilter pads 20 x 20 inches Marine Biotech, Inc. N/A $3.75 x 12
Alkaline buffer (1kg) Seachem CD508183" $14.99
1 um filter (polishing) Marine Biotech, Inc. FLTRO0364 $26.25
Acid buffer (1kg) Seachem CD923118" $14.99
Sea salt (~501b) Instant Ocean 16881° $31.99
Cichlid lake salt (3.2kg) Seachem CD922923" $42.99
Equilibrium salts (600 g) Seachem CD9Y00009” $7.19
Biofilter bacteria Fritz Pet Products Fritz-Zyme Turbo-start 700" $81.30 x 2
Sanaqua (16 0z) Novalek 33246-16floz" $7
Total ~ $1350
“Manufacturer part numbers, as distributed through Marine Biotech, Inc.
’Part numbers from DrsFosterSmith.com, the distributor from which we purchased these materials.
Table 17-4
Frog colony start-up costs®
Description Vendor Catalog number Quantity Price
Males Nasco LMO00715M (male) 12 @ $21 $252
Wild-type females Nasco LMO0531M (pig) 12 @ $31 $372
Albino females Nasco LMO00531A (alb) 12 @ $36 $432
Frog chow (51b) Nasco SA05960 (LM) 1 $16
Oxytetracycline (50g) Sigma 0-5875 1 $102
Stresscoat (16 0z) Xenopus Express SC 1 $10
Levamisole HCI (10 g) ICN® 15522810 1 $32.50
Total $1200

“We recommend increasing the population slowly, to allow the biofilter enough time to colonize,
equalize, and handle increased waste loads.
"This item is ordered through Fisher Scientific as catalog number NC15522810.

Table 17-5
Operational costs and consumables

Description

Cost

Utilities (electricity/water/HVAC)
Water polishing system service contract
Water chemistry additives

Cleaning agents (pipe cleaners, scrub mitts, solvents)

Filtration (prefilter, 1 um, particulate, carbon)
Frog brittle (for 200 frogs)
Male frogs (36/year, $21/each)

Medications (oxytetracycline, levamisole, stresscoat)

Technician salary
Total annual cost

Varies with overhead
$3000/year
$120/month

Varies

$70/month
$16/month

$756/year

$144/year
$30,000/year
$38,094
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Table 17-6

Time commitment
Task Hours
Daily water chemistry 2.5h/week
Feeding/cleaning Sh/week
System maintenance 4h/week
Troubleshooting 1h/week
Technical training period ~1 month
Annual technician hours 650h/year

Described below is a recirculating housing system (Figure
17-1) known as an X-MOD (Marine Biotech), designed to hold
many aquatic animals in a clean environment. One major feature
of this facility is that if any of the electrical/mechanical compo-
nents stop functioning, the frog tanks automatically stabilize as
static containers with a constant water level. Thus, this system can
handle emergencies lasting for about 2 days (after which wastes
build up and algae growth becomes a problem). The design incor-
porates three racks. Each rack has two rows of clear, polycarbon-
ate tanks. There are six 75.8-liter tanks on each rack. Every tank
has a securable lid with holes drilled in it allowing airflow at the
surface of the tank. At the center of a tank, there are inner and
outer tubes that are designed to drain water and particles out of
the tank while preventing the frogs from being pulled into the
drain tubes. The water leaves the tank along a pipe that connects
to the return pipe in the sump draining over a polyester filter pad
into the sump. There are two sumps labeled “sump 1" and “sump
2.” Both sumps are connected by an “equalization” pipe, which
allows water flow from sump 1 to sump 2. There are three racks
in the 10 x 16-foot room. The room has tiled walls and a tiled
floor with two floor drains. Our design accommodates 275 frogs
comfortably.

Fluorescent lights connected to an automatic timer regulate
photoperiod. The lights are mounted on the ceiling in between the
racks. The timer is set on a 12:12 day: night cycle and the frogs
receive a consistent light cycle year round (the room contains no
windows). Full spectrum lights may be used and are often sug-
gested, but we have achieved excellent results with fluorescent
lighting. It is questionable whether the additional wavelengths
provided by full-spectrum bulbs can penetrate the water to any
depth.

In their native habitat, South African clawed frogs rest on the
bottom of dark ponds, under leaves or in logs, so naturally they
do not like bright lights. Keeping the lights dim and providing the
frogs’ tank with large PVC pipes enable the frogs to have a
welcome hiding place. Indirectly, it also discourages the growth
of nuisance algae. Many frog facility managers are incorporating
behavioral enhancement into animal protocols due to mounting
evidence that environmental enrichment promotes well-being and
health.””*® The tank walls are covered with black plastic sheets
that are taped to the back and sides of each tank to provide a
“cave-like” environment.

The logic of water flow in the system is shown in Figures 17-2
and 17-3A. Our tanks are maintained at a flow rate of 6 gallons
per minute (GPM). This works out to a system turnover rate of
about once every 22min or approximately three full circulations
per hour. These racks have flow meters measuring flow rate in
GPM, and use simple ball valves to adjust the flow to the racks.

Each tank has its own spigot to regulate water flow, which is used
to turn off the water supply to an individual tank or control the
water flow during feeding, cleaning, or quarantining frogs. Exces-
sively strong water flow contributes to frog stress by irritating
their sensitive lateral line system; water flow should be monitored
daily.

A 0.5-horsepower pump drives water through the circulation
loop. It is placed before the filtration series to maximize water
pressure across the filters. All of the filters have an automated
pressure gauge. The pressure gauge from each piece of equipment
is also connected to an automated monitoring system (see below).
Routine inspection and maintenance of filters and following a
weekly cleaning protocol keep the water pressure constant
throughout the system.

As water flows into each tank (Figure 17-3B), debris is swept
toward the drain tubes; the outer tube allows water and debris to
enter at the base, but creates a barrier between the frogs and
the actual drain. Heavy debris accumulates at the bottom, while
smaller particles are carried into the inner drain tube and down
the drain. Two valves beneath each tank control the direction of
tank water; one controls flow to the floor drain while the other
recirculates the water. By default, we keep the system drain valve
closed and the recirculation drain valve open. The only time to
switch would be to temporarily switch the orientation of both
valves simultaneously to clear debris, especially after feeding, or
to close both drains and shut off the water flow when quarantining
frogs. All of the tank wastewater is collected into two central
wastewater pipes that empty onto prefilter assemblies over the
sumps.

FILTRATION COMPONENTS OF AN X-MOD SYS-
TEM Filtration occurs at several levels in the frog facility. We
will begin by looking at what happens in each frog tank, and then
follow the flow of water through the recirculating system. As
water flows into each tank, debris is swept toward the drain. The
outer grated tube allows water and debris to enter at the base while
creating a barrier between the frogs and the actual drain. Heavy
debris accumulates at the bottom, while smaller particles are
carried into the inner drain tube and down the drain. Two valves
beneath each tank control whether the wastewater goes back into
circulation (to the sump) or out the floor drain to a sewer. The
system drain valve is kept closed and the recirculation drain valve
is open unless the tank is being drained during quarantine or
cleaning.

The prefilter assembly is composed of a polycarbonate housing
that holds prefilter pads supported by a PVC grid underneath.
Polyester prefilter pads provide the first level of mechanical filtra-
tion by capturing solid debris and allowing wastewater to drain
through the grid to the biofilter in the sump below. Beneath the
prefilter assembly is a sump with a separator for biofilter media
(we use Kaldness™ bioballs). The biofilter (Figure 17—4) removes
toxins released from decaying organic matter and metabolic by-
products using a two-step biochemical reaction. The Kaldness™
media greatly increases the surface area available for nitrifying
bacteria colonization. Nitrifying bacteria and seeding the sumps
are discussed in the section on Water Quality. An air pump attached
to a perforated PVC manifold provides bubbles to continuously
move and thus aerate each biofilter.

The wastewater from each sump is diverted into the bead filter
(Figure 17-5A), The X-MOD has a Hayward Pro™ series bead
filter containing 1ft* (551b) of Perm-Beads™. Not only does the
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Figure 17-1. (A) A schematic of the FCRDB Xenopus laevis facil- indicate water flow through the system. (B) Xenopus laevis facility.
ity. Probes reporting to the online monitoring system are shown on A photograph of a three-rack system. Filters and chiller barrels are
Rack 1, Other components such as the RO-DI polishing system, located below the middle rack against the back wall. Not shown are
housing racks, filters, pumps, and chillers are shown. The arrows the holding tank and water purification equipment.
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Figure 17-2. Schematic of water flow through the X-MOD system barrels. The tanks are designed so that water is gently drawn toward
The water flow through the X-MOD system starts with the system the center of the tank pulling in debris and flushing out of the tanks
pump, which drives water through the bead filter, the particulate filter, down the pipe. The pipes are all connected and wastewater from the
and the carbon filter, to thoroughly remove large particles and con- tanks ends up in the sump. A prefilter pad catches large particles.
taminants. The water passes through the UV sterilizer and the chiller
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Water in-flow valve

1| Water level set by
height of inner pipe

H

Debris is swept
into drain holes
of outer pipe

=

This valve is left open
to circulate waste
water back to filters

This valve is kept

closed, because it

diverts waste water|
to floor drain

Figure 17-3. (continued) (B) Diagram of an individual tank (A). outer pipe, and drips down the drain inside the inner pipe. The current
This diagram illustrates the design of each frog tank. Water pressure created from the water flow draws wastewater and debris. (C) A chain
from the pump forces water into each tank, as controlled by the water of male frogs sitting on top of a PVC tube provided for enrichment.
in-flow valve. Excess water flows into the holes at the base of the
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Figure 17-4. Photo of a biofilter with Kald-
ness media The tank on the left contains Kald-
ness media or “bioballs” made of PVC. The
bioballs provide adequate surface area for the
growth of beneficial bacteria. The particles in
this biofilter are continuously aerated by a pow-

erful air pump. The tank on the right is one of
the sumps, and the wires are connected to the
WebDaq probes that continuously monitor water
quality.

bead filter break up debris, assisting with the mechanical filtration
component of the system, but it is also a major part of the biologi-
cal filter. The Perma-Beads™ in the bead filter provide surface
area for the bacteria to colonize and are almost indestructible.
They have a unique oval shape that keeps water flowing and
reduces clumping while breaking up debris and breaking down
toxins. Most of the nitrification takes place in the bead filter.
Often this bead filter will become loaded with frog waste
material, so it is important to constantly monitor the pressure and
backwash if it exceeds the proper pressure rating. In the absence
of a pressure gauge, backwash after feeding or at least three times
a week to keep the beads fluid and keep water flowing throughout
all filter components. Follow the individual manufacturer’s
instructions if purchasing a bead filter from anyone other than
Hayward Pro.

The particulate and carbon filters are the final step in mechani-
cal filtration (Figure 17-5B). Together these filters remove smaller
particles (particulate filter) and any colors or odors (activated
carbon) as they exit the bead filter. These filters require changing
at least once a month, or whenever there is a significant rise in

pressure. A decreased flow rate through the frog tanks could indi-
cate the need to change the particulate filter. When changing the
particulate and carbon filters, turn off the pump and close the
pump intake valve. Open the waste drain valve to drain the par-
ticulate and carbon filters. If using a CFR50 model, unscrew the
valve on top releasing the pressure inside the chamber. Holding
the yellow lever down, unscrew the large plastic band, firmly grip
the lid, and pull it off. Once the chamber is open, slide the filter
out to remove and replace it. When finished, reassemble the
chamber, open the water valves, start the pump, and be sure to
check for leaks. To service filters other than the Jacuzzi CFR50
free-standing carbon filter follow the manufacturer’s instructions
to properly remove and replace the filter.

The final filtration step is a 40-W sterilizing ultraviolet (UV)
bulb, with an intensity of 100,000 uW-sec/cm®. The UV light
targets any microorganisms circulating in the system water. When
servicing the unit, inspect the O-rings and seals for degradation
and promptly replace worn parts. Follow the manufacturer’s
instructions concerning changing the bulb. In this facility, the
bulbs are changed annually. Be sure to use gloves when handling

Figure 17-5. The filters. (A) Bead filter; (B) particulate filter and carbon filter with pressure gauges.
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the UV bulb and quarts sleeve. Any residue or dirt left on the bulb
will reduce the effectiveness of the UV sterilizer. Always have an
extra supply of quarts sleeves and a UV bulb in stock in case of
an emergency.

The water leaves the UV sterilizer and passes through the
chiller barrels, cooling the water before entering the tanks. Tem-
perature in our facility is maintained between 17.0°C and 18.5°C.
Although these frogs can tolerate a wide range of temperatures,
keeping the water at 18.0°C will ensure excellent egg quality”
and healthy frogs. The X-MOD system is equipped with a chiller
to maintain water temperature, which results in good egg quality
throughout the year (avoiding the “Summer downtime” seen in
many Xenopus laboratories). Our chiller system uses a combina-
tion of outdoor air supplementation as well as conventional refrig-
eration. An outdoor air-cooled chiller regulates water temperature
in the winter and a mechanical water-cooled chiller controls it in
the summer. This “hybrid” system saves energy and reduces wear
on the chiller barrels. We set a 1°C temperature differential
between the activation settings on each chiller. The primary chiller
remains active at 1°C above desired temperature, and the backup
chiller activates only if the temperature rises an additional degree
or the primary chiller malfunctions.

WATER QUALITY

Water is the main determinant of health in the system. When
building a facility, the main concern is to avoid distress and
disease; investing in a polishing system exclusively for purifying
incoming water for the frog facility is imperative.*® Our institution
provides the building with reverse osmosis deionized (RO-DI)
water by passing municipal water through a series of sand, carbon,
reverse-osmosis, and deionization membranes. The RO-DI water
is held in a large storage tank on the roof of our building. Although
this water is RO-DI and appears pure, there are many sources of

2\
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pulses from
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contamination in the old pipes that can change the quality of the
water needed for the facility. Public water systems in the United
States use chlorine and/or chloramine as a disinfectant. Chlorine
can be removed by aerating the water, but chloramines are per-
sistent, requiring either chemical agents or carbon filtration for
neutralization. Chloramine is a combination of ammonia and
chlorine, and can directly enter the bloodstream of aquatic animals,
slowly poisoning them. If you choose to use chemical neutralizing
agents, you must monitor both ammonia and chlorine levels as
each are released into the water after chloramine breakdown.
There are many other dissolved substances with unknown
effects on water chemistry that can impair the health of the colony.
These substances include metals, minerals, dissolved gases, and
organics, to name a few. Only a well-maintained water purifica-
tion system will be able to effectively remove these harmful
substances.

A resistivity meter displays the purity level of the water as it
is drawn into the facility from the building’s supply. The reading
varies anywhere between 5 and 20 megohms (M) and changes
throughout the day. These readings are not consistent and indicate
the variable presence of unknown dissolved ions and chemicals
in the water flowing through the pipes to the facility. One major
concern is that buildings’ RO-DI systems are periodically flushed
with harsh sterilization chemicals, which could contaminate the
frog water and cause problems that are impossible to trace. The
institutional RO-DI water is sterilized by the dedicated polishing
system. This ensures that there are no contaminants introduced to
the holding reservoir.

The frog facility’s polishing system (Figure 17-6) consists of
an activated carbon tank, a resin tank, two ultraviolet sterilizing
lamps, and an ultrafilter cartridge. When the frog facility is not
actively drawing water, the purifying system continuously recir-
culates in a loop so that there are no stagnant water pockets in the

Polished RO-DI
water (18 Mohm)

Resistivity sm—)  flows into frog

system reservoir
as needed

Figure 17-6. Schematic of a water polishing
system The polishing system is necessary to
purify water before it enters the holding reservoir.
It is imperative to maintain the highest quality and
standard of water. The water that is gravity fed to
our facility from the building’s water system on
the roof passes through the water-usage meter,
which records the amount of water entering the
frog system in gallons. The water is driven by a
small pump, through a UV sterilizer and a carbon
tank, and then finally deionized as it passes
through a resin tank. The water keeps recirculat-
ing through this loop until it is drawn into the
frogwater reservoir as needed. As soon as the
level in the holding tank drops (when it is drawn
by the system for a daily 10% exchange), water
is drawn through a UV sterilizer and “ultrafilter”
trapping bacteria/particulates before filling. A
resistivity meter was installed to monitor this
system and to ensure the water is ~18.0MQ
before entering the reservoir.
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two tanks. When the water is ready to be drawn, it passes through
the ultraviolet (UV) sterilizer and ultrafilter as a final step in
purification. Measuring the resistivity is necessary to ensure con-
sistent water quality. A meter measures the resistivity (a measure
of purity, ideally 17.75 MQ or above) at the last point before water
enters our holding tank, ensuring ultrapure water for the system.
The holding tank or reservoir has a KENT® float valve at the top
that regulates the water level of the polishing system. When the
reservoir is full, the float valve is horizontal and automatically
stops filling until the level drops. The polishing system is always
on, running to fill the reservoir on an as-needed basis.

After the incoming water passes through the polishing system,
ultrapure water is drawn into the 90-gallon frog water holding
reservoir that is manually dosed twice daily with salts and pH
buffers. Since this reservoir is dosed by hand and not a sealed
system, it is exposed to airborne materials and pathogens.
To avoid contamination, the reservoir has its own circulating
pump with a 1-um particulate filter and UV sterilizer. We advise
obtaining as large a tank as your space will allow: the more system
water that can be replaced when necessary (e.g., when the build-
ing water supply is shut off), the easier it is to weather
emergencies.

Individual components of the polishing system and their func-
tions are as follows. (1) Activated carbon tank: with a porous
surface for trapping organics and attracting charged articles, the
activated carbon also removes chloramines. It is essential to
protect the integrity of the RO membranes, which are susceptible
to chlorine oxidation and clogging from organics. (2) Reverse
osmosis deionization (RO-DI): RO-DI is the standard practice for
producing reagent-grade water. Reverse osmosis is a process of
forcing water against a tightly coiled semipermeable membrane
at high pressure. The membrane allows only water to permeate
its tiny pores, causing particles to be rejected when they cannot
pass through the mesh. Deionization removes dissolved inorgan-
ics and gasses using a mixed-bed ion-exchange process. (3) Ultra-
filter: the ultrafilter, the final filter on the polishing system,
removes bacteria and pyrogens by trapping particles including
microorganisms, their by-products, and organics from 10,000 MW
to 100,000MW. (4) Ultraviolet bulbs: a UV sterilizer at a wave-
length of approximately 254nm is sufficient to penetrate cells,
damaging genetic material and proteins. Any bacteria or other
pathogens present in the water will be destroyed or damaged
by the UV filter. (5) Recirculation pump: the recirculation
pump on the polishing system should always be running and
maintaining a consistent pressure (PSI). Sometimes the PSI
will drop when the polishing system is actively drawing water.
Keeping the water circulating at specific pressure and rate
maintains the integrity of the mixed bed DI tank and prevents
contamination.

Service contracts are provided by the RO-DI system supplier.
Service contracts must include routine maintenance of the pre-
treatment system (Table 17-7). A good service contract provides
annual scheduled maintenance, including details on emergency
repair costs. A list of equipment and replacement parts and main-
tenance information for the facility manager and technicians
(monitoring and reporting system performance) should be
reviewed before signing any contract. Since there are many unpre-
dictable events that can happen in aquaculture, necessary steps
need to be put in place to ensure that the polishing system is per-
forming optimally. In our experience it is imperative to keep an

Table 17-7
Maintenance schedule

Daily checklist
Survey tanks for sick frogs
Flow meters at 6 gallons per minute
UVs on
Water meter pH/ORP compartment full and plugged
Air is being pumped through biofilter media
Water flowing into each tank
Polishing system resistivity is 216 MQ/cm
Fill out system maintenance and daily water quality records
Adjust water quality as needed
Change prefilter pads if necessary
Tuesdays and Fridays
Feed frogs
Clean up after feeding
Check filter pressure gauges
Once a month
Clean particulate filter
Every other month
Change carbon
Every 3—4 months
Scrub out drainage tubes in each tank
Scrub tank interiors if dirty
Clean open areas in biofilter mixing tanks
Every 6 months
Clean quartz sleeve on UVs
Open bead filter and clear compacted beads/flush
Schedule semiannual maintenance on polishing system
Once a year
Change UV
Clean enclosed biofilter mixing tanks

eye on water system personnel working in the facility because
many of them are not sufficiently experienced and/or sensitive to
the needs of an animal habitat and can make mistakes that endan-
ger the colony.

Typically, UV lights, UV sleeves, the ultrafilter, RO-DI, and
carbon tanks all require semiannual replacement. To keep the
pump from running the UV filter dry, prevent any air from enter-
ing the RO-DI piping and make sure water levels do not fall below
the intake of the pump. Another important way to safeguard
against water contamination is by monitoring and recording the
resistivity reading of the RO-DI water filling the reservoir on a
daily basis. Any significant drop in resistivity indicates loss of
purity and should be reported to the supplier immediately.

X. laevis has a life span of up to 20 years. Daily monitoring of
water quality and proper conditioning will prolong the life and
health of the frogs, keeping the facility thriving for many years.
The main water testing parameters are temperature (air and water),
pH, GH (general hardness), ammonia (NH3), nitrate/nitrite, oxida-
tion—reduction potential (ORP), and conductivity (uS). Although
X. laevis can tolerate a wide range of salinity and pH, drastic
changes in water chemistry are detrimental to its health, causing
stress as well as bacterial and fungal attacks. Proactive measures
should be taken to prevent fluctuations in water chemistry and
provide frogs with excellent water quality standards that do not
deviate from the designated parameters.
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Table 17-8
Daily salt and buffer use and costs®
Add Concentration 10% exchange Unit size Cost Ex/U $/U
Ocean 0.6 g/liter 90.6¢g 11.3kg $34.99 124 0.28
CLS 0.4 g/liter 60.4¢g 3.2kg $42.99 52 0.83
ES 0.067 g/liter 10.1g 600g $7.19 59 0.12
Alk 0.325 g/liter 49.1¢g 1kg $14.99 20 0.75
Ac 0.325 g/liter 489¢ 1 kg $14.49 20 0.72

“Cost per exchange = $2.70. Cost per month = (Ex x 30) + (afternoon salts x 30) = $81 + $36.90 = $117.90/month.

In the beginning, the additives that were used for the frog water
in this facility were a combination of Marine Biotech’s Sea Salt,
along with NaHCOs;, to maintain the pH levels in the system
water. This did not work well because it was difficult to strictly
monitor parameters since we did not know what was in the Marine
Biotech sea salt blend. It was also difficult to keep the pH in range
because the sea salt that was used had additives that often increased
the pH in the system and made it difficult to control since the
sodium bicarbonate increases the pH. Instant Ocean salt compo-
nents include calcium, magnesium, carbonate, and other trace
elements needed by X. laevis, such as sodium chloride, iodide,
bromide, and strontium. To increase GH and provide minerals, we
supplement with Seachem Cichlid Lake Salt (CLS) and Seachem®
Equilibrim salts to maintain hardness within 200—400 ppm. The
protocol was changed to include SeaChem® buffers after review-
ing the data in Godfrey and Sanders.’ Their data showed that
water hardness increases egg quality and is necessary for normal
development of embryos to tailbud stages. Using Cichlid Lake
Salts® in combination with the Instant Ocean® gives the proper
salinity and trace minerals needed for X. laevis without affecting
the pH. After changing our water chemistry protocol there was a
noticeable improvement in water quality; the eggs were firm, and
fewer incidents of illness were noted in the colony. Temperature,
salinity, and water hardness (GH) all work together to maintain
excellent water quality, health, and normal development of
embryos. Guidelines for adjusting water chemistry are given in
Table 17-8.

DAILY WATER CHANGES A 10% water change automati-
cally occurs in the facility every day, at a designated time. An
automatic timer controls a solenoid valve that is attached to the
holding reservoir circulation loop. The solenoid valve is a two-
way valve with an electromagnet that is triggered when the timer
turns on, opening the valve. The valve stays open for 35min
draining water from the reservoir into sump 1, the approximate
time needed for 30 gallons to exchange. The timer automatically
shuts off, closing the valve. At 12:00 pm each day, the valve,
which is operated by the timer, opens and clean frog water flows
into sump 1. At the end of sump 2, there is a PVC pipe overflow
drain that pushes the water out of the system when the water level
rises. By adjusting the parameters of the water content in the
holding tank, it is possible to ensure the gentle regulation of water
quality and maintain strict water quality in the main facility, so
that the frogs are always in good health. This helps discourage
outbreaks that easily erupt if there is stress in the system. It has
been observed and stated that wild X. laevis can withstand a wide
range of salinity and pH; however, this is not necessarily true for
laboratory frogs as they live in a clean environment where a
certain range of salinity and pH should be maintained in the

absence of unknown ecological components that may provide
beneficial environmental buffering in the wild. Changes in pH,
salinity, and even mineral deficiencies induce stress, making the
animals susceptible to infections and parasites. Like all aquatic
species, X. laevis is sensitive to changes in water quality and has
an optimal range of conditions conducive to its survival and the
survival of its offspring.

FROG FACILITY MONITORING

MANUAL MONITORING Trained technicians manually
monitor the frog facility twice per day, checking frog health, water
quality, and mechanical functionality of system components.
System checks of pumps, UVs, filter pressures, temperatures, and
water chemistry are necessary as a preventive measure (Table
17-9; Table 17-10 gives some sample readings in our facility over
several days). The technicians dose the reservoir with appropriate
salt and buffer ratios for the daily water exchange based on water
readings in the holding tank and main system. Water chemistry is
recorded for chlorine/chloramines in the reservoir periodically to
make sure that the polishing system is performing properly. A
consistent and disciplined monitoring schedule is essential to
prevent disasters. The data should be kept and plotted in Microsoft
Excel to show variations and provide records that can monitor
long-term trends and other sources of potential problems.

TESTING EQUIPMENT AND PARAMETERS TO BE MON-
ITORED We keep track of the following parameters, in both the

Table 17-9
Checklist for the facility monitoring

Temperature check

Air temperature

Water temperature
Pressure check: check for problems and leaks

Bead filter pressure (do backwash if pressure is greater than

20psi)

Carbon pressure

Polishing system pump pressure
Water usage

How many gallons/liter per day? Record water usage
Tank water flow

Maintain 5 GPM?

Equilize individual tank flow: gentle water flow?
Check Air Pump

Bioballs being aerated?
Check UV sterilizers

Are they all ON?
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Table 17-10
Sample daily water quality records of pH and salt measurements over a several-day period

Initials Date Time Tank Conductivity pH ORP Additives

PK 172 10:00 am White Reservoir 1210uS 6.01 214 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 172 10:00 am Tank 1 1830uS 6.6 203

PK 172 10:00 Am Tank 2 1860uS 6.62 205

PK 172 4:00 pm White Reservoir 1560uS 6.24 235 45¢10 30gLS 39gAcd 50gAlk 12gEq
PK 172 4:00 pm Tank 1 1787uS 6.64 237

PK 172 4:00 pm Tank 2 1730uS 6.97 233

PK 1/3 10:00 am White Reservoir 1318uS 6.11 213 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 173 10:00 AM Tank 1 1727uS 6.64 203

PK 1/3 10:00 am Tank 2 174218 6.69 207

PK 1/3 4:00 pm White Reservoir 1395uS 6.18 181 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 173 4:00 pm Tank 1 1740uS 6.52 180

PK 173 4:00 pm Tank 2 1751uS 6.53 182

PK 1/4 10:00 am White Reservoir 1421 uS 6.1 175 45gI0 30gLS 39gAcd 50gAlk 12gEq
PK 1/4 10:00 AmM Tank 1 1770 uS 6.64 170

PK 1/4 10:00 AM Tank 2 1781uS 6.69 173

PK 1/4 4:00 pm White Reservoir 1426 S 6.04 250 45¢10 30gLS 39gAcd 50gAlk 12gEq
PK 1/4 4:00 pm Tank 1 1805uS 6.52 195

PK 1/4 4:00 pm Tank 2 1817uS 6.53 196

PK 1/5 10:00 am White Reservoir 1296 uS 6.01 176 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/5 10:00 AM Tank 1 1827uS 6.57 233

PK 1/5 10:00 am Tank 2 1822uS 6.67 238

PK 1/5 4:00 M White Reservoir 1205uS 6.1 188 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/5 4:00 pm Tank 1 1800uS 6.51 173

PK 1/5 4:00 pm Tank 2 1811uS 6.56 180

PK 1/6 10:00 am White Reservoir 1173uS 6.17 187 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/6 10:00 Am Tank 1 1844 uS 6.6 188

PK 1/6 10:00 Am Tank 2 1836 uS 6.61 190

holding tank (to make decisions about how much salt and buffer
to add) and the system itself. It is important to keep separate
beakers for taking water samples for manual measurements
from the holding tank and the main system, to avoid contaminat-
ing the holding reservoir with system biota. Resistivity (MQ/cm)
is a measure of opposition to electric current flow and is directly
related to the purity of the water. Optimal RO-DI water should
range between 16 and 18.2MQ/cm. The resistivity of the water
entering the frog facility and polishing system product water
should be monitored using in-line digital meters. Conductivity
(uS) is the inverse of resistivity, measuring the water’s ability to
carry an electric current, and is used to measure the salinity of
system water. System water in this facility is maintained within
a pH range of 6.5 to 6.7. At a lower pH ammonia is less toxic
and egg production and quality are improved. Godfrey and
Sanders’' observed that the X. laevis populations that live in acidic
lakes of South Africa were thriving compared to the higher
pH lakes.

Dissolved oxygen (DO, measured in mg/liter H,O or percent
saturation) is a critical parameter in the recirculation system.
Low DO (usually caused by decaying material) can stress out the
animals as well as deplete aerobic bacteria from the biofilter
causing nitrite and ammonia spikes, eventually killing the frogs.
High DO can cause irreversible stress to the frogs, especially if
they are exposed to supersaturated water. Safe ranges to maintain
are between 30% and 70%. Levels over 90% will cause serious

injury and death, as O, supersaturation causes gas bubble disease
in the animals.” Supersaturation can be caused by an air leak
before the intake of a pressurized pump. Even a hairline fracture
can draw in enough air at an alarming rate by a Venturi effect.
Air is drawn into the pump and at that pressure it dissolves into
water and in minutes the system becomes supersaturated. Animals
will appear listless, disoriented, and start to float. Many will
start to die unless they are immediately transferred to new water.
Air bubbles will enter their blood and their organs, potentially
killing them before the problem is apparent. A DO meter or
dissolved gas probe is an important investment to make for a
facility.

ORP is a measure of the potential of a solution to either gain
(oxidation) or lose (reduction) electrons. This is also a very impor-
tant parameter to measure because it is an indicator of how well
the water remains buffered (activity of ions) and of how well bal-
anced the proportion of ions and minerals is in the system. Keeping
the ORP in range keeps contaminants from fouling the system.
Usually a rapid change in ORP is an indication of poor water
chemistry. Normal ORP for a frog facility ranges between 100
and 300 units.

Temperature is maintained between 16.5 and 18°C for optimal
egg production. We monitor the temperatures of the following
components: the two chillers (with digital thermocouples), sump
1, recirculating water (with a digital thermometer), and air
temperature in the room (with a digital thermometer). Variations
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in temperature related to seasonal changes in water and air
temperature can drastically affect embryo quality and give rise to
the well-known “Summer slowdown” experienced in some
facilities.

Water level is topped off by KENT® float valves in sump 1 and
the frog water reservoir. This water top off system is automatically
controlled by changing the water level in the system. When the
sump water level drops, the float valve position changes and
starts to refill with water from the reservoir tank. The reservoir
has the same float valve that is connected by a 0.5-inch pipe that
draws water from the polishing system. As water evaporates or is
lost from the system (during cleaning, etc.) it is automatically
replaced. As an additional safety measure, float sensors placed in
sump 2 indicate high or low water levels and are attached to the
remote monitoring system (see below). In addition to this we
have other float sensors that actually have audible and visual
alarms that go off if the water gets low enough to allow air into
the pump intake. Water pressure is monitored by pressure gauges
on the bead, particulate, and carbon filters. These gauges are
useful for diagnosing filter blockages and for alerting us of pump
failure over the Internet through the automated monitoring
system.

A Myron L ULTRAMETER® is used to measure all conductiv-
ity, pH, and ORP. Meter calibration should be done weekly to
ensure accuracy. Follow the instructions for the pH calibration
solutions from Myron L. In addition, we regularly use chemical
Aquarium test kits to compare with the Myron L readings.
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Figure 17-7. Screenshot of WebDaq monitoring system output
This is a screenshot of real-time WebDaq information seen through
a web browser. Various probes and gauges are connected to an embed-
ded server that measures and records water quality parameters in the
frog facility. The analog inputs correlate with probes in the frog facil-
ity. For example, “IN1A” is the analog input that is connected to the
temperature probe in the sump and always shows the current water
temperature. IN1B is connected to the conductivity probe, which is
currently reporting the salinity in uS. Analog input “IN2B” is the pH
probe. To visually keep track of what probes are linked to the inputs
on the WebDAQ, we have included the units in the display. Notice
the “click here to download data” and “click here to download graph”
links. The download data link allows for instant downloading of text
data of the desired report in a set number of time intervals. The
download graph link displays the data, through Java Machine, in a
customizable graph. These tools, and others of the WebDAQ program,
ease and enhance remote monitoring of the facility.

Table 17-11
Daily water quality recording sheet

Daily water quality records

Initials Date Time Tank Conductivity pH ORP Additives Notes

(us)

Reservoir
Sump 1
Sump 2
Reservoir
Sump 1
Sump 2

REMOTE MONITORING SYSTEM  While a Xenopus facil-
ity requires attention and close monitoring throughout the day, it
is usually not possible for most laboratories to maintain staffing
in the overnight hours and weekends or holidays. To ensure that
a situation does not get out of control and cause a major disaster,
the FCRDB utilizes a WebDAQ® device to automate remote moni-
toring of the water quality (conductivity, pH, ORP, resistivity,
temperature, and pressure). The WebDAQ is a self-contained wall-
mounted system that contains inputs to which many different
probes and sensors can be connected, and an embedded web
server that provides these data in real time to any internet browser
(Figure 17-7). WebDAQ’s monitoring capabilities include a
variety of customizable reporting and alarm formats. The facility
staff can be emailed any time a water quality parameter exceeds
or falls below an acceptable range or when there is a change in
pressure or water level. WebDAQ also stores these data so that
trends and readings prior to a critical event can be examined later.
Thus, WebDAQ provides two services: remote monitoring and
recordkeeping. An uninterruptible power supply (UPS) is useful
to ensure that the WebDAQ can send a message in the event of a
power outage.

In addition to the WebDAQ, the FCRDB uses a webcam that
allows visual monitoring of the facility at any time (the WebDAQ
allows us to remotely turn on a light if it is necessary to see the
facility when the overhead lights are off at night). If there is an
emergency email, such as a low water alarm, it is important to be
able to assess the situation remotely by checking the webcam to
see if, for example, a blocked pipe is causing a tank to overflow
or if the system lost a large volume of water. This has been a
“lifesaver” for our facility and the investment and time taken to
install these components have averted many calamities.

RECORDKEEPING Recordkeeping is crucial to tracking the
performance of your frog facility as well as diagnosing problems
and long-term trends. Below is a brief description of the parame-
ters to document frog colony conditions (sample forms are given
in Table 17-11 and 17-12, frog tank labels in Table 17-13, and
frog identification systems in Table 17-14).

Water chemistry and facility maintenance: Water chemistry
and support system conditions should be recorded daily: twice
daily for water chemistry and once for other system parameters.
These records are crucial for correlating environmental conditions
with egg quality and frog health.

Quarantine/incoming frogs: New frogs are quarantined accord-
ing to procedures described in the section on Disease. Quaran-
tined animals are placed together in an isolated tank that is clearly
labeled “Quarantine through mm/dd/yy.” A treatment schedule is
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Table 17-12
Daily system maintenance recording sheet

Daily system maintenance records

posted on the tank, and facility managers are required to initial
the dates as they are completed.

Sick/euthanized frog log: Any frog that is isolated for treatment
of illness or euthanization should be noted in the sick frog logbook.
Documentation includes date of isolation, date of last use, frog
size (body length), a description of the symptoms and condition,
original tank number, and treatment type, dose, and dates. See the
section on Disease for further details.

SYSTEM MAINTENANCE

Frog facility maintenance requires proper communication with
facility staff and well-written service contracts with outside
vendors. The following are periodic maintenance tasks that must
be performed.

RESERVOIR STERILIZATION  Despite the purity of the pol-
ished water supplied to your reservoir, you should periodically
examine the reservoir for buildup or biofilm. A product called
Minncare® Cold Sterilant, a peracetic acid solution that removes
biofilms, is a widely used product to sterilize RO membranes.
Follow the instructions for sterilizing RO units and be sure to rinse
the reservoir several times. Keep the room well ventilated and
follow the safety guidelines. This is a nontoxic and biodegradable
product, but it emits fumes. Minncare® decomposes into oxygen,
water, and acetic acid, and test strips are available to check for
residue after rinsing.

Table 17-13
Frog tank labels

Date purchased | Date used |Available | Occupants Notes
after (# WT/# Alb)

Temperature (°C)
RODI polishing system Digital Chiller barrels Routine maintenance
thermometer
Initials Date | Time | Resistivity (M£2) Water meter Air | Tank | Air-cooled | H,O-cooled Backwash, filter
(gallons) chiller chiller changes, cleaning, etc.
Table 17-14

Frog identification systems

The following identification system resources were gathered from
literature and suggested on the X. tropicalis listserv.”

We do not use any tagging procedure, so caution is strongly

advised and no one system is advocated by the authors.

1. Tattooing involves the marking of frog skin with different
colors and patterns of tattoo ink to identify individuals.
Tattoos often fade within a few months.

2. Branding utilizes heat, cold, or chemicals to mark frog skin. A
few respondents reported that cold-branding can last several
years.

3. Chip embedding systems require skin incision or injection of a
radio-signal microchip transponder that can be accessed by
placing the tag reader over the animal.

a. AVID labtrac system:
http://www.avidid.com/special/index.html
b. Biomark PIT system:
http://www.biomark.com

4. Tag embedding systems utilize magnetized coded wire tags
(CWT) or visual implant alphanumeric tags (VI-alpha) that
are embedded in the tissue of the animal. One source is
Northwest Marine Technologies CWT and VI-alpha systems:
http://www.nmt.us/.

5. Bead identification involves the sewing of a small plastic
thread behind the armpit, with different colors and
combinations of beads.

6. Skin grafting uses transplantation of different shaped, colored,
and sized skin grafts from the ventral to dorsal surface of the
frog to uniquely identify it.

7. Toe clipping involves cutting off the tips of toes in codified
combinations. This technique may not work effectively since
Xenopus can regenerate the clipped toes.

“X. tropicalis listserv, post thread “frog identification system” from
May 2004: http://faculty.virginia.edu/xtropicalis/newsgroup.html.
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MAINTAINING PUMPS Electrical pumps generate heat
during their operation, so it is important to keep airflow unob-
structed. Inspect pump air intakes monthly for dust buildup to
prevent overheating. The water-driving pumps (for the reservoir,
recirculating system, and polishing system) can function only
with an uninterrupted supply of water. If air enters the flow, or if
a flow valve is closed before or after the pump, you may damage
the motor. To reduce noise pollution, cushion the pumps on a bed
of heat-resistant neoprene to dampen vibration.

MAINTAINING CLEAN FILTERS AND SUMPS Filters
require regular monitoring and replacement to maintain clean
water. Prefilter pads should be changed three times a week:
Mondays and after feeding on Tuesdays and Fridays. If you
neglect to change them debris will flow off the pad and into the
biofilter. The biofilter should be cleaned only if a noticeable
amount of debris has collected on the bottom of the sump. Once
a year shut off the air pumps, remove the prefilter assembly,
and carefully siphon out the debris making sure you do not
remove any Kaldnes® beads in the process. The open portion
of the sump can be cleaned every 3 to 4 months using a siphon.
The bead filter requires regular backwashing to prevent the
beads from being compacted with debris. In a healthy system
the bead filter should be backwashed once a week. Every 3-6
months, open the bead filter to manually stir up the compacted
beads with a thin PVC pipe to prevent buildup. The particulate
filter must be changed at least once a month, or whenever there
is a noticeable drop in pressure from the bead to the particulate.
The carbon filter should be replaced with fresh carbon every
time you change the particulate. Thoroughly rinse the new carbon
to remove excess dust before placing the cartridge back in its
housing.

To clean the biofilter tank, gently wipe down the sides with
Python® mitts or any other kind of algae scraper. We use a gravel
vacuum to suction all of the large debris from the bottom of the
system sump. This process requires a 25% water change from the
system. Carefully monitor and alter water chemistry as needed
while the replacement water flows in.

ULTRAVIOLET STERILIZATION BULBS All of the UVs in
the facility should be examined, with gloves, every 6 months for
buildup on the quartz sleeves. If the sleeve is dirty, clean it with
KimWipes® dipped in isopropyl alcohol. If there is residue on the
bulb, or the bulb is discolored, it should be replaced. Generally,
most manufacturers advise that UV bulbs should be replaced once
a year. UV bulbs contain mercury and therefore legally must be
disposed of as hazardous waste. When returning a bulb to its
housing, check that the bulb and sleeve are completely dry and
that the gasket is properly positioned to prevent leaks.

ROUTINE CLEANING OF EACH FROG TANK Once a
month, remove both drain tubes and scrub them out, without using
detergent. Never use any soaps or cleaners of any kind when
cleaning the tanks or the pipes of the recirculation system. Invest
in a few dozen bottle brushes of various sizes and use one brush
per tank to avoid cross-contaminating with other tanks. Clean the
outer tube first, then replace it and clean the inner tube, leaving
one of the two tubes as a cover on the drain to prevent frogs from
being sucked into the pipe drain. Frogs will instinctually swim
with a current, so they will try to head down the tube and could
get stuck. The vinyl inflow tubing that supplies water to each tank,
and flow meters, can be scrubbed out whenever a visible biofilm
accumulates. Once a year, if you are comfortable with manipulat-

ing the pipes, you can scrub out other elements of the system,
including water intake pipes and sump drains. Be cautious when
unscrewing the pipe fittings as PVC tends to become brittle over
time. Never clean pipes or components of the system with deter-
gents. Contaminating the system with chemical solvents and
cleaning agents will poison the frogs and the beneficial bacteria.

After cleaning, soak all of the used items in a bucket with
Sanaqua® overnight. Sanaqua® is a concentrated sanitizer and
fungicide and should be used sparingly (add 5 drops per gallon
until the water is slightly pink with suds). Let them soak over-
night. Fill a new bucket with RO-DI water and transfer all of the
items to the clean fresh water bucket. Wash each item individually
making sure that there are no particles left on the nets or brushes.
Wash in RO-DI water, making sure there are no suds or residue
left on the equipment. Hang brushes, mitts, and other cleaning
tools on hooks to dry.

RECOMMENDED CLEANING AGENTS We recommend
avoiding harsh chemical cleaning agents to avoid frog stress and
maintain proper water quality. The only chemicals used on a
regular basis are Sanaqua® sanitizer and Anti-Chlor chlorine/chlo-
ramines removal solution. These solutions are used only for clean-
ing aquarium equipment such as nets and brushes in 5-gallon
buckets. Never use any chemicals to clean any part of the recir-
culating system. Common cleaning applications include Sanaqua®
for nets, sponges, mitts, or anything in contact with quarantined
animals; Anti-Chlor for anything in contact with untreated tap
water; and finally three rinses in RO-DI water to thoroughly clean
off any residues.

FROG HUSBANDRY

Our facility currently houses 200-250 frogs. We have enough
frogs to rotate through the months of the year while providing a
rest period for each batch of frogs that are used per week. Our
laboratory primes about 810 frogs every week allowing a “rest
period” of 4 months between priming and hugging. The frogs are
rotated to different tanks when they are returned to the colony
after priming and hugging. The tanks are labeled according to the
date at which the frogs are returned to the colony to “rest” for 4
months before they are primed again, so it is important to keep
track of the frogs and label the tank appropriately to ensure an
adequate rest period of at least 3 months.

Male frogs are kept separated from females in their own tank.
When they arrive at the facility, they undergo a 3-week quarantine
period in which they are treated for parasites and observed before
putting them on the recirculation system to ensure that new para-
sites do not enter the system.

CYCLING THE BIOFILTER AND ADDING NEW
FROGS Beneficial bacteria are responsible for breaking down
and nitrifying animal wastes: Nitrosomonas oxidizes ammonia
into nitrite, while Nitrobacter and Nitrospira oxidize the nitrite
into a less harmful form.*

Our facility orders frogs from Nasco®, which is highly recom-
mended over other suppliers. In the beginning, order 15-20 frogs
and quarantine them for 6 weeks. During the quarantine, the frogs
are treated with levamisole HCI (see the section on disease
below). After treating the frogs with salt baths and deworming
them with levamisole, check skin scrapings and examine them for
scrapes or infection. When they are healthy, put them on the recir-
culation system. Simultaneously, seed the biofilter media with
Nitrosomonas and Nitrobacter or Nitrospira when you add these
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frogs, and then carefully monitor the water quality twice a day. We
add KoiZyme® at this time to allow a good combination of bacteria
colonizing the system. Ammonia and nitrate testing should be
conducted daily after adding bacteria to monitor the system biofil-
ter growth. Ammonia, nitrates, and nitrites should be low (<0.1 ppm)
in the beginning and then undetectable after a few days. It is a
good indication that the nitrifying bacteria are doing their job if
ammonia and nitrite test results are undetectable after a week. If
the water quality parameters are in range, and there are no mys-
terious pH spikes, more frogs can be added gradually. Note that
the bacteria levels cannot rise without frogs being present in the
system (since they need the waste products to thrive); thus, animals
and the bacterial colony should be ramped up in parallel.

FEEDING ADULT FROGS Frogs should be fed at least
twice a week; some facilities feed frogs more often, however,
these frogs have adjusted well to a 2 day per week feeding sched-
ule. A number of diets have been used,* and in our experience
commercial Nasco frog pellets work well. It is better to feed less
than overfeed the frogs. Xenopus should not be handled after
feeding because they will regurgitate their food. The frogs become
nervous and stressed, so it is advisable to wait a few hours before
cleaning the tank of debris and uneaten food particles. Females
should be taken from the colony for priming only on days on
which they have not been fed.

When feeding, turn the water supply off. Overfeeding creates
excess debris and clogs up filters, so feed less food until it is
known how much the frogs will consume in a 15-min time period.
Most frogs eat approximately six or seven frog pellets each. Males
eat about half the quantity of females and new arrivals usually
take a few days to acclimate before they eat. Observe frog behav-
ior during feeding to make sure every animal is eating and behav-
ing normally. As soon as food is dropped into the tank the frogs
lunge toward the food making a “shoveling” motion with their
forelimbs. Sometimes when feeding, the whole group becomes
competitive and can bite each other’s limbs in a feeding frenzy.
Usually there is no injury and the frog releases its victim after
realizing they are missing out on food. In case of wounding, the
frog should be removed and treated to avoid bacterial septicemia.
After 15min of feeding or whenever the food has been cleared in
the tanks, return the water flow to the tanks.

CLEANING TUBES AND TANKS AFTER FEEDING  After
3—4h, uneaten food and fecal matter will accumulate in the drain
tubes of every tank. The outer tube is used to avoid pulling large
objects into the drain. The inner tube controls the water level and
drain flow. Turn off the incoming water valve and clean the drain
by carefully removing each tube (these tubes pop out of their
slots) one at a time, blocking the drain hole to prevent curious
frogs from escaping. Water drains rapidly when the tubes are
removed, so the technician must act quickly. Remove the tubes
and return the wider tube back to the drain. While the water drains,
gently swirl the smaller tube above the drain to vortex the particles
toward the center so that they get flushed down the pipe. Replace
the inner tube and securely snap the lid on the tank. Finally, wipe
down the PVC grid in the prefilter assembly and replace the pre-
filter pads. Check and balance the flow to the tanks. Check the
pressure gauges and backwash filters if necessary.

QUARANTINE Disease prevention in the colony begins
with effective quarantine procedures (Tables 17—-15 and 17-16).
New frogs entering the facility are generally the major sources of
contamination. New frogs should be quarantined for a minimum

of 3 weeks in a tank that is closed off from the recirculating
system. This tank stays isolated from the rest of the system until
the frogs have completed antihelmintic treatments.

REARING TADPOLES The day after fertilization, X. laevis
tadpoles should be transferred to a clean Petri dish and cleaned
with 0.1X MMR (Marc’s Modified Ringer’s®). Embryos should be
incubated at 18°C in 0.1x MMR with a pH of 7.8. Like the tad-
poles, the eggs need plenty of room for proper growth and devel-
opment. Clean and observe the embryos every day, removing any
dead or dying eggs. Transfer the eggs to new Petri dishes to avoid
pathogenic attack.

The embryo will sustain itself off of the yolk for about 5 days,
or until about stage 44, which is when they become free swim-
ming (not clinging to the sides of the dish or laying on the
bottom). Tadpoles will begin foraging for food with their head
facing the bottom. X. laevis tadpoles are filter feeders at this stage
of their development and will feed on 100- to 150-um-sized algae
and copepods. Split up the tadpoles so that there are 20 tadpoles
per dish and start feeding Spirulina. Sera® Micron is a good choice
because it contains a variety of microorganisms and Spirulina,
which is an extremely nutritious type of algae. Feed twice or three
times a day, making sure that the water is changed at the end of
the day. Do not overfeed the tadpoles! Give them enough so that
they clear the water in a few hours and then add more if they seem
to be panning the bottom. The tadpoles hover at a 45° angle in
the water column and feed off the bottom, so it is important to
add the Sera® Micron and disperse it throughout the water, allow-
ing it to settle on the bottom. Alternatively, mixing 1 mg/ml of
water and then adding this mixture to the dish is an effective
method for dispersing food.

Tadpoles can live in the dish for 2 days, at which point they
need to be moved to a 4-quart Tupperware® for adequate spacing.
Remember not to overcrowd the tadpoles. Cut holes in the lid and
keep them covered. They should have at least 500ml per tadpole
and water should be twice as deep as the length of their body.
At this point, an air-stone may be used to create circulation and
oxygenate the water, but it is not essential since they use their lungs
to gulp air at the surface. Slowly start adding NASCO® tadpole
powder with the Sera® food at about stage 60’. NASCO® tadpole
powder provides balanced nutrition, such as vitamin C, calcium,
and magnesium, and it is a high protein diet providing the energy
required during metamorphosis. During metamorphosis adding
crushed pelleted food (NASCO® Frog Brittle) enhances their
diet and growth rate. Soak the pellets in 0.1x MMR until they
absorb and expand before adding them to the tank. The tadpoles
cannot eat the dry powder/food if it floats on top of the water.

Metamorphosing tadpoles and froglets should be fed every
other day for optimal growth. Nasco recommends feeding every
day if time allows; otherwise it is sufficient to feed three times a
week.

WATER QUALITY TESTING FOR TADPOLES It is impor-
tant to maintain high general hardness (200dH—400dH) for the
tadpoles because calcium and magnesium deficiencies will cause
stunted growth and adversely affect metamorphosis. Again, water
quality is the central theme because tadpoles generate large
amounts of waste material that can alter the pH rapidly. Ammonia
(NHj;, NH,) is a silent killer that can wipe out all of the tadpoles
in a few hours. Since there is no biological filter or biofilm
established yet, it is necessary to change their water every day
after the last feed. Although many husbandry manuals and
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Table 17-15
Frog quarantine protocol

All new frogs must be quarantined for 6 weeks. Do not cross-contaminate with the rest of the colony. Wash your hands after handling
quarantined frogs. Disinfect (Sanaqua) anything that comes in contact with quarantined frogs (net, sponge, etc.).
1. Label an empty tank “Quarantine Through _ /" with the date 6 weeks from arrival. Because of the life cycle of the nematode and to
ensure that they are eradicated, we quarantine for 6 weeks in our facility.
2. Close off the water inlet and drain the tank to the upper notch (so drain tubes are above water level, about 4 inches). Close both drain

valves.

3. Remove frogs from Nasco boxes and place in a “quarantine” labeled 5-gallon bucket filled with fresh frog water.

4. Use a net to remove excess peat moss floating in the bucket.

5. Place each frog, one by one, into the quarantine tank. Be sure to examine the frog for signs of infection or injury (if injured, keep
isolated in a plastic container and see Table 17-18: Sick Frog Protocol).

6. Once all frogs have been placed in the tank, replace the tank cover and do not turn on the water because the tank will be closed off.

7. Treat the tank with 1.5 g levamisole hydrochloride (dosage 75 mg per frog or 20 mg/liter) overnight in standing water.

8. The next morning, drain the tank using the floor drain valve (the right-hand valve attached to the smaller drain pipe under the tank, not
the system valve on the left), and refill with fresh frog water. It is beneficial to wipe away any biofilms that have accumulated in the

tank(s).

9. Repeat this treatment for 4 days, allow a 1-week rest period, then resume 4-day levamisole hydrochloride soaks.
10. Additionally, frogs should be treated with a salt bath two or three times a week during quarantine. In the morning, weigh out extra

“instant ocean.” Increase the salinity to 3000 uS.

11. Keep the frogs in the salt bath for 30 min (unless you see signs of stress) and then drain and refill the tank as usual. Stress indicators

include reddened skin and excessive movement (trying to escape).

12. Once the quarantine period is over, place frogs in a new tank and label it appropriately. Drain and scrub the quarantine tank (and drain
tubes) with diluted Sanaqua and rinse thoroughly. Drain all wastewater into the floor drain (using the floor drain valve).
13. Reopen the system recirculating drain valve, close the floor drain valve, and refill the emptied tank.

Sample schedule

Sunday Monday Tuesday Wednesday Thursday Friday
Week 1 Frogs arrive Salt bath am Levam pm Salt bath Am
Levam pm Levam pm Levam pm
Week 2 Salt bath AmMm Salt bath AM Salt bath AM
Week 3 Salt bath Am Levam pm Salt bath AM Levam pM Salt bath AM

Levam pMm Levam pm

specialists advise against changing all the water, tadpoles in con-
tainers without any biofiltration are prone to stress caused by toxic
levels of ammonia and nitrite. The same care and vigilance should
be taken when raising tadpoles as with caring for adult frogs.
Daily water testing, providing essential minerals, and quality
nutrition should be standard practices when rearing tadpoles in
the laboratory.

Metamorphosis rates differ within the tadpole population.
Typically, after around 40 days’ hind limbs grow and the tail
begins to disappear into the body. Tadpoles become carnivorous
at this stage and will devour their tank mates, especially the ones

that have not morphed yet. Place the froglets into a separate con-
tainer and continue to feed and check water quality on a daily
basis.

TROUBLESHOOTING AND
PREVENTING DISASTERS

A number of unexpected events can adversely impact the
colony, leading to immediate or long-term delays in egg avail-
ability. Disasters are of two general types: specific and immediate
electrical/mechanical/plumbing events, and steady-state problems
in system parameters that affect frog health gradually.

Table 17-16
Quarantine schedule’

Treat Date Initial Treat Initials Treat Initials Treat Initials
Week 1 Levam 1 Levam 2 Levam 3 Levam 4

Salt 1 Salt 2 Salt 3
Week 2 Salt 1 Salt 2 Salt 3
Week 3 Levam 1 Levam 2 Levam 3 Levam 4

Salt 1 Salt 2 Salt 3

“Levamisole (Levam) HCI 20 mg/liter (1.5 g/20 gallons). Sea salt 200 g/20 gallons.
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INTERRUPTED OR CONTAMINATED WATER SUPPLY
Many problems can affect incoming water quality: bacterial out-
break, gas supersaturation, ammonia spike, etc. If there is a con-
taminant, the tanks can be closed off and water should be drained
out of the system into the floor drain and replaced with fresh water
from the reservoir. To save water, the tanks can be filled halfway
or just enough so that the frogs have plenty of room to stretch
without touching any other frogs. Ideally, the frog facility has a
frog water reservoir large enough to be able to replace at least
50% of the water in the system at any given time. Our holding
reservoir has enough water to do a 10% water change for 3 days.

PIPE LEAK/BROKEN SPIGOT/DAMAGED BALL VALVE
Always have a backup of supplies. If pipes leak the system will
need to be shut down until the leak is fixed. Usually, if it is more
involved than resealing a joint, it will be necessary to have plumb-
ing parts and tools, nontoxic aquarium cement, and hopefully
someone with plumbing expertise to replace the pipe if it is
broken. The spigots are easy to change and replacement parts
should always be ordered and kept in the facility. If the main pump
or any other pumps break or run dry, a disaster can occur if
another pump is not on hand. Sometimes it can take weeks to
order a replacement part. Always have a backup pump, as well as
the tools and parts to replace the pump.

PH OUT OF RANGE Many factors can cause the pH to
spike up or rapidly drop. In most cases, this might be caused by
a break-down of the biofilter or wrong proportions of salts added
to the system. Buffers are often made up of sodium bicarbonate
that eventually disassociates after 12h, causing the pH to crash.
This can be adjusted by adding specific ratios of buffers (depend-
ing on whether you want to slowly raise or lower the pH) to the
reservoir and manually exchanging the water until the pH is raised
0.1-0.2 units. Caution: Never raise the pH more than 0.2 units
a day in an attempt to solve a pH problem. This could result in
major stress that throws off the frogs” osmotic balance. The frogs
can withstand a wide range of pH, but it is a rapid change in pH
that degrades their slime coat, making them susceptible to
infection.

LOSS OF ELECTRICAL POWER X. laevis can be left in
standing water as long as there is enough reserve frog water to be

Table 17-17
Sick frog log sheets

Date Albino/WT | Size/description (cm | Date of last

from nose to cloaca) | use

Description of illness

Date | Appearance/
activity level

Location (isolation/ | Treatments | Dosage
tank number) used

able to do a partial water change daily. We strongly recommend
having all of the key pumps, purifier systems, and monitoring
probes on emergency backup power.

FROG HEALTH PROBLEMS The diagnosis and treatment
of medical conditions discussed in Tables 17-17 and 17-18%*
were carried out under the supervision of James G. Fox, D.V.M.
One of the key features of a flow-through system is that diseases
and infections can spread rapidly. Thus, it is imperative to keep a
close watch on the animals and remove any that seem problematic
(see Tables 17-19 and 17-20). If a treatment looks to be success-
ful after a significant infection, frogs should not be returned to the
facility since the infection can recur and spread to others. The
purpose of treatment is mainly as a diagnostic for the problem
(the success of the various treatments is informative as to what
the illness was) and it is not worth the risk to return frogs that had
a serious infection.

Frog skin is a crucial barrier to infection and skin quality is a
major diagnostic for disease. Xenopus skin contains a number of

Table 17-18
Sick frog protocol and suggested treatments

1. Nematode infestation: Symptoms include grayish, sloughing skin that may feel tacky rather than slimy. Examine shed skin using a
dissecting microscope for the presence of zigzagging tunnels in the skin, which indicate presence of nematodes. These parasites undergo
a life cycle while embedded in the skin of the frog. Treatment involves a 3-week protocol of antihelmintic baths using levamisole HCI,

75 mg/frog (see Table 17-16 for the schedule).

2. Protozoa: We had one case of a frog infested with an Epistylis-like ciliate (Table 17-21: Tinsley, p. 237). Its symptoms included whitish,
thread-like tufts growing off hind limb claws. We treated it with a series of 10min 12-15 g/liter salt baths, but the infestation did not
respond to treatment and led to secondary infections after 2 weeks, so the animal was euthanized.

3. Red leg infection: Symptoms include reddening of skin on the hind limbs, lower back, and ventral region. Reddening intensifies to dark
open sores that quickly spread all over the body, and can lead to secondary infections. Frogs may begin to tremble at later stages. Red leg
is caused by a few types of opportunistic bacteria (Aeromonas, Pseudomonas, etc.) that are normally associated with frog colonies but
can overcome animals weakened by stress or injury. A few occasions of red leg have resulted from elevated pH (which may cause
degradation of the protective slime coat), stress from excessive handling, and/or secondary to other infections (i.e., nematodes). These
frogs are treated with oxytetracycline (0.2 mg/liter) until symptoms subside, but it is not 100% effective. In advanced cases the animal

usually must be euthanized.

4. Fungal infection: Symptoms include long whitish threads growing off of skin and/or toes. We treat fungal infections with a commercially
available product called fungus cure, at a dose of 1 ml per 4 liters, until symptoms subside. Again, this is not 100% effective, as in some

cases secondary infections develop that are hard to treat.
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Table 17-18
(continued)

5. Bloating/edema: Symptoms include gradual swelling just beneath the skin of hind limbs, back, etc. Frogs appear “full of water” under the
skin. This may be caused by damage to the lymph system during injection of Chorulon, or general trauma from egg harvest procedures. I
have not found a protocol that successfully treats this condition, despite recommendations for high salt solution baths.

6. General ill health: Symptoms can include undiagnosed skin discoloration (brownish or greenish), bruises (often “bite marks” from
conspecifics during feeding), scratches, etc. We treat unknown but seemingly minor conditions with soaks in Melafix (1 ml/4 liters), a
commercially available product consisting of tea tree oil, which is healing to the skin. If the frog appears infected, we may use a series of
high salinity salt baths (see Table 17-15 for the quarantine protocol) and/or oxytetracycline (0.2 g/liter) to prevent bacterial infections.

7. Dead frogs: Dead frogs should be removed from the tank immediately. If discarding, follow your institution’s animal disposal policy. You
may wish to have the animal examined by a pathologist to determine the cause of death. If the frog is to be brought to a veterinarian or
pathology laboratory for necropsy, cut a slit in the skin and connective tissues vertically along the underside of the frog (as if you were
going to dissect it). Place the frog in either formalin or 10% formaldehyde. If none is available, DO NOT cut the frog open, but place it
in a 4°C refrigerator until it can be brought to the veterinarian. It usually takes just over a week to receive the pathology results.

Table 17-19
Change in the appearance of frogs is indicative
of health problems

Edema

Excess skin shedding

Skin discoloration-red, brown, gray, black
Growths on the skin—filamentous, tumors
Hemorrhages on skin

Loss of slime coat—sticky or rough skin
Anorexia

Eggs or shed skin sticking to the frog

antimicrobial and antifungal compounds,®* and in the absence

of handling and excessive contact, the regenerating slime will
keep frogs resistant to the omnipresent background population of
nematodes and bacteria.

Rough patchy skin and excessive shedding may indicate a
Pseudocapillaria xenopodi infection, usually a secondary infec-
tion caused by stress from parasite load (usually involving nema-
todes). Examine shed skin under a microscope for holes and
tunnels caused by exit wounds from the worms; sections of skin
can reveal nematode cysts (Figure 17-8). There are usually many
wavy lines throughout the skin samples. These parasites begin
their life cycle in the subcutaneous skin layer. Treatment involves
a 5-week protocol of antihelmintic treatment* using levamisole
HCI1 (MP Biomedical), 100mg/frog; one frog/gallon of system
water has worked well in preventing the infection from
returning.

Our facility has had a few cases of Capillaria xenopodis infec-
tions in the past 6 years. This nematode burrows in the skin and
leaves cysts (embryos) that are not affected by the levamisole

Table 17-20
Change in the behavior of frogs is indicative
of health problems

Hanging at top of tank exclusively
Stiffness or lethargy

Loss of appetite

Vomiting

Trembling

treatment when it is in this stage of the life cycle. These parasites
cause severe skin irritation and make Xenopus prone to secondary
bacterial infections, weakness, rapid weight loss, and finally
death. Treating the colony is labor intensive for the facility staff
but patience and careful observation will save the colony.

Oxytetracycline treatment in conjunction with Stress Coat
(aquarium pharmaceuticals) should be used for 1 day before and
1 day after hugging for egg harvesting.

CONCLUSION

Xenopus laevis and its genetically tractable cousin Xenopus
tropicalis** are profoundly powerful vertebrate model systems
in which physiological, developmental, and cell-biological mech-
anisms may be studied. They will be increasingly used by both
basic biology and pharmaceutical efforts (as drug screening plat-
forms), requiring stable, effective protocols for maintenance of
adult frogs. The information presented in this chapter should be
sufficient for any laboratory to design a useful system and main-
tain happy frogs that give high-quality eggs suitable for biochemi-
cal or molecular investigation of embryonic development (Table
17-21). The protocols for frog husbandry will surely continue to
evolve, and we urge workers in Xenopus to make use of and con-
tribute their experiences to the frog community.

=De T
S L |

Figure 17-8. Photograph of skin parasites. Capillaria cysts just
under the epidermis are shown at the sites of the arrows. These nema-
todes are at the larval stage and will be protected from levamisole
treatment at this stage in their life cycle. This is a paraffin section of
skin from a Xenopus laevis female from our facility that was infected
by the nematode Pseudocapillaria xenopodi.
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Table 17-21
Suggested reading/health references

. Wu M, Gerhardt J. Raising Xenopus in the laboratory. Methods

Cell Biol 1991;36:3-18.

. National Research Council Report. “Amphibians: Guidelines for

the breeding, care, and management of laboratory animals.”
Chapter 8, Records and Information Control. http://books.nap.
edu/html/amphibian/eight.html.

. O’Rourke Schaeffer D, Schultz TW. Biology and diseases of

amphibians. In: Fox JG, Anderson LC, Loew FM, Quimby FW,
Eds. Laboratory Animal Medicine, 2nd Ed. New York,
Academic Press, 2002:793-823.

. Chapter 13, Parasites of Xenopus. In: Tinsley RC, Kobel HR,

Eds. The Biology of Xenopus. Oxford, UK: Clarendon Press,
1996:233-261.

. Wright KM, Whitaker BR, Eds. AMphibian Medicine and

Captive Husbandry. Malabar, FL: Krieger Publishing Company,
2001.
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18 The Chicken as a Model Organism

JANICE M. BAHR

ABSTRACT

Selection of appropriate animal models is essential to the
advancement of basic and clinical research. This chapter provides
an overview of the reproductive biology of the chicken (Gallus
domesticus), also known as the domestic hen, and then introduces
the chicken as a model for investigations of mechanisms con-
trolling ovarian follicular growth and maturation, ovulation, and
changes in ovarian function with aging. The chicken is currently
the only animal model available to probe the etiology and progres-
sion of human ovarian cancer as well as to test chemotherapy
agents. Finally the chicken is an ideal model for toxicology studies
because of its sensitivity and rapid response to environmental
toxicants and expression of external indicators, e.g., number of
eggs laid, thickness of shell, as a mark of toxic exposure.

Key Words: Chicken, Ovary, Reproduction, Follicle, Ovula-
tion, Ovarian cancer, Toxicology.

INTRODUCTION

Advances in basic and clinical sciences depend heavily on the
successful use of appropriate animal models. Today there is wide-
spread use of the mouse with its various genetic modifications,
but there are also limitations to this model, particularly when an
essential gene is deleted in all tissues. This systemic genetic
modification of the entire animal’s physiology may make it dif-
ficult if not impossible to draw valid conclusions regarding the
function of a specific gene in a specific tissue. However, the
choice of appropriate animal models is dependent on familiarity
of scientists with different animal models, the availability of
animal models, and the cost of the animal and housing
requirements.

The chicken, also referred to as the domestic hen, has served
science well. The chick embryo has been the basis for understand-
ing the stages of early development and its control and is widely
used in embryology classes. The young chick was the popular
animal of choice for the discovery of steroid receptors, namely
progesterone and estradiol receptors. The chick’s oviduct, a rich
source of these receptors following treatment with steroids,
yielded large amounts of tissue for isolation, characterization, and
cloning of the steroid receptors. A great deal of vitamin D research
was done using the shell gland of the chicken. Awareness of
the toxicity of some chemicals used in the environment, such as
dichlorodyphenyltrichloroethane (DDT), came from observing
that birds exposed to this chemical laid soft-shelled eggs.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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The purpose of this chapter is to introduce the scientist to the
chicken and indicate how the chicken is a valuable animal model
for studies in basic reproductive biology, reproductive disease,
and toxicology. First a brief overview of the basic reproductive
physiology of the chicken will be given.

BRIEF OVERVIEW OF THE REPRODUCTIVE
PHYSIOLOGY OF THE CHICKEN

HATCHING CHICKEN EGGS The chick egg has an incu-
bation period of 21 days. Fertilized eggs are placed in an incubator
that is maintained at a temperature of 100F and has a humidifi ed
environment. To hatch a large number of eggs, it is advisable to
have a commercial incubator. However, if only a small number
of chicks is needed, e.g., 10—12, it is possible to incubate eggs in
a laboratory incubator provided the eggs are rotated several times
each day and humidity is high. Upon hatching, the chicks are
placed in a warm environment maintained at 90F for 3 weeks,
after which the temperature can gradually be reduced to 70F. At
all times chicks are provided with commercial chick feed and
water ad libitum. Chicks move to larger housing quarters as they
increase in size. If chicks will not come in contact with other
chickens or birds, it is not necessary to immunize the chicks
against the common diseases of chickens. Whereas it is possible
to raise adult chickens starting with the fertilized egg, it is easier
and in some cases less expensive to purchase adult chickens from
a producer.

BREEDS OF CHICKENS There are two commercial breeds
of chickens, one which has been selected for egg laying and the
other breed which has been selected for meat. Depending upon
the research interest, either can be used. The laying breed grows
slowly, reaching a weight of about 2.3kg at maturity. In contrast,
the meat breed grows rapidly, weighing 2.3kg at 6 weeks of age,
and if not feed restricted it will be obese at maturity. Generally
the laying breed is selected for research because it does not have
a weight problem, making it easier to manage. The most common
strain is the white Leghorn, which is the strain used in most
reproductive studies.

ONSET OF PUBERTY The egg laying Leghorn hen reaches
sexual maturity at ~5 months of age and starts to lay eggs. Egg
production is high during the first year of lay at a rate of 90-95%.
As the hen ages, egg production will decrease slightly. In the
commercial poultry production, hens are molted at the end of the
first year of lay, which will result in increased egg production and
also better egg quality. However, in a research environment, it is
not necessary to molt hens after the first year of lay, albeit egg
production will be less.
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Small and large white
(1-5mm)

Small Yellow
(5-8mm)

Figure 18-1. A chicken ovary. The preovulatory follicles of the
hierarchy are identified according to size with the F1 follicle being
the largest follicle and the next one to ovulate, followed by the F2
follicle, the second largest follicle, etc. Small follicles are classified
according to size and color of yolk. The postovulatory follicle (not
visible) is a saclike structure containing all the cell layers present in
the preovulatory follicle.

LEFT OVARY DEVELOPS In the chicken only the left ovary
and oviduct develop. The ovary contains five or six large yolk-
filled follicles that are arranged in a hierarchy based on their size,
F1-F6, with F1 being the largest follicle and the next follicle to
ovulate (Figure 18-1). These preovulatory follicles are attached
to the ovary by a stalk through which nerves and blood vessels
pass. When the F1 follicle ovulates, the other preovulatory folli-
cles move up one position in the hierarchy. At the same time,
another follicle is selected from the small yellow follicles to enter
the hierarchy. This follicular growth and maturation pattern works
with almost clockwork precision in Leghorn chickens.

STRUCTURE OF THE FOLLICLE The follicle consists of
an outer superficial epithelium single cell layer, a theca layer, a
granulosa layer, a perivitelline membrane, a germinal disc, and a
yolk (Figure 18-2). The theca layer, externa and interna, is a het-
erogeneous layer consisting of fibroblasts, steroidogenic cells,
nerve cells, extracellular matrix, and blood vessels. In contrast,
the granulosa layer is a single cell layer and is not innervated and
has no blood vessels. The theca and granulosa layers are separated
by a basement membrane, which allows an easy and clean separa-
tion of the two cell layers. The theca layer is the major site of
testosterone and estrogen (estradiol-17 and estrone) synthesis,
whereas the granulosa layer is the primary site of progesterone
production.' Inhibin, a hormone that regulates follicle-stimulating
hormone in a negative feedback manner, is produced mainly by
the granulosa layer of the hierarchical follicles.?

OVULATORY CYCLE The ovulatory cycle, described as the
interval from one ovulation to the next ovulation, is approxi-
mately 24-26h in length depending upon the age of the chicken.
Young hens, in their first year of lay, will ovulate at about 24h
intervals, whereas as the chicken ages this interval between ovula-
tions can increase to ~26h or even greater. Ovulation is preceded
by a significant increase in progesterone, which induces the lutein-
izing hormone (LH) surge. Ovulation of the egg occurs as the

stigma, a visible avascular strip on the follicles, ruptures (Figure
18-3). The egg, picked up by the oviduct, passes down the oviduct
where albumen and shell membranes are secreted and then into
the shell gland where the shell is deposited. It takes ~24 h for the
egg to move down the reproductive tract. At the time of oviposi-
tion, the passage of the egg from the shell gland through the
vagina is dependent upon prostaglandins F,, and E, and arginine
vasotocin. Upon the laying of the egg, ovulation of the next egg
occurs 15-30min after oviposition. The close temporal relation-
ship between oviposition and ovulation makes it easy to determine
the time of ovulation. For this reason, events during the ovulatory
cycle are identified as hours before ovulation of the next (F1) egg.
If the egg is to be fertilized, sperm stored in vagina-shell gland
junction sperm storage glands are released and fertilize the egg as
it enters the oviduct. For further information regarding the repro-
ductive physiology of the chicken, see reviews by Bahr and
Johnson® and Sharp.*

ENVIRONMENTAL CONDITIONS FOR MAXIMAL
REPRODUCTIVE PERFORMANCE Chickens are easy to
maintain and require only a few specific conditions. Commercial
cages and watering systems are available and are relatively inex-
pensive. If possible, chicken cages should be suspended over a pit
that has a stream of running water; however, this housing condi-
tion is not necessary. The water reduces the odor of the chickens
and makes it easy to clean the pit by pulling the drain plug.
Chickens should be housed in a room with adequate air exchange
at an ambient temperature of 65F with 14—-17h of light. Chickens
are sensitive to wavelength, therefore warm fluorescent lights
should be used and not the cool fluorescent lights. Chicken feed
is available from commercial sources. Feed and water should be
provided at all times.

MALE CHICKENS The rooster or cockerel reaches puberty
at 4-5 months of age. The rooster has two testis that are located
internally and attached to the dorsal wall of the body cavity.
Spermatogenesis occurs at 41€, the internal temperature of the
rooster. There are no accessory reproductive glands, such as the

distal granulosa e stigma
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Figure 18-2. A cross section of a chicken preovulatory follicle.
Note structural differences in the granulosa layer. The granulosa layer
in contact with the germinal disc is called the germinal disc region
(GDR). The columnar-shaped granulosa cells located proximal to the
GDR (proximal granulosa) are proliferative and synthesize less pro-
gesterone. The cuboidal-shaped granulosa cells located distal to the
GDR (distal granulosa) are differentiated and synthesize greater
amounts of progesterone. (From Tischkau and Bahr,’ reprinted with
permission from the Society for the Study of Reproduction.)
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Figure 18-3. Ovulation of a chicken follicle. (A) A picture of the
F1 follicle (largest) and the F2 follicle (smaller) several minutes
before ovulation. The nonvascular stigma, the site of follicular
rupture, is very obvious. (B) Ovulation of the F1 follicle as the stigma
is ruptured. Note the size of the clear stigma in both the F1 follicle
and the F2 follicle, which allows for easy isolation of the stigma and
nonstigma parts of a follicle.

prostate and seminal vesicles. As a result, seminal plasma has the
same constituents as the epididymal fluid. Roosters also lack an
intromittent organ. Sperm, stored in the lower end of the ductus
deferens, are transferred directly from the rooster’s cloaca to that
of the hen’s cloaca at mating. For further information see the
review by Sharp.*

VALUE OF THE CHICKEN AS A RESEARCH ANIMAL  The
benefits of using the chicken are many. Chickens are inexpensive
to purchase, are healthy, and are easy to maintain. Specific
pathogen-free eggs and chickens are available. Transgenic hens
are produced commercially, though the supply is limited at this
time. In the next section, examples of how the chicken is ideal for
reproductive studies will be described.

THE CHICKEN AS A MODEL FOR BASIC
REPRODUCTIVE STUDIES

FOLLICULAR DEVELOPMENT Its hierarchical arrange-
ment of follicles, large preovulatory follicles, visible germinal
disc, clean separation of the granulosa and theca layers, accurate
prediction of ovulation, and change in follicular maturation and
ovulation with aging are a few of the chicken’s valuable qualifica-
tions as a model for ovarian studies. Hence the cellular changes
and those associated with changes in gene expression that occur
in the granulosa and theca layer as follicles mature and approach
ovulation can be easily studied. In particular, the large number of
granulosa cells (~5 million) easily and quickly obtained from the
F1 follicle makes the chicken follicle an ideal model for investi-

gating signaling, transcription factors, clock genes, etc. in the
control of follicular development.

ROLE OF GERMINAL DISC  For many years, it was thought
that the oocyte was a passive inhabitant of the follicle. With the
discovery of factors made by the oocyte that regulate the differ-
entiation of the follicle, investigations into the role of the oocyte
in follicular development has intensified. The chicken follicle is
an excellent model to study the role of the germinal disc in follicle
function. The germinal disc contains the genetic material and cel-
lular organelles of the egg; thus the germinal disc is equivalent to
the oocyte of the mammal. The germinal disc, attached to the
overlying granulosa cells through cytoplasmic interdigitations, is
called the germinal disc region (Figure 18-2). These granulosa
cells have a higher rate of proliferation and are less differentiated
than the granulosa cells distal to the germinal disc.’ The visibility
of the germinal disc in vivo is enhanced by injection of chickens
the day before they are used with 0.8 ml Sudan black [10mg/ml
of 1:1 phosphate-buffered saline (PBS):100% ethanol, filtered
through a 0.45-um filter], which is taken up by the yolk.® To
understand the role of the germinal disc, it can easily be destroyed
in vivo by freezing it with dry ice for 20sec.” The germinal disc
along with its overlying granulosa cells can be obtained by isolat-
ing the granulosa layer.

OVULATION Identification of the biological changes, par-
ticularly expression of genes, associated with ovulation, has been
a challenging and intriguing subject for many years. Whereas
progress has been made in understanding the process of ovulation
using the mammal, this animal model is limiting because of the
inability to obtain adequate tissue to measure cellular changes in
the stigma, the site of rupture, and in nonstigma tissue. The chick-
en’s large preovulatory follicles overcome these difficulties. The
hierarchical follicles have a distinct stigma area that can be easily
isolated from the nonstigma area (see Figure 18-3). Furthermore
comparison of the F1 follicle, the next one to ovulate, with the F2
follicle, the follicle to ovulate the next day, provides an excellent
comparable tissue to measure the cellular changes associated with
ovulation (Figure 18-4).* The short ovulatory cycle (24-25h) and
the accurate prediction of ovulation based on oviposition further
bring superior precision to measuring the changes associated with
ovulation. In the chicken follicle, unlike the mammalian follicle,
there is no dilution of the measured endpoints due to the use of a
large amount of ovarian tissue not associated with ovulation.

OVARIAN FUNCTION WITH AGING A longer interval
between ovulations, hence a lengthening of the ovulatory cycle,
occurs as the chicken ages. The follicle requires a longer time to
gain competency to ovulate.” This delay in ovulation represents
changes at the level of the follicle as well as at the level of the
hypothalamus, which becomes less responsive to the positive
feedback of progesterone to induce the luteinizing hormone surge.
The accuracy with which the time of ovulation based on oviposi-
tion can be determined and the large amount of tissue available
from individual follicles facilitate the investigation of changes in
gene expression with age. The chicken is a particularly good
model to study the role of clock genes at the level of the hypo-
thalamus and the ovary in the aging process.

THE CHICKEN AS A MODEL FOR
OVARIAN CANCER

Progress in eliminating a disease depends heavily upon the
availability of an appropriate model. For many years scientists
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Figure 18—4. Plasminogen activity (PA) in (A) the stigma region
(S) of the theca layer and (B) the nonstigma region (NS) of the theca
layer of F1 and F2 preovulatory follicles, which will ovulate next and
26h later, respectively. Follicles were obtained at 8h (before the LH
surge), 2h (immediately after the LH surge), and 0.5h immediately
before ovulation. Each bar represents the mean * SE of three to five
experiments. a, significant differences in PA activity compared to 8h
before ovulation (p < 0.05); b, significant difference in PA activity in
F1 versus F2 (p < 0.05). (From Jackson et al.,® reprinted with permis-
sion from the Society for the Study of Reproduction.)

have attempted to develop a mammalian model to investigate
ovarian cancer in humans. Human ovarian cancer is the most
common fatal gynecologic malignancy with a 5-year survival rate
of 25-30%. One of the reasons for this low survival rate is the
inability to detect ovarian cancer early. For example, the avail-
ability of a blood marker such as the prostate-specific antigen in
males would be a significant advancement in early detection of
ovarian cancer. Therefore a model that would make it possible to
determine if there are markers in the blood for ovarian cancer and
also the use of the presence of these markers to follow the effec-
tiveness of chemotherapy would be ideal. To date, despite the use
of specific hormone treatments of rat to induce ovarian cancer and
the recent availability of a transgenic mouse model, a mammalian
animal model that spontaneously develops ovarian cancer has not
been developed.

In contrast, the chicken does develop ovarian cancer spontane-
ously and the types of cancers are similar to those that occur in
the human.'® The chicken seldom develops ovarian cancer before
2 years of age, but does develop it with increasing age. It has been
hypothesized that women and chickens develop ovarian cancer
because they are persistent ovulators.'! The number of ovulations
that occur in a woman’s lifetime, which in most cases may be

Figure 18-5. Ovarian cancer of the hen. Gross appearance is char-
acterized by firm, white nodules. Cystic or hemorrhagic follicles are
also often present. (From Johnson and Giles,'® reprinted with permis-
sion from the Poultry Science Association.)

interrupted by one or two pregnancies, is similar to the number
of ovulations a chicken will have during a 2-year period, with the
chicken ovulating 80% of the time. In contrast, most mammals
are either pregnant or nursing and therefore are not persistent
ovulators.

Fredrickson'? provides an early report of cancer in chickens.
He biopsied 466 hens, ages 2-7 years, and found that 24%
had malignant ovarian adenocarcinomas and that the incidence
increased with age. He observed that the ovarian adenocarcino-
mas at their early stages are firm white cauliflower-like nodules
that resemble atrectic follicles (Figure 18-5). Histological studies
done by Fredrickson'? indicated a similarity between the germinal
epithelium and the ovarian adenocarcinoma cells. This observa-
tion supports the current hypothesis that the ovarian superficial
epithelial (OSE) cells are the cellular source of the ovarian adeno-
carcinomas. Recent studies by Johnson and Giles' show that
ovarian cancer in the chicken has a glandular growth pattern and
simple columnar epithelium lines the glands (Figure 18-6). It is
hypothesized that at the time of ovulation, cells located at the
rupture site may have DNA damage; along with defective DNA
repair mechanisms, this mutagenesis results in malignant trans-
formation followed by clonal expansion and metastasis.'*> Another
hypothesis that has a great deal of support is the epitheliomesen-
chymal conversion of OSE cells that occurs following ovulation
when the OSE cells are displaced from the surface to the stroma.'!
This displacement can also occur in the aging ovary due to an
invagination of the OSE. The epithelial cells that are converted to
mesenchymal cells can be incorporated into the stroma. However,
if the OSE remain epithelial, they can aggregate and form inclu-
sion cysts that are the preferred sites of metaplastic and dysplastic
changes that can lead to tumorigenesis. With malignant progres-
sion and depending upon the genetic predisposition of the woman,
fewer of the OSE will become mesenchymal cells and be incor-
porated into the stroma.

The use of two chicken strains, C and K, that have a different
incidence of ovarian cancer, different concentrations of estrogen



CHAPTER 18 / THE CHICKEN AS A MODEL ORGANISM 165

Figure 18-6. Hematoxylin and eosin photomicrographs of ovarian
cancer in the hen. The cancer is characterized by a glandular growth
pattern. The glands are generally lined by a simple columnar epithe-
lium. Scale bar = 50 um. (From Johnson and Giles,'” reprinted with
permission from the Poultry Science Association.)

in the blood, and a different amount of mRNA expression for the
o-subunit of inhibin in the granulosa layer suggests that there may
be a genetic basis for ovarian cancer.'’ The use of these two strains
of chickens should be helpful in exploring the etiology of ovarian
cancer.

Immunohistochemical expression of molecular markers asso-
ciated with ovarian cancer in humans was performed on chicken
ovarian cancer tissue."* A number of different antigens (cytokera-
tin AE1/AE3, pan cytokeratin, EGFR, Lewis Y, CEA, Tag 72,
PCNA, p27, and TGF-o)) were identified, which indicated the
immunohistochemical similarity between human and chicken
ovarian cancer tissue. Also this study demonstrated the potential
utility of the avian model for the testing of chemoprevention
agents.

THE CHICKEN AS A MODEL FOR TOXICOLOGY

Silent Spring, the book written by Rachel Carson in the late
1960s, indicates the value of birds to make us aware of dangerous
toxicants in our environment. Rachel Carson called attention to
the dangers of the pesticide, DDT. Birds were laying soft shelled
eggs, which made it impossible for these eggs to hatch and

produce the next generation of birds. Without these birds, spring
would be silent. Just as the canary in the coal mine can detect
dangerous gases before humans can smell them, wild birds can
act as sentinels to alert us to dangerous chemicals in our environ-
ments. Whereas wild birds are not a good research animal for
toxicology, the chicken is an excellent model. In fact, in many
cases, the chicken is a more sensitive model with easily observ-
able outcomes when compared to rodent models.

The list of xenobiotics and toxicants is long; however, a select
few will be cited: DDT, polychlorinated biphenyl (PCB), and
phenobarbital (PB). These lipophilic chemicals are metabolized
by the mixed-function oxidases (MFO) present in the liver. The
MFO metabolize substrates including drugs, lipophilic substances,
and steroids. Hepatic cytochrome P450 (P450) is an indicator for
the activity of this enzyme system. Exposure to these lipophilic
substances results in an increase in the activity of the P450 in an
effort to remove the toxic substances from the body. However,
because these enzymes are not highly specific, an increase in their
activity will increase steroid metabolism, thus lowering systemic
concentrations of these steroids. Therefore physiological activities
in the body that depend upon a certain blood concentration of
steroids will be modified, which in the chicken would be the
laying of soft shelled eggs or even complete cessation of egg
laying.

The chicken, as an egg-producing species, is dependent upon
a properly functioning ovary, liver, and shell gland to produce
eggs. The ovary is the site of steroidogenesis and formation of
yolky follicles. Ovarian estrogens act on the liver via an estrogen
receptor to cause the synthesis of yolk proteins, which are then
secreted into the blood and taken up by the ovarian follicles. Once
the follicle has attained its proper size and is competent to respond
to luteinizing hormone to ovulate, the egg is released and enters
the oviduct where it obtains albumen and shell membranes. The
egg then enters the shell gland where the shell, rich in calcium,
is laid down. The mobilization of calcium from the medullary
bone to the shell gland and its secretion into the shell gland are
dependent primarily on estrogen. Therefore any chemical that
changes the synthesis of estrogen by the ovary, its metabolism and
ability to stimulate yolk synthesis in the liver, and the availability
of estrogen to make available adequate calcium and its accretion
for shell formation will affect the laying of eggs. Simply stated,
the chicken has three specific tissues whose function can be
altered by exposure to xenobiotics and toxicants. Furthermore, the
response of chickens to these chemicals is rapid, occurring in 5-7
days, and can be easily determined by observing the number of
eggs laid, measuring the thickness of the shell, and determining
the absence of a hard shell.

Two toxicology studies done in the chicken'*'® demonstrate
the usefulness of the chicken for these types of studies. The objec-
tives of these studies were to investigate the effect of xenobiotics
on the induction or depression of the MFO, changes in hepatic
cytochrome P450, blood concentration of estradiol-17f (E,),
plasma calcium (Ca), rate of egg lay, and thickness of egg shell
in laying Leghorn hens."® They used PB and carbon tetrachloride
(CCl,) as the xenobiotics of choice. There was a dose-response
decrease in E, concentrations in the blood (Figure 18-7) and an
increase in the liver P450 concentration in response to feeding
increasing amounts of PH (0-100mg for 3 or 7 days; Figure
18-8). The response to CCl, for the concentration of P450 was
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Figure 18-7. Concentrations (mean + SE) of estradiol (E,) in the
plasma after the administration of phenobarbital for 3 or 7 days to
laying hens. Means with the same letter are not different from each
other (p > 0.05). Circulating E, was decreased by doses of phenobar-
bital in a linear manner. Three days: R*= 0.413 (p < 0.001). Seven
days: R*=0.693 (p < 0.001). (From Chen et al.,'"® reprinted with per-
mission from the American Association of Animal Science.)

similar to the data obtained following phenobarbital. In the second
study, Chen et al. 16 tested the effectiveness of four environmental
toxicants that affect liver P450 concentrations. Three of the toxi-
cants (aroclor 1254, a PCB, DDT, and benzo[o]pyrene) were
hypothesized to induce different isoenymes of P450 and one
toxicant, lead acetate, inhibited the induction of the P450. The
PCB and DDT significantly increased P450 with a consequent
depression of circulating E,. Data from this study indicated that
the environmental effects of these toxicants are an elevation of
P450, which increases steroid metabolism by the liver and
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Figure 18-8. Concentrations (mean * SE) of cytochrome P450 in
the hepatic microsomal fraction in laying hens after the administra-
tion of phenobarbital for 3 or 7 days. Means with the same letter are
not different from each other. The P450 was induced by doses of
phenobarbital in a linear manner. Three days: R*= 0.304 (p < 0.005).
Seven days: R*= 0.389 (p < 0.001). (From Chen et al.,"” reprinted
with permission from the American Society of Animal Science.)

decreases circulating concentrations of E, with negative effects
on reproduction.

CONCLUSIONS

This chapter has provided a brief overview of the chicken’s
reproductive physiology to introduce scientists in biomedical
research to a valuable model. Examples of three specific areas
of research were presented, namely, basic reproductive biology of
ovarian function and ovulation, ovarian cancer, and toxicology.
The size of the follicles, availability of ample tissue, and accurate
prediction of ovulation make the chicken an ideal model to probe
basic questions about ovarian function. The fact that it is the only
animal model that spontaneously develops ovarian cancer with
histological changes and expression of genes similar to that
observed in human ovarian cancer makes the chicken an extremely
important model to investigate this serious gynecological disease
in humans. Finally, with the increasing need to determine the
toxicity of substances in our environment, the chicken has a
number of attributes that makes it an invaluable model. Only a
few select references regarding these studies in chickens were
cited in this chapter; however, the interested scientist will find
many more informative references in the published literature.
The author of this chapter who has used chickens in research
for 30 years is also a resource person to anyone needing help
or having unanswered questions. She can be reached at jbahr@
uiuc.edu.
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BART M.G. Smits, it D. HAAG, MicHAEL N. Goulb,

AND EDWIN CUPPEN

ABSTRACT

The development of rat genetic models has rapidly progressed
over the past decades and has become an important strategy to
connect gene function to various aspects of health and disease.
Reverse genetics or gene-driven genetics is a broadly accepted
approach to study gene function. An indispensable reverse genetic
tool is the generation and characterization of knockout and mutant
animals for the genes of interest. Recently, the laboratories of Dr.
Michael Gould (Madison, WI) and Dr. Edwin Cuppen (Utrecht,
The Netherlands) have independently developed methods using
N-ethyl-N-nitrosourea (ENU) mutagenesis to make rat knockouts
and mutants in any gene of interest. This chapter describes expe-
rienced-based considerations from both laboratories that could
serve as a guideline for initiating ENU mutagenesis-based screens
in the rat.

Key Words: ENU mutagenesis, Point mutation, Reverse
genetics, Inbred and outbred strain, Target gene, TILLING, CEL
I, High-throughput resequencing, Yeast-based truncation assay.

INTRODUCTION

THE RAT AS A GENETIC MODEL ORGANISM Not long
after rats were first captured for experimental purposes in the first
half of the nineteenth century, rat genetic research (genetics of
coat color) made its introduction.' Despite the early foundation,
rat genetic research lost popularity, mainly since the early mam-
malian geneticists preferred the mouse for genetic experiments
because of its smaller size and excellent reproductive character-
istics. The rat with its larger size became the first choice for
physiologists and nutritionists. Many inbred strains have been
created to resemble specific aspects of human health and disease.
The Rat Genome Database (http://rgd.mcw.edu/strains) currently
contains over 500 rat strains. It is now the geneticist’s turn to
identify the genetic factors underlying the clinically relevant traits
for which these strains have been bred. Comparative genomics by
means of genetic mapping and positional cloning of quantitative
trait loci (QTLs) in animal models has become a general strategy
to genetically dissect these traits.** The possibility of rapidly
creating congenic, consomic, and recombinant inbred strains has
undoubtedly facilitated the annotation of genomic loci of impor-
tance to a phenotype. In addition to that, the availability of the rat

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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genome,* a high-density radiation hybrid map,’ and the ongoing
generation of dense genetic marker sets®” are completing the set
of rat genomic resources.

Although these important advances in rat genetic research over
the past decades have accelerated the identification and annotation
of hundreds of QTLs, the next critical step in the process of cou-
pling the clinically relevant trait to the genome is the identification
of the causative genetic element(s)." Frequently, traditional
positional cloning efforts result in the identification of a large
locus containing many putative functional genetic elements, such
as genes, enhancers, and noncoding RNAs. At the stage where
continuing positional cloning becomes inefficient due to the lack
of recombination events, the accessibility of genetic tools, such
as knockout technology, is needed to evaluate the contribution of
these functional genetic elements to the QTL."

FUNCTIONAL GENOMICS Mammalian genomics in the
years around the millennium change was characterized by the
collecting of tremendous amounts of sequencing data culminat-
ing in the publication of the human,'""> mouse,"® and rat* genomes.
The “functional genomics” era aims for the identification and
characterization of the functional genetic elements in these
genome sequences, which will always require genetic approaches.
Genetic approaches can roughly be divided into two categories:
forward genetics and reverse genetics. Forward or classical genet-
ics starts with a phenotype. To reveal the genetic variant that is
causing the phenotype, genetic mapping and positional cloning
are performed. Many model organisms have been subjected to
large-scale phenotypic screening, including Drosophila,'* zebra-
fish,'>!® and mice.'”'® These immense efforts have resulted in
many interesting phenotypic mutants for which the underlying
gene mutations have been identified.

On the other hand, reverse genetics is a gene-driven approach.
For many genes the sequence is currently annotated or predicted.
Hence, the gene of interest can be knocked out or mutated in the
model organism of choice and the phenotype can be studied. For
a long time, mammalian knockouts were composed solely of
mice. The technology relied on homologous recombination in
embryonic stem cells (ES cells) to replace an exon of interest with
a selectable marker, thereby creating a nonfunctional allele of the
target gene.'” Rat embryonic stem cells capable of producing
viable embryos have not been found thus far. This has hampered
the production of rat knockouts for many decades, until recently.
The first rat knockouts reported were generated by ENU
mutagenesis-driven reverse genetics.”* %
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N-ETHYL-N-NITROSOUREA MUTAGENESIS Mamma-
lian N-ethyl-N-nitrosourea (ENU) mutagenesis was first devel-
oped in the mouse. Large-scale forward genetic screens could not
rely on spontaneous mutation rates, since these are far too low to
make this approach viable. Early work by Russell and colleagues®
at Oak Ridge demonstrated that the mutation rate could be dra-
matically increased by germ-line mutagenesis. Several mutagenic
agents, including chemical mutagens and X-irradiation, were
examined using the specific locus test in mice. ENU was found
to be the most favorable germ-line mutagen for three reasons.*
First, ENU was the most potent mutagen in producing loss-of-
function mutations. It is a directly acting alkylating agent not
requiring metabolic activation to elicit its effect. Second, in con-
trast to X-irradiation, which produces larger deletions, ENU
induces point mutations that merely affect single loci. Nonethe-
less, researchers should take into account that multiple back-
ground mutations could potentially distort phenotypic analysis.
Third, ENU is considered a stem cell mutagen. When injected in
males, DNA adduct formation occurs primarily in the spermato-
gonial stem cells,” which triggers misincorporation of bases
during spermatogenesis, and ultimately results in fixed
mutations.”

Additionally, repetitive application of lower doses of ENU
gave a higher hit rate in the single locus test compared to a single
high dose.?”* Above a certain threshold, the relationship between
dose of ENU and hit rate in the specific locus test is linear, sug-
gesting that at lower doses the DNA repair system in the sper-
matogonia is apparently capable of fixing the majority of
ENU-induced DNA damage.” Finally, ENU-induced mutagenic-
ity and toxicity are strongly strain dependent in the mouse.*

Recently, ENU mutagenesis has been utilized for gene-driven
knockout/mutant production in several vertebrate species, such as
zebrafish,” mice,*! frogs,” and rats.*** The universal methodol-
ogy known as target-selected mutagenesis, gene-driven mutagen-
esis, or targeting local lesions in genomes (TILLING) is outlined
in Figure 19-1. Male founder animals are mutagenized and mated
with wild-type females to produce a large library of F, animals,
carrying many random heterozygous point mutations across their

ENU
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-
i N

Male founder animal

X _—>
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Untreated female

1. Mutagenize male founder animals
and mate with untreated females

Figure 19-1. Schematic representation of a universal rat reverse
genetic ENU mutagenesis screen. Mutagenized male founder animals
are mated with untreated females to produce a large library of F,
animals that contain random heterozygous point mutations in their
genome. From each F; animal a tissue sample is collected from which
DNA or RNA is extracted and screened using high-throughput muta-
tion discovery technology for induced mutations in the genes of
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genome. From each F, animal a tissue sample is taken and DNA
or RNA is isolated and screened for induced point mutations in
the genes of interest using a high-throughput mutation discovery
platform. Mutations are randomly distributed across the genome,
but only coding regions are screened. Missense mutations could
potentially be very interesting, as amino acid changes could result
in hypermorphic or hypomorphic proteins. Nonsense mutation
that introduce a premature stop codon lead to an early truncated
protein that is likely nonfunctional, thereby creating a knockout
animal. This methodology allows for the generation of an allelic
series, i.e., a nonsense allele, hypermorphic/hypomorphic alleles,
and the wild-type allele, which is highly informative to study the
function of the gene. Finally, the animals harboring interesting
mutations are selected from the library and the mutation is out-
crossed to reduce the amount of background mutations and
incrossed to homozygosity.

PRODUCTION OF RAT KNOCKOUTS
AND MUTANTS

Recently, Dr. Michael Gould’s laboratory (Madison, WI) and
Dr. Edwin Cuppen’s laboratory (Utrecht, The Netherlands) have
independently developed ENU mutagenesis protocols for several
rat strains, resulting in the identification of the first rat knockouts
and mutants worldwide. The Gould laboratory focused on genes
related to breast cancer, whereas the Cuppen laboratory screened
mainly genes involved in neurological processes and diseases.
Although the technology seems rather uncomplicated, implement-
ing it in the rat model system requires careful preparations. Which
strain will be most suitable? Which doses of ENU and what muta-
tion detection strategy could be used? After an interesting mutant
has been identified, what follow-up will be performed? This
section describes results and experiences from these two labora-
tories and can serve as a stepwise guideline for initiating an ENU
mutagenesis-based screen in the rat.

STRAIN SELECTION Currently, over 500 rat strains have
been developed to resemble a wide variety of aspects of human
health and disease. It is often highly desirable to target candidate
genes in the genetic background of interest, since numerous

3. Collect tissue samples, isolate DNA/RNA

-
iy \

4. High-throughput mutation discovery
in genes of interest

A 4
5. Identify the animal with the mutation of interest
and outcross the mutation to eliminate background mutations

interest. Animals harboring interesting mutations are identified. The
mutation is first outcrossed to the wild-type background and subse-
quently incrossed to homozygosity. Outcrossing for at least six gen-
erations will eliminate most (>98.5%) of the background mutations
on other chromosomes and will on average leave <35% of the donor
chromosome surrounding the mutation.
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Table 19-1
Guidelines for choice of strain in N-ethyl-N-nitrosourea (ENU) mutagenesis experiments

Suitability(0-6)"

Strain® Optimal dose® Sterility dose® Mutation rate® RC ET MR Total Reference
BN 3x20 3 x40 1in 291 x 10° o 1 1 2 Smits et al.?!
F344/Crl 3 x40 3 x 60 1in 1.76 x 10° 2 21 5 Smits et al.?!
F344/NHsd 2 x 60 2 %75 1in 59 1 2 2 5 Zan et al.?
LEW Unknown 3 %20 Unknown 1 0 - 1 Smits et al.*!
WF Unknown 2 X 50 Unknown 00 - 0 Zan et al.??
WKy Unknown 2 x50 Unknown 0 0 - 0 Zan et al.?
SD 2 x 60 2 x 100 1 in 64 2 2 2 6 Zan et al.*
Wistar 3 x40 3 x 60 1in 1.24 x 10° 2 2 2 6 Smits et al.”!

“The first six strains are inbred; the last two strains are outbred.

’Dose of ENU in mg per kg bodyweight. 2x or 3x are weekly spaced injections. Optimal dose is determined as the dose at which at least half of
the founder males are fertile at 10 weeks after the ENU treatment. Sterility dose is the dose at which none of the founder males is fertile at 10 weeks

after the ENU treatment.

‘Mutation rates BN, F344/Crl, and Wistar are molecular mutation rates determined by resequencing. The rates for F344/NHsd and SD are visible
mutant phenotype rates, as determined by physical examination of the offspring. Nonmutagenized SD results in a visible mutant phenotype rate of

1 in 283.

0 = not suitable, 6 = very suitable. Suitability is determined using three criteria: reproductive capabilities (RC), tolerability to ENU (ET), and
induced mutation/mutant phenotype rate (MR). Each criterion is awarded 0, 1, or 2.

modifiers could influence phenotypic analysis dramatically.
However, not every strain is equally suitable for ENU mutagene-
sis. Data from mouse ENU mutagenesis experiments have unam-
biguously shown a strong strain-dependent susceptibility toward
the effects of ENU.* The Gould and Cuppen laboratories have
independently established ENU mutagenesis protocols for a total
of five inbred strains, Brown Norway (BN), Fischer (F344/Crl and
F344/NHsd), Lewis (LEW), Wistar-Fith (WF), and Wistar—
Kyoto (WKly), as well as for two outbred strains, Sprague—Dawley
(Hsd:SD; SD), and Wistar (Wistar/Crl). Table 19—1 shows the
results of several titration experiments using split doses of ENU.
The strains were awarded a ‘“‘suitability score” based on three
criteria: reproductive capabilities (RC), tolerability toward ENU
(ET), and mutation/mutant phenotype rate (MR).

First, the reproductive capabilities of outbred strains are gener-
ally better than those of inbred strains. Among the inbred strains,
F344 showed the best reproductive performance (http://rgd.mcw.
edu/strains; on average 7-10 pups/litter in our hands, compared
to 11-14 pups/litter for Wistar and SD). BN, WF, and WKy are
known to be the moderate breeders (http://rgd.mcw.edu/strains),
which make those strains less efficient for production of large
libraries of mutant offspring.

The second criterion is the tolerability toward ENU (Table
19-1). The optimal split dose of ENU for the above-mentioned
strains was determined. We define the optimal dose as the highest
dose for which at least half of the males are fertile 10 weeks after
the ENU treatment. A dose group in which less than half of the
males are fertile will not be able to extensively contribute to the
library. In general, the outbred strains Wistar and SD appear to
tolerate higher doses of ENU compared to the inbred strains;
however, inbred F344 animals appear equally tolerable toward
ENU. The recommended doses for these strains are 2 X 60 (mg
of ENU per kg body weight) or 3 x 40. The recommended doses
for BN is 3 x 20. WF never reached a fertility percentage of over
50. The inbred strains LEW and WKy became completely sterile
at the lowest split doses injected. The latter three strains are there-

fore considered less efficient for ENU mutagenesis screens. If a
knockout or mutant in those genetic backgrounds is absolutely
essential, two possibilities can be explored. First, the optimal
dose for these strains could be determined by titrating a series
of even lower split doses or single doses of ENU. The Gould
laboratory obtained viable offspring from WF males injected
with single doses of 25, 35, and 50 mg/kg, but only 33% or less
of the males in all dose groups regained fertility (Table 19-2).
However, it remains questionable if these low doses are capable
of inducing mutations in these strains, knowing that ENU muta-
genesis is efficient only above a certain threshold in mice.” Alter-
natively, the mutation of interest could be induced in a different
genetic background and subsequently introgressed into the
desired genetic background. Pitfalls of this procedure are
discussed later on.

Finally, the suitability of using a certain strain in an ENU
mutagenesis-based screen is dependent on the induced mutation
rate. A higher mutation rate means that on average fewer animals
need to be screened to find the desired mutant. The data from the
Cuppen laboratory gives an accurate reflection of the molecular
mutation frequencies in genes of interest in the F344/Crl and
Wistar strains (Table 19—1). Given the optimal doses of ENU, the
mutation frequencies were one mutation per 1.76 and 1.24 Mb,
respectively.?' The mutation frequency for the BN strain treated
with its optimal dose of ENU was not reliable (only eight muta-
tions with most of them derived from a single founder).

The Gould laboratory has estimated the mutagenicity of ENU
to a strain from the rate of visible mutants produced.” A large-
scale phenotypic screen in offspring of mutagenized SD (2 x 60)
and F344/NHsd (2 x 60) animals revealed a visible mutant phe-
notype rate of 1 in 64 pups, respectively, compared to 1 in 283
abnormal phenotypes in untreated animals. To test the heritability
of the induced mutant phenotypes, approximately half of the
mutant phenotypes could be bred to the next generation.*

To summarize, based on these three criteria the two outbred
strains were awarded the highest scores (Table 19-1). Among the
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Table 19-2
Effects of N-ethyl-N-nitrosourea (ENU) treatment on male rat fertility’
Fertile Fertile
Inbred strain Dose (mg/kg) Fertile males males (%) Outbred strain Dose (mg/kg) Fertile males males (%)
BN 3x20 20/ 24 83% SD 1x75 3/3 100%
3x30 7124 29% 1 x 100 47/5 80%
3 x40 0/24 0% 1% 120 2/6 33%
F344/Crl 3x20 20/24 83% 1 x 150 0/3 0%
3x30 19/24 21% 2 X 60 5/5 100
3 x40 171724 71% 2% 75 1/5 20%
3 x 60 0/10 0% 2 x 100 0/3 0%
F344/NHsd 1x75 3/3 100% Wistar 3x25 10/ 10 100%
1 x 100 4/6 67% 3x30 8/10 80%
1 x120 0/6 0% 3x35 9/9 100%
2 x50 3/5 60% 3 x40 6/10 60%
2 X 60 2/5 40% 3 x 60 0/10 0%
2x75 0/3 0%
LEW 3x20 0/24 0%
WF 1 x25 3/10 30%
1x35 2/6 33%
1 x50 3/12 25%
1 x75 0/3 0%
2x 15 1/6 17%
2 %25 1/6 17%
2 x50 0/3 0%
WKy 2 x50 0/10 0%

“A founder is considered fertile if it produces more than one litter between 10 and 26 weeks after the ENU treatment.

inbred strains tested, F344 gave the highest scores. Hence, we
recommend using Wistar, SD, or F344 for ENU mutagenesis-
based genetic screens in the rat.

N-ETHYL-N-NITROSOUREA MUTAGENESIS Proper ap-
plication of an exactly measured amount of ENU to the rats is
critical for reproducibility in consecutive mutagenesis experi-
ments. Hence, it is important to establish a standardized procedure
for dissolving, measuring, and administering ENU. The Gould
and Cuppen laboratories have used the same protocol with some
minor differences.

ENU was always freshly dissolved less than 1h prior to injec-
tions. ENU comes as a powder in a sealed vial (SIGMA; 1g). It
is predissolved by vigorous shaking in 95% (v/v) ethanol (Gould
laboratory 10 ml; Cuppen laboratory 5ml) and diluted with phos-
phate/citrate buffer (Gould laboratory: 90ml of 0.2M Na,HPO,,
0.1M citric acid, pH 5.0; Cuppen laboratory: 95ml of 0.1M
NaH,PO,, 0.05M citric acid, pH 5.0). The concentration is deter-
mined by measuring the optical density (OD) of a 10 times dilu-
tion at 395 nm wavelength. Preferentially, vials with the same lot
number are used for all injections. One OD unit equals a concen-
tration of ~1 mg/ml. Final concentrations typically varied between
6 and 8.5mg/ml, but were relatively constant for vials with the
same lot number. The desired dose is injected intraperitonially in
weekly intervals. The male germ-line should be fully developed
(~8 weeks of age) at the first ENU treatment. The Gould labora-
tory started the first ENU treatment at 9 weeks of age, whereas
the Cuppen laboratory started at 10 and 11 weeks of age, which
in all cases resulted in successful mutagenesis.

The number of males to be mutagenized depends on the repro-
ductive capabilities of the selected strain, as outlined above, on

the fertility rate of the selected strain treated with the optimal dose
of ENU, and on the mutation/mutant phenotype rate. Fertility
rates of the rat strains tested by the Gould and Cuppen laboratories
are listed in Table 19-2. For example, if researchers decide to
mutagenize BN males with a dose of ENU of 3 x 20, they should
envision that nearly 20% of the mutagenized males will become
sterile and that BN has less than one-third of the reproductive
capabilities of either the Wistar or SD strains. Additional males
have to be mutagenized to compensate for the resulting moderate
litter size.

LIBRARY PRODUCTION Using a mutation rate of roughly
1 in ~1.2Mb, the Cuppen laboratory estimated that a knockout
probability of 96% for an average-sized rat gene (~1300bp of
coding region) requires an F, library of ~50,000 mutant animals.*'
This estimation is based on a total coding region size of ~28.4 Mb,
of which ~1.7 Mb could be mutated into a stop codon by the three
most frequently occurring ENU-induced mutations (AT-TA, AT-
GC, GC-AT).”' Nonetheless, the Gould laboratory experimentally
showed that the library sizes to find a truncation in breast cancer
genes 1 and 2 (Brcal and Brca2) were 1965 and 788, respec-
tively.?? F, libraries of thousands of animals take considerable
time to generate and require an adequate logistical plan. Most
laboratories do not have sufficient housing capacity. Since suc-
cessful rat sperm cryopreservation is still limited to a single labo-
ratory worldwide® and is certainly not a routine procedure, we
suggest a rolling-circle model for the library production, which
means that preweanling pups are produced to be consistent with
the screening capacity. Only the pups harboring interesting muta-
tions are kept and all other pups are discarded shortly after screen-
ing to prevent accumulation in the animal facility.
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Figure 19-2. Average litter size for three different strains, Wistar/
Crl, Sprague-Dawley (Hsd:SD), and Fischer (F344/NHsd), measured
from 3 to 17 weeks (wks) after the ENU treatment (Hsd:SD, F344/
Nhsd: wks after the first injection; Wistar/Crl: wks after the last injec-

The Gould and Cuppen laboratories set up matings with the
mutagenized founder males every 2 or 3 weeks and each male
was paired with one or two females. Using combinations of these
two variable conditions, the pup production speed could be cus-
tomized depending on the screening capacity. Mutagenized fertile
males gave viable offspring up to 15 months of age, although
some males experience a reduced life span due to tumor formation
resulting from the mutagenesis.

To fix the mutations that are induced in the spermatogonial
stem cells, it is important to let the mutagenized males undergo a
full round of spermatogenesis (~60 days). However, to monitor
fertility and to stimulate sperm production of the mutagenized
founders, both laboratories have started matings as soon as 3 and
5 weeks after the ENU treatment. Pups born earlier than 10 weeks
after the ENU treatment could be chimeric resulting from ENU-
induced DNA adducts in spermatozoa and were subsequently
discarded. These pups could be used to optimize the high-through-
put mutation detection assay. Typically, the optimal dose of ENU
for a certain strain is characterized by a dip in the pup production
around 9 weeks after mutagenesis (Figure 19-2A), which is less
pronounced or absent at suboptimal doses of ENU (Figure 19—
2B). Unlike many mouse strains that might regain fertility up to
26 weeks after the ENU treatment,”* ENU-treated male rats rarely
regain fertility after a long period of sterility.

MUTATION DISCOVERY Due to the recent intensification
of interest in genome-wide genetic variation, many high-
throughput mutation discovery technologies became available. To
date, three mutation discovery strategies have been applied to
mutagenized rat libraries, namely CEL I-mediated heteroduplex
cleavage,” high-throughput resequencing,”’ and a yeast-based
screening assay.”? This section will describe the most important
pros and cons of each methodology (Table 19-3).

The Cuppen laboratory adopted the CEL I-mediated enzymatic
heteroduplex cleavage method (CEL I) from the Arabidopsis
field* and initially applied it to screening zebrafish in a high-
throughput fashion.*® The method relies on an exon-specific poly-
merase chain reaction (PCR) (~500-800bp) with fluorescent
primers that label both sides of the product with a different fluo-
rophor. If a mutation was induced in the exon of interest, two
alleles are present in that sample. Denaturing and reannealing of
the samples will result in heteroduplexes in the mutant sample,
which are specifically cut by the endonuclease CEL I. Denaturing
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tion). The dip in pup production manifests between 8 and 9 weeks
after the last ENU injection. (A) Strains mutagenized with an optimal
dose of ENU (in mg per kg body weight). (B) Strains mutagenized
with a suboptimal dose of ENU (in mg per kg body weight).

polyacrylamide gel electrophoresis using an LI-COR DNA ana-
lyzer will detect the fluorescently labeled full-length and digested
products. The mutations will appear as extra dots on a gel image,
which are easily recognized by the eye. The corresponding sample
is then resequenced to reveal the nature of the mutation.

An advantage of the method is that all reactions can be per-
formed in an automated fashion, which makes the procedure
easily scaleable (Table 19-3). In addition, after PCR amplification
samples can be pooled up to four times to increase throughput.
Investment costs are reasonably low. The assay requires a PCR
machine, an LI-COR DNA analyzer, and depending upon the
anticipated throughput, a liquid handling station for automation.
The running costs are also low, especially if samples are pooled
and PCRs are standardized using primers with universal adapters
and universal fluorescent primers that fit these adapters. The dis-
advantages are that in our hands LI-COR gel images of variable
quality (resolution, signal intensity) were produced. This was

Table 19-3
Overview of mutation discovery strategies applied to
mutagenized rat libraries

CELI  Resequencing Yeast-based assay
Automation” + ++ —
High-throughput” ++ ++ -
Scalability” + ++ -
Flexibility? - + -
Robustness* - ++ +/—
Accuracy’ - ++ +/—
Investment costs + — ++
Running costs + + ++

“Automation: Can the method be run in a fully automated fashion,
i.e., without manual operations?

High-throughput: Does the method allow for the screening of large
amounts of bases per day?

“Scalability: Can the amount of genomic DNA/RNA samples easily
be scaled up or down?

“Flexibility: Does the method easily allow for the screening of addi-
tional amplicons/exons?

‘Robustness: Is the quality of the data constant between amplicons,
samples, or runs?

/Accuracy: Does the method produce false positives/negatives?
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partially amplicon dependent and partially unknown, which makes
the assay score lower in robustness. Additionally, researchers
planning to use this technology should take into account that it is
not 100% accurate. The CEL I method does miss some mutations
and produces a considerable amount of false-positive dots that
have to be followed up by an independent PCR and sequencing
reaction.*

Dideoxy sequencing is considered the gold standard for the
discovery of genetic variation.*® The Cuppen laboratory has devel-
oped a cost-effective high-throughput automated resequencing
platform that allows for the screening of literally millions of bases
per day.*' All reactions are performed in an automated fashion and
data are analyzed using Polyphred software.”” Polyphred awards
a score to putative heterozygous positions, for which the original
sequence trace was individually scanned by the eye. All potential
mutations that pass this manual selection are repeated by an inde-
pendent PCR and sequencing reaction for verification.

Resequencing is the most direct way of finding induced muta-
tions and the method is extremely robust and scaleable (Table
19-3). Very few if any mutations are missed and the false-positive
rate is low, making this method highly accurate. On the other
hand, the investment costs are high, since the method requires a
capillary sequencing machine, PCR machine, and liquid handling
robot. As all reaction are standardized by the use of universal
adapters and diluted to limited conditions, the running costs are
surprisingly low.

The yeast-based screening assay employed by the Gould labo-
ratory to generate knockouts in Brcal and Brca2 allows for the
identification of only truncations, caused by premature stop
codons or frame shifts, induced by splice site mutations or inser-
tions/deletions (INDELs). The advantage is that only those muta-
tions that have the highest chance to alter gene function are found.
However, potentially interesting functional missense mutations
are neglected by this method. There are two versions of the
method, namely the cDNA (copy DNA) version and the gDNA
(genomic DNA) version. PCR-amplified fragments of the cDNA
target or the large gDNA exon are transformed into competent
yeast cells together with a linearized customized gap-repair vector
containing sequences of the fragment of interest. Upon transfor-
mation, the amplified fragment is “cloned” in vivo into the gap-
repair vector by homologous recombination, which places it
behind the yeast ADHI promoter and in frame with the reporter
gene ADE2. Yeast cells that produce the functional chimeric
protein grow efficiently and form large white colonies on plates
with selective medium. If the fusion protein is truncated due to a
premature stop codon or frame shift mutation in the cloned frag-
ment, the yeast cells will grow inefficiently and produce small red
colonies. Since the original mutation is heterozygous, such a plate
should theoretically contain half white and half red colonies. The
corresponding sample is resequenced to reveal the nature of the
mutation.

The yeast-based assay does involve substantial manual opera-
tion, especially the cDNA version, which includes isolation of
total RNA and a reverse transcriptase reaction, and is not easily
automated. In the final step, the transformed yeast cells have to
be plated out manually and read by the eye. This also negatively
affects the throughput and scalability of the method (Table 19-3).
The method is not flexible, since it requires a different customized
gap-repair vector containing a gDNA/cDNA product for every
gene of interest. The method produces a background rate of red

colonies, which is generally higher for the cDNA version (12.5-
15%) compared to the gDNA version (0.5%).?* Both versions do
produce false positives, which are initially repeated in the same
assay and subsequently followed up by resequencing. The main
advantage of the yeast-based screening method is that the verified
mutations will in almost all cases result in loss of gene function.
Additionally, the cDNA version allows for the screening of larger
fragments (up to the full-length cDNA). Finally, the investment
costs are low, since only a PCR machine is needed. The running
costs are also low; however, if the method is scaled up, personnel
costs become a considerable issue due to many manual steps in
the procedure.

These are three examples of mutation discovery platforms used
in the rat, but many other methods not discussed here are avail-
able. Every mutation discovery platform has its own advantages
and disadvantages. Depending on the purpose of the screening,
the desired throughput, and the available personnel/funds, a
method can be selected.

OUTCROSSING OF AN INTERESTING MUTATION  All
mutations identified in the F, library will be heterozygous. To
obtain a homozygous mutant, the corresponding rat must first be
outcrossed to an untreated rat. Progeny of the outcross are geno-
typed to ensure germ-line passage of the mutation in a Mendelian
fashion. Although generating a homozygous mutant seems
straightforward, a repeatedly posed question about the ENU muta-
genesis-mediated knockout/mutant procedure is whether back-
ground mutations that are inevitably induced by ENU are a major
concern. Given a mutation rate of 1 in ~1.2Mb, a genome size of
~2.5Gb, and a coding region size of ~28.4 Mb, of which ~1.7 Mb
could be mutated into a stop codon by the three most common
ENU-induced mutations, every mutagenized genome will on
average contain ~2000 mutations, of which ~24 are located in
coding regions, of which one or two will change an amino acid
into premature stop codon. Theoretically, for every backcross the
number of background mutations is reduced by on average 50%.
Thus, after five backcrosses mutant animals will consist of ~97%
of the wild-type genome and will contain approximately 1 muta-
tion in coding regions and 63 mutations elsewhere in the genome.
Although this may hold true for all unlinked background muta-
tions, potentially confounding mutations that are linked to the
mutation of interest will remain, as they are located nearby on
the same chromosome. For the mouse, Keays et al.*® modeled the
decay of linked mutant DNA to a randomly selected position on
a chromosome (e.g., a mutation) over the number of backcrosses
and found that after 10 backcrosses there is still on average ~20%
of mutant DNA linked to the selected site, which depending
on the size of the chromosome corresponds to ~53.6 (chr 7)-9.4
(chr 12) Mb in the rat. These segments could still contain ~45-8
background mutations, which, depending on the proportion of
coding or other functional regions surrounding the mutation of
interest, could have a small chance of influencing phenotypic
analysis.

In the case of introgressing an induced mutation into a different
genetic background, the animal harboring the smallest portion of
the mutant genome could be traced in each cross by marker-
assisted selection,™ thereby speeding up the backcrossing process.
This procedure could more efficiently abandon confounding
mutations and give insight in the amount of mutant DNA ac-
companying the mutation of interest; however, it could never
eliminate all possibly linked mutations. Thus, while backcrossing
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to a wild type background is an effective strategy to eradicate
unlinked mutations and to a certain extent linked mutations, the
small chance of a closely linked confounding mutation contri-
buting to the phenotype can be excluded only by functional
experiments.

First, the phenotype—genotype relationship must always be
1:1, meaning that all homozygous mutant animals in every cross
of the entire experiment must display the phenotype under study.
If one homozygous animal does not display the phenotype, a
closely linked mutation is most likely involved. This test becomes
less penetrant if modifiers attenuate the phenotype. The gold stan-
dard to demonstrate the phenotype—genotype relationship is the
generation of a second functional allele of the same gene that
should give rise to a comparable phenotype. This is a rather
common strategy in organisms with high induced mutation rates,
like worms and zebrafish. However, for the rat, which allows for
a fairly moderate mutation rate, it might not be feasible to find an
additional functional allele, especially for below average-sized
genes. Alternatively, a transgenic animal harboring a wild-type
copy of the gene in the mutant background could be generated,
which should rescue the phenotype. Technologies to produce
transgenic rats are broadly established.**’ Finally, a phenocopy
could be made by stable transgenic RNA interference-mediated
gene silencing.*'

RAT KNOCKOUT/MUTANT STATUS AND
FUTURE PERSPECTIVES

Since the first publication of rat knockout technology in 2003,
a total of 18 ENU-induced knockout rats have been reported by
the Gould laboratory, the Cuppen laboratory, and the PhysGen
program (http://pga.mcw.edu; Milwaukee, WI). In addition, 121
amino acid-replacing mutants have been reported. Several knock-
outs currently undergo detailed phenotypic characterization.*”
Recent publications on the rat knockouts for the adenomatous
polyposis coli (APC) gene generated in a collaborative effort by
the Gould and Dove laboratories (Madison, WI)** and the sero-
tonin transporter (SERT) gene generated by the Cuppen labora-
tory* indicate that these models reflect human biology better than
the corresponding mouse knockouts. The Brca2 knockout, recently
characterized by the Gould laboratory, does not provide an
improved model for human BRCAZ2-related predisposition to
breast cancer. However, it has a novel ocular phenotype (cata-
racts) never seen before in existing mouse Brca2 knockouts.* In
addition, homozygous knockout rats live longer compared to
knockout mice with a truncation at a similar position in the Brca2
gene. Finally, a rat knockout for Myosin7a, the gene affected in
patients suffering from Usher syndrome Type 1B, was identified
by an ENU mutagenesis-driven forward genetic approach.* In
this case, the rat knockout model is phenotypically similar to
existing mouse knockout models. However, due to the rat’s greater
size it provides better access to the affected organs, such as the
inner ear, vestibular organ, and retina, and is also more suited for
(micro)surgical manipulation.

This initial evidence suggests that rat knockouts could cer-
tainly complement other existing knockout models to study the
genetics of specific aspects of human health and disease. Cur-
rently, the PhysGen program and the Cuppen laboratory are still
pursuing ENU mutagenesis-based reverse genetics for genes
involved in human cardiovascular processes, possibly resulting in
novel interesting knockouts and mutants.

In addition to the reverse genetic approaches that have been
discussed in this chapter, rat forward genetics could also lead to
novel insights in gene function. Many rat strains have been thor-
oughly characterized in the past and are currently being systemati-
cally phenotyped (e.g., PhysGen program; The National Bio
Resource Project in Kyoto, Japan; http://www.anim.med.kyoto-
u.ac.jp/nbr). If these validated assays are converted into a stream-
lined high-throughput screening pipeline, they could be well
suited for a large-scale systematic ENU mutagenesis-based screen.
Previous ENU mutagenesis experiments have already produced a
number of dominant and recessive mutant phenotypes, such as
polydactyly, tail and eye aberrations, hip dysplasia, diphally, and
circling behavior.?****¢ Only for the circling mutant (Tornado) has
the underlying gene defect been found. This appeared to be a
premature stop codon in Myosin7a, as mentioned above.

Despite the lack of embryonic stem cell-related technologies
for the rat, the genetic toolbox has recently been filled rapidly.
Historically, the rat has always been the model of choice for
physiology rather than for genetics. However, because of these
recent advances in ENU mutagenesis-based forward and reverse
genetics, as well as the development of other genetic technologies
for the rat, such as transgenesis,” and transient and permanent
RNAi-mediated gene-silencing,"' rat genetic and genomic
approaches have recently gained momentum.>'
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ABSTRACT

Laboratory mice (Mus musculus) and rats (Rattus norvegicus)
are the most commonly used animals in biomedical and behav-
ioral research. Today, there are many inbred, outbred, hybrid,
congenic, and genetically modified mouse and rat models that
have made essential contributions to advances in the diagnosis,
prevention, and control of human disease. Routine genetic moni-
toring of these animals is essential to their successful use. Herein,
we discuss the basic structure of the mouse and rat genome;
common breeding protocols to preserve innate and exogenous
genetic backgrounds; and the methods used for creating specific
types of mutant model, research applications, and current geno-
typing methods.

Key Words: Genetics, Genotyping, Genetically modified,
Microsatellite marker, Single nucleotide polymorphism, Poly-
merase chain reaction, Allelic discrimination.

MODEL USE AND HISTORY

Laboratory mice (Mus musculus) and rats (Rattus norvegicus)
are the most commonly used animals in biomedical and behav-
ioral research.! Mice and rats have made essential contributions
to advances in the diagnosis, prevention, and control of human
disease.”® Mice and rats originated in Asia and then spread
throughout the world as they became commensal with humans.
M. musculus is most likely the result of a hybrid of several species
of the species, Mus. The laboratory mouse is a subspecies of M.
musculus; M. musculus musculus. In 1664, Robert Hooke was the
first to use the mouse in the laboratory while studying the proper-
ties of air and oxygen. Albino mutant rats (R. norvegicus) were
first brought into the laboratory in Germany in the 1870s, and
thus, are the first mammal domesticated for experimental
purposes.*

Many of the strains and stocks of mice and rats used today in
research were initially started by coat color breeding fanciers (or
pet breeders) in Asia (Chinese mouse fanciers are recorded as
early as 307 Ap), Europe, and the United States (Abby Lathrop).
The first inbred mouse strain (DBA/1) was developed by C.C.
Little in 1909. The Wistar Institute in Philadelphia is the original
source of many of the currently used rat stocks and strains. Com-
mercial and government supported breeding colonies of mice and
rats were established throughout the world to supply a broad range
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of characterized genotypes for support of broad-based scientific
studies. Standard nomenclature rules for mice and rats stocks and
strains have been published.® Specific sources for mice and rats
models are also available,” and genome databases have been
established.””

Mice and rats have been widely used in the study of immunol-
ogy, cancer, cardiovascular disorders, metabolic disorders, neuro-
logical disorders, organ transplantation, renal disease, genetics,
toxicology, and behavior, just to name a few. The ever growing
use of genetically modified mice and rats (transgenic, knockout,
knockin, conditional mutants), in addition to the use of the stan-
dard stocks and strains of outbred, inbred, hybrid, congenic, con-
somic, and recombinant strains, has made major contributions to
the advancement of genomic medical knowledge in the past 20
years.'”'* The first transgenic mammal created by pronuclear
injection was a mouse."> Recently, to ensure that unique strains
will be available to future generations of scientists, a number of
government sponsored repositories have been established in the
United States, Europe, and Japan.'®'" Improvements in genetic
engineering technology and methodology are continuing for the
development of inducible transgenics, conditional mutations,
speed congenic production, transgenic and knockout rats, and
chemical-induced and radiation-induced mutants. The need for
evolving genetic testing services and technologies continues to be
of utmost importance.??!

BASIC RODENT GENETICS

THE MOUSE GENOME  Scientific interest in the study of
the mouse genome dates back to at least 1866 when Gregor
Mendel began investigating coat color alleles in mice. Upon
hearing of the monk’s activities, a local bishop forbade Mendel
to share his living quarters with any creature that engaged in
sexual intercourse, and thus Mendel was forced to use pea plants
for his now famous genetics research.”> In 1902, Lucien Cuénot
became inspired by reading Mendel’s Laws of Independent
Assortment and Segregation, and he began his own experiments,
using the mouse to study segregation of the albino and yellow
coat color alleles.” This work was continued by Cook and Little,
who described nine color coat loci in mice.***

The mouse genome consists of 19 pairs of autosomes and the
X and Y sex chromosomes. Each chromosome is acrocentric,
meaning that the centromere, or “waist” of the chromosome, is
positioned at one end. The short arm of acrocentric chromosomes
have structures called “satellites,” which are round, circular
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figures on the end of a stem that code for ribosomal DNA. The
organization of the mouse genome consists of approximately 8%
highly repetitive DNA, 76% repetitive DNA, 15% semirepetitive
DNA, and 1% fold back DNA.*%

THE RAT GENOME The scientific study of the rat dates
back to as early as 1828. The first genetic experiments were per-
formed on the rat by Crampe from 1877 to 1895 and focused
on the inheritance of coat color alleles. In 1908 the first inbred rat
(PA strain) was developed by King.?

In the early 1990s, many scientists argued that sequencing the
rat genome would be redundant because the mouse and human
genome had already been sequenced. It was assumed that the rat
genome would be quite similar to the genome of the mouse.
Despite scientific protest, investigators led by the Baylor College
of Medicine Human Genome Sequencing Center sequenced the
DNA from the Brown Norway rat (BN/RijHsd) obtained by the
Medical College of Wisconsin from Harlan. The entire genome
of the rat has not yet been sequenced; however, a high quality
draft representing 90% of the DNA sequence is currently avail-
able. Despite the gaps in the DNA sequence, it is still quite evident
that the organization and size of the rat genome were much dif-
ferent than first expected.”

The rat genome consists of 21 pairs of autosomes and the X
and Y sex chromosomes. The size of the rat genome is approxi-
mately 2.75 gigabases (Gb), as compared to the mouse genome
of 2.6Gb and the human genome of 2.9Gb.*

BREEDING METHODS

INBREEDING Each individual animal in an inbred strain is
genetically uniform, thus eliminating experimental variability
due to genetic effects. An inbred strain is defined as having at
least 20 generations of brother X sister matings. An inbreeding
program begins with breeding siblings produced from a first
filial mating (F,). Inbreeding is continued by performing full
sibling matings at each successive generation. As the filial
number increases, the level of heterogeneity in the colony
decreases, and after 20 successive generations of brother X
sister matings (Fy), a colony is considered to be fully inbred,’’
although many currently available strains are over 100
generations.

OUTBREEDING A rodent outbreeding program is the oppo-
site of an inbreeding program with the goal being to retain
maximum heterogeneity by avoiding matings between closely
related individuals. Although outbred rodents (referred to as
stocks) are not genetically defined, advantages for some investiga-
tors include increased body weight, larger size and frequency of
litters, increased life expectancy, increased resistance to disease
in some cases, and lower cost due to higher reproduction. Outbred
stocks are useful in experiments in which the genetic background
of the experimental model is not the major factor in the outcome
of the study and they are used extensively in toxicology and safety
assessment.*

F, HYBRIDS Fully inbred strains often display undesirable
characteristics, including low fecundity, small litter sizes, reduced
life span, and increased susceptibility to disease due to homozy-
gosity. It is possible, however, to create a colony of rodents that
is genetically identical without suffering the consequences of
homozygosity. This is accomplished by crossing two inbred
strains to produce an F; hybrid animal that is heterozygous at
almost all loci. These animals display hybrid vigor for the char-

acteristics mentioned above. F; hybrid strains also exceed the life
span of either of the inbred parent strains.*

CONGENICS Congenics are created by backcrossing a
“donor” strain that contains the gene of interest to an inbred
“recipient” strain for 10 or more generations. With each genera-
tion, the allele of interest from the donor strain is maintained in
a heterozygous state, while the rest of the genome is bred to
homozygosity during the 10 generations. The resulting offspring
are genetically identical to the recipient strain, except for a small
chromosomal region that carries the gene of interest from the
donor strain. Congenics are useful in studying multiple gene
effects and also for studying a particular mutation of interest on
various inbred strain or outbred stock genetic backgrounds.*

Marker-assisted breeding, or speed congenics, can reduce the
time necessary to produce a transgenic by 50%. Speed congenics
is performed by utilizing a genome wide screen at each generation
to select breeders (typically males) for the next generation of
backcrossing. Selected breeders not only carry the gene of inter-
est, but are also the most genetically similar to the recipient
strain.** Backcrossing using standard breeding methods and
speed congenic techniques are commonly used today in most
research institutions.

CONSOMICS Consomic strains are a variant on the
congenic; they differ from the recipient strain by an entire
chromosome instead of just a single gene of interest. They are
created by performing complex long-term breeding schemes.
These strains are useful in associating specific phenotypic
traits with a particular chromosome, and also for studying and
mapping complex genetic traits, such as quantitative trait loci
(QTLs).*

SELECTED MUTANT MODELS

SPONTANEOUS MUTANTS A spontaneous mutation in
the genome of an organism typically occurs due to errors made
by the DNA replication and repair mechanisms in the cell, thus
altering the gene nucleotide sequence. Chromosomal mutations
arise due to a structural change or a change in the number of
chromosomes in an organism. Scientists usually recognize muta-
tions when they have some effect on the phenotype of the organ-
ism. Rodents that carry spontaneous mutations are very important
in the study of basic biological processes, in studying gene rela-
tionships, and as human disease models.

A strain with a spontaneous mutation that has been extremely
useful in the study of immunology, tumor cell growth, and trans-
plantation studies is the C.B-17/Icr-Prkdc** inbred mouse. These
mice accept grafts and tumors from other species of animals as
well as mice. The Prkdc* mutation was first discovered when it
was noted that several C.B-17 pups from a litter were deficient
in IgM, IgG,, and 1gG,,.”” The mutation, termed scid or severe
combined immunodeficiency disease (SCID), was shown to be a
recessive, single nucleotide polymorphism (SNP) located on
mouse chromosome 16.***° The scid mutation affects normal T
and B cell development, and these mice are highly susceptible to
opportunistic infections, similar to the severe combined immuno-
deficiency disease in humans.”’* The scid mouse is available
on a variety of genetic backgrounds from several commercial
breeders.

TRANSGENIC (MICROINJECTION) MODELS Trans-
genic models are created by modifying the genetic material
by insertion of genetic material from another organism by
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nonbreeding methods. The most common technique used for cre-
ating a transgenic model is microinjection. This technique involves
injection of foreign DNA directly into the male pronucleus of a
fertilized oocyte.*!

There are many examples of important rodent disease models
that have been created by using microinjection techniques. One
such model is the HLA-B27 transgenic rat. This model expresses
human HLA-B27 and B,M, and is useful in studying HLA-B27-
related diseases in humans, including psoriasis, reactive arthritis,
and inflammatory bowel disease.*

TARGETED MUTANTS Although microinjection is a pow-
erful method, a major limitation is that it does not permit creation
of targeted mutants. Several techniques, such as targeted muta-
genesis and gene trapping, have now been developed to overcome
this limitation. Through these techniques, investigators can create
mutations at any locus of interest, and thus study the function of
cloned genes.*

KNOCKOUT MUTANTS Knockout mice are generated by
inactivating or “knocking out” the function of a single gene
of choice without affecting any other gene in the genome.
These techniques include homologous recombination and gene
trapping.

Homologous recombination is performed by introducing a
segment of DNA that has an identical sequence to the gene of
interest, but also includes a mutation that renders it inactive, into
an embryonic stem (ES) cell. ES cells from the 129 mouse strain
are typically used. The cell’s DNA replication and repair machin-
ery recognizes the artificial DNA sequence and exchanges it with
the target gene, thus “knocking out” the function of the gene of
interest.**

The gene-targeted mouse ES cells are then microinjected into
mouse blastocysts that are transferred to pseudopregnant female
mice and permitted to develop to term. After the pups are born,
some pups may be chimeric and they are usually identified by
their coat color. The chimeric mice are bred to appropriate wild-
type mice and the resulting pups are screened for germ-line
transmission by identifying the heterozygous targeted allele.
Homologous recombination is the most commonly used method
for generating knockout mice.*

Gene trapping is a similar method, except that the artificial
DNA sequence is designed to be inserted into any gene and disrupt
the cell’s RNA splicing mechanism. This technique prevents the
gene that harbors the foreign DNA from producing a functional
protein, and thus knocks out its function.

An example of an important knockout model is the p53 knock-
out mouse. The p53 gene codes for a protein that arrests cell
division and thus halts tumor growth. Humans who have a mutated
form of the p53 gene have a much higher risk of developing
many types of cancer at an early age, including breast cancer
and leukemia. The p53 knockout mouse has been an important
tool for studying tumor growth and regulation of cell
division.*4

Rat ES cells are not available and homologous recombination
and gene trapping are feasible only in mice. Until recently, the rat
lagged behind the mouse in the development of genetic baseline
information; however, the rat is now catching up.” Knockout rats
have been developed. The recent advances in rat genetics will
permit broader use of the rat in genomic studies with links to
phenotypes and comparative mapping to both the mouse and the
human.

A concerted effort to create a knockout for every gene in
the mouse genome is currently being undertaken by major
research institutions around the world, including Canada,
Europe, the United States, and China. In the United States, the
National Institutes of Health (NIH) has announced the Knock-
out Mouse Project (KOMP), which aims to create and identify
approximately 10,000 knockout mouse lines for scientific
research.*

KNOCKIN MUTATIONS Knockin mice are also created by
microinjecting gene-targeted mouse ES cells into mouse blasto-
cysts. The injected blastocysts are transferred to pseudopregnant
female mice and allowed to develop to term. The chimeric mice
are bred to appropriate wild-type mice and the resulting pups are
screened for germ-line transmission.

One well-studied knockin mouse model is the APOE2 mouse.
The apolipoprotein E2 (APOE?2) allele is recessive and is the
cause of human Type III hyperlipidemia in humans. In the
APOE? knockin mouse, the endogenous mouse Apoe gene has
been replaced by the human APOE?2 gene. This mouse develops
a severe diet-induced hyperlipidemia and shows marked
cholesterol and triglyceride lowering upon treatment with fibrate,
an agonist of peroxisome proliferator activator receptor o
(PPAR-ar).”

CONDITIONAL MUTANTS A variety of techniques are
used to create conditional gain and loss of function mutations, but
the most popular current method is the Cre-loxP recombinase
system. The Cre recombinase enzyme functions like molecular
scissors, cutting out the gene of interest that has been flanked by
two loxP sites. Cre recombinase can be expressed in a spatial and
temporal manner conveying cell type specificity, and allowing
the targeted gene to be eliminated (or added) in specific cell
types.5°’51

The BRCA conditional knockout mouse is an important model
for the study of breast cancer tumorigenesis in women. Loss of
function of the BRCA I tumor suppressor gene predisposes women
to both breast and ovarian cancer. Knocking out the function of
this gene in mouse tissue types results in embryonic lethality. To
overcome this obstacle, a model was created by use of the Cre-
loxP recombinase system, which knocked out the function of the
gene in a tissue-specific manner.*

ETHYLNITROSOUREA MUTANTS Mutations in the DNA
sequence of an organism can be induced by chemical mutagene-
sis. Ethylnitrosourea (ENU) is the most commonly used chemical
mutagen, and it causes multiple untargeted point mutations. ENU
mutants are created by exposing males to ENU and then breeding
those males to normal females. Using high-throughput phenotyp-
ing methods, the offspring are screened for phenotypic traits of
interest that originate from the point mutations inherited from
their ENU-treated male parent.*>

IRRADIATION MUTANTS By exposing an animal to ion-
izing radiation in the form of X-rays, gamma rays, or neutrons,
multiple untargeted mutations in the DNA sequence can be
induced.” Ionizing irradiation most often induces rearrangements,
translocations, or deletions in the genome as much as 100 times
higher than the rate of spontaneous mutation.”” Although higher
than the rate of spontaneous mutation, the frequency of mutation
induced by ionizing radiation is still considered relatively low,
and is practical only for laboratories with the means to screen
large numbers of exposed animals using high-throughput pheno-
type screening programs.*
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GENETIC MONITORING/GENOTYPING

HISTORICAL BACKGROUND The need for routine
genetic monitoring of the thousands of rat and mouse strains used
today in biomedical research is well established.'**%-¢!

Genetic quality control and monitoring of these animals are
essential to their successful use. Continual change in the gene pool
of inbred strains is unavoidable due to residual heterozygosity and
spontaneous mutations that continually occur. In addition, genetic
contamination due to mismating is a continuing threat in breeding
colonies and must be prevented by appropriate husbandry tech-
niques. The experimental use of nonauthentic or genetically con-
taminated rats and mice has been identified as the cause of
erroneous research results.® %

It is generally expected that genetically authentic or genetically
modified animals will arrive as expected from the collaborating
investigator, institutional source, or commercial supplier; however
authenticity should be ascertained by the receiving laboratory.
Information regarding the genetic background, genetic
modification(s), and relationship to the background strain should
be understood prior to research use. Genetic authenticity of strains
should be ensured by appropriate testing and the results compared
to those published for the reference strain. Increased transfer of
animals between research institutions has resulted in an increased
potential for genetic and microbiological contamination.

Institutional policies for the importation of mice and rats from
outside sources should be developed and carefully followed to
prevent potential genetic or health problems. Many strains and
stocks (embryos, ovarian tissue, sperm) of mice and rats are now
cryopreserved at repositories or individual institutions to protect
their long-term genetic and microbiological quality.

Previously, biochemical markers;'** strain-specific typing
sera;"®”" immunological methods using monoclonal and poly-
clonal antibodies to major histocompatibility haplotypes and
lymphocyte antigens;> ™ skin grafting;**” phenotypic, morpho-
logical markers and characteristics (mandible shape);** coat color;
behavior; and reproductive characteristics were used to monitor
genetic quality. More recently, as our understanding of the mouse
and rat genome has evolved, DNA from individual mice and rats
is now used for genetic evaluation, and once the DNA has been
extracted, it can be preserved indefinitely to perform a variety of
analyses.

DNA fingerprinting, using multilocus probes [also known
as minisatellites or restriction length polymorphisms (RFLP)],
microsatellite markers, and SNP markers **%' are now routinely
used to replace the older methods that were primarily based on
phenotypic expression.

DNA fingerprinting is useful for comparing different colonies
of the same inbred strain. It is reassuring that the multiple bands
observed using DNA fingerprints of inbred rat and mouse strains
bred in different countries by the same supplier are similar, and
that strains, known to differ at many biochemical loci as a result
of past genetic contamination, have different DNA fingerprints.
DNA fingerprinting is technically quite demanding even when
nonisotopic fingerprinting protocols are used. The approach
requires some time to become technically proficient in routinely
producing high-quality Southern blot gels, preparing high-quality
large-molecular-weight DNA, sample well loading, and mem-
brane handling, not to mention data analysis and interpretation. A
high mutation rate of visible bands implies that segregation of
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such bands within an inbred strain can be confused with genetic
contamination. DNA fingerprinting also requires a longer period
of time to obtain results than other techniques that are currently
available.®

When microsatellite markers were introduced in the early
1990s, they greatly improved the efficiency of genetic evaluation.
These tests are readily performed using polymerase chain reaction
(PCR), and batteries of microsatellite markers, amplified using
PCR, have been developed for both mice and rats. This method
provides single locus DNA-based methods without the time limi-
tation of fingerprinting and without having to amass large numbers
of cloned probes. Microsatellites involve tandem repeat units,
typically of one to five bases, and are detected using unique
sequence DNA that flanks the tandem repeats. Only one or two
bands are produced in each sample because DNA is amplified by
unique sequence primers instead of the multiple primer sets used
in DNA fingerprinting.

The availability of even greater numbers of SNPs provides the
opportunity for greater resolution between DNA-based informa-
tion. Over three million SNPs have been characterized in humans
and one million SNPs in the mouse and rat. The resolution of
SNPs in rodents is approximately 3kb, allowing this information
to be used in more detailed genetic mapping scenarios. SNP detec-
tion is currently becoming the method of choice for genetic evalu-
ation of rats and mice.

MICROSATELLITE MARKERS  The utilization of microsat-
ellite markers has been a valuable tool and subsequently has been
applied to many applications in genetics research laboratories. In
the context of this review, the primary application being exploited
is the use of microsatellite markers for monitoring genetic back-
grounds in laboratory strains of mice and rats. Identifying well-
defined polymorphic regions provides the information needed
to distinguish the genetic background in most inbred strains.
Although many public repositories exist to mine sequence infor-
mation, the Center for Inherited Disease Research (CIDR) data-
base (see Additional Web Links) is among the richest resource for
selecting markers to characterize rodents. Once genetic regions of
interest are identified, which include those that show the largest
polymorphic differences between the strains being evaluated, a
standard set of PCR conditions is often employed to “screen”
animals. The sizing of the PCR products is aligned with reference
controls in order to determine the genetic background of the
animals of interest.*®

The sizing of PCR products from microsatellite markers can
be conducted in many ways. A variety of technologies can be
employed depending on the resolution, throughput, and cost
restraints of the experimentalist. Below is a review and descrip-
tion of the most commonly used techniques for sizing PCR prod-
ucts produced by microsatellite marker amplification.

Polymerase Chain Reaction The PCR is based on a molec-
ular principal defined by Kary Mullis in the 1980s. The synthesis
of DNA is used to make qualitative and, in some instances, quan-
titative measurements of nucleic acid. PCR, as defined by the
1989 editor of Science, Daniel Koshland Jr., is as follows:

The starting material for PCR, the “target sequence,” is a gene or segment
of DNA. In a matter of hours, this target sequence can be amplified a
million fold. The complementary strands of a double-stranded molecule
of DNA are separated by heating. Two small pieces of synthetic DNA,
each complementing a specific sequence at one end of the target sequence,
serve as primers. Each primer binds to its complementary sequence.
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Polymerases start at each primer and copy the sequence of that strand.
Within a short time, exact replicas of the target sequence have been pro-
duced. In subsequent cycles, double-stranded molecules of both the origi-
nal DNA and the copies are separated; primers bind again to complementary
sequences and the polymerase replicates them. At the end of many cycles,
the pool is greatly enriched in the small pieces of DNA that have the target
sequences, and this amplified genetic information is then available for
further analysis.

For most microsatellite marker PCR protocols, a standard set of
reaction conditions is used to amplify products that range from
80 to 300bp.

The main reason primers are designed with similar melting
temperatures is to allow for many sequences to be amplified
simultaneously. Following PCR, the analysis of PCR product
sizes allows for the assessment of genetic contributions to segre-
gate specific strains.

Visualization of DNA products: Capillary Electrophoresis,
Traditional Gel Electrophoresis, and Lab-on-a-Chip Technol-
ogies A number of technologies exist to determine the size of
DNA fragments produced during PCR. Although the importance
of specificity and sensitivity of PCR is a given, the mechanism
by which the results are measured is equally important. Until
recently, gel electrophoresis in an agarose matrix was the technol-
ogy of choice for measuring the size of DNA in a low-throughput
manner. The resolution of detection is achieved by varying the
percentage of agarose in the gel matrix. Lower concentrations of
agarose lead to better resolution of larger DNA fragments (1kb
and higher), whereas higher concentrations of agarose lead to
better resolution of smaller fragments (500bp and lower) while
resolution of even smaller fragments (100bp and lower) requires
a different matrix (i.e., polyacrylamide or PAGE gels).

Given that most microsatellite markers yield products that
range from 80 to 250bp, the resolution of PCR product sizes is
of paramount importance when using absolute fragment sizes to
compare PCR band sizes for the same marker between different
inbred rodent strains because the strains typically differ by only
a few base pairs. Traditional gel electrophoresis can be somewhat
variable, leading to absolute differences between different
markers, gels, and screens. Lastly, electrophoresis anomalies such
as bowing, skidding, and smearing lead to variable interpretations
that can confound important observations regarding the genetic
integrity of a rodent colony. To this end, there are two new
approaches that convey the sensitivity, specificity, and throughput
to perform the sizing needed for this application.

The first is a capillary electrophoresis approach that is com-
monly employed by forensic laboratories for fragment analysis.
Fragment analysis requires the use of a modified forward primer
that results in a fluorescent PCR product that is resolved on a
capillary electrophoresis DNA sequencer. In an optimal environ-
ment, markers can be multiplexed by using different fluorescently
labeled oligonucleotides (primers) to distinguish marker-specific
PCR products. Another slightly more cost effective option is
Caliper’s Lab-on-a-Chip technology.** Hundreds of samples can
be run in 1 day, achieving resolution of less than 5 bp. This method
allows for the most sensitive and efficient sizing of a wide variety
of markers. Data are represented via an electropherogram, which
depicts a sensitive array of all DNA products in a mixture. Either
capillary electrophoresis or Lab-on-a-Chip technologies greatly
increase the throughput and resolution to make accurate measure-
ments that ensures reliable data interpretation.

SINGLE NUCLEOTIDE POLYMORPHISMS DETECTION
TECHNOLOGIES SNPs are becoming a preferred method for
monitoring the genetic basis of disease. In human studies, SNP
profiling has become the primary source of genetic inquiry, sur-
passing the use of microsatellite markers for many clinical and
forensic applications. As additional sequence information becomes
available for different strains of rodents, the trend toward adapta-
tion of SNP measurement to determine genetic purity is rapidly
increasing. Currently, a large number of technologies can be
employed to measure individual SNPs, thus enabling investigators
to analyze over 500,000 SNPs at one time in a single
sample 5>

Low-, moderate-, and high-throughput techniques are avail-
able when using SNP analyses. Low-throughput analysis
approaches are primarily PCR based and used for allelic discrimi-
nation applications as described later.

Moderate-throughput applications are capable of measuring up
to several thousand SNPs in as many samples. Detection tech-
nologies range from high-order multiplex PCR (Applied Biosys-
tems SNP-plex), single base extension technologies (Beckman
Coulter SNPstream), and more recently, detection using mass
spectrometry (Sequenom). All of these technologies provide
robust data sets and use different detection technologies, which
relate heavily to the cost associated with data generation.

High-throughput applications are currently microarray based.
The Affymetrix GeneChip and Illumina bead-based arrays are the
densest arrays available and allow for the simultaneous detection
of over 500,000 genotypes in a single assay. Regardless of the
mechanism for generating data, it is imperative to emphasize that
the analytical tools used for analyzing genotyping data transcends
the technology used for data acquisition. Since most panels for
distinguishing inbred strains of rodents require at least several
hundred SNPs for a concrete segregation, moderate-throughput
technologies are typically employed for genetic monitoring and
speed congenic applications.®”%

Allelic Discrimination Determination Allelic discrimina-
tion is an approach used to determine the zygosity of a spontane-
ous or genetically targeted single base pair mutation. One of the
most commonly used technologies for this application is the
Tagman fluorogenic 5" nuclease assay. A single nucleotide poly-
morphism is identified through differential binding of two dual
labeled probes designed to distinguish a single base pair mutation
in the DNA sequence. The level of fluorescence generated by the
cleaving of each probe (once bound to the template) allows for a
sensitive and accurate detection of heterozygotes and homozy-
gotes for the genetic mutation of interest. There are a number of
real-time thermal cyclers capable of making measurements that
range in capacity from 24 to 384 samples at a time.

Inbred Strain Verification and Speed Congenic Pro-
grams Animal models of disease are a critical component of
most biomedical research programs. A major advantage of utiliz-
ing rodents in these paradigms is the ability to control most
genetic contributions across generations. In addition, genetic
diversity across inbred strains provides critical information regard-
ing the genetic component of disease onset and progression. To
this end, studying specific biological perturbations in the context
of an a priori selected strain of rodent is of paramount
importance.

Traditional backcrossing can require 3 years of breeding to
transfer a gene of interest onto a genetic background different
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from the donor strain. Speed congenic or marker-assisted back-
crossing methodologies reduce this time by 50% (or more), result-
ing in a new congenic strain in as few as five generations. Once
a mutation has been characterized in a new genetic background,
it is necessary to perform routine genetic monitoring to ensure the
genetic integrity of the congenic strain. Both inbred strain verifi-
cation and speed congenic programs employ microsatellite and
SNP-based technologies.

The utilization of these approaches requires a fine balance
between identifying the optimal resolution generating genetic
information and the cost associated with data generation. Typi-
cally, chromosomal regions that require a finer resolution will
benefit from the informatics and technology utilized in an SNP
profiling panel. When using a panel that consists of several
hundred SNPs, an investigator can cover all autosomes at approxi-
mately 15-cM intervals, to convey a level of specificity needed
for most inbred strain and speed congenic applications. In addi-
tion to selecting a technology suitable for genetic monitoring, it
is essential that a comprehensive husbandry strategy is employed
to ensure the genetic integrity of any rodent colony.

GENE EXPRESSION ANALYSIS: DNA MICROARRAYS
AND QUANTITATIVE POLYMERASE CHAIN REAC-
TION Gene expression analysis has become a widely used
approach for making predictions, characterizing biological pertur-
bations, and defining the molecular mechanisms of complex dis-
eases. Similar to SNP profiling, there are now a plethora of
technologies that measure gene expression in a variety of tissue
types.

Irrespective of the technology being used to measure gene
expression, it is important to underscore the importance of RNA
quality. Additionally, RNA is a labile and depletable resource, so
many laboratories archive cDNA that is the stable template used
for measuring gene expression. NuGEN Inc. has developed a
technology (Ovation) that amplifies cDNA from limiting amounts
of RNA in a regionally unbiased manner. This technology allows
an investigator to use any downstream gene expression technolo-
gies and still archive a precious resource for future investigation.
Assuming that the quality of RNA is acceptable, the use of DNA
microarrays is widely accepted for high-throughput gene expres-
sion measurements. A number of array manufactures, including
Affymetrix, Applied Biosystems, and Agilent Technologies, offer
full genome expression arrays. These arrays simultaneously
measure the entire transcriptome in a single assay. Many caveats
associated with performing microarray studies are outside the
scope of this review; nevertheless, the technology has now been
accepted globally for a variety of profiling and mechanistic dis-
covery programs.

The most commonly used validation technique is that of real-
time quantitative (Q) PCR. There are a number of chemistries that
can be used for QPCR that range from SYBR dyes that intercalate
double-stranded DNA to probe-based technologies such as Tagman
and Roche’s Universal Probe Library. Quantitative real-time PCR
has become a standard for measuring the most sensitive changes
in gene expression when interrogating a handful of genes in large
numbers of samples. It is necessary to proceed cautiously with
gene expression experiments and be certain to create and execute
a solid experimental design while confirming the quality of RNA
before making any measurements. Lastly, the analysis of gene
expression experiments requires significant bioinformatics tools
and resources to maximize the use of these large data sets.***

CONCLUSIONS

Mice and rats are the animal models of choice in biomedical
research due to the ability to understand, manipulate, and study
their genome with relative ease not to mention the strong genetic
relationship with humans allowing for the development of direct,
translational models of human disease. Newer techniques for
genotyping and genetic manipulation continue to evolve, ensuring
that the mouse and rat will remain important in furthering our
understanding of human disease, leading to earlier and more accu-
rate diagnosis, the development of cutting edge therapeutics, and
disease prevention through a better understanding of genetic pre-
disposition and gene—environment interactions.’"
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21 The House Mouse in
Biomedical Research

JoHN G. VANDENBERGH

ABSTRACT

The house mice has become the primary rodent model in much
of biomedical research because of its ability to adapt to a variety
of environments. They are omnivorous, adapt to the environment
with varied social structures, show considerable genetic variabil-
ity, and share many similar physiological functions with humans.
Recently the mouse has become the species of choice in trans-
genic studies because of the relative ease to transfer genes from
other species, including humans. This chapter reviews the origins
of the laboratory mouse, the use and care of the mouse, and its
social structure and adaptability to different environments. Fur-
thermore, it discusses the influence of pheromones on puberty
onset, ovarian synchrony, and social communication. By making
appropriate genetic selections and genetic manipulations, and
providing an appropriate environment for the laboratory mouse,
it will continue to serve the biomedical research community.

Key Words: Laboratory mouse, Origins, Adaptability, Social
structure, Reproduction, Pheromones, Puberty, Ovarian syn-
chrony, Husbandry.

INTRODUCTION

The laboratory mouse is to biomedical research as Mickey
Mouse is to Disneyland. Just as Mickey has captured the attention
of children and adults around the world, the laboratory mouse has
captured the attention of biomedical scientists. In fact, it is the
most commonly used nonhuman mammal in biomedical research
with over 32 million mice in use per year (estimate by J. Zurlo,
ILAR). Rats, which are often associated with biomedical research
by the public, are used less often, about 8 million per year. The
ability to alter the genome in the mouse resulted in a sharp increase
in their use and the numbers are likely to continue into the future.
A detailed description of the use of genetically altered mice is
given elsewhere in this volume. Here the focus will be on the
natural biology of the mouse and how this relates to its life in the
laboratory.

In the hands of cartoonists the mouse is cute and frisky. For
researchers it is small, easily bred, often tame, and has proven
to be a useful model of human physiology and pathology (see
Table 21-1 for a list of attributes). In this chapter I will discuss
the origins of the laboratory mouse, the natural history of the
species that relates to its use as a laboratory animal, and how the

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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adaptability of the mouse makes it useful as a mammalian model
for biomedical research.

ORIGINS OF THE LABORATORY MOUSE

The Order Rodentia has a world-wide distribution and has
been classified into over 2000 species grouped into 28 families.'
The Family Muridae consists of approximately 1300 species.
Three subspecies of this family in the complex of Mus musculus
are pertinent to readers interested in the “laboratory mouse.”

The M. musculus complex originated in the Indian subconti-
nent and moved throughout Eurasia and into northern Africa
before humans began serving as a vector for species distribution.
The M. musculus complex consists of M. m. domesticus originally
found in Europe, parts of Africa, and the near East, M. m. casta-
neus from Asia, and M. m. molossinus originally from the
Japanese archipelago.” Mice of the M. musculus complex rarely
hybridize, but where they are sympatric some genetic exchange
occurs.*® Thus, the taxonomy is complex with many authors
using M. musculus and others using M. m. domesticus to identify
the species being used. The latter is apparently utilized because
much of the early research with the mouse occurred in Europe,
the distribution of the domesticus subspecies. The majority of
papers reporting on research involving the mouse simply use
“mouse” or “house mouse” to identify the animal. The laboratory
mouse is now available in many strains and with a number of
genetic backgrounds,’ so stain identity may be the most pertinent
taxonomic designation for many studies. For more information
on specific strains that have been developed see Chapter 22, 23,
and 24.

The mouse has been associated with humans since the begin-
ning of agriculture and the rise of cities. The earliest association
between man and mouse is apparently in neolithic communities
at around 6500 BC in what is now Turkey.® The mouse’s associa-
tion with agriculture may be reflected in the name for its genus,
Mus. “Mus” came to Latin via Greek and before that from the
ancient Sanscrit word “Mush,” a word that means “to steal.” ” The
mouse has been “stealing” food from humans for thousands of
years. Its adaptability allowed it to disperse along with human
hosts and, as the humans penetrated new environments, the mouse
accompanied them. The house mouse, often seen as a pest species,
is found throughout most of the world commensally with humans
and as feral animals in a variety of natural habitats.®

The laboratory strains of mice used today derive from the
activities of mouse breeders producing “fancy” mice, primarily
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Table 21-1
Laboratory-friendly attributes of the house mouse

Life history traits Reproduction Genetic

Small size Breed year-round Tolerates inbreeding
well
Omnivorous Large litters Inbred strains
available
Short generation Ease of cross- Genetic sequence
time fostering described
Adapt to social Totipotent
grouping embryonic stem

Short life span Cells can be grown

in vitro

in Japan, England, and the United States.” Mice were bred for
unusual pelage and for striking behaviors such as “waltzing.” An
important source of the laboratory mouse strains in the United
States resulted from the activities of Abbie Lathrop. Miss Lathrop
was a retired school teacher who bred fancy mice on her farm in
Massachusetts at the turn of the twentieth century.'® She obtained
mice from dealers, other mouse fanciers, and from the wild. A few
animals in her colony developed tumors and, in collaboration with
Leo Loeb, she attempted to learn more about this condition. The
work resulted in two early scientific reports on cancer in mice.'*"
She further collaborated with William Castle and his student Clar-
ence C. Little at Harvard. C.C. Little went on to found the Jackson
Laboratory in Bar Harbor, Maine. The result of their collaboration
is the founding of inbred strains, usually credited to C.C. Little."
The first named mouse strain emerged from Little’s research: the
dba,"” with dba standing for dilute brown nonagouti. The strain is
ancestral to the currently used DBA1 and DBA2 among others.’
Little’s line “C” was the origin of the C57/58 strains, which gave
rise to the commonly used C57BL/6 and other strains (see Chapter
22 for more information on strains). The work of C.C. Little and
his co-workers and successors resulted in the Jackson Laboratory
growing into a primary source of mouse strains as well as a major
research center.'""* Phylogenetic analyses of 144 separate loci
confirm this historical record on the origin of strains and provide
an accurate picture of the genealogical relationships among the
mouse strains.'*

Mice have been used as mammalian models to help explain
biological phenomena from the earliest days of modern scientific
research. Robert Hooke, for example, used mice in 1664 to
determine the biological consequences of high air pressures.® With
the mouse emerging over the past few decades as the primary
mammalian genetic model, it is interesting to note that Gregor
Mendel may have begun his selection studies to examine the
inheritance of coat colors in the mouse.'*"> His superiors appar-
ently objected to the monk’s use of mice. Their obvious interest
in sex plus their odor probably made them unwelcome cooccu-
pants of Mendel’s cell. Under pressure to give up the mouse,
Mendel switched to the pea as a model organism and, as they say,
the rest is history.

ADAPTABILITY AND SOCIAL STRUCTURE

The adaptability of the house mouse allows it to live in the
wild as a pest consuming or damaging agricultural products, or

commensally in human habitations, or as a laboratory animal.
The house mouse is considered to be the most adaptable of all
mammals, especially for its reproductive traits.'*'” It can adjust
to the major factors that influence reproductive ability: diet, physi-
cal environment, and social environment, as well as the interac-
tions among these factors.

The importance of diet was tested by creating bioenergetic
stress on mice of both sexes through restricting caloric intake
under different thermal conditions.'® The surprising results showed
that bioenergetic restriction affected reproduction only in the
female. Both sexes showed a high tolerance to restriction, but the
females showed delayed puberty and impaired reproduction in
adulthood."” The males continued reproductive development even
to the point of ceasing growth.'” The genetic or hormonal mecha-
nism for this remains unknown. Such a striking sex difference in
the mouse should be considered in the design of biomedical
studies on diet, environmental stress, and other bioenergetic
issues.

Maintenance of laboratory mice in a relatively stable thermal
neutral zone is important for their health and well being and may
have an important effect in studies such as those of feeding behav-
ior or with drugs having a thermoregulatory influence. The recom-
mended dry bulb ambient temperature for housing mice is
18-26€. ' A review of studies on the laboratory mouse indicated
that animals have a thermoneutral zone of about 26-34€, * so it
seems that the upper end of the recommended range is more
appropriate for thermoneutrality. However, the use of covered
cages, air flow-regulated racks, cage material, type and quantity
of bedding used, and the number of mice housed in a cage can all
influence the ambient temperature to which the mouse is exposed.
The effects of different types of bedding and the depth of the
bedding on core temperature, metabolic rate, and motor activity
have been investigated.”’ Mice housed on deep wood shavings
compared to shallow wood shavings or beta chips were able to
maintain a significantly higher core temperature during the day,
when they are relatively less active, than at night. The CD-1, an
outbred strain, was used in this study.”' Other strains or genetically
modified mice may have specific thermal and metabolic
requirements.

Another anomalous finding emerging from studies of mouse
reproduction®’ is that reproduction in the house mouse does not
seem to respond to seasonal changes in photoperiod. Seasonal
breeding is strongly influenced by photoperiod in many mammals,*
but not no in the mouse. Several stocks of mice have been main-
tained under constant day length for extended periods of time
without apparent effect on reproduction. In addition, a study of
wild-caught mice held under constant darkness for 75 days showed
the same reproductive productivity as mice held under a 14:10
L:D schedule.”® Though some seasonal variability occurs in
feral populations with a peak in late spring/early summer, many
breed throughout the year. In a meta-analysis of the breeding
seasonality in feral and commensal (human structures) popula-
tions of mice in the temperate zone, Bronson'” reported that four
of five feral populations examined were seasonal breeders,
whereas none of the four commensal populations were seasonal.
The important variable regulating reproduction seems to be the
continuous availability of food to females, rather than photo-
period. Despite the apparent absence of an effect of photoperiod
on reproduction in the mouse, other physiological functions with
a circadian cycle may be affected, so the usual laboratory
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light: dark cycle of 12:12 or 14:10 in laboratory colonies is prob-
ably warranted.

Mice are nocturnal rodents showing most activity in the dark;
however, they will also show sporadic bursts of activity during
daylight hours. Mice can control exposure to light and tempera-
ture by burrowing or building a nest if given an opportunity,
which is seldom available to laboratory caged mice.

Under natural circumstances mice commonly live in a deme,
a small group usually consisting of kin. As with reproduction,
variability in social grouping is the rule. Individual feral male
mice have been found to have home ranges of up to 400m>> At
the other extreme, mice can be found in extremely dense popula-
tions as in a mouse plague of 100 mice per hectare.?* Under condi-
tions of high food availability such as in corn ricks in England,
Southwick® found populations of over 2000 mice per corn rick
or 15 adult mice per cubic meter. From these field studies of the
mouse, it is apparent that the high degree of social flexibility
available to the mouse allows it to adapt to and breed in a wide
variety of captive conditions.

Although the importance of pheromonal communication is
much greater in the mouse than in humans, attention to or manipu-
lation of chemical signals can be useful in the laboratory setting.
Mice use pheromones both to signal information to conspecifics
and to prime several developmental and reproductive traits.
For example, mice signal by marking continuously with urine
as they move on a new substrate. Males show more intense
marking behavior than females."”” Such marking results in the
deposition of pheromones that are important for territorial bound-
ary marking among house mice. Signaling pheromones also
provide information concerning an individual’s sex, gonadal state,
and social status.”®?” The primary source of signaling pheromones
seems to be urine, and that may help explain the commonly
observed anogenital sniffing of strangers. However, mice also
attend to the face area of a stranger, due perhaps to a sex identifi-
cation pheromone that has recently been identified in lacrimal
glands of the mouse.” It seems that tears can also convey olfac-
tory information.

Pheromones can also induce developmental or physiological
changes and are thus called “priming pheromones.” Temporal
regulation of ovulation in the female seems to be strongly influ-
enced by such pheromones. The onset of puberty in the female is
particularly sensitive to a chemical stimulus contained in male
urine.”*” Female mice denied the presence of a male or his urine
show a prolonged prepubertal period followed by a disorganized
ovulatory cycle. The production of the puberty-accelerating pher-
omone is androgen dependent and as little as 10l of urine per
day induces onset of puberty as early as 28 days of age. The active
ingredient in urine that is responsible for puberty acceleration
seems to be a protein-bound heptone.*’

Puberty onset in the mouse is a consequence of both stimula-
tory and inhibitory pheromonal influences. Juvenile females
housed in a group of four or more or those exposed to urine of
grouped females show delayed onset of first ovulation.*** The
puberty-inhibiting pheromone has not been identified, but is
known to result from grouping of the females and possibly from
adrenal activation.*

One priming pheromonal effect that may have little relevance
in wild populations'” but may be useful in laboratory populations
is the ovarian synchronicity effect. Inhibition of adult ovarian
cycles occurs in all-female groups. In addition, if grouped females

are exposed to an adult male or male urine, ovulation usually
occurs 3 days later.* Thus, conception can be at least partly syn-
chronized to a specific date by grouping females four or more per
cage for 2 weeks prior to mating with a male.

CARE AND USE OF MICE IN THE LABORATORY

The Guide for the Care and Use of Laboratory Animals"
contains the information needed and often required for maintain-
ing mice used in biomedical research. Mice, rats, and poultry are
not included in the Federal Animal Welfare Act of 1987 as
amended, but many institutions have placed mice and rats under
the same restrictions and oversight as other mammals covered in
the Animal Welfare Act.*> Details on housing conditions, diet, and
use of mice can be found in the Guide."’ To be useful as a labora-
tory model, mice should be maintained to allow as much normal
behavior as possible in a cage. “Normal” is difficult to define in
the case of the house mouse since it is such an adaptable animal
as noted above. Certain behaviors, such as stereotypic actions
expressed in confinement, may interfere with the usefulness of the
animals as a model for biomedical research.’® However, as a
recent review suggests,”’ stereotypic behavior may also serve as
a model for abnormal brain function and be useful in elucidating
underlying causes of certain mental illnesses.

Avoidance or reduction of abnormal behaviors in experimental
subjects is important in the majority of studies. Even though the
house mouse is a highly adaptable species, it can show environ-
mentally induced abnormal behaviors™ that may interfere with the
outcome of studies. An array of environmental enrichment proce-
dures, both social and physical, includes housing animals in
groups and providing nesting materials; providing some complex-
ity to the cage environment may reduce or eliminate such
behaviors.”

CONCLUSIONS

Both rats and mice are highly adaptable animals. As is true for
humans, they are omnivorous, adapt to the environment with
varied social structures, show considerable genetic variability,
share many similar physiological functions, and show many of
the same diseases. Perhaps for these reasons and others listed in
Table 21-1 mice and rats, but especially mice, have become the
model of choice for an array of biomedical studies.

By making appropriate genetic selections, genetic manipula-
tions, and providing an appropriate environment for the laboratory
mouse, it will continue to serve the research community just as
the cartoon character, Mickey, continues to provide entertainment
for the public. Humans must deal with the house mouse as a pest,
but also should appreciate the role of the mouse in helping to
understand the origins and cures of human and animal diseases.
It seems that such an appreciation was attempted when C.C. Little
tried to arrange a joint 25th birthday celebration at Walt Disney
for both Mickey Mouse and the JAX mouse."” Unfortunately,
Disney showed little interest in Little’s proposal and Mickey got
all the attention.
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2?2 Mouse Model for Alzheimer’s Disease
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ABSTRACT

Transgenic mouse models for Alzheimer’s disease (AD) are
now extensively used to understand the physiological and bio-
chemical mechanisms of the disease as well as to discover new
potential therapeutics. The identification of disease-causing muta-
tions in proteins such as amyloid precursor protein (APP) and
presenilins (PS1 and PS2) as well as pathogenic mutations in
the tau protein has led to the creation of several transgenic mice
including those expressing bigenic and trigenic constructs. Each
model has unique pathologies that provide insight into disease
mechanisms and features of neuropathologies and cognitive func-
tions. Therapeutic hypotheses are now testable in these transgenic
mice and the effectiveness of these therapeutics is testable in
preclinical and clinical trials in AD patients. A number of thera-
peutic approaches including active and passive immunization,
small molecule monoclonal antibodies, and nonviral DNA vac-
cines are available. It is hoped that in the near future a treatment
for AD will be available as a result of these advancements.

Key Words: Transgenic mice, Amyloid plaques, Tau protein,
Amyloid B peptide, B-APP, Pathology, Cognitive deficits, Immu-
nization, Therapeutics.

INTRODUCTION

Alzheimer disease (AD), a progressive neurodegenerative dis-
order that is the most common cause of dementia, is characterized
by a deterioration in mental functions leading to dementia and
pathologically by two hallmark lesions: diffuse and neuritic
amyloid plaques and neurofibrillary tangles composed of filamen-
tous aggregates of hyperphosphorylated tau protein in the cerebral
cortex and hippocampal region of the brain. The clinical manifes-
tations of AD are mild cognitive impairments at the early stage
leading to severe cognitive deficits, generalized behavioral impair-
ments, and, ultimately, death. The typical course of the disease is
6-10 years." AD may be characterized as early onset (3060
years) or late onset (60 years and above). At least 10% of AD
cases are of the early-onset type, which shows a strong genetic
linkage and is transmitted as autosomal dominant traits with
almost 100% penetrance. Since there is no naturally occurring
rodent form of AD, there has been great interest in creating accu-
rate transgenic facsimiles of AD. Such models have the potential
to mirror the key pathological events and practical utility for

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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testing interventions directed against the synthesis or deposition
of the AP peptide or tau protein.

BIOCHEMICAL PATHWAY

AD amyloid B peptide is derived from two endoproteolytic
“secretase” cleavages of the Alzheimer amyloid precursor protein
(APP) encoded by the APP gene on chromosome 21. Familial
Alzheimer’s disease (FAD) mutations enhance proamyloidogenic
cleavages at the B- and y-secretase sites that release A3 from APP,
while FAD mutations in presenilin 1 and 2 enhance y-secretase
cleavages (Figure 22—1).> The phenotypic ablation of presenilin
1 results in skeletal defects and accumulation of APP C-terminal
fragments (CTFs) due to processing of notch signaling via a
deficit in cleavage at the juxtamembrane “site3,” further under-
scoring the connections between presenilins and endoproteoly-
sis.”® An anonymous FAD locus on chromosome 10 has been
identified on the basis of presymptomatic elevations in plasma
levels of AP peptide.'® ApoE, a genetic modifier associated with
the incidence of late onset AD,'" also affects the biochemistry of
AP peptide in vitro'* and in transgenic mice."*™"*

Thus FAD provides overwhelming evidence that an accumula-
tion of AP peptide stands at the head of the pathogenic cascade
that accounts for the hallmarks of the disease. This perspective
adds two further pieces of information that help to clarify the roles
of AP and tau in the cognitive deficits seen in AD.">"!" First, this
indicates that cognitive dysfunction is well correlated with the
levels of soluble AP present within the parenchyma, and other
studies have documented increased burdens of AP at earlier time
points in the development of AD"™?** and in Down syndrome
patients (with trisomy 21 and hence three copies of the APP gene)
prior to dementia.” The second concerns the pathogenic effect
of mutant tau in frontotemporal dementia with Parkinsonism
(FTPD17). A plethora of mutations in the tau gene indicate the
pathogenic effects of an excess of “four repeat” tau, and in some
cases missense mutations in the C-terminal region of tau.**
These findings, as well as the generation of neurofibrillary
tangle-like pathology and cell loss in transgenic mice expressing
the P301L mutant form of human tau,” demonstrate a potential
pathogenic role of tau. It is important to bear in mind that tau
mutations do not exist within FAD kindred and that tau patholo-
gies occur in many different diseases. In sum, penetrating
FAD mutations causing AD indicate that AR must lie upstream
of tau in a pathogenic pathway, with tau pathologies arising
as a consequence of AP overaccumulation, perhaps contribut-
ing to the cognitive dysfunctions observed in the later stage
of AD.



192 SECTION III / WELL-ESTABLISHED MODELS

Two pathways for APP processing
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Figure 22-1. Schematic diagram showing that sites of secretase
cleavage of amyloid precursor protein lead to generation of AB40 and
neurotoxic AP42.

DIAGNOSIS OF ALZHEIMER’S DISEASE

The definitive diagnosis of AD is made on postmortem exami-
nation. The pathological hallmarks of this disease are extracellular
amyloid plaques composed of amyloid B protein (AB), a meta-
bolic product of amyloid precursor protein (APP), and intracellu-
lar neurofibrillary tangles composed of hyperphosphorylated tau

protein.”® This pathology shows a distinct spatial-temporal pattern,
initially affecting areas of the temporal cortex, notably the tran-
sentorhinal region, before extending to the hippocampus and
certain other cortical zones. At the latter stages, a more wide-
spread pathology may be seen in certain brain areas, particularly
cortical (frontal, temporal) and limbic regions, although other
areas, such as the cerebellum, show no such signs.”” Biochemical
processes not completely understood, the accumulation of AP, and
neurofibrillary tangles produce local neurodegeneration, which
ultimately accounts for the clinical signs of this disease.

GENERATION OF TRANSGENIC MICE

Transgenic mice are produced by the introduction of a human
gene sequence or mutated sequence into the mouse genome,
resulting in the expression of a human protein. This is most com-
monly achieved by the microinjection of complementary DNA
constructs of genomic fragments (with or without known altered
mutations) complete with promoters, introns and exons, which
have been used for the better expression of a single whole gene.
Other methods are also used to manipulate endogenous genes to
“knockin or knockout” a human sequence. Regardless, the chal-
lenge of creating a mouse model of AD involves recapitulating a
chronic, progressive disease that takes decades to develop in
humans, but develops in a short period of time, from 3 to 9
months, in a mouse that has a short life span of less than 2 years.
Mice expressing pathogenic mutations of human genes have
become a critical tool for biomedical research in testing hypothe-
ses of AD pathogenesis and testing novel therapeutic strategies.
The pathological and behavioral characteristics of AD transgenic
mice are summarized in Table 22-1.

Table 22-1
Key features of transgenic mouse models for Alzheimer’s disease’
Transgenic
line Mutation Promoter Pathology Behavior Immunotherapy Reference
PDAPP APPV717F PDGF-B Astrocytosis, Age-independent ~ M266, more than 50% 28
microgliosis, AP and age-related plaque reduction and
deposits, and synaptic deficits in cognitive
loss spatial learning improvement
Tg2576 APPSwedish Hamster PrP AR elevation and plaque ~ Age-related Amyloid B 1-42, 50% 29
deposition deficits in plaque reduction,
spatial learning and cognitive
improvement
TgAPP23 APPSwedish Murine Thy-1 Amyloid plaques Age-related Nonviral amyloid 3 30
immunoreactive deficits in DNA vaccine,
with tau spatial learning 30-50% reduction
hyperphosphorylation,
angiopathy
TgCRND-8 APPSwedish Hamster PrP Early onset amyloid Early impairment ~ Amyloid B 1-42, 50% 33
and V717F plaques, neurotic in learning plaque reduction and
pathology acquisition cognitive
improvement
PS/APP APPSwedish Hamster Elevated levels of No information Amyloid B 1-42, 50% 35
and PS M- PrP/PDGF-f3 amyloid B 42 or 43 is available plaque reduction,
and cognitive
improvement
JNPL3 Tau™= Murine PrP Development of Age-related N/A 41
(4R ,2-,3-) neurofibrillary tangles motor and
behavioral

deficits
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Table 22-1
(continued)
Transgenic
line Mutation Promoter Pathology Behavior Immunotherapy Reference
TgTau™"' Tau™"- Hamster PrP Development of Cognitive N/A 45
neurofibrillary tangles impairments
with gliosis, neuronal
loss, and atrophy
Triple APPSwedish, Thy-1.2 Development of amyloid  Age-related Clearance of early 46
transgenic PS ML plaques, neurofibrillary cognitive hyperphosphorylated
and Tau™"'" tangles, and synaptic deficits; LPT tau
dysfunction severely
impaired at 6
months

“Behavioral and pathological features of different transgenic models of Alzheimer’s disease (AD) and effects of immunotherapy in these AD

transgenic mice.”

TRANSGENIC LINES ON THE BASE OF THE
AMYLOID CASCADE

Most current animal models of AD are built upon early-onset
genetic forms of the disease. However, familial AD cases number
only about 10% of all cases of AD, with the sporadic form con-
stituting the remaining 90%. The assumption that current models
are reasonable facsimiles of nonfamilial forms of AD is based
upon a variation in the theme that A is the key pathogenic moiety
in all forms of AD. Genetically engineered mice can be created
by the addition of microinjected transgenes into unselected sites
in the mouse genome that drive expression beyond the endoge-
nous levels and accelerate the onset of neurodegenerative dis-
eases. The main objective in creating an APP transgenic line is to
obtain enough expression of human 3 APP in the central nervous
system (CNS) to produce amyloid deposits without toxicity and
mortality.

PDAPP MOUSE Games and co-workers®® created PDAPP
transgenic mice with a V717F mutation that showed many of the
pathological features of AD including extensive deposition of
extracellular amyloid plaques, astrocytosis, and neuritic dystro-
phy. A histological analysis of PDAPP mice revealed that plaques
are first formed in the cingulate cortex and hippocampus followed
by spreading to other subcortical areas except for the cerebellum,
and that amyloid plaque loads increased as a function of age. At
a later time point the amyloid plaque burden may reach 50% of
the cortical areas, but clear neurodegeneration has not been dem-
onstrated, except for some synaptic loss in the molecular layer of
the dentate gyrus, and neurofibrillary tangles have not been identi-
fied. Behavioral studies with PDAPP mice describe early cogni-
tive deficits before the amyloid plaques could really be detected.
Modified Morris water maze testing showed memory impairments
that were age dependent and correlated with amyloid plaque load.
At a young age (6-9 months) PDAPP mice showed a level of
acquisition similar to control mice, but middle-aged (13-15
months) and old (18-21 months) mice showed slow acquisition
compared with age-matched controls. The common finding of
PDAPP mice are both age-related (plaques) and age-unrelated
cognitive changes. Test selection seems critical for their
detection.

TG2576 MOUSE In 1996, Hsaio and colleagues® devel-
oped an APP695 transgenic line with a K670N/M671L (Swedish)

mutation under the control of the prion protein promoter to ensure
high CNS expression. Initially the development of this mouse was
emphasized due to background strain effects in FVB/N or C57B/6
mice on pathology and early death, but changing the genetic
background to C57B6XSJL resulted in better survival and depos-
its of thioflavin S-positive amyloid burden at age of onset of 9—12
months. The earliest deposition of amyloid plaques appears in the
entorhinal and pyriform cortices and then the hippocampus, thus
showing subtle differences from the PDAPP mouse possibly
related to a different promoter. The Tg2576 mouse has since
become the most widely used transgenic mouse in the AD field.
With aging, Tg2576 mice exhibit a phenotype that includes learn-
ing and memory deficits, an abnormal pattern of glucose metabo-
lism in the brain, and pathological changes including amyloid
plaque deposits, elevated AB40 and AB42 levels, neuritic changes,
phosphorylated tau epitopes, A-synuclein-positive dystrophic
neuritis, gliosis, and inflammatory changes; however, these mice
did not show any neurofibrial tangles and neuronal loss. A variety
of inflammatory and oxidative markers have also been studied in
these mice to examine the involvement of these processes in AD-
like pathology.

APP23 MOUSE These transgenic mice were developed at
Novartis® with an hAPP751 construct containing the Swedish
mutation, under the control of the Thy-1 promoter for high neu-
ronal expression. These mice were characterized extensively in
terms of pathology and have features similar to PDAPP and
Tg2576 mice such as neuritic plaques with local astrocytosis and
microgliosis mainly in the neocortical and hippocampal regions.
Interestingly, neurodegeneration has been reported in the CAl
region of the hippocampus and neocortex in 14- to 18-month-old
mice that was not seen in the above lines. The other feature of the
APP23 mouse is the development of cerebral amyloid angiopathy
(CAA), which is significantly correlated clinically with hemor-
rhagic stroke in up to 90% of AD patients. Modest cholinergic
deficits have also been reported in aged App23 mice.*' Behavioral
characterization of these mice showed no sensorimotor changes
at 3, 18, and 25 months. However, visible and hidden platform
acquisition performance was impaired at 3 and 25 months, sug-
gesting transgene-induced neophobia and sensory changes.®
Although soluble AR levels did not change across the age range,
subtle qualitative changes in the AB form, such as conversion
into small oligomers/protofibrils, may contribute to behavioral



194 SECTION Il / WELL-ESTABLISHED MODELS

Figure 22-2. Amyloid plaque deposition is a pathological hallmark
for Alzheimer’s disease. (A) Human AD brain (70 years old): the
deposition of amyloid-B plaques is visualized on cortical brain sec-
tions after immunolabeling with antiamyloid-f antibodies (4G8

changes. The APP23 model has similarities to plaque-related
changes in the PDAPP and Tg2576 models, but these are unre-
lated to cognitive changes.

CRND8 MOUSE The CRNDS8 mouse was created from a
double mutated form of hAPP695 under the control of the hamster
prion protein promoter. The combination of the Swedish K690ON/
M671L and V717F Indiana APP mutation results in extremely
high levels AB42, and a very early onset of thioflavin S-positive
amyloid deposits becomes evident in all mice at 3 months of age.”
These plaques are associated with dystrophic neurites and gliosis.
A number of genetic backgrounds was used to overcome the
early lethality evident in other lines. The most satisfactory is
C57B6XC3H and 129 SvEv-Tac, with approximately 50% of
CRNDS mice surviving by 12 months of age. The lethality may
be associated with the increase in seizure liability, which is pos-
sibly related to the very high AB levels attained in these mice. The
amyloid burden in 6-month-old transgenic CRNDS mice is similar
to that found in a human AD brain from a 70-year-old AD patient
(Figure 22-2). In terms of cognitive status, at 11 weeks of age the
CRND8 mice showed impaired acquisition of spatial learning in
a Morris water maze test. Most recently, separate cohorts of 6- to
8-week old (preplaque) and 9- to 22-week old and 40-week old
(postplaque) CRND8 mice showed spatial learning impairments
increasing with age and a considerable burden of corticohippo-
campal plaques.™

PS/APP MOUSE Following the identification of pathogenic
mutations in the presenilin (PS) genes in AD, transgenic animal
models have been generated to address the role of PS1 and PS2
in APP processing in vivo. FAD mutant forms either alone (PS1)
or in combination with APP and knockout of endogenous prese-
nilin genes were tested. PS1 knockout mice are not viable and
develop skeletal defects and CNS phenotype due to defects in the
notch pathway. This lethal phenotype was rescued by expression
of the FAD mutant PS1™"*%", Transgenic mouse lines overexpress-
ing the PSI gene containing the M146L mutation were established
in the hPS1™"“ mouse;* although these mice do not appear to
develop plaques, they show an increase in extracellular AB1-42
levels. Subsequently, the crossing of the Tg2576 with the hPS M4
transgenic mouse resulted in a novel mouse line (PS/APP) that
showed greatly accelerated plaque pathology and concomitant

monoclonal diluted 1:400). (B) Animal model (6 month old): trans-
genic CRNDS8 mice express human mutated amyloid precursor protein
recapitulated pathological features of amyloidogenesis present in
AD.

gliosis.* For example, in contrast to the 9- to 12-month onset of
plaque deposition seen in the Tg2576 line, by 3 months of age
thioflavin-S-positive plaques are invariably detected in the cingu-
late cortex of PS/APP mice. By 6-8 months of age, amyloid
deposition and plaque size increased and extended to most cortical
regions as well as the hippocampus. Beyond this time point, A3
deposition appeared in the thalamus, striatum, and occasionally
the cerebellum. Despite the extensive amyloid pathology by 12
months of age (an approximately 30% amyloid burden in the
frontal cortex), no clear evidence for neurodegeneration in either
frontal cortex or CAl hippocampus was evident.”” In common
with all the aforementioned APP transgenic mouse models, neu-
rofibrillary tangles have not been identified in the PS/APP mouse
at any time. The behavioral phenotype of the PS/APP mouse has
been described: a reduced Y-maze alternation in age-matched
(12-14 week) PS/APP and Tg2576 mice compared to wild-type
controls, a finding that clearly suggests no relationship to A}
pathology. A subsequent study comparing hPS1™*" Tg2576, and
PS/APP mice in cognitive and sensorimotor tests at 3, 6, and 9
months of age™ showed Y-maze alternation was at chance levels
in the PS/APP mice at each time point, and there was evidence of
hyperactivity, since total arm entries were increased. Both of these
behaviors were suggestive of impaired hippocampal function,
although curiously, water maze performance (acquisition and 24
h probe test) was similar in all groups at the 6- and 9-month time
points. In later studies, the clearest cognitive deficits emerged at
15-17 months of age, a time point at which there was intense
amyloid deposition and signs of local oxidative stress and neuro-
inflammation.* This age of onset seems later than that described
for the PDAPP and Tg2576 lines, which display less amyloid
pathology, although an inverse correlation between cognitive per-
formance and A plaque load (frontal cortex and hippocampus)
has been described.*’

TRANSGENIC LINES ON THE BASES OF THE
TAU CASCADE

In FAD, no mutations have been identified in the tau gene.
However, exonic and intronic mutations were identified in
the tau gene that were linked to frontotemporal dementia and
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Parkinsonism (FTDP-17), a familial dementia related to AD. In
comparison to the various lines of APP transgenic mice, relatively
few tau-based transgenic mice have been reported to date. The
transgene contains the most common tau mutation associated with
the FTDP-17 P301L mutation under the control of the mouse or
hamster prion protein promoter.

JNPL3 (TAU) MOUSE Hemizygous JNPL3 mice express
the transgenic tau at levels equivalent to endogenous tau, while
homozygous mice express double this amount. From 6 to 7
months, a neurological phenotype becomes manifest in hemizy-
gous JNPL3 mice, consisting of a delayed righting reflex, hypo-
locomotion, and muscular weakness;*' within 4 weeks of symptom
onset, the mice become moribund. In terms of pathology, in con-
trast to APP transgenic mice, the JNPL3 mice develop neurofibril-
lary tangle (NFT) pathology, confirmed by tau immunostaining,
silver staining, and electron microscopy (EM). No amyloid
plaques have been identified. Astrogliosis also becomes evident
in regions containing NFTs, which include the spinal cord and
pons, and to a lesser extent the amygdala, cortex, and hippocam-
pus.**? Indeed, spinal cord pathology seemed to correlate with
neurological phenotype. Not surprisingly, given the severity of
this phenotype, no cognitive data have yet been described for the
JNPL3 mouse. The TAPP mouse, a combination of mutant tau and
APP, also supports the view of APP mismetabolism as the central
event in the disease cascade. The JNPL3 mice develop relatively
little NFT pathology in limbic areas; however, in age-matched
TAPP mice, limbic NFTs are increased 7-fold.** Furthermore,
Gotz et al.® reported that discrete CNS microinjections of
AP peptide into a mutant tau line* resulted in a 5-fold increase
in NFTs in areas innervated by neurons originating from the injec-
tion site. Consequently, these studies support the view that APP/
AP overexpression promotes NFT formation.

TGTAU™" MOUSE This transgenic line (TgTau
expresses a frontotemporal dementia with Parkinsonism linked to
chromosome 17 (FTPD-17) mutations within the longest form of
tau (2N, 4R) under the hamster prion protein promoter. TgTau"*"'-
mice developed florid pathology including neuronal pretangles,
numerous Gallyas-Braak-positive neurofibrillary tangles, and
glial fibrillary tangles in the frontotemporal areas of the cerebrum,
in the brainstem, and to a lesser extent in the spinal cord.” These

P301L)

features were accompanied by gliosis, neuronal loss, and cerebral
atrophy. Accumulated tau was hyperphosphorylated, conforma-
tionally changed, ubiquitinated, and Fnl sarkosyl-insoluble, with
EM demonstrating wavy filaments. Aged TgTau"""" mice exhib-
ited impairment in hippocampally dependent and independent
behavioral paradigms, with impairments closely related to the
presence of tau pathologies and levels of insoluble tau protein.
These TgTau™*'" mice recreate the substantial phenotypic varia-
tion and spectrum of pathologies seen in FTDP-17 patients. Iden-
tification of genetic and/or environmental factors modifying the
tau phenotype in these mice may shed light on factors modulating
human tauopathies. These transgenic mice may aid therapeutic
development for FTDP-17 and other diseases featuring accumula-
tions of four-repeat tau, such as Alzheimer’s disease, corticobasal
degeneration, and progressive supranuclear palsy. These mice
showed neurofibrillary tangles at 1 year of age that were similar
to those seen in a 76-year-old human AD brain (Figure 22-3).
TRIPLE TRANSGENIC MOUSE To study the interaction
between AP and tau and their effect on synaptic function, a triple
transgenic model harboring the PS1M“®Y APP™, and Tau™"'"
transgene was developed. Rather than crossing independent lines,
two transgenes DNA was microinjected into single cell embryos
from homozygous PS1M“Y knockin mice, resulting in a triple
transgenic mouse with the same genetic background.* These
triple transgenic mice progressively developed plaques and
tangles. Intraneuronal AP immunoreactivity is first detected in
neocortical regions and subsequently in CA1 pyramidal neurons.
Extracellular amyloid plaques first become apparent at 6 months
in the frontal cortex but there was no tau immunoreactivity, and
were readily available by 12 months in the hippocampus and other
regions. Synaptic dysfunction and phosphorylated and hyperphos-
phorylated tau were revealed in age-related progression between
12 to 15 months of age, but PHF1 did not become evident until
the mice were 18 months of age. Tau-reactive dystrophic neurites
were also evident surrounding globular structures in 18-month
older brains. The triple transgenic mice develop a progressive and
age-dependent AP and tau pathology, although A} deposits mani-
fest prior to tangle formation. It is likely that A pathology affects
the development of tau pathology including LTP deficits in an
age-related manner but before plaque and tangle pathology.

Figure 22-3. Alzheimer’s disease brain reveals an intracellular
accumulation of hyperphosphorylated tau. (A) Human AD brain (76
years old) cortical neurons showing neurofibrillary tangles. (B) A

P301L

tau transgenic mouse (1 year old) showed similar neurofibrillary
tangles in a cortical section immunolabeled with AT8 monoclonal
antibodies.
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TRANSGENIC MICE WEB SITES

The Alzheimer Research Forum website (http://www.alzaf-
orm.org) contains important up-to-date information on the numer-
ous strains of mice used in biomedical research related to
Alzheimer’s disease. Information is presented in chart format
including the name or symbol, strain name, transgene or promoter
and regulatory elements, genetic background, behavioral pheno-
type, neurological characteristics, availability, and primary cita-
tions for each of the mice strains related to APP, APOE,
a-synuclein, Cox-2, PS1, PS2, tau, Double-Cross, and Triple-
Cross. Furthermore, Jackson Laboratory (http://www.jax.org)
data sheets on available strains contain essential information
on the genetics, phenotypes, husbandry, and production; the same
applies to Taconic (http://www.taconic.com), which provides
data sheets on numerous available strains on AD. Transgenic
animals require conventional care and do not need any special
care.

THERAPEUTIC APPROACHES

The most widely replicated and thoroughly investigated
approaches in these preclinical studies have involved the use of
anti-AB immunotherapies’’ using AD transgenic mice. In 1999,
the Schenk group described the preventive effects of AD neuro-
pathology associated with immunizing the PDAPP transgenic
mouse with AP peptide; this reduced amyloid plaques and pre-

served synaptophysin levels, important correlations to human
AD.* Further studies in our laboratory and by other groups dem-
onstrated a reduction of amyloid plaques and improvement of
cognitive functions in a water maze test in hBAPP and PS1 trans-
genic mice. Passive immunization studies in which Af} antibodies
were given for short-term treatment resulted in positive cognitive
changes in transgenic mice. The possible mechanism of action of
these immunotherapies is still not clear, but antibodies may be
capable of clearing plaques through both a monocyte-mediated
and a direct effect on the clearance of soluble AP species that are
neuroactive/toxic.* Immunization with AB1-42 peptide (AN-
1792) was tested in human AD patients with noteworthy effects.
These clinical trials were suspended due to the development of
meningioencephalitis in a few cases.™ These side effects highlight
a limitation of animal models, which may not perfectly predict
clinical outcomes due to limitations in the models’ pathology as
well as the more genetically varied human population. Interest-
ingly, several cases from these studies have gone to autopsy and
showed a strikingly similar reduction in AD neuropathologies as
predicted in animal models. Recently, the cerebrospinal fluid bio-
marker tau showed an encouraging improvement of cognitive
function and a robust reduction in pathology and passive immu-
nization of AB monoclonal antibodies used in the original trials
to avoid inflammatory responses. In a recent study, nonviral AB
DNA vaccines against Alzheimer’s disease were administered
to model (APP23) mice and the reduction in AB burden was

Table 22-2
Therapeutic approaches to reduce the pathology of Alzheimer’s disease (AD) in transgenic mouse models®
Age/amyloid
Mechanism of burden at start of  Reduction in
Test compound action Dose and route ~ Duration ~ AD model therapy plaque burden Reference
Curcumin Amyloid binding 160 and 6 months  Tg2576 10 months with At low dose 53
antioxidant in 5000 ppm in few plaques more than
curry powder chow 50%
iAB5p -Sheet 1.0mg 8 weeks  APPV7171 x 9 months (3 45% in cortex 54
disrupting intravenously PS1A246E months after and 29% in
peptide 3 times/week plaques start to hippocampus
appear)
Lithium GSK38 kinase 2.4¢g/kg in chow 7 months PDAPP 1 month old More than 75% 55
inhibition before plaques
CP-113,818 ACAT inhibitor ~ 7.2mg/kg/day 2 months APPSwedish  Plaques are just More than 90% 56
2 month + London beginning
subcutaneous
implant
Clioquinol Copper-zinc 30mg/kg/day 9 weeks  Tg2576 21 months of age;  49% 57
chelator orally well after
plaques start
NCX-2216 NO-releasing 375ppm in 5 months APPSwedish 7 months; plaque 45% 58
NSAID; chow + PS ML formation is
microglial evident at this
activator age
Cyclohexanehexol ~ Amyloid peptide  0.3-30 mg/kg/ 6 months TgCRNDS 6 weeks (just 30-55% 59
inhibitor day oral and 1 before plaques)
gavage twice month to 6 months and

daily

5 months full
plaques

“Therapeutic agents showed efficacy in reducing, at a minimum, amyloid plaque load after chronic treatment (more than 2 weeks). Although there

are different mechanisms of action, all have reported efficacy.”



CHAPTER 22 / MOUSE MODEL FOR ALZHEIMER’S DISEASE 197

evaluated. Prophylactic treatments started before AP deposition
reduced AP burden to 15.5% and 38.5% of that found in untreated
mice at 7 and 18 months of age, respectively. Therapeutic treat-
ment started after AR deposition reduced A} burden to approxi-
mately 50% at the age of 18 months. Importantly, this therapy
induced neither neuroinflammation nor T cell responses to A}
peptide in both APP23 and wild-type B6 mice, even after long-
term vaccination. Although it is reported that other anti-Af} thera-
pies have pharmacological and/or technical difficulties, nonviral
DNA vaccines are highly secure and easily controllable and are
promising for the treatment of Alzheimer’s disease.”

A wide range of therapies in addition to immunotherapy has
been tested in several different AD transgenic models. Small
molecules are orally bioavailable and have shown effectiveness
by approaches ranging from natural products that bind to Af,
metal chelation, lipid metabolism inhibitor, and inflammatory
modulators. Preliminary results from these approaches involving
more than 2 weeks of chronic treatment using transgenic models
are summarized in Table 22—2.* The source of these compounds
ranges from curry spice to drugs in clinical trials for other indica-
tions. These studies vary widely in the choice of model, duration
of therapy, and, most importantly, the age/amyloid burden present
when therapy was initiated. The great variability in paradigms
excludes head-to-head efficacy assessments and predictions. Our
experience with immunotherapy suggests that preventing amyloi-
dosis may be easier than reducing existing burdens of older
plaques. It is interesting to note in Table 22-2 that none of the
tested compounds has the same proposed mechanisms of action
or direct inhibition of secretases; this indicates that potential
amyloid-directed therapies are quite diverse and effective thera-
pies validated clinically will emerge in the near future.
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23 Guinea Pigs as Models for Human
Cholesterol and Lipoprotein Metabolism
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ABSTRACT

Lipoprotein anabolism and catabolism are highly complex
when considering the multifaceted aspects that regulate the syn-
thesis and removal of lipoproteins from plasma. In addition,
lipoproteins undergo multiple modifications in the intrava-
scular compartment leading to atherogenic or antiatherogenic
subclasses. The use of an appropriate animal model mimicking
human lipoprotein metabolism is critical to the understanding of
how dietary interventions, drug treatment, sex, menopausal state,
and exercise regulate these intricate processes. This chapter will
discuss in detail the guinea pig as an appropriate animal model to
determine the effects of different diets, lipid-lowering drugs, and
life style modifications on hepatic and plasma cholesterol metabo-
lism, and atherosclerosis. One of the most salient features of this
animal model is that guinea pigs carry the majority of the choles-
terol in low-density lipoprotein and possess cholesterol ester
transfer protein and lipoprotein lipase activities, which result in
reverse cholesterol transport and delipidation cascades equivalent
to the human situation. Furthermore, the activities of hepatic
enzymes involved in cholesterol metabolism and the mechanisms
involved in secretion and removal of lipoproteins mimic those of
humans. The similarity in plasma lipid responses to dietary inter-
ventions, drug treatment, and exercise between guinea pigs and
humans further suggests the relevance of this model to elucidate
the mechanisms involved.

Key Words: Guinea pigs, Animal models, Lipoprotein
metabolism, Atherosclerosis, Dietary interventions, Drug therapy,
Sex, Exercise.

INTRODUCTION

This chapter will provide a useful insight into the suitability
of guinea pigs as animal models for cholesterol and lipoprotein
metabolism. A discussion of the metabolic advantages plus the
usefulness of this model to elucidate mechanisms by which dietary
factors, drug therapy, exercise, gender, and menopause alter the
regulatory pathways involved in the synthesis, catabolism, and
intravascular processing of lipoproteins is presented.

There is some controversy as to whether guinea pigs (Cavia
porcellus) should be classified as rodents.! While this issue is not
relevant to the present discussion, there is one aspect of guinea
pigs that makes them stand out from other rodents, the fact that

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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they carry the majority of cholesterol in low-density lipoprotein
(LDL).? This outstanding difference raises the question of whether
guinea pigs present other similarities to humans in cholesterol and
lipoprotein metabolism. Our laboratory and other investigators
have found that indeed guinea pigs do have some analogies to
human cholesterol metabolism that merit discussion.

USE OF ANIMAL MODELS FOR CHOLESTEROL
AND LIPOPROTEIN METABOLISM

In addition to the guinea pigs, several animal models have been
used to study lipoprotein metabolism and atherosclerosis includ-
ing nonhuman primates, hamsters, mice, rats, and rabbits. Choos-
ing the appropriate model to test a hypothesis is an important
decision that should be based on the benefits and limitations
of each particular model. In this section of the chapter we outline
the advantages and disadvantages of several commonly used
animal models in cholesterol and lipoprotein metabolism research.
Advantages and disadvantages will be based on similarities
and dissimilarities between the particular animal models and
humans.

ADVANTAGES AND DISADVANTAGES OF
OTHER MODELS

Nonhuman Primates Several types of nonhuman primates
have been used in lipoprotein metabolism research including
cebus monkeys,’ squirrel monkeys,* baboons,’ and owl monkeys.°
One commonly used model for lipoprotein metabolism is the
African green monkey, which is known to develop atherosclerosis
in a fashion similar to humans with respect to morphology and
cytology.” Like humans, African green monkeys express only
apolipoprotein (apo) B 100 in the liver. A high cholesterol diet
leads to a reduction in hepatic LDL receptor mRNA and down-
regulation of cholesterol 70-hydroxylase activity.® Feeding
African green monkeys an atherogenic diet high in saturated fat
led to the enrichment of LDL particles with cholesteryl oleate and
predicted the magnitude of atherosclerotic development.”'® Ath-
erosclerotic development appears to be less pronounced when
these animals consume a diet composed largely of polyunsatu-
rated fats (PUFA) when compared to monounsaturated fats or
saturated fatty acids (SFA)."" However, development of athero-
sclerosis in this animal model takes years (as opposed to weeks
in other models), and these animals are expensive to obtain and
maintain. Furthermore, African green monkeys tend to have
higher plasma concentrations of HDL cholesterol (HDL-C) than
LDL cholesterol (LDL-C), opposite to the human situation.'
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Rats There are numerous dissimilarities in lipoprotein
metabolism between rats and humans. Wild-type rats do not have
cholesterol ester transfer protein (CETP) activity,"* which plays a
major role in intravascular lipoprotein particle processing and
lipid exchange in humans.'* As such, CETP transgenic rats have
been used.” Rats also have a very high activity of cholesterol
7o-hydroxylase (CYP7),'® thus they readily eliminate excess
body cholesterol. Furthermore, rats carry the majority of choles-
terol in HDL particles,'” which also differs from humans. LDL-C
does not increase in rats fed saturated fat unless very high cho-
lesterol (0.5—1.0% of diet) is fed in conjunction with cholic acid."®
The densities of LDL and HDL particles overlap in rats, making
isolation of these lipoproteins difficult. As a result of these char-
acteristics of rat lipoprotein metabolism, rats are very resistant to
atherosclerosis.

Mice Like rats, wild-type mice are not good models of
human lipoprotein metabolism, thus several transgenic and knock-
out mice have been created. These genetic manipulations can
affect the viability of these animals and increase the cost of the
experiments. Wild-type mice carry the majority of cholesterol in
HDL particles rather than in LDL particles.” Two commonly used
genetically modified mouse models are the apo E-deficient and
LDL receptor-deficient animals, which have been shown to
respond to dietary and pharmacological interventions; however,
the lipoprotein profile of these models is quite different from
humans." Like rats, mice respond to high dietary cholesterol by
downregulating cholesterol synthesis and upregulating bile acid
synthesis, which serves to maintain plasma cholesterol homeosta-
sis. Mice also express apo B 48 in the liver,”” which does not occur
in humans.

Hamsters Significant research regarding LDL transport has
been derived from the hamster model.? Compared to the rat,
hamsters have moderate levels of expression of CYP7.” When
fed a high cholesterol diet, hamsters develop hypertriglyceride-
mia, opposite to humans. Insulin resistance has been induced in
hamsters that consumed a high fructose diet for 2 weeks, resulting
in an increased mass of microsomal transfer protein (MTP) and
increased very-low-density lipoprotein (VLDL) apo B secretion
from the liver.® When fed a normal chow diet, hamsters carry
cholesterol predominantly in HDL particles (56%) rather than in
LDL particles (26%), though the majority of triglycerides circu-
late in VLDL.** The hamster is not a good model for dietary fiber
since these animals have a forestomach where fiber is fermented
prior to reaching the small intestine. Though fibrates function
similarly in hamsters and humans,® hamsters are not a good
model for 3-hydroxy-3-methylglutaryl coenzyme A (HMG-CoA)
reductase inhibitors.”

Rabbits Both wild-type and transgenic rabbits are often used
in cardiovascular disease research. Rabbits are susceptible to diet-
induced atherosclerosis, perhaps due to their high activity of
CETP. However, rabbits have almost no hepatic lipase. Like
humans, the rabbit liver does not edit apolipoprotein B mRNA.
Also, like hypertriglyceridemic patients, rabbits produce 3-VLDL,
which are large, triglyceride-laden VLDL particles characteristic
of hypertriglyceridemia. Rabbits transgenic for lipoprotein (a),
apolipoproteins Al, B, E2, and E3, hepatic lipase, and lecithin:
cholesterol acyltransferase (LCAT) have all been used to study
lipoprotein metabolism. The Watanabe Heritable Hyperlipidemic
rabbits are a good model for familial hypercholesterolemia and

St. Thomas’ Hospital rabbits are a good model for familial com-
bined hyperlipidemia.”

GUINEA PIGS

COMPARISONS OF GUINEA PIGS WITH HUMANS

Lipoprotein Metabolism In addition to carrying the major-
ity of cholesterol in LDL, guinea pigs have other similarities in
lipoprotein distribution and metabolism including a higher LDL
to HDL ratio;*’ they possess plasma CETP,® LCAT,* and lipo-
protein lipase (LPL)™ activities for intravascular processing of
plasma lipoproteins.

Females have higher HDL-C levels than males;’' ovariecto-
mized guinea pigs, a model for menopause, have elevated triglyc-
erides (TG) and higher LDL-C similar to the plasma lipid profiles
of postmenopausal women.*' Guinea pigs during exercise lower
their plasma TG and increase their plasma HDL-C.*” Guinea pigs
also respond to dietary interventions®* and drug treatment®*>®
by lowering plasma LDL-C concentrations.

Hepatic Cholesterol Metabolism Compared to humans,
guinea pigs have higher concentrations of free than cholesterol
ester (CE) in the liver.””* They also exhibit comparable moderate
rates of hepatic cholesterol synthesis?*’ and catabolism.*'*?
Similar to humans, the binding domain for the LDL receptor dif-
ferentiates between normal and familial binding defective apo B-
100.* Most importantly, apo B mRNA editing in liver is present
in negligible amounts (<1%) compared to 18-70% in other
species.* Table 231 illustrates the similarities of guinea pigs and
humans compared to other animal models in several aspects of
cholesterol and lipoprotein metabolism.

USE OF GUINEA PIGS FOR
DIETARY INTERVENTIONS

DIETARY FIBER It has been well established that dietary
soluble fiber is one of the major components in food, which has
been associated with a decreased risk of coronary heart disease.®
The hypocholesterolemic properties of dietary fiber are a result of
the primary action of fiber in the intestinal lumen.* These mecha-
nisms involve interruption of the enterohepatic circulation of bile
acids and decreased absorption rate of lipids including choles-
terol.*” Based on this action of fiber, plasma LDL-C concentra-
tions are reduced. Guinea pigs have been useful models to
elucidate the secondary mechanisms associated with plasma cho-
lesterol lowering.***

As a result of fiber’s primary action in the small intestine,
cholesterol delivered to the liver via the chylomicron remnant is
reduced.” In addition, the interruption of bile acid cycling causes
a major effect on hepatic cholesterol. Cholesterol hydroxylation
at the alpha position is the initial and rate-limiting step in this
process. This step is catalyzed by CYP7, the main regulatory
enzyme in the bile acid synthesis pathway.’' Due to these major
alterations in hepatic cholesterol concentrations, CYP7 is upregu-
lated leading to a greater depletion of the hepatic cholesterol
pools. To maintain hepatic cholesterol homeostasis, the LDL
receptor is upregulated to remove cholesterol from circulation
leading to the decreases in LDL-C.

The expression of the LDL receptor gene in liver is regulated
by a feedback mechanism involving hepatic cholesterol. When the
demand for cholesterol increases, the liver cells express high
levels of LDL receptor mRNA and when cholesterol accumulates

1
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Table 23-1
Comparison of humans, guinea pigs, hamsters, mice, rabbits, and African green monkeys in parameters of
lipoprotein metabolism®

African Green

Parameter Human Guinea Pig Hamster Rat Mouse Rabbit Monkey

LDL-C/HDL-C with no cholesterol High High Moderate Low Low Low Moderate
Challeng62.8.17.22,26,57

Apo B-48 in liver* No No ND? Yes Yes No No

Ratio of free to esterified High High Low Low Low Low Moderate
cholesterol¥#?7-3%57

Response to dietary cholesterol**?? T LDL-C T LDL-C T LDL-C THDL-C TLDL-C TVLDLC TLDL-C

THDL-C THDL-C T HDL-C TLDL-C THDL-C
TG

CETP activity®® Moderate  Moderate Moderate None None High Low

Catabolism of cholesterol to bile Low Low Moderate High High ND' Low
aCidS8.22,4],42

Develops atherosclerosis’**" Yes Yes Yes No No Yes Yes

“LDL-C, low-density lipoprotein C; HDL-C, high-density lipoprotein C; apo B, apolipoprotein B; CETP, cholesterol ester transfer protein; ND, not

determined.

in the cell, the activity and expression of the LDL receptor are
suppressed.*® Depletion of hepatic cholesterol concentrations as a
result of fiber intake leads to an upregulation of LDL receptors as
demonstrated by in vitro measurements™ of hepatic LDL receptor
or in vivo determinations of LDL turnover.*®

Dietary Fiber and Hepatic Cholesterol Metabolism In
guinea pigs, significant reductions of hepatic cholesterol due to
intake of different sources of soluble fiber including pectin, guar
gum, psyllium,**** or fiber from lime-treated corn husks have been
reported.” Furthermore, increases in hepatic CYP7 activity and
mRNA abundance have also been observed after pectin and psyl-
lium intake,* which confirm the postulated mechanisms. Another
important metabolic alteration is increased synthesis of choles-
terol within the hepatocyte as demonstrated by higher activity of
HMG-CoA reductase.”” Such a compensatory increase in hepatic
synthesis occurs when intestinal cholesterol absorption is impaired
or when bile acid synthesis is stimulated. Under these conditions,
acyl CoA cholesteryl:acyltransferase (ACAT) activity is down-
regulated” because the availability of free cholesterol for esteri-
fication is substantially reduced.’”®

Dietary Fiber and Lipoprotein Metabolism Lipoprotein
metabolism is also altered by dietary fiber as a result of depleted
hepatic pools. The decreases in hepatic cholesterol have been
related to lower rates of hepatic apo B secretion and to a faster
LDL turnover rate in guinea pigs.***’ In addition, the composi-
tions of both the VLDL and LDL are significantly altered and
these compositional modifications have metabolic implications.*
Soluble fiber intake results in the formation of a large TG-enriched,
CE-depleted VLDL particle, compositional changes associated
with less conversion to IDL and LDL in the delipidation cascade.’
It has also been postulated that large VLDLs are catabolized faster
by the apo B/E receptor.® In addition, LDL fractional catabolic
rates (FCR) in vivo are faster in guinea pigs fed soluble fiber.”
Other important modifications that take place in the intravascular
compartment are a significant decrease in CETP activity, which
can be associated with the CE-depleted VLDL and LDL.** Lower

CETP activity may contribute to the mechanisms of hypocholes-
terolemia attributed to soluble fiber.

The guinea pig model has been useful in elucidating the
complex mechanisms by which soluble fiber lowers plasma LDL-
C (Figure 23-1).

DIETARY CHOLESTEROL Guinea pigs, similar to humans,
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present different responses to dietary cholesterol®® demonstrating

Dietary

Acetyl
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Figure 23-1. Mechanisms by which dietary fiber lowers plasma
LDL cholesterol: (1) there is an interruption of the enterohepatic cir-
culation of bile acids and (2) of cholesterol absorption in the intestinal
lumen. As a result (3) cholesterol 7o-hydroxylase is upregulated to
synthesize more bile acids. At the same time (4) HMG-CoA reductase
activity is upregulated and (5) ACAT activity is reduced because of
less substrate (free cholesterol). This leads to (6) decreased apo VLDL
secretion. In addition, there is (7) less conversion of VLDL to LDL
and (8) an upregulation of LDL receptors. All these mechanisms
contribute to the decrease in LDL cholesterol.
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that the responses are highly individualized in agreement with
clinical studies.®® Earlier reports on the deleterious effects of
dietary cholesterol in guinea pigs, including hemolytic anemia
characterized by accelerated destruction of the erythrocytes® and
death before any considerable plaques have been developed, have
precluded the use of guinea pigs for models of cholesterol and
lipoprotein metabolism. In addition, these reports focused on the
appearance of abnormal lipoproteins and changes in lipid metabo-
lism, which were postulated to be species specific.”* These
studies failed to stress the fact that the amount of cholesterol
provided to guinea pigs was 1-2%, which is equivalent to 7500—
15,000 mg/day of cholesterol in the human situation. Thus the
remarks concerning these earlier studies have to be taken with
caution and the interpretation of the results viewed on the
scope that these experiments cannot possibly have any clinical
significance.

The effects of dietary cholesterol on plasma lipids, lipoprotein
composition, hepatic LDL receptors, and HDL metabolism have
been evaluated in guinea pigs fed 0.08, 0.17, or 0.33% dietary
cholesterol, equivalent to 600-2500mg cholesterol/day in the
human situation.®*¢”%® These levels of dietary cholesterol corre-
spond to an amount of absorbed cholesterol equal to one-half, one,
and two times the endogenous cholesterol synthesis in guinea
pigs.™ Increasing the concentration of dietary cholesterol resulted
in a dose-dependent increase in plasma cholesterol associated
with the LDL fraction, which was independent of the dietary fat.
HMG-CoA reductase activity was significantly downregulated
with an absorbed amount equivalent to one-half times the endog-
enous cholesterol synthesis (0.08% dietary cholesterol) as a first
compensatory mechanism. The amount of cholesterol in liver was
also increased in a dose-dependent manner with higher levels of
dietary cholesterol. These increases in hepatic cholesterol paral-
leled the increases in ACAT activity.” Hepatic LDL receptor
numbers were measured by incubating increasing concentrations
of 'LDL with hepatic membranes and the number of receptors
was decreased as the amount of dietary cholesterol increased.®’
These studies demonstrate the different compensatory mecha-
nisms of the body when there is a challenge of dietary cholesterol.

The effects of different levels of dietary cholesterol on major
regulators of plasma cholesterol homeostasis are presented in
Table 23-2.

In addition, our laboratory has also demonstrated that guinea
pigs do present early atherosclerotic development and fatty streak
accumulation after 12 weeks when challenged with amounts
of dietary cholesterol in the range of 2000mg/day human
consumption.”"!

DIETARY FAT Effects of fatty acids varying in chain length
and degree of saturation on cholesterol and lipoprotein metabo-
lism have been studied in guinea pigs. Diets high in PUFA (corn
oil) (CO) lower plasma LDL-C concentrations compared to highly
SFA palm kernel (PK) rich in short-chain fatty acids or SFA lard
rich in long-chain fatty acids.**”*”* Other metabolic alterations in
lipoprotein assembly and secretion were also associated with the
observed changes in plasma LDL-C. For instance, guinea pigs fed
the PK diet had the highest apo B secretion rate.” The PK group
also exhibited the slowest LDL FCR in vivo.” In contrast, guinea
pigs fed the CO diet had the fastest LDL FCR and the highest
number of hepatic LDL receptors.” Intake of CO also resulted in
the smallest mature VLDL particle, as measured by electron
microscopy.”™

The effects of different types of fatty acids on hepatic enzymes
involved in cholesterol homeostasis have been evaluated in guinea
pigs.” Guinea pigs fed the PK diet had the highest plasma LDL-C
followed by those fed palm oil rich in palmitic acid and CO intake
resulted in the lowest plasma LDL-C concentrations. HMG-CoA
reductase activity varied among groups and was independent of
plasma LDL-C. In contrast, ACAT activity exhibited a positive
correlation with plasma LDL-C concentrations. Two possibilities
may account for these correlations: (1) ACAT activity determines
rates of incorporation of CE into VLDL, which is subsequently
converted into LDL, and (2) ACAT activity changes in response
to rates of hepatic cholesterol influx. In support of the first theory,
hypercholesterolemic diets are related to the production of a
greater number of larger LDL particles in African green monkeys’
and in guinea pigs.” The higher number of CE molecules, incor-
porated into newly secreted lipoproteins, has been correlated with

Table 23-2
Effects of different doses of dietary cholesterol on plasma and hepatic lipids and
parameters of lipoprotein metabolism in guinea pigs*”

Parameter 0 0.08% 0.17% 0.33%
LDL-C (mg/dl)‘ 40.0 £10.0 54.3+£20.9 1247 £65.2 253.8 £ 71.1
HDL-C (mg/dl)‘ 140+ 1.9 17.0 £ 3.1 202+1.2 24012
Hepatic cholesterol (mg/g)“ 1.51 £0.31 291 +£0.31 3.53+£0.31 4.73 £0.70
HMG-CoA reductase 41 £ 28 21+9 11+3 9+1
(pmol/minmg) ¢

ACAT (pmol/minmg) * 16.1 £ 3.1 29.3 £10.0 132.3 £58.7 218.5£43.7
LDL receptor B, (Lg/mg)*  2.04 £0.11 1.92+£0.18 1.47 £ 0.24 1.32 £0.07

“LDL-C, low-density lipoprotein C; HDL-C, high-density lipoprotein C; HMG-CoA, 3-hydroxy-
3-methylglutaryl coenzyme A; ACAT, acyl CoA cholesteryl:acyltransferase.

"Values are expressed as mean + SD for n = 68 guinea pigs. Values in the same row with different
superscripts are significantly different as determined by one-way ANOVA and the Newman-Keules

post hoc test (p < 0.01).
‘Adapted from Lin et al.®*
‘Adapted from Sun et al.®’
‘Adapted from Lin et al.”’
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increased ACAT and with a higher number of atherosclerotic
lesions in African green monkeys.”' In support of the second
theory, dietary fat saturation and chain length affect LDL absolute
catabolic rate.**** In a steady-state condition, LDL flux equals
total catabolic rate and assuming 80% of LDL uptake by the liver,
guinea pigs having the greatest influx (PK-fed animals) also had
the highest ACAT activity. Similar results supporting both theo-
ries have been reported for guinea pigs fed low-fat (2.5%) or
high-fat (25%) diets.”

These studies demonstrate that the mechanisms by which dif-
ferent fatty acids alter lipoprotein levels and composition and
possibly atherosclerotic events are related to specific effects of
these fatty acids on hepatic cholesterol homeostasis, VLDL secre-
tion, alterations in the intravascular compartment, and LDL cata-
bolic rates. In addition, the cholesterolemic response of guinea
pigs to dietary fatty acids is similar to reports from clinical
studies”” and they are in agreement with proposed mechanisms
reported in human studies.””

DIETARY CARBOHYDRATES The role of differing carbo-
hydrate types (simple vs. complex) on lipoprotein metabolism in
guinea pigs has been investigated.*® Guinea pigs were fed isoca-
loric diets in which 52% of the energy from carbohydrates was
derived from either sucrose or starch. Plasma cholesterol concen-
trations were not different between groups, but triglycerides and
VLDL-C levels were significantly higher in the group consuming
the sucrose-based diet. Also in the sucrose group, apolipoprotein
B secretion was significantly higher, and VLDL contained less
triglyceride per apolipoprotein B. This indicates that the higher
plasma triglycerides were likely due to an increased quantity of
VLDL particles. Guinea pigs consuming a high fat diet with
complex carbohydrates display a more rapid removal of VLDL
from plasma and less conversion of VLDL to LDL when com-
pared to guinea pigs fed a high-fat diet with sucrose.®’ Similar
results have been shown in humans where carbohydrate type
affected plasma TG.

With cardiovascular diseases as the leading cause of death in
the United States and most industrialized countries, risk manage-
ment interventions often focus on dietary macronutrient composi-
tion. A varying macronutrient composition is known to affect
lipoprotein metabolism. Low-fat diets appear to be particularly
effective at lowering LDL-C, but may adversely affect TG and
HDL-C. Restricting dietary carbohydrate can reduce TG and
increase HDL-C, while the effects on LDL-C appear to vary
between individuals.*> We have recently shown that the response
of dietary carbohydrate restriction in guinea pigs is similar to the
response in humans.

Male Hartley guinea pigs were fed one of three diets for 12
weeks: (1) low cholesterol (0.04 g/100 g) with high carbohydrate
(42% of energy), (2) high cholesterol (0.25 g/10 g) with high
carbohydrate (42% of energy), or (3) high cholesterol (0.25 g/
100 g) with low carbohydrate (11% of energy).® The groups
consuming high cholesterol had significantly higher VLDL-C and
LDL-C than the low-cholesterol group. Using nuclear magnetic
resonance, lipoprotein particle size and subclass concentrations
were determined. Interestingly, the quantity of total LDL particles
and the quantity of medium and small LDL particles were signifi-
cantly lower in the high-cholesterol, low-carbohydrate group than
in the high-cholesterol, high-carbohydrate group. Similar results
have been shown in humans* where a 12-week carbohydrate-
restricted diet decreased LDL particle atherogenicity by reducing

the quantity of total, medium, and small LDL particles while
increasing mean LDL particle size. While future work is needed
to investigate additional facets of lipoprotein metabolism affected
by macronutrient distribution in guinea pigs, it appears that LDL
metabolism is similarly impacted in humans and guinea pigs with
carbohydrate restriction. In addition, as discussed below, carbo-
hydrate restriction in guinea pigs results in improvements in
inflammatory markers similar to those experienced by humans.

VITAMIN C DEFICIENCY Like humans, guinea pigs require
an exogenous dietary source of vitamin C. Though vitamin C is
produced in the liver or kidney of most animals, guinea pigs (like
humans) lack the enzyme gulonolactone oxidase, which is required
to synthesize it.

Epidemiological studies have shown a negative correlation
between vitamin C intake and plasma cholesterol concentration.®
Guinea pigs are an ideal model to investigate the effects of vitamin
C status on hepatic lipid metabolism considering their similarity
to humans with respect to ascorbic acid requirement and lipopro-
tein metabolism.*® Consuming a diet with suboptimal vitamin C
has been shown to negatively affect lipoprotein metabolism in
guinea pigs.*” Guinea pigs were fed diets composed of either high
SFA or PUFA, while being fed either adequate (500 mg/kg diet)
or suboptimal (50 mg/kg diet) amounts of vitamin C. Guinea pigs
that consumed suboptimal vitamin C had 15% lower HMG-CoA
reductase activity, a 25% reduction in LDL receptor quantity, 20%
higher ACAT activity, a 28% greater hepatic TG and CE content,
and a higher VLDL secretion rate in comparison to the vitamin C
adequate group. Furthermore, the suboptimal vitamin C group
displayed 45% lower plasma HDL-C concentrations, a 40%
increase in VLDL-C, a 50% increase in LDL-C, and a 30%
increase in CETP activity. Guinea pigs consuming suboptimal
vitamin C and higher SFA showed the most pronounced deleteri-
ous effects on lipid metabolism. A potential mechanism for the
elevations in TG is based on the role of vitamin C in carnitine
synthesis. Lower levels of carnitine lead to a reduced transport
of fatty acids to the mitochondria for oxidation, causing hepatic
triglyceride accumulation.®® Furthermore, inadequate vitamin C
status is associated with reduced hepatic cytochrome P450%
which results in decreased CYP7 activity and subsequent
decreased bile acid formation.”

DRUG TREATMENT

Guinea pigs have been used to study drug effects on plasma
cholesterol and TG and to clarify their hypocholesterolemic
mechanisms. These drugs include probucol,”’” cholestyramine,’"
ACAT inhibitors,”” HMG-CoA reductase inhibitors such as
pravastatin,” simvastatin,”** lovastatin,***® and atorvastatin,**%**’
apical sodium-dependent bile acid transporter (ASBT) inhibi-
tors,” MTP inhibitors,® and rapamycin, a drug used in organ
transplant patients.”

CHOLESTYRAMINE Cholestyramine is very effective in
reducing plasma LDL-C concentrations by 55-75% in guinea
pigs.”® Witztum et al.”* measured cholestyramine effects of LDL
size and composition and how these affected LDL FCR. Their
findings suggest that LDL from cholestyramine-treated guinea
pigs, which were smaller in size, had a slower turnover in plasma
than LDL derived from control animals. The lowering of plasma
LDL-C by cholestyramine was due to increases in LDL receptor
in treated guinea pigs, suggesting that compositional changes in
LDL have profound metabolic consequences.



206 SECTION III / WELL-ESTABLISHED MODELS

3-HYDROXY-3-METHYLGLUTARYL COENZYME A
REDUCTASE INHIBITORS Approximately 65% of total cho-
lesterol in the body is endogenously synthesized in extrahepatic
tissues.'” Like humans, guinea pigs have moderate rates of hepatic
cholesterol synthesis,””'*" whereas the major site of cholesterol
synthesis in the rat is the liver.'” HMG-CoA reductase, the rate-
limiting enzyme for cholesterol biosynthesis, is largely regulated
by cholesterol via negative feedback regulation. Inhibition of
HMG-CoA reductase activity results in reductions of plasma total
and LDL-C concentrations.

In agreement with humans, guinea pigs treated with reductase
inhibitors exhibit significant decreases in plasma LDL-C concen-
trations.”” Most of these reductase inhibitors have shown that
an increase in LDL receptor is a major mechanism for the observed
hypocholesterolimia.**®” Lovastatin therapy has been shown to
increase hepatic LDL receptor activity in guinea pigs and the drug
induced compositional changes in the LDL particle, which had
significant effects on removal of LDL from plasma.* LDL from
lovastatin-treated guinea pigs had a slower LDL FCR compared
to control LDL. When these studies were repeated in subjects with
hyperlipidemia, results similar to those reported for guinea pigs
were found, a decrease in particle affinity for the receptor and
increases in receptor activity.'” In our studies with atorvastatin,
treatment with this reductase inhibitor resulted in decreased secre-
tion of apo B in combination with increases in apo B/E recep-
tors.””” Our results are in total agreement with the reported
mechanisms of LDL-C lowering in hyperlipidemic individuals
treated with lovastatin,'” confirming the suitability of guinea pigs
in mimicking metabolic alterations in plasma lipoproteins induced
by drug treatment.

APICAL SODIUM-DEPENDENT BILE ACID TRANS-
PORTER INHIBITORS Apical sodium-dependent bile acid
transporter (ASBT) is a 348-amino acid protein localized on the
apical surface of epithelial cells lining the ileum'® and has been
shown to mediate approximately 75% of the bile acids recycled
in the human body.'” Interruption of ileal bile acid reclamation
leads to a reduction in plasma total and LDL-C levels via a sig-
nificant increase in cholesterol catabolism.™® SC-435 is a potent
ASBT inhibitor (ASBTi) and has been studied in several animal
models'®'%” including guinea pigs.*"**'%

West et al.*' reported that guinea pigs treated with 13.4mg/kg/
day SC-435 had 44% lower LDL-C concentrations compared to
controls. Hepatic CE were significantly reduced by 43, 56, and
70% in guinea pigs fed 0.8, 3.7, and 13.4 mg/kg/day of the ASBT
inhibitor, respectively.*! In addition, the highest dose of the inhibi-
tor resulted in a 42% increase in the number of VLDL TG mole-
cules and a larger VLDL diameter compared to controls. ACAT
activity was 30% lower with the highest dose treatment while
CYP7 was 30% higher with the highest ASBT inhibitor dose.”
Cholesterol in the aortic arch was significantly reduced by 25 and
42% in guinea pigs treated with a monotherapy of 45 mg/day SC-
435 and a coadministration of 17 mg/day SC-435 and 16 mg/day
simvastatin , respectively.”® In addition, SC-435 monotherapy and
combination therapy also impact important regulatory enzymes of
hepatic cholesterol homeostasis, which contribute to the lowering
of plasma LDL-C.*®

Taken together, these results indicate that the interruption of
the enterohepatic circulation of bile acids by ASBTi and combina-
tion therapy may play a significant role in reducing cholesterol

concentrations. This is a key finding since hypercholesterolemia
in guinea pigs, like humans, results in an accumulation of choles-
terol in the aortic arch, which ultimately leads to the development
of atherosclerotic lesions

ACYL COA CHOLESTERYL:ACYLTRANSFERASE INHIBI-
TORS ACAT is the rate-limiting enzyme in the formation of
cholesteryl esters from cholesterol and long-chain fatty acyl coen-
zyme A. ACAT inhibitors have been shown to reduce plasma
cholesterol levels by reducing cholesterol absorption'® and
decreasing the formation of VLDL particles. Furthermore, the
inhibition of ACAT has been shown to prevent the conversion of
macrophages to foam cells in the arterial wall.'"’ The guinea pig
has been used as a model to examine the effects of two different
ACAT inhibitors, PD 321301-2" and CL 277,0822. At a lower dose
(1mg/kg), PD 321301-2 reduced plasma cholesterol by 21% and
triglycerides by 25%. At a higher dose (10mg/kg), VLDL-C was
reduced by 87%, LDL-C by 64%, HDL-C by 75%, and triglycer-
ides by 54%.""" CL 277,082* was effective at lowering cholesterol
only at a high dose (136 mg/kg). Junquero et al.''? tested a sys-
temic ACAT inhibitor (F 125113) using guinea pigs and found
dose-dependent reductions in plasma cholesterol. These data
suggest the potential utility of ACAT inhibitors in reducing plasma
cholesterol, though additional work in humans is required. Fur-
thermore, the effects of these drugs on HDL-C are an important
consideration.

MICROSOMAL TRANSFER PROTEIN INHIBITORS MTP
functions by transferring triglycerides and other lipids into the
lumen of the endoplasmic reticulum. MTP is also a key in the
assembly of chylomicrons. MTP inhibitors have been used to
manage dyslipidemia, particularly because they target a different
pathway of lipoprotein generation than HMG-CoA reductase
inhibitors. The function of MTP inhibitors is to reduce packaging
of lipids into chylomicrons and VLDL particles, decreasing
plasma TG and reducing the formation of LDL particles.

An MTP inhibitor, CP-346086, has been administered to
healthy humans. A single dose resulted in decreased plasma TG
and VLDL cholesterol content, in a dose-dependent fashion. Fol-
lowing a 2-week treatment of 30mg/day, total cholesterol was
reduced by 47%, LDL-C by 72%, and TG by 75%.'"

Though an MTP inhibitor can have profound effects on plasma
lipids and lipoprotein particle lipid content, much concern still
existed about hepatic lipid accumulation. JTT-130, an MTP inhib-
itor, was identified as specifically targeting the intestine. To inves-
tigate the effects of this JTT-30, guinea pigs were randomly
assigned to consume either a control diet (no JTT-130), a low-dose
diet, or a high-dose diet for 4 weeks.*®® In comparison to the
control group, the low and high dose JTT-130 groups displayed
significantly lower plasma total cholesterol, TG, and LDL-C.
Perhaps noteworthy was that no differences between the control,
low-dose, or high-dose groups were observed in terms of hepatic
free cholesterol, CE, or TG content. It is believed that the JTT-130
reduced TG transfer to chylomicrons, leading to a reduced
hepatic TG uptake via chylomicron remnants. Thus, the guinea
pig model has been used to demonstrate that an MTP inhibitor
specifically targeting the liver can reduce plasma LDL-C and TG
without causing deleterious effects on hepatic lipid accumulation.
Though further investigation in humans is necessary, the simi-
larities between guinea pigs and humans with respect to lipo-
protein metabolism indicate that treatment of humans with an
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MTP inhibitor targeted to the intestine has the potential to be
effective.

RAPAMYCIN Rapamycin is a natural compound produced
by bacteria. Because of its immunosuppressive properties, rapa-
mycin is approved by the FDA for use in preventing organ rejec-
tion in transplant patients. Rapamycin functions by binding to the
immunophilin FK506 binding protein. Next, this complex inter-
acts with the rapamycin binding domain, which results in the
inactivation of a serine-threonine kinase known as the mammalian
target of rapamycin (mTOR).""* mTOR controls proteins that
regulate mRNA translation initiation and G1 progression, and is
targeted by numerous signals including insulin, growth factors,
and amino acids. Through the action of these signals, regulatory
cascades are adjusted to impact cell growth and proliferation.

Though these powerful immunosuppressive effects are clearly
important in the prevention of transplant rejection, side effects
of plasma lipids are known to occur. Specifically, dyslipidemia
has been reported in 45% of liver transplant patients'" and in 40%
of kidney transplant patients.''® Given the relationship between
insulin and rapamycin, and the relationship between insulin resis-
tance and dyslipidemia, the mechanisms behind the deleterious
effects of rapamycin on lipoprotein metabolism provide insight
concerning the risk for cardiovascular disease in transplant patients
using this treatment.

The effects of rapamycin on plasma lipids are similar between
guinea pigs and humans.” As such, the guinea pig model has
provided considerable insight into the mechanisms behind the
changes in plasma lipids and lipoprotein metabolism resulting
from rapamycin prescription. To elucidate these mechanisms, 30
male guinea pigs consumed one of three treatments: control (no
rapamycin), low dose, or high dose. The two groups treated with
rapamycin displayed a 2-fold higher plasma triglyceride concen-
tration in comparison to controls, with no difference between
experimental groups. Guinea pigs treated with rapamycin also
displayed large VLDL particle size, which contained a higher
percentage of TG compared to the control group. Aortic choles-
terol concentration and ACAT activity were significantly lower in
the low-dose group as compared to the control and high-dose
groups, and aortic triglyceride concentration was higher in the
experimental than in the control groups. Also, plasma free-fatty
acids and glucose were higher in the low-dose (65%) and high-
dose (72%) groups in comparison to the control group. Further-
more, aortic tumor necrosis factor (TNF)-a concentrations were
3.6- and 10.4-fold greater in the low- and high-dose groups in
comparison to the control groups.” These results indicate that the
effects of rapamycin on plasma lipids and atherosclerosis may be
due to alterations in the insulin signaling pathway. This appears
to have caused an increased secretion of VLDL and VLDL TG,
increasing TG accumulation in the aorta. These results also
suggest that lower doses of rapamycin may reduce the unfavor-
able effects of higher doses of the drug.

EXERCISE AND LIPOPROTEIN METABOLISM

Exercise has been shown to favorably alter lipoprotein metabo-
lism by decreasing plasma TG and increasing HDL-C.'"” Guinea
pigs doing an exercise protocol consisting of running on a rodent
treadmill at a rate of 33.3 revolutions/min for 30—40 min during
6 weeks exhibited lower plasma TG and higher HDL-C concen-
trations than sedentary animals.*

Prolonged exercise results in lowering of fasting plasma TG
concentrations.''® Exercise training increases LPL activity in
plasma and in parenchymal cells, suggesting a role of exercise in
increasing the capacity to clear TG from the circulation and sug-
gesting that LPL is involved in the restoration of muscle TG stores
reduced by exercise." In addition, adipose tissue has increased
LPL activity after exercise.''® In agreement with human studies,
exercised guinea pigs have been shown to have higher LPL activ-
ity both in heart and adipose tissue.’* Patients who follow an
exercise regimen in addition to dietary recommendations present
significant regression and less progression of coronary atheroscle-
rosis compared to usual-care control patients.'” These results
were correlated with significant decreases in plasma LDL-C and
TG in the treated group. We have demonstrated that plasma lipid
changes due to exercise in guinea pigs are similar to humans and
that these animals develop atherosclerosis.”””" Based on these
observations, the guinea pig could be an appropriate model to
further evaluate the beneficial effects of exercise in the treatment
of coronary heart disease.

GENDER AND HORMONAL STATUS

Results from the Framingham Heart Study have shown that
higher plasma TG and low plasma HDL-C concentrations are
highly associated with cardiovascular disease risk in women,
while for men the major risk factor is elevated levels of plasma
LDL-C."" Studies have shown that responses to dietary factors
may differ between men and women.'?? In addition, postmeno-
pausal women have significantly higher risk factors for the meta-
bolic syndrome, insulin resistance, and increased plasma LDL-C,
apo B, and TG concentrations.'” Based on these observations, it
is important to have an animal model with gender-associated
responses to diet similar to humans. In addition, this model should
present changes in lipoprotein profile in the absence of estrogen
similar to postmenopausal women.

Female guinea pigs are more responsive to dietary cholesterol
than males'**in agreement with reported observations in humans.'?
In addition in females, fiber does not alter the regulatory enzymes
of hepatic cholesterol metabolism, as is the case in males.”
However, a slower apo B secretion rate and faster LDL FCR were
observed in females compared to males,™ indicating important
differences in the gender response to dietary treatments.

We have also demonstrated the suitability of the ovariecto-
mized guinea pig to mimic human menopause. Ovariectomized
guinea pigs had higher levels of plasma TG than either males or
females, higher concentrations of LDL-C, and overall a more
detrimental lipoprotein profile.*"'** In addition, ovariectomized
guinea pigs exhibited higher susceptibility of LDL to oxidation
compared to intact female animals. It has been shown that estro-
gen exerts a protective effect against free radical formation,'”
which might explain the higher susceptibility of LDL to oxidation
in the ovariectomized guinea pigs. Gender and hormonal status
effects on early atherosclerosis development were also evaluated
in guinea pigs. Male guinea pigs had the greatest fatty streak
accumulations in aortas, followed by ovariectomized animals, and
females had the least lesion involvement (p < 0.001).”" A com-
parison of plasma lipids, parameters of lipoprotein metabolism,
and atherosclerosis among male, female, and ovariectomized
guinea pigs is presented in Table 23-3.
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Table 23-3
Gender/hormonal effects on plasma and hepatic lipids, lipoprotein metabolism, and atherosclerosis in male, female, and
ovariectomized guinea pigs*®

Parameter Male Female Ovariectomized
LDL-C (mg/dl) 69.5 +34.1 81.5£53.1 1234+ 38.4
HDL-C (mg/dl)* 132+£54 18.6 £8.1 147 £4.7
Hepatic cholesterol (mg/g)“ 22+0.1 1.3+£0.5 23+£09
Hepatic triglycerides (mg/g)” 53.7+25.1 24.0+4.1 70.3 £ 35.5
TBARS (nmol MDA/non-HDL protein)? 14+23 28+34 8.2+42
CYP7 activity (pmol/minmg) ° 1.99 + 0.63 1.69 £ 1.03 0.98 £ 0.35
LDL apo B FCR (pools/h)"¢ 0.08 £ 0.01 0.10 £0.02 ND

Aortic fatty streak (Wm?*mm?)?

20705 £ 4752

14771 £ 2999 16576 £ 2094

“LDL-C, low-density lipoprotein C; HDL-C, high-density lipoprotein C; FCR, fractional catabolic rate.
"Values are expressed as mean = SD for n = 6-8 guinea pigs. Values in the same row with different superscripts are significantly different as deter-
mined by one-way ANOVA and the Newman—Keules post hoc test (p < 0.01).

Adapted from Roy et al.’!
“Adapted from Cos et al.”
Adapted from Roy et al.*

¢ Adapted from Fernandez'® and Shen et al.**

GUINEA PIGS AS MODELS FOR
ATHEROSCLEROSIS AND INFLAMMATION

Chronic dysfunctions of lipoprotein metabolism contribute to
the formation of atherosclerotic plaque, and, potentially, a clinical
event. Another important contributing factor to atherosclerosis
is inflammation. Validation of an animal model with similarities
to humans in terms of the end results of dysfunctional lipid
metabolism and inflammation is a valuable resource in athero-
sclerosis research. Recent evidence suggests that the guinea pig
is an appropriate model for the study of inflammation and
atherosclerosis.

INFLAMMATION  Atherosclerosis has been defined as a
chronic, low-grade inflammatory condition. There are several
causes of inflammation including vascular injury, lipid peroxida-
tion, and infection.'” Following such a stimulus, inflammatory
cytokines, such as TNF-q, are released, which signal the release
of messenger cytokines such as interleukin-6 (IL-6). Subsequently,
systemic markers of inflammation like C-reactive protein (CRP)
become elevated.”” CRP has gained much attention recently
in terms of cardiovascular disease risk since plasma CRP con-
centrations have strong predictive power for cardiovascular
events.'?

Our laboratory group has recently validated the guinea pig as
a model for inflammation resulting from diet-induced atheroscle-
rosis. Protein levels and mRNA expression of proinflammatory
cytokines were measured for guinea pigs that consumed either
high or low cholesterol diets that were either high or low in car-
bohydrate for 12 weeks. Compared with guinea pigs who con-
sumed low-cholesterol diets, the high-cholesterol groups displayed
significantly higher aortic cytokine proteins.'*! Another interest-
ing finding was that the high-cholesterol, low-carbohydrate diet
group displayed decreased protein and gene expression (assessed
using real-time primers for guinea pigs) of interferon-y, TNF-q,
interleukin-1p, interleukin-8, and MCP-1. These results are similar
to those reported for humans on a carbohydrate-restricted diet.'*
Furthermore, these results indicate that the guinea pig may be a
promising model for the study of human inflammation resulting
from diet-induced atherosclerosis.

ATHEROSCLEROSIS Atherosclerotic plaque formation is a
complex process initiated via the oxidation of LDL particles.
Once taken up by the arterial intima, LDL particles are susceptible
to oxidation by free radicals. Oxidized LDLs enhance the adhe-
sion and uptake of monocytes by the arterial intima. Monocytes
become macrophages and engulf oxidized LDL particles to form
the foam cells characteristic of atherosclerotic plaque.'® LDL
particles carried by guinea pigs are similar to those carried by
humans,™ and the LDL oxidation pattern in guinea pigs is
more similar to that of humans (when compared to rats) with
familial hypercholesterolemia.'” Vitamin E has been shown
to be protective of the integrity of the arterial intima in guinea
pigs."*® A vitamin C-deficient diet has been shown to increase the
severity of atherosclerotic lesions, and the lesions were further
exacerbated with high-cholesterol feeding."*” Soluble fiber sup-
plementation has been shown to reduce lesion development in
guinea pigs.”' Furthermore, guinea pigs have been shown to
develop atherosclerosis, and the extent of atherosclerotic lesions
is affected by gender and hormonal status.”’ Drug treatment®® and
grape polyphenols™ can reduce the concentration of cholesterol
in the aortic arch even in the presence of high dietary
cholesterol.

CONCLUSIONS

This chapter presents compelling evidence regarding the suit-
ability of guinea pigs as excellent models to evaluate the mecha-
nisms by which diet interventions, drug treatments, and other life
style factors alter plasma lipids and lipoprotein metabolism. Fur-
thermore, we have shown that guinea pigs have an inflammatory
response and develop atherosclerosis when challenged with a high
cholesterol diet and that dietary interventions may prove to be
beneficial in reducing the expression of inflammatory cytokines
and the development of atherosclerosis. In addition, many of the
mechanisms by which guinea pigs regulate cholesterol and lipo-
protein metabolism as a response to diet or drug treatment are
analogous to those reported in clinical experiments. These studies
reinforce the importance of the use of guinea pigs rather than
those more established and utilized animal models.
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