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Foreword

In 2003, the President’s budget for bioterrorism defense totalled more than $5
billion. Today, the nation’s top academic scientists are scrambling to begin work to
understand Bacillus anthracis and develop new vaccines and drugs. However, just five
years ago, only the US Department of Defense (DOD) seemed concerned about these
“exotic” agents. In 1997, the DOD spent approximately $137 million on biodefense to
protect the deployed force, while academe, industry, local governments, and most of
our federal leadership was oblivious to, and in some cases doubtful of, the seriousness
of the threat.

The National Institutes of Health (NIH) received the largest budget increase in the
organization’s history. Fortunately, during this time of national urgency, a sound base
exists on which to build our defenses against this new threat. A relatively small cadre
of dedicated scientists within the US Army Medical Research and Materiel Command
(USAMRMC) laid this foundation over the past 20 years.

While the nation as a whole slept, bacteriologists, virologists, immunologists, and
clinicians—both military and civilian—were busy studying the pathogenesis of
“exotic” organisms; developed vaccines, drugs, and diagnostics; educating health care
providers; supporting state and federal law enforcement in the development of
bioforensics; and contributing technical expertise to international arms control and
national defense policy. During the 1990s, as the nation’s military forces were being
downsized, the US Army Medical Research Institute of Infectious Diseases, the DOD’s
lead laboratory for medical biodefense, lost approximately 30% of its personnel
authorizations. Yet, the scientists within the command developed new vaccine
candidates and recombinant delivery systems for anthrax, smallpox, plague,
brucellosis, the botulium neurotoxins, and staphylococcal toxins along with the viral
encephalitides. They established the nation’s finest biological forensic diagnostics
capability, demonstrated the efficacy of an antiviral drug against smallpox, and led the
nation in medical biodefense education.

The dedicated scientists of the USAMRMC and the several other outstanding
contributors from the Centers for Disease Control and Prevention, academia, and
international organizations to this volume are recognized worldwide as experts in
biological weapons defense. They were hard at work in the laboratory before the public
even realized there was such a threat, and they stood in the gap for all of us after
October 4, 2001, when the United States experienced its first biological terrorism
attack in modern history. It was an honor for me to serve with them.

David R. Franz, coL (RET.), DVM, PhD

Florida Division
Midwest Research Institute
Palm Bay, FL






Foreword

Biological Weapons Defense: Infectious Disease and Counterbioterrorism focuses
on measures for dealing with the possible deliberate causation of disease and on the
underlying science. The fundamental advances in molecular biology of the last several
decades are only beginning to find relevant application in the development of effective
sensors, rapid early diagnostics, vaccines, antimicrobials, antitoxins, and other relevant
prophylactic, therapeutic, and supportive measures. Advances will also come with the
increased understanding of pathogenesis and of the mechanisms by which contagious
diseases spread from person to person, leading to improved practical measures to limit
outbreaks, including measures that can be taken by an informed public.

Such advances will certainly be useful against naturally occurring diseases,
including those that are newly emerging or re-emerging and, in the eventuality, against
deliberately caused disease as well. Still, experience suggests that practical applica-
tions available to the public, although sure to come, will most likely come at a slower
pace and at greater cost than legislators and the general public may expect. Unlike the
conquest of certain naturally occurring communicable diseases, effective protection
against deliberately caused disease will remain problematic.

All of the agents or groups of agents to which specific chapters in Biological
Weapons Defense: Infectious Disease and Counterbioterrorism are devoted were
selected as candidate biological weapons in the old offensive biological warfare (BW)
programs of the United Kingdom, the United States, and the Soviet Union. Some of
these agents were brought to the stage of mass production, were field-tested, and then
stockpiled in bulk and in munitions. It is remarkable how much of the technical base
was foreseen even before the big BW programs got underway, as exemplified, for
example, in the 1942 report of Theodor Rosebury and Elvin Kabat, declassified in
1947 and published that year in the Journal of Immunology (1). By 1960, much of the
technology of selecting, producing, and disseminating disease agents as weapons could
be found in the open literature. Aside from the novel and modified agents that can be
imagined, all of the “select agents” (except for smallpox) designated by the Centers for
Disease Control and Prevention remain accessible from clinics or natural foci. Even
so, despite the industrial-scale preparations that have come and gone and the hundreds
of wars and bitter insurgencies that have transpired in the past half-century, there has
been no BW, and only a few small-scale acts of bioterrorism or, more accurately,
biocrime.

Prudent measures to prepare for a major biological attack and to limit its conse-
quences are certainly in order. However, undisciplined speculation that a major bio-
logical attack is inevitable risks distracting us from measures intended to keep
biological weapons from coming into use in the first place. Inadequate attention is
being given to measures to sustain and reinforce the constraints that protect our species
from exploiting biotechnology for hostile purposes, as it has exploited other major
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Foreword viii

technologies (2). Whatever the underlying reasons that have averted BW and
bioterrorism, and whatever the factors that might disrupt this desirable state of affairs,
they deserve closer and more disinterested study and attention than they have received
so far.

As the old Western and Soviet programs recede into the past, the number of persons
with the specific knowledge and skills required to create devastating biological
weapons was rapidly declining. But some biodefense activities, especially secret ones,
have begun to reverse this trend by causing a new generation of scientists, engineers,
and others to turn their attention to vulnerabilities and conceivable future threat agents,
and hence to technologies with offensive potential. The expanded number of facilities
and individuals working with dangerous pathogens also makes access to these agents
easier, and the number of individuals who may become motivated to make hostile use
of them greater.

Beyond that, the impression of extensive secret work risks motivating other states to
initiate or expand secret programs of their own, further multiplying the pool of
potential security risks and perhaps verging into offensively oriented activities. Closer
to home, a further risk of secrecy in biodefense work is that it risks losing the
confidence of the public, essential to the actual implementation of protective measures.
The practice of public health traditionally rests on open discussion and public under-
standing in order to gain the acceptance and trust of those it is intended to benefit.

Considering the great and growing pervasiveness of biotechnology, the key element
in averting bioterrorism and biowarfare is not access but intent, whether on the part of
individuals, groups, or national governments. At the level of the individual scientist
and through our institutions and professional societies there is a modest but easily
practiced way in which we can address the element of intent. That is the customary
openness and professional amicability to which scientists are traditionally accustomed.
Scientific visits, exchanges, joint projects, studies abroad, development of personal
friendships across cultures and across national frontiers are intellectually and
professionally beneficial, as well as personally rewarding. Beyond that, the more
openness within a society as a whole, the more likely it is that improper activities
within it will come to light or, better, be discouraged in the first place.

Matthew Meselson, phD

Belfer Center for Science and International Affairs
Department of Molecular and Cellular Biology
Harvard University

Boston, MA
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Preface

The attacks on the World Trade Center (WTC) and the Pentagon and the first major use
of bioterrorism that coincided in the fall of 2001 are now infamous. The Al Qaeda
perpetrators of the horrible attacks on the WTC and Pentagon were clear in their intent.
However, to date we have not achieved a similar clear understanding regarding the
distribution of anthrax spores in the US postal system. We know neither exactly who
perpetrated this crime, nor the perpetrators’ exact intent. What is known is that the anthrax
letter attacks cost billions of dollars to clean up, caused major disruptions in the everyday
lives of countless citizens, undermined the trust and confidence that citizens have long held
in this bastion of everyday life, and resulted in the deaths of innocent citizens. The impact
was felt not only in the United States but also in countries around the world, as panic was
precipitated by the possibility of innocuous “white powder” being an infectious agent.

The scientists and leadership within the US Department of Defense (DOD) played a
unique role in mitigating this event by performing the initial identification of the infectious
material (anthrax) as well as advising and participating in the decontamination process in
the Hart Senate office building. Indeed, it can be argued that the DOD was the only federal
agency capable of fully responding to this threat at that time because of its long-standing
mission to provide the means to defend against a biological weapons attack. This critical
mission has now transitioned into the newly established Department of Homeland Security
(DHS).

The DOD biological defense program and similar defense programs in other countries
have long involved research aimed at countering the use of biological and chemical
weapons. The United States also had an active offensive biological program from the 1950s
until 1969, when it was terminated by President Nixon.

Given the experience and history of the defense-associated programs in the development
of countermeasures and in planning for future research in this area, Biological Weapons
Defense: Infectious Disease and Counterbioterrorism is heavily represented by researchers
who work within the biological defense community. However, we have also included
contributors from other communities, including academia, the Centers for Disease Control
and Prevention, the Department of Energy (DOE), and the Department of Health
and Human Services (DHHS). Most of these groups have been working with various
aspects of bioterrorism for the past four years. The intensity and urgency of those efforts
have increased since the 2001 attacks. Also, within the DHHS, funding has been greatly
increased for bioterrorism research and for the development of medical countermeasures. It
is anticipated that this increase in funding will yield further discoveries that will enhance
national defense.

Even with the warnings of experts and the years of funding and preparation for an act
of bioterrorism, the United States was not fully prepared for the anthrax attacks. Because
of the decades of research and development that DOD scientists and physicians had
accomplished in the treatment, prevention, and diagnosis of these rare diseases, many
individuals and research centers within the DOD were asked to “step up” in that time
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X Preface

of national crisis. This is an indication of the professionalism and capabilities of this
relatively small group of people. It was against this backdrop that Biological Weapons
Defense: Infectious Disease and Counterbioterrorism was written. The purpose of this
volume is to cover many aspects of the defense against biological agents that we, as mem-
bers of the human community, must address on a continuing basis. We have divided this
volume into four parts that concentrate on the major areas of interest and research.

Part I, “Preparation and Military Support for a Possible Bioterrorism Incident,” provides
the reader with a view into the behind-the-scenes efforts that many people might not be
aware of because they are outside the government network. This includes the policy and
laws that govern the DOD and its programs. We have also included aspects of event
modeling as well as a general description of the diseases of greatest concern.

Part II, “Medical Countermeasures and Decontamination,” gives an account
of general knowledge of these particular diseases including pathogenesis, treatment, and
the unique aspect of studying the aerosol route of infection.

Part III, “Emerging Threats and Future Preparation,” could have easily been titled
“future directions.” The number of nefarious manipulations or discovery of previously
unknown threats that might be developed into biological weapons is almost unlimited. This
section informs readers of these threats and describes some of the ongoing research that
attempts to counter these unknown agents. This section includes genomic efforts, which
describe the current rapid pace of information that is gleaned from analysis of the genomes
and proteomes of these agents. Following the anthrax letters, there has been a continuing
effort by the National Institutes of Health, DOD, and DOE in the area of biodefense
genomics. This research has the potential to accelerate many aspects of preparation against
the use of biological weapons, including future threats, diagnostics, therapeutics,
vaccinations, pathogenesis, genotyping, and forensics.

Finally, Part IV, “Diagnostic Development for Biowarfare Agents,” discusses the many
aspects of the development and use of our current technology to identify and characterize
these infectious organisms.

Although it was not possible to cover every aspect of biodefense in this volume, we hope
readers will gain a greater understanding of the diseases caused by these organisms and
develop a sense of the scope of issues that must be overcome to develop necessary medical
countermeasures to bioterrorism. Readers should also understand the status of current
programs and future plans regarding specific diseases as well as future technology or future
threats.

A quote from retired US Army Major General Phillip K. Russell could be considered a
theme for this book: “Deficiencies in our scientific knowledge and a paucity of experts will
ultimately limit our capability to rapidly and precisely identify agents and respond
effectively in a crisis” (I). Biological Weapons Defense: Infectious Disease and
Counterbioterrorism is intended to give readers a sense of where we are on this issue and
where we are moving in the future. We hope that you will find our book informative.

Luther E. Lindler, phD
Frank J. Lebeda, php
George W. Korch, phD

REFERENCES
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Department of Defense Capabilities Supporting
Bioterrorism Response

Anna Johnson-Winegar, Karl Semancik, Robert S. Borowski,
Keith R. Vesely, Brenda Wyler, Matt Eussen, and John V. Wade

1. INTRODUCTION

As the 20th century drew to a close, most biological defense professionals, both
military and civilian, were in agreement that the probability of a bioterrorist event
occurring in the United States was not a matter of if, but when. However, few expected
to be engaged in countering the effects of a bioterrorist attack in October 2001.
Although it is still unclear whether the anthrax letters were directly related to the more
dramatic terrorist events of September 11 or merely took advantage of the “opportu-
nity” they presented, the line has been crossed and there is no turning back. “If” is now
behind us, and we are left with the burning issues of “who, where, when next, and
why” (personal observation).

Fall 2001 pointed out both the possibilities and vulnerabilities of bioterrorism in a
manner that virtually no one had predicted. Until that point a majority of the specula-
tion, discussion, planning, training, and preparation for a bioterrorism event had
focused on the use of a biological agent as a weapon of mass destruction (WMD).
Whereas Department of Defense (DOD) personnel participated, and continue to con-
tribute extensively in such discussions, other departments of the government have taken
the lead for both planning and responding to a bioterrorist attack. Most working “defi-
nitions” of a biological WMD event were based on at least 1000 casualties; if an agent
didn’t meet that minimum criterion, it was often deemed inconsequential for planning
purposes. The emphasis was focused more on the biological consequences of
bioterrorism rather than on an act of terrorism using a biological agent. This is not a
trivial distinction—four envelopes containing a highly virulent and extremely potent
formulation of anthrax spores resulted in enormous fear, panic, disruption of the mail
service, distrust in the US government’s ability to protect its citizens, and hundreds of
millions of dollars in remediation expenses by producing fewer than 22 cases of clini-
cal anthrax and only 5 deaths.

The DOD Chemical and Biological Defense Research Program (CBDP) was
designed to counter the threat of biological warfare (BW) agents employed against our
military forces in a battlefield environment. Although many of the biological agents
available for use by a terrorist are the same as those our potential adversaries have
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perfected for the battlefield, the circumstances surrounding their use renders many of
the military approaches to the problem impractical, inappropriate, or impossible to
implement in a widespread manner in a civilian scenario. However, many of the tech-
nologies are readily applicable, as we have seen during this, our first major bioterrorism
event.

2. THE BIOLOGICAL TIMELINE

Intentional dissemination of a biological agent (bacteria, virus, or toxin) for the pur-
pose of producing casualties follows the same sequence of events whether it is BW or
bioterrorism. In many instances, it is a matter of scale, depending on the quantity of
material prepared and disseminated, the area affected, and thus, the number of poten-
tial casualties expected. There are seven phases common to both (see Fig. 1). The ear-
lier in this timeline that one intervenes, the greater the likelihood of minimizing the
total number of casualties and reducing further spread of the agent. A comprehensive
biological defense strategy, whether to counter BW or bioterrorism, must address mul-
tiple points along this continuum. The response measures for bioterrorism differ from
those currently employed for BW defense primarily in terms of their applicability and
relative emphasis along this timeline.

3. BW DEFENSE

The battlefield BW threat has been well-characterized based on the ability of spe-
cific agents to be mass produced and weaponized. From a military perspective, the
emphasis remains on countering BW agents delivered as an aerosol to produce mass
casualties as a result of inhalation exposure. The Chairman of the Joint Chiefs of Staff
(CJCS) validates a consolidated BW threat list annually. This list, with input from the
Regional Combatant Commanders, prioritizes the BW threat based on the presence and
maturity of a potential adversary’s offensive BW capability within a given theater of
operations. DOD’s current biological defense strategy relies primarily on individual
protection, starting with immunization against specific BW agents using US Food and
Drug Administration (FDA) licensed vaccines and early, rapid biodetection. Immuni-
zation provides the greatest degree of protection in the event that an attack goes
undetected. Rapid detection provides individuals with the necessary warning to don
protective equipment and commanders with the information necessary to avoid con-
tamination, anticipate and treat casualties, and initiate decontamination procedures.
Currently, fielded chemical defense protective equipment (e.g., masks, suits, and
gloves) provides adequate protection against all known BW agents delivered by an
aerosol route; therefore, fielding a combination of immunization plus biodetection
assures the greatest certainty of maintaining an effective fighting force in the face of a
BW attack. Unfortunately FDA-licensed vaccines are not yet available for every BW
threat agent and biodetection technology is limited to point-source biodetectors. With
current biodetectors, both personnel and the detector must “breathe” the same BW
agent “cloud” for some interval (seconds to minutes) before a positive alarm and sub-
sequent agent identification (10—15 min). Recognizing this, the DOD also emphasizes
R&D on rapid diagnostics, effective postexposure therapeutics, and efficient decon-
tamination countermeasures. A fully integrated biological defense doctrine, supported
by approved training, ties all of these countermeasures together. The collective goal of
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Phase (Appropriate Intervention)

— Preparation (Intelligence or Threat Assessment)
— Dissemination (Biodetection or Immunization)

— Exposure (Individual or Collective Protection)

— Incubation (Prophylaxis or Rapid Diagnostics)

— Disease Manifestation (Diagnosis or Treatment)

— Recovery or Death (Treatment)

— Remediation / Cleanup (DECON)

Fig. 1. Seven phases of a biological “attack.”

these countermeasures is to maintain a fighting force capable of accomplishing its
assigned mission while minimizing casualties to the greatest extent possible.

4. THE BIOTERRORISM EVENT

The Department of Health and Human Services (DHHS) and Centers for Disease
Control and Prevention (CDC) have developed a list of high priority biological agents
that is similar to the DOD threat list. Most of the biological agents are zoonotic animal
diseases that can also affect humans, particularly by the inhalation route (such as
anthrax, plague, tularemia, brucellosis, and so on), rather than by typical human patho-
gens—the smallpox virus being a notable exception. The potential number of
bioterrorism scenarios may only be limited by one’s imagination; a bioterrorist is not
constrained by the requirement to predictably produce a “significant” number of casu-
alties at a specific time and place to achieve an operational goal. This expands the
potential number of biological agents to choose from, as well as the route or means of
dissemination. The location of the attack does not have to correlate with any larger
concept of operations, and the bioterrorist is free to act on their own terms and timeline.
Following the terrorist nerve agent attack in the Tokyo subway by Aum Shinrikio, it
was learned that they had also attempted to release anthrax spores on at least three
separate occasions. These events went undetected because no one was suspecting them,
and no anthrax casualties occurred. The same could be said about any future
bioterrorism event occurring in the United States. Unless the Homeland Security Advi-
sory System alert status is high and biodetectors are set up around obvious high-value
targets (e.g., government buildings) or high-profile events (e.g., the Olympics), the
attack will likely go unnoticed unless it produces a “significant” number of recogniz-
able casualties.

Most biological agent casualties following inhalation of an aerosol will initially
present with nonspecific flu-like symptoms such as fever, malaise, muscle aches, and
respiratory distress. These indications might easily be dismissed, particularly if an
attack occurs during the season for their natural occurrence. The greatest tool to the
civilian sector will be a robust and vigilant public health system that facilitates early
recognition that a disease outbreak is abnormal and provides for a rapid, definitive
diagnosis of the specific agent. Thus, the primary goal in countering bioterrorism is
identifying and treating those individuals suspected of or known to be exposed to the
agent to minimize casualties. Aside from a return to normalcy, there is no mission to
accomplish. However, what may represent the greatest challenge as demonstrated by
the anthrax letters, is to assure individuals that they have not been infected and can
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return to reside or work in a previously contaminated area. With these differences in
mind, the following sections examine how biological defense countermeasures devel-
oped by the DOD for the battlefield can be applied to a bioterrorism event.

5. DOD BW COUNTERMEASURES
5.1. Biological Defense Vaccines

Preexposure immunization with FDA-approved vaccines remains the cornerstone of
the DOD’s medical force protection strategy; yet even within a military population,
further analysis of “when” to immunize against “which” agent(s) is ongoing. The
DOD’s current BW defense vaccine acquisition strategy acknowledges the need to
develop and license effective vaccines against all known BW threats, with stockpiles
sufficient to support service members deployed in support of between half and two
military theaters of war.

If one examines the current Anthrax Vaccine Immunization Program, the Secretary
of Defense’s decision to immunize the total force was based on three factors: the BW
threat of anthrax warranted immunization of personnel at high risk (e.g., assigned or
deployed to Southwest Asia or Korea); there was an available stockpile of FDA-
licensed anthrax vaccine; and the “label” use of that product required six doses of
vaccine given over 18 mo. Given the rapid turnover of personnel assigned to South-
west Asia or Korea, the short tour lengths, and the time necessary to receive the full
immunization series, it was clear that the entire force would ultimately have to be im-
munized to provide adequate protection from anthrax. These conditions might not ubig-
uitously apply to all of the BW vaccines currently under development. It may be
inappropriate to simply consider total force immunization as each new BW vaccine
becomes licensed and available for use, depending on the nature of the threat and the
immunization schedule required for each specific vaccine. Table 1 is a notional risk
assessment matrix that might serve as one basis for a flexible immunization policy. It is
based on the assumption that the decision of who needs to be immunized and at what
time could be based on the magnitude of risk versus the time necessary to achieve
protective immunity. It intentionally does not address specific BW agents by name so
that it may focus attention on the operational use of the vaccines based upon these
characteristics of both the agent and vaccine (see Table 1). In this example, if a BW
agent was usually nonfatal, responded to available therapeutics (e.g., antibiotics), and a
vaccine was available that afforded protection within 30 d after receiving two doses
(14 d apart), then the decision might be to only stockpile that vaccine in limited quan-
tities (Category D).

Althought this is only one way of addressing the issues of whom to immunize and
when (which, at the time of this writing, have not been approved or formally adopted
by the DOD), it demonstrates the difficulties in identifying who is at risk and who
should be vaccinated in a civilian population in anticipation of a bioterrorism event.

Vaccines have a long history of being safe and effective in preventing disease in
individuals and being capable of eliminating disease in a population. However, when
given to large numbers of people even the safest vaccine product has a likelihood of
producing unwanted or unexpected side effects or adverse event in a small percentage
of that population. The decision to vaccinate is always based on a benefit-to-risk (or a
risk-reduction) analysis—does the benefit derived from immunization outweigh any
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Table 1
Notional Risk Assessment Matrix for Developing
Immunization Schedules and Vaccine Stockpile Strategies

Time to immunity Fatal Fatal Nonfatal Nonfatal
no therapy treatable no therapy treatable

>90d A* A B B
<60d A B C C
<30d B B C D

Category A: Immunize the total force.

Category B: Immunize forward deployed and deployable forces.

Category C: Develop vaccine stockpile and immunize deploying forces.

Category D: Develop vaccine stockpile for contingency use.

*Note: Contagious and Communicable BW agents are considered in “Cat-
egory A” by default.

potential untoward effects of the vaccine? The use of BW defense vaccines by the
military relies on an intelligence estimate of the probability and the consequence of
BW agent use as the risk part of this equation, with the desire to maintain an effective
fighting force as the benefit. If one knew when and where a civilian bioterrorist attack
was to occur, the benefit of immunization against the agent used would be clear. Unfor-
tunately, the uncertainty of this risk for any given group of citizens in the United States
makes the benefit-to-risk analysis very difficult.

Civilian use of vaccines as a means of countering bioterrorism falls into three pos-
sible categories: pre-exposure immunization of individuals suspected of being at high
risk; immunization immediately following exposure (or suspected exposure), given in
addition to therapy; and immunization of a larger segment of the population following
bioterrorist use of a highly contagious agent to prevent epidemic spread. This analysis
limits civilian BW defense vaccine use to three agents: anthrax, smallpox, and (per-
haps, when an effective vaccine is licensed) plague. These three BW agents, discussed
briefly here, will be covered in more depth in other chapters.

5.2. Biodetection

Rapid detection of biological agent aerosols remains a considerable challenge.
Unlike volatile toxic chemicals or chemical warfare agents, biological agents exist as a
particulate aerosol rather than as a vapor. A biological agent “cloud” behaves more like
smoke than fog and biological agent “concentrations” are expressed in terms of par-
ticle counts rather than conventional measures of vapor, such as parts per million or
milligrams per cubic meter. Because spores or bacteria or virus particles are rarely
monodispersed but occur clumped together or adhering to dust particles, the unit of
measure agent-containing particle per liter of air (ACPLA) has been adopted. It is this
difference in physical characteristics that presents the greatest difficulty in biodetection.
Given the potency of the agents in question, we are concerned with aerosols containing
as few as 1-10 ACPLA.

Because these particles do not exert any vapor pressure, they are not amenable to the
same types of detection technology used for volatile chemicals. The first step in aero-
sol biodetection involves actively drawing a fairly sizeable air sample through a collec-
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tor—concentrator to trap the particles, which are usually then suspended in a buffered
fluid sample. This sample is then applied to an identifier to determine the presence of a
biological agent and its presumptive identity. For field detection, this is usually
achieved using specific antibody binding in an enzyme-linked immunosorbant anti-
body (ELISA) assay or polymerase chain reaction (PCR) technology. Therefore, spe-
cific identification is limited to those agents for which there are handheld antibody
assays or the necessary DNA probes and primers for PCR in field devices. Handheld
assays are very similar in operation to a home pregnancy test kit: the liquid sample is
applied, allowed to react for a set interval of time, and a “positive” test results in a
visible color change on the antibody test strip that is detectible by the naked eye or an
optical reader (usually with a laser). The PCR devices also result in a color change that
is detected by the device. With proper sampling procedures, both handheld assays and
PCR devices can also be used to presumptively identify biological agents from con-
taminated surfaces.

The sensitivity of handheld assays is a function of the purity and affinity of the
antibodies used, but in any case, it will require a minimum number of organisms to
register as positive. Use of automated ticket readers, rather than visual inspection for a
color change, enhances sensitivity and reproducibility; however, the technology still
has its limitations. PCR amplifies the agent’s DNA, greatly enhancing sensitivity with-
out loss of agent specificity. Field-portable devices are now available (see Subheading
5.3.). In addition to field identification, a confirmatory sample is usually collected and
sent to a reference laboratory for definitive identification (which also answers the ques-
tion of whether the biological agent is viable).

The first biodetector system was fielded in 1992, following Operation Desert Storm.
The Biological Integrated Detection System (BIDS) was manned by two personnel
who had to manually transfer suspected samples from the collector—concentrator to
handheld assays and visually look for this color change. The Navy had a similar ship-
board device called the Interim Biological Agent Detector (IBAD). Both BIDS and
IBAD relied heavily on available commercial off-the-shelf technology.

Since fielding of the BIDS and IBAD, the process has been significantly automated,
first in a device developed through the Advanced Concept Technology Demonstration
process for Air Base/Port Biological Detection (known as Portal Shield) and more
recently in the Joint Biological Point Detection System (JBPDS). Portal Shield was
developed for fixed-site installation and achieved significant reductions in false-posi-
tive alarm rates by being arrayed as a sensor network in which more than one device
had to give a positive reading for an alarm to be sounded. JBPDS can be configured for
either fixed or mobile applications and is programmed to replace the BIDS and IBAD
systems.

Both the Portal Shield device and JBPDS have a trigger associated with the collec-
tor—concentrator that senses an increase in the number of aerosol particles above the
normal background levels, automatically sending a sample to the identifier only when
there is a suspicious increase in particle count. This has two advantages: it takes humans
out of the loop as far as sample collection, preparation, and transfer; and it reduces the
enormous cost and logistics burden of consumables (buffer solutions and antibody tick-
ets) that would be associated with continuous real-time monitoring if samples were
analyzed simply at fixed intervals. The JBPDS is capable of identifying multiple agents
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in less than 15 min, unattended for missions up to 12 h between consumable replenish-
ment. This tiered approach also allows quick, generic detection, followed by slightly
longer, specific identification.

Both handheld assays and field-potable PCR were used to determine anthrax con-
tamination of environmental surfaces as a result of the anthrax letters. The limiting
factor in their utility for this purpose was not the devices themselves, but the heretofore
untested swabbing and sampling techniques and procedures and their correlation with
reference laboratory results. It should be noted that these devices, as described, were
developed for environmental samples, not clinical specimens, and given the paucity of
information regarding re-aerosolization or spread of anthrax spores under these cir-
cumstances, interpretation of results should be limited to presence/absence of spores or
relative contamination.

Automated biodetectors developed for BW defense use, such as Portal Shield and
JBPDS, have been deployed in support of high-visibility events (e.g., the Presidential
Inauguration, G7-Summit, and the Olympics). However, their current cost ($300—
$500K per device, depending on the numbers required and thus the size of the produc-
tion base) limits their routine application in the civilian community. Many of their
inherent technologies, particularly given the improvements in sensitivity, specificity,
and decreased consumable burdens achieved in recent years, might one day find their
way into simpler monitoring devices. Routine use of biodetectors in public areas (such
as the ubiquitous smoke detector) is probably unrealistic until a significant technologi-
cal breakthrough results in a solid-state (nonfluidic) identifier mechanism.

Broad-based employment of biodetectors in a civilian community may be limited
more by questions of policy than technology. By their design and nature, they provide
information that is far more applicable to a population than to any given individual, and
in a civilian bioterrorism scenario, the response to an alarm might be quite different
than on the battlefield. As previously stated, in a battlefield BW defense scenario,
biodetection is just one part of an integrated biodefense system. Their deployment will
be predicated on an intelligence assessment of the threat (thus dictating which agents
the device must be capable of identifying and how the agent might be offensively
deployed), where possible service members will be immunized against those threat
agents. In either case, they will be equipped with (and most likely will carry with them)
effective individual protective measures (e.g., protective masks) and/or medical coun-
termeasures (such as packets of the antibiotic ciprofloxacin for anthrax postexposure
treatment). Further, they have been trained as to the appropriate immediate response to
take when an alarm is sounded.

The appropriate civilian response to an automated biodetector’s alarm is less clear.
Unlike a smoke detector, which sounds an alarm long before most individuals can
actually smell the smoke and causes the unquestionable response to leave the building
or be burned, the nature of the biological agent threat makes the response less clear.
Depending on the biodetector’s sensitivity and the interval of time required for it to
alarm and/or identify the agent, individuals in the vicinity may have already breathed
in a casualty-producing dose. Whereas limiting further exposure to those individuals is
desirable, their dispersal as a group may be contraindicated from an epidemiological
perspective. A single point-source device is insufficient to identify the extent of the
attack or area of agent contamination; however, if deployed in the right place at the
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right time, it would provide information that a bioterrorism event has occurred and
could identify which biological agent was used. Such early warning information would
allow execution of plans to rapidly conduct active environmental sampling and, per-
haps more importantly, to implement the diagnostic methods described here.

5.3. Diagnostics

The DOD has a very aggressive program to develop an FDA-approved diagnostic
device capable of identifying at least eight specific BW agents of operational signifi-
cance in numerous types of clinical samples and specimens. This program is in the
process of downselecting from several of competing PCR-based technologies to
develop and field a device known as the Joint Biological Agent Identification and
Diagnosis System (JBAIDS). It will develop, validate, and field 8—10 gene probes and
primers for PCR diagnosis of biological threat agents. JBAIDS will provide US forces
with a reusable, portable, and modifiable diagnostic device capable of simultaneous,
reliable identification of multiple biological organisms from appropriate clinical
samples. JBAIDS will be operated by DOD medical laboratory personnel who are quali-
fied in compliance with the Clinical Laboratory Improvement Act. FDA approval is
critical, because the results of JBAIDS will be used to make diagnostic and therapeutic
decisions about individual patients.

One enormous challenge facing clinicians trying to manage those individuals who
either came in contact with, or were in the vicinity of, the anthrax letters was rapid and
reliable identification of those who had in fact, been exposed. There were no validated
field methods for such things as identifying anthrax spores in nasal swabs. It is unclear
whether the techniques implemented would have yielded as comparable results with
live bacteria or viruses. For a device such as JBAIDS to be effective, it will need to be
validated with numerous types of clinical specimens (using research animals as surro-
gates for humans) to establish the timecourse of the agent’s appearance in, or disap-
pearance from, those various clinical specimens following an inhalation exposure.
There are likely to be significant differences from one agent to another, based on the
pathophysiology of the disease following exposure by inhalation.

This is an area that represents both the greatest opportunity for collaboration
between the DOD and civilian medical research communities and the most signifi-
cant potential return on investment. In an unanticipated, unannounced bioterrorism
event, with a large number of exposed civilians, the first indication may be an increase
in patients presenting with nonspecific respiratory illness accompanied by fever and
malaise. Suspicions that it is not a naturally occurring disease outbreak will most likely
be triggered by either the unexpected numbers of cases, the rapidity with which the
symptoms progress, or the lack of responsiveness to conventional therapy. The ready
availability of specific diagnostic devices such as JBAIDS, particularly if there is a
parallel effort to develop diagnostic gene probes and primers for more common ail-
ments, will significantly increase the likelihood of early definitive diagnosis of the first
index case. As was seen with the first gentleman from Florida, once a diagnosis of
inhalation anthrax had been made (and some degree of consensus was achieved that it
was not a natural occurrence) the medical community at large became far more vigi-
lant. Readily available, validated diagnostic methods also serve a secondary (but per-
haps nearly as important) function: the ability to determine that a suspected casualty
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has not been exposed, thus allaying fear and concern in the individual and conserving
precious, limited medical care facilities and services for those who actually need them.

5.4. Therapeutics

The DOD strategy of BW immunization, detection, individual protection, and diag-
nosis, although not ignoring therapeutics, has historically given it a lower priority.
From the perspective of mission accomplishment, it is far preferable to prevent casual-
ties than it is to treat them. By the time an individual is exhibiting symptoms following
inhalation exposure with most BW agents, therapy is extremely difficult. For the bacte-
rial agents, numerous broad-spectrum antibiotics (ciprofloxacin, doxycycline, penicil-
lin, and derivatives or penicillin) have been shown to be effective in vitro. Most
microbiology or pharmacology texts list suggested drugs or drug combinations shown
to be effective in treating the naturally occurring disease, but their efficacy against an
inhalation challenge can only be inferred from animal studies. For example, over half
of the inhalational anthrax cases observed following exposure to the anthrax letters
died in spite of very aggressive multidrug treatment regimens. Anthrax therapy repre-
sents the most challenging of the bacterial agents because of the uncertainty as to how
long ungerminated spores can remain viable in the pulmonary lymph nodes following
inhalation. Given the limited number of FDA-licensed antiviral agents, postexposure
therapy for viral BW reagents remains primarily supportive in nature. Scientists at the
US Army Medical Research Institute of Infectious Diseases (USAMRIID) continue to
test the efficacy of these and other compounds being developed by various pharmaceu-
tical manufacturers against the viral BW threat agents. Many of the toxin agents could
be treated therapeutically with antitoxins; however, the only clinically available prod-
uct at this time is for botulinum toxin, and it is in limited supply and for use only under
an investigational new drug protocol.

The administration of hyperimmune globulin or antibodies against specific proteins
is a therapeutic concept that has been known for many years. It has been used in the
treatment and prevention of various diverse infections such as diphtheria, tetanus, botu-
lism, and snake venom intoxication. The pathophysiology of many bacterial illnesses
involves production and/or release of various of protein toxins. In theory, specific
hyperimmune globulin could be used to circumvent or block these toxin activities. This
could represent a final or prophylactic line of defense for patients potentially infected
with drug- or vaccine-resistant strains of the pathogen. The use of hyperimmune globu-
lin as an adjunct to antibiotics or vaccines in the treatment of anthrax in experimental
animals has been demonstrated. These studies also serve to demonstrate that these
antibodies might be used as an effective postexposure treatment for anthrax.

5.5. Individual and Collective Protection

DOD has fielded a diverse array of individual and collective protection counter-
measures—from the individual service member’s protective suit, gloves, and mask to
combat vehicles or shelters equipped with high-efficiency filtration and providing an
overpressure environment to prevent entry of contamination. Few of these items or
systems have widespread, direct applicability to a civilian setting. None of the biologi-
cal agents poses a percutaneous hazard; in most instances, the intact skin provides us
with the first barrier to infection. Protective suits are limited in their applicability to
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those involved in sampling or clean-up of a biologically contaminated area and are
already commercially available. In the absence of an indication to put them on (e.g.,
alarm by a Biodetector) protective masks for civilians are simply not practical. Once it
is specifically known that a bioterrorist attack has occurred, the civilian responder com-
munity is already equipped with masks that are more appropriate to the threat than the
military protective mask which is designed to protect against specific chemical as well
as biological agents and is not suitable or approved for indiscriminant entry into an
unknown noxious environment. Integration of biological filtration or pressure gradi-
ents into existing buildings (or new construction) is costly and maximally effective in
either keeping contamination in or out of the structure, not necessarily both.

5.6. Decontamination

The goal of decontamination is to provide a capability for force restoration after a
WMD attack. In the traditional sense, the DOD has pursued this area through develop-
ment of systems that rely on the physical application and rinse of decontaminants on
contaminated systems. Current systems are effective against a wide array of threat
agents, including biologicals, but are logistical burdens with regard to time, labor, and
material resources. Additionally, decontamination techniques and procedures present a
significant safety burden.

The DOD has expended considerable developmental resources to improve our abil-
ity to decontaminate. However, there are significant technical challenges in this area.
The first challenge is the development of decontaminants that are reactive, nonaque-
ous, noncorrosive, safe for use on sensitive equipment, environmentally safe, able to
decontaminate a broad spectrum of biological agents, and that pose no unacceptable
health hazards. The second challenge is the development of systems that effectively
clean all surfaces while reducing the manpower and logistics burden.

The DOD has programs in place to develop systems and technologies to address these
challenges. These programs include advances in sorbents, coatings, catalysis, and physical
removal. This area has the potential for significant impact on restoration operations within
the civilian community after a biological attack. Since September 11, the DOD has been
instrumental in the application of technologies to restore entire buildings contaminated
with biological spores and to ensure safe maintenance of the nation’s postal system.

5.7. Modeling and Simulation

The understanding of the effects of biological agents is critical to an appropriate
response that will protect the individual members of the nation’s armed forces. This
understanding is facilitated by the utilization of effective models and simulations that
portray the physical effects and dispersion of biological agents after a release or attack.
The DOD has expanded its efforts in this area through the establishment of a Chemical
Biological Modeling and Simulation Advisory Council to examine and validate all
models of chemical biological effects within the department.

The three models currently in use or under development within the DOD (Vapor,
Liquid, Solid Tracking; Hazard Prediction and Assessment Capability, and Second
Order Closure Integrated Puff) include advanced dispersion models that take into
account real-time weather and complex terrain effects. Efforts are currently underway
to integrate a functional combination of the “best of the best” capabilities from these
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three models into an interoperable architecture and a user-friendly interface resulting
in the development of a Joint Effects Model (JEM). These advanced models will pro-
vide near instantaneous predictions of the effects of a biological release on the environ-
ment and the military force. JEM will be capable of modeling hazards in various
scenarios including counterforce; passive defense; accidents and/or incidents; high al-
titude releases; urban nuclear, biological, and chemical (NBC) environments; building
interiors; and human performance degradation.

Many of the algorithms used by the DOD, and in fact the models themselves, are
being transferred for use in the civilian community by the DOD’s consequence man-
agement forces and state and local first responders. The major challenge faced by the
civilian community in using these models will continue to be the estimation of the
source term used—the actual amount of biological agent released—which may differ
substantially from DOD estimates based on weaponization.

6. DOD SUPPORT

The DOD is not a lead federal agency for response to terrorist incidents, but it pro-
vides significant and unique capabilities to support other agencies in conducting their
responsibilities. Military support is provided to civil authorities under the auspices of
the Federal Response Plan (FRP) and is governed by policies that distinguish between
natural disasters and acts of terrorism. Requests for military support to natural disasters
and accidents are approved by the Secretary of the Army (as DOD Executive Agent)
and coordinated in advance with the Chairman of the Joint Chiefs of Staff. Requests for
military support to civil authorities for terrorist incidents must be approved by the Sec-
retary of Defense. On a case-by-case basis, the Secretary will decide whether to assign
responsibility for the requested support to the DOD Executive Agent for Civil Support
or to the Combatant Commander of the US Joint Forces Command (JFCOM). Missions
assigned to JFCOM may be executed by its standing Joint Task Force for Civil Support
(JTF-CS) or by the Response Task Force (RTF). When deployed for domestic opera-
tions, the JTF-CS and RTF report to the Secretary of Defense through their respective
chains of command. In all cases, legal constraints bind military response. Doctrinally,
military commanders are never in charge at a crisis response, but, rather, are supporting
members of the Federal team.

6.1. Military Support Units

The DOD encompasses a wide range of special rapidly deployable organizations
staffed by trained personnel and equipped with unique hardware. The Secretary of
Defense has tasked JFCOM to establish a standing JTF-CS to lead DODs response
efforts. The JTF-CS is commanded by a general/flag officer and includes an 8-person
advance survey party and an 80-person headquarters staff (30 permanent personnel and
50 augmentees). Depending on the nature of the event, the JTF-CS is augmented by
various agencies and operational units (medical, transportation, supply, and so on) that
may be required in the crisis area. The RTF was established to maintain a military
WMD consequence management response capability for the Atlanta Olympic Games.
US Forces Command assigns missions east and west of the Mississippi River to the
First and Fifth US Armies, respectively.

The US Army Soldier, Biological and Chemical Command (SBCCOM) Chemical-
Biological Rapid Response Team (CB-RRT) is a Congressionally mandated, one-of-a-



14 Johnson-Winegar et al.

kind national asset that is capable of coordinating and synchronizing DODs technical
assistance support (medical and nonmedical) for crisis response and consequence man-
agement operations involving WMD. Located at the Edgewood Area of Aberdeen Prov-
ing Ground in Maryland, the CB-RRT provides a technical support package specifically
tailored for WMD incident response. The CB-RRT is composed of members of the
Armed Forces and employees of the DOD with specialized chemical, biological, medi-
cal, and explosive ordnance disposal expertise who are capable of providing technical
assistance to aid federal, state, and local officials in the response to and mitigation of
incidents involving WMDs containing chemical or biological materials (or related haz-
ardous materials). The CB-RRT can be under the operational control of a geographic
CINC, JSOTF, or other designated JTF or can be in direct support of a lead Federal
Agency. The unit is colocated with the SBCCOM 24-h operations center. The CB-RRT
is designed to provide forward elements to assist the lead Federal Agencies (the Fed-
eral Bureau of Investigation [FBI], Federal Emergency Management Agency [FEMA],
Environmental Protection Agency [EPA], United States Secret Service, United States
Public Health Service, and others) with technical expertise and contingency develop-
ment options during times of crisis. In addition, through the state-of-the-art SBCCOM
operations center, the CB-RRT brings together some of the nation’s leading chemical
and biological technical experts without the need for the experts to be deployed to an
incident site. Technical elements that are managed and coordinated by the CB-RRT
include, but are not limited to, the US Army Technical Escort Unit; the US Army
Edgewood Chemical and Biological Center; the US Army Edgewood Chemical and
Biological Center Forensic Analytical Center (FAC); the US Army MEDCOM Special
Medical Augmentation Response Teams (SMART) and Regional Medical Commands
(RMC); the US Army Medical Research Institute of Chemical Defense (USAMRICD);
the USAMRIID; the US Army Center for Health Promotion and Preventative Medi-
cine; the US Navy Medical Research Center; the US Navy Environmental Health Cen-
ter; the US Navy Environmental and Preventive Medicine Units; and the US Naval
Research Laboratory.

USAMRIID plays a key role in national defense and in infectious disease research
as the only maximum containment biological laboratory in the DOD for the study of
highly hazardous diseases. USAMRIID collaborates with the World Health Organ-
ization in Geneva and the CDC in Atlanta in helping to diagnose and treat unusual
diseases wherever they occur. USAMRIID has the unique capability of deploying up to
two Aeromedical Isolation Teams (AITs), each composed of physicians, nurses, medi-
cal assistants, and laboratory technicians. These personnel are specially trained to care
for and to transport patients with diseases caused by either BW agents or infectious
diseases requiring high containment. The teams are deployable worldwide on a 12-h
notice using US Air Force airlift. The AIT uses specialized isolation that maintains a
contained environment under negative pressure and HEPA filtration to safely transport
patients or to care for them in place for limited periods of time. This capability is
limited to two patients at a time, based on the number of trained personnel and equip-
ment on hand.

The US Marine Corps Chemical/Biological Incident Response Force (CBIRF) can
respond to biological or chemical incidents to assist the on-the-scene commander in
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providing initial postincident consequence management. The CBIRF provides a stand-
ing, highly trained consequence management and force protection package tailored for
short-notice response to terrorist-initiated chemical, biological, and/or radiological
incidents and for credible threats.

State National Guard units form key elements of each state governor’s emergency
capability. As such, their role is generally performed at the direction of state authori-
ties. The National Guard Civil Support Team (CST) WMD requirement came from the
principle that domestic disaster relief is fundamentally a state mission. The units are
deployed at the discretion of the state governor, unless they are federalized. The CST
focus is on filling a void in the state’s initial assessment capability and initiating
requests for additional state or federal response assets. Each CST unit consists of 22
full-time National Guard personnel.

7. DOD CRISIS MANAGEMENT POLICY AND PRACTICE

In the event of a WMD incident, crisis and consequence management occur simulta-
neously, but there is only one on-the-scene commander. Local law enforcement estab-
lishes the perimeter, controls access to scene, and may begin interviews with witnesses;
the FBI can take control of any WMD scene. The special agent in charge will call FBI
assets to the scene, including the Hazardous Materials Response Unit and the Hostage
Rescue Team. The special agent in charge may also request other federal assistance
through the Attorney General. If the DOD is requested to provide assistance, Joint
Special Task Forces are established, tailored to the mission profile. Usually, but not
always, these units consist of explosive ordinance disposal technicians, DOD animal
handlers, and/or Special Forces personnel. National Guard personnel, acting under the
authority of the state governor, also are often utilized for area searches.

8. DOD CONSEQUENCE MANAGEMENT POLICY AND PRACTICE

The DOD is a signatory to the FRP. That plan, coordinated by the FEMA, takes an
all-hazards approach to addressing actions to mitigate an incident. As with any emer-
gency, the first line of response is the local first responder community, including po-
lice, fire, and emergency medical services. They also employ any mutual aid compacts
they have with the surrounding area. When local resources are exhausted or over-
whelmed or a critical capability is not available in the immediate area, the local
authorities request assistance from the state. This is usually done through emergency
management offices but can also flow through functional areas (i.e., local medical
officials to state medical officials) or political channels (i.e., the mayor or county
officials requesting help from the governor). The state can bring substantial resources
to bear, including the National Guard. Many states are also members of emergency
support compacts that permit one state’s resources to be used in support of another
member state.

When state resources are exhausted or overwhelmed or there is a need for a capabil-
ity that is not available, the state goes to the federal government. This is accompished
when the governor declares a state of emergency or designates a specific disaster area.
The governor then requests a presidential emergency declaration or a presidential
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disaster declaration. Once there is a presidential declaration, FEMA coordinates the
federal response.

9. FEDERAL MEDICAL CONSEQUENCE MANAGEMENT POLICY
AND PRACTICE

In accordance with the FRP, the DHHS is responsible for providing health and medi-
cal services, including those incidents of bioterrorism. DHHS has established the
National Disaster Medical System (NDMS) to satisfy this responsibility. It must be
noted that although DHHS exercises the consequence management responsibilities,
the FBI continues to execute their crisis management responsibilities in parallel. The
purpose of the NDMS is to supplement state and local medical resources during disas-
ters or major emergencies and provide backup medical support to the DOD/DV A medi-
cal care systems during an overseas conflict. To that end, the NDMS provides medical
response, patient evacuation, and definitive medical care. The NDMS, like the FRP, is
an all-hazards response plan and addresses all aspects of consequence management
medical care including:

» Assessment of health and medical needs

» Health surveillance

* Medical care personnel

» Health/medical equipment and supplies

» Patient evacuation

» In-hospital care

» Food, drug, and medical device safety

»  Worker health/safety

» Radiological, chemical, and biological hazards
» Mental health

» Public health information

» Vector control

» Potable water, wastewater, and solid waste disposal
» Victim identification and mortuary services

» Veterinary services

The DHHS, recognizing the need to provide additional training and support for
WMD incidents, developed WMD-specific national medical response teams within its
disaster medical assistance teams. These teams provide triage, austere medical care,
and casualty clearing/staging at disaster sites and patient reception at the local disaster
reception areas. Each team is composed of roughly 100 personnel drawn from volun-
teers and in major metropolitan areas may be augmented by a Metropolitan Medical
Response System grant and plan from DHHS, which provides additional resources for
WMD incident planning, equipping, and training.

The DOD may be requested to assist at any stage of the NDMS and has some spe-
cific responsibilities in conjunction with the Department of Veterans Affairs to provide
definitive medical care at existing facilities should an incident overwhelm hospital care
facilities. During the incidents occurring in Fall 2001, the DOD provided assistance
across the full spectrum of response. It deployed hospital ships to New York harbor in
the aftermath of the September 11 attacks on the World Trade Center; it provided labo-
ratory facilities and personnel to determine the nature and source of anthrax, the provi-
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sion of environmental sampling systems for the detection and characterization of
anthrax, and expertise on the decontamination of civilian facilities.

10. BIOLOGICAL EXERCISES AND LESSONS LEARNED

Preparations for terrorist incidents involving NBC/WMD have been ongoing since
the Gulf War and the breakup of the Soviet Union. Early focus centered on fears that
terrorists could obtain nuclear weapons as a result of profiteering by the former Sovi-
ets. However, the attacks on the Murrah Federal Building and the Tokyo subway sys-
tem in 1995 added emphasis to the potential of high-yield explosives and chemical
attacks. In the wake of the September 11 attacks and the mailing of the anthrax-con-
taminated letters, concern for bioterrorist incidents has caused officials at all levels of
government to re-elevate both the threat and the governmental structures and resources
to deal with such a threat. DOD support and cooperative efforts are vital to facilitating
federal agency cooperation and resource sharing. Federal agencies have enhanced their
ability to respond to terrorist incidents by conducting exercises that train key personnel
and test response plans. Presidential Decision Directive 39, issued in June 1995,
requires key federal agencies to ensure that their counterterrorism capabilities are well
exercised.

Exercises fall into two general categories: tabletop and field exercises. Tabletop
exercises are performed around a table, a classroom, or a simulated command post as
the players progress through a scenario or series of scenarios and discuss how their
agency or unit might react to different situations. Field exercises are performed in the
field under simulated operational conditions. Such exercises focus on performing tasks
at the operational and tactical levels and typically include the tactics, techniques, and
procedures that would be used in a real incident. Field exercises test agency and inter-
agency capabilities to actually deploy personnel and their equipment and coordinate
them as they perform their tasks in a realistic setting. Numerous of key exercises held
prior to the anthrax letters were beneficial in guiding response.

10.1. Biological Warfare Improved Response Program

The Biological Warfare Improved Response Program (BW-IRP), a multiyear pro-
gram under the auspices of the DOD, developed two primary products: a BW response
template and a prioritized list of response gaps and improvements. To help facilitate
the template’s use, a BW Decision Tree was developed. To validate the BW Response
Decision Tree, a tabletop exercise of an unannounced anthrax attack on Baltimore City
was conducted in April 1999. The participants concluded that the BW Decision Tree
was extremely helpful in providing a quick overview of the BW Response Template,
facilitating its use, and understanding the rationale for why it is needed.

In July 1999, a workshop was conducted in Wichita, Kansas, for the purpose of
testing the scalability of the template to different geographic and demographic loca-
tions in the United States. The workshop concluded with relatively minor modifica-
tions to the template, thereby suggesting the template is scalable. Participants were
concerned with issues of medical surveillance and handling or remains, which were
areas where technology and/or procedural gaps existed.
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The FBI National Domestic Preparedness Office/DOD Workshop conducted in
January 2000 brought together the law enforcement and public health communities
for the first time. Roles that each organization would assume during a biological inci-
dent were discussed and a joint questionnaire was developed to facilitate information
sharing. The workshop results showed that it is necessary for all agencies to coordinate
all public information releases so that mixed or conflicting information is not released.
In addition, emergency management personnel realized that in an unannounced bio-
logical attack, management forces could not take action until indicators triggered an
awareness that an unusual medical event had occurred.

The CDC/DOD Smallpox Workshop, held in April 2000, evaluated the application
of the response template to a contagious disease. Results concluded that the areas of
medical surveillance, vaccination/prophylaxis, and isolation/quarantine should be
added to the template. The timely exchange of information once it has been obtained
was an issue of concern. A recommendation was made that the National Guard WMD
Civil Support Teams be trained and available to work medical surveillance. Training
must include basic, multilingual presentations, instruction in the software that will be
used for record keeping (such as tracking databases) electronic data transit, and system
setup and maintenance. Surveillance personnel should be familiar with agent charac-
teristics such as how to distinguish smallpox from chicken pox, modes of transmission,
and appropriate methods of control.

In July 2000, a workshop with Dover, Delaware, and the Dover Air Force Base
(AFB) was conducted to determine how a city and a military base could work together.
Results showed that with minimal implementation, Dover AFB could rapidly monitor
over-the-counter medication sales. The need to use pre-established protocols for com-
munications and reporting was identified. A need for cooperative interhospital collabo-
rative agreements was recognized, especially with respect to transfer of potential
victims and the availability and use of isolation beds. During the workshop that
USAMRIID, it was discovered does not have an established policy and procedure for
communications with authorities located outside the air base. From this tabletop, emer-
gency management personnel realized that in an unannounced biological attack, man-
agement forces could not take action until indicators triggered an awareness that an
unusual medical event was occurring.

10.2. The Dark Winter Exercise

In June 2000, a senior-level war game called “Dark Winter,” looked at the national
security, intergovernmental, and information challenges of a biological attack in the
United States homeland. During the 13 d of the war game, smallpox spread to 25 states
and 15 other countries. Discussions, debates, and decisions focused on the public health
response, an inadequate supply of smallpox vaccine, roles and missions of federal and
state governments, civil liberties associated with quarantine and isolation, the role of
the DOD, and potential military responses to the anonymous attack. One conclusion of
the war-game was that a BW attack on the United States could threaten vital national
security interests. Massive civilian casualties, breakdown in essential institutions, vio-
lation of democratic processes, civil disorder, loss of confidence in government, and
reduced US strategic flexibility abroad are among the ways a biological attack might
compromise US security. Dark Winter identified several key findings:
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o Leaders are unfamiliar with the character of bioterrorist attacks, available policy options,
and their consequences. These key decisions and their implications were dependent on pub-
lic health strategies and the possible mechanisms to care for large numbers of sick people—
issues not typically briefed or studied in the national security or defense community.

» Following a bioterrorist attack, leaders’ key decisions would depend on data and expertise
from the medical and public health sectors. The government lacks adequate strategies,
plans, and information systems for the rapid flow and magnitude of data.

» The lack of sufficient vaccine or drugs to prevent the spread of disease severely limited
management options. This includes vaccines and antibiotics and a means of effective dis-
tribution.

» The US healthcare system lacks the surge capacity to deal with mass casualties. The exer-
cise found that a huge burden was placed on the medical system with the challenges of
distinguishing the sick from the well; rationing scarce resources; and shortages of
healthcare staff who were worried about becoming infected or bringing the infection home
to their families.

» To end a disease outbreak after a bioterrorist attack, decision-makers will require ongoing
expert advice from senior public health and medical leaders. As the smallpox epidemic
grew and the number of available vaccines decreased, forcible constraints on citizens were
the only tools available. But, the group discovered that a complete quarantine was not a
logical solution. A complete quarantine would isolate people so that they would not be fed
and they would not receive medical care.

» Federal and state priorities may be unclear, differ, or conflict, authorities may be uncer-
tain, and constitutional issues may arise. State leaders were opposed to federalizing the
National Guard because they were supporting the logistical and public supply needs.

» The individual actions of US citizens will be critical in ending the spread of contagious
disease—Ileaders must gain the trust and sustained cooperation of the American people.
The less prepared we are, the more threats there will be to civil liberties.

10.3. The TOPOFF 2000 Exercise

TOPOFF was a Congressionally mandated domestic counterterrorism exercise that
included the participation of top-level officials, first responders, and law enforcement
personnel engaging in the crisis and consequence management. The exercise took place
in the Denver, Colorado metropolitan area and Portsmouth, New Hampshire, in May
2000. This marked the first time that a no-notice event included three simulated terror-
ism scenarios: a chemical weapons incident on Portsmouth, a bioterrorism/medical
crime (plaque outbreak) in Denver, and a concurrent event involving nuclear devices in
Washington, D.C. In essence, the exercise had one agency leading the crisis manage-
ment and another for consequence management. The FBI, acting for the Department of
Justice, was the lead federal agency for the crisis management response to a domestic
WMD incident owing to its investigative and law enforcement role in bringing to jus-
tice any terrorists involved in such an incident. FEMA, acting in accordance with the
Stafford Act, was the lead agency for consequence management and implemented the
FRP in support of state and local officials.

The real-time deployment of assets and real-resource limitation in handling mass
fatalities and casualties provided a vast amount of lessons learned. For example:

* Mobile satellite communications that are independent of military switches proved critical
to WMD technical response support. The CB-RRT deployed with the Deployed Commu-
nications System (DCS) and established command and control within a 2-h period. DCS
provided the Commander of the JTF-CS with eight separate telephone lines and allowed
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command and control to be exercised internal and external to the headquarters. In addi-
tion, the DCS provided area coverage with 120 cell phones and proved to be the only
system available with this area coverage capability. The DCS allowed immediate techni-
cal response support, as well as reachback linkage to DOD labs and agencies.

+ If multiple incident sites occur and 24-h operations are required, then manpower needs to
be increased accordingly. A thorough manpower and mission analysis should occur in all
units to ensure adequate staffing at all deployment sites.

» Several different emergency operations centers (EOCs) were set up by various state and
federal and emergency management agencies. The EOCs were intended to help coordinate
management of the crisis, but it was unclear to some observers how a number of distinct
EOCs would be able to coordinate management, make decisions or communicate informa-
tion to medical and public health stakeholders, such as hospitals. Although lines of author-
ity were clear, much time was spent in consultation and debate through scheduled
teleconferencing.

» Problems existed in moving antibiotics from the stockpile delivery point to the persons
who need it for treatment and prophylaxis. The local capability to rapidly distribute antibi-
otics and other resources in an efficient manner was limited to a nurse and two technicians.
The DOD Medical Logistics, with their expertise in moving from bulk to push packages,
could have provided tremendous help in this area.

» Antibiotic distribution plans should be able to support additional centers of antibiotic dis-
tribution, thereby drawing crowds away from besieged hospitals and ensuring the ability
to reach all segments of the population. This lesson learned was incorporated into responses
to the recent anthrax bioterrorist attacks.

» A consensus needs to be made quickly about which groups should be assigned priority to
receive antibiotics. This decision allows critical responders to remain healthy while managing
the disaster. As the epidemic spreads, distribution decisions would quickly become more com-
plicated, and the decision whether prophylaxis should be limited to demonstrated contacts or
be given to the general populace will become a political rather than a medical decision.

10.4. Other Exercise Findings

DOD units have participated in various tabletop and training exercises conducted to
help officials prepare for future bioterrorist attacks. The findings from these exercises
have been consistent and progress has been made toward developing strategies to ensure
that DOD capabilities will be maximally utilized.

Participants in various exercises felt that the reporting process for military medical
assets was fragmented. For example, the Army reports of hospital activity are gathered
on a monthly basis. This long timeframe is not helpful for emergency events. Emer-
gency reporting systems that can be implemented quickly to get current status informa-
tion on military medical resources are needed.

Participants felt that state labs have limited CB capabilities, which will lead to greater
reliance on DOD mobile labs to analyze samples. Sampling procedures are unclear and
a standard needs to be developed. Developing a gold standard for sampling procedures
and agreed protocols for state and federal laboratories allows consistent analysis to be
conducted from the beginning of an event.

Decontamination standards guidelines should be developed by the federal agencies
in conjunction with states. A threshold for the decontamination of contaminated emer-
gency equipment is essential to guide the establishment of local procedures.

A common theme from participants is that DOD units will face a logistical battle.
Coordination of medical assets to include personnel and equipment will be their pri-
mary task during the initial stages. Life support issues will soon follow. The ques-
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tions on who will provide food, water, and shelter for victims and other displaced per-
sonnel will have to be addressed. Force protection is an issue that has been rarely
addressed in exercises.

Various exercises have expressed significant needs in developing early-warning
biodetectors, advanced diagnostic kits, an integrated public health surveillance system,
interoperable robust communications, and advanced incident management tools.

11. CONCLUSION

The DOD has the greatest capabilities in biological defense, but the responsibility
for dealing with the domestic threat of biological weapons by a terrorist falls on mul-
tiple federal, state, and municipal agencies and the civilian healthcare community. DOD
units do not come to an incident unless they are requested. Even then, the units come
under very definitive guidelines. They are not in charge and never will be. The military
has no legal authority to simply appear if an incident occurs. In domestic disasters, the
local authorities—law enforcement, firefighters, and rescue workers—would respond
first. If the incident grew to the point that the local authorities could not handle the
situation, then the governor would be contacted and state organizations would enter the
picture. If the state’s emergency management group could not handle the situation,
federal agencies would enter to provide support.

Despite all the shortcomings, officials state that the nation is far better equipped to
deal with biological terror today than a decade ago. Extensive exercises and analytic
efforts at the federal, state, and local levels will be essential over the coming years to
improve US preparedness in the face of a biological weapons attack.

Numerous of the technologies and procedures developed by the DOD for BW
defense can be applied in one form or another to a civilian bioterrorism event. Probably
the most readily transferable and immediately valuable is the wealth of data and expe-
rience, both medical and nonmedical, developed for military application. The DOD is in
the process of strengthening its links to the civilian community through interagency coor-
dination and groups such as the Inter-Agency Board for Equipment Standardization.
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Modeling for Bioterrorism Incidents

Zygmunt F. Dembek

1. INTRODUCTION

A training gap exists in the preparation necessary for first responders, hospital, health
department, and law enforcement personnel from local, state, and federal agencies
should a bioterrorism event occur. Because of the unique nature of a bioterrorism event,
the definition of a “first responder” has evolved to include hospital and public health
personnel (/), who may lack an understanding of the overall incident command struc-
ture, in general, and the hospital emergency incident command structure, specifically.
Additionally, agencies that traditionally rely on their own infrastructure (e.g., public
health, law enforcement) to perform their normal functions must rely on new partners
to respond to a bioterrorism event. Intensive coordinated planning and training efforts
that bring all participant agencies together to understand each other’s roles and respon-
sibilities in a disaster can remedy these disparities.

Irrespective of the current level of preparedness of municipal, state, or federal
agencies, the same methods that are used to assist coordinated planning and training
for other catastrophic events can be used to plan for bioterrorism. These techniques
include the composition of an agency- or government-specific disaster response plans,
conducting tabletop exercises, and holding a live drill exercise. Realistic disaster
scenarios should be incorporated into each of these training techniques to familiarize
participants with each others’ roles and responsibilities and to plan for the unique nature
of a bioterrorism event. The primary emphasis herein is on the tabletop exercise, which
can be conducted by a municipality, state, or federal entity even in the absence of a
formalized response plan and without the resources and expenses required for a live
drill exercise. A bioterrorism scenario used in statewide training will be examined,
along with the participant’s response to that scenario. Actual bioterrorism incidents
will be considered, as will the various essential components of the public health response
to bioterrorism.

2. PREDICTING FUTURE BIOTERRORISM EVENTS

The ability to predict a future terrorist attack with a biological weapon against a
civilian population presents an enormous, if not impossible, challenge. When designing
bioterrorism scenarios, planners must think “out of the box” in addition to using
knowledge of prior biological attacks and natural disease outbreaks. The anthrax
cases caused by contaminated letters that occurred in late 2001 clearly demonstrated
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the ability of small amounts of a finely milled biological agent to cause disease. Those
mailings, directed at political and media targets, also demonstrated the potential extensive
repercussions that can result even with a small-scale attack. Importantly, extensive
media coverage can amplify terrorist objectives. Large-scale anxiety, fear of contami-
nation, economic loss, exhaustion of antibiotic supplies for prophylaxis (necessary and
unnecessary), and extensive (and expensive) decontamination efforts were just some
of the ripple effects from the anthrax mailings.

The release of a biological agent by aerosol is among the most effective methods a
terrorist could employ to expose large numbers of individuals (2). The simultaneous
infection of those exposed to an infective agent dose would be the primary result, with
potential reaerosolization of a persistent biological agent possibly leading to more
exposures and infections. A recent example of the potential for a biological agent to
become a persistent health threat occurred when anthrax spore-laden envelopes passed
through postal service mail sorter machinery in Washington, DC. The pressure on the
envelopes from the mail handling processors forced anthrax spores through unsealed
portions of the envelope and resulted in numerous of infections in postal workers at the
facility (3).

A highly concentrated aerosolized cloud of a biological agent could more readily be
achieved in an enclosed space, such as a building, rather than in open-air dispersal
outdoors. By way of example, when the Aum Shinrikyo released chemical agents that
became entrained in an office building in Matsumoto in 1994, they caused about 200
persons to be hospitalized and 7 deaths (4). The Aum Shinrikyo also attempted several
releases of botulinum toxin in an outdoor environment in Yokosuka and Yokohama in
1990 and in Tokyo in 1993. These attempts failed to cause any recognized cases of
illness, perhaps as a result of several factors, including the dilution effect by the envi-
ronment on a small amount of agent (5).

Another potential vehicle for the future use of a pathogen for bioterrorism is through
the contamination of the food supply. In American society, the farm-to-table con-
tinuum, which includes growing, processing, distribution, and preparation, has a myriad
of potential vulnerabilities for contamination (6). One wake-up call to purposeful food
contamination with an infectious disease pathogen occurred in 1984 in The Dalles,
Oregon. The perpetrators of this crime sprayed Salmonella typhimurium in salad bars
(7). The desired outcome was to influence an election by causing illness among voters,
thereby causing them not to vote. This clearly meets the definition of a bioterrorist’s
objectives (5). A second example occurred in Texas in 1996, when another food-borne
pathogen, Shigella dysenterae, was used in the contamination of pastries given to
coworkers at a laboratory (8). This incident is considered a biocrime, because the motiva-
tion behind this activity lacked political, ideological, or religious underpinnings (35).

One can also study the many nonpurposeful food-borne pathogen contaminations to
determine avenues for potential purposeful outbreak scenarios. An outbreak in Minne-
sota in 1985 affecting more than 16,000 persons with antimicrobial-resistant salmonel-
losis was eventually hypothesized to have been caused by cross-contamination of raw
milk into a pasteurized milk product sold to the public (9). Although this outbreak had
occurred unintentionally, a significant criminal investigation occurred simultaneously
with the epidemiological investigation because of the size of the outbreak and the asso-
ciated deaths of 14 individuals who consumed the milk product (9). This outbreak and
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many others (/0-12) demonstrate that food-borne bioterrorism has perhaps greater
chances of success the closer to the table that contamination occurs, thus circumventing
issues of dilution of the pathogen and destruction by cooking/pasteurization.

Water-borne contamination is perhaps more difficult for a terrorist to achieve,
because the large volumes and the extensive water purification process in use in indus-
trialized countries should tend to negate a biological contaminant. However, a deter-
mined enemy could overcome the purification process. Deleterious effects could also
result from purposeful biological contamination of the water supply distribution sys-
tem after the purification process. A private well-water supply system may be more
vulnerable to attack because a private well may have a smaller volume of water and
may not have as an extensive water purification process as a public water supply. One
example of an extensive water-borne disease outbreak resulting from contaminated
well-water is the Escherichia coli O157:H7 and Campylobacter sp. outbreak that
occurred in 1999 at a New York State county fair (/3). More than 900 illnesses and 2
deaths resulted from this bacterial contamination of well water. Although this event
was not a planned terrorist event, the potential for a terrorist to purposefully contami-
nate a well is apparent. The possibility of a purposeful contamination of a public water
fountain should also be considered. A recent natural outbreak of gastroenteritis was
associated with an interactive water fountain at a Florida beachside park (/4). One can
imagine the effect of, for example, a large amount of botulinum toxin surreptitiously
added to a public water fountain in a similar manner.

Infected vectors, such as plague-infected fleas or encephalitis-infected mosquitoes,
can also be used to transmit disease. During the Japanese occupation of China during
World War II, fleas were used in some of the horrific biological weapons experiments
conducted by Japanese Military Unit 731 (15). According to Alibek (2), the release of
infected vectors is not particularly effective for military or terrorist purposes because
of the high probability of affecting those producing the weapons or in proximity to the
site of release.

2.1. Probable Scenarios for a Bioterrorism Attack

The terrorist use of a pathogen that is normally endemic or periodically epidemic in
a certain population would be more difficult to detect as an unusual event than an
exotic pathogen. Therefore, a bioterrorism attack could be masked as a naturally occur-
ring outbreak. This kind of covert attack might be detected initially in numerous ways,
such as by an astute clinician or by laboratory identification. However, epidemiologi-
cal surveillance and investigation will ultimately determine whether an attack is inten-
tionally induced. Certain indicators, or red flags, could point toward an intentional
event, for example, changes in the normally occurring season of illness (e.g., influenza
in the summer), host illness patterns (i.e., ill animals in conjunction with ill persons,
both infected with a similar zoonotic illness), or unusual geographical patterns of ill-
ness (e.g., many outbreaks of the same bacterial illness occurring simultaneously).

A terrorist attack might have special features associated with it that would not be
expected in the course of a natural outbreak. These could include the use of a combin-
ation of agents, either different pathogens mixed together or a biological pathogen in
combination with a chemical or radiological one. Attacks may occur in multiple loca-
tions (yielding multiple point-source outbreaks), such as the anthrax mail outbreak
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during fall 2001 or the Salmonella typhimurium outbreak caused by contamination of
multiple salad bars throughout The Dalles, Oregon, in 1984 (7). Additionally, the pre-
sentation of the disease may be unusual (e.g., multiple cases of pneumonic tularemia
rather than the more common ulceroglandular presentation).

A potential terrorist might choose to use a pathogen not usually considered to be a
biological threat, and perhaps not even monitored by public health agencies, such as
the West Nile virus, which was responsible for a natural outbreak in New York in 1999
(16). The introduction and establishment of West Nile virus in the United States was
considered by some to have been a purposeful event (/7). Finally, the use of novel or
genetically engineered strains of agents by terrorists could be particularly insidious. The
development of antibiotic-resistant and novel chimeras has been claimed of the former
Soviet biological weapons program by one of its past directors, Dr. Ken Alibek (/8).

Large-scale bioterrorism attack scenarios with agents such as smallpox and anthrax
have been published in civilian theoretical exercises (/9,20). It has been suggested that
a large-scale biological attack against a civilian population is much less likely than a
small-scale attack (2/). According to Leitenberg (2/), a small-scale biological attack
through crude dispersal of a biological agent in an enclosed area is the most likely
mode of attack. One benchmark of a successful exercise is to have the participants
respond to an unanticipated event followed by participation in a lessons learned sum-
mary that will enable them to learn from their mistakes. Exercises that involve as many
of the various local, state, and federal emergency response partners as possible will
greatly foster the development of a team response approach (22). This type of exercise
will also enable each participant group to discover their weaknesses and strengths (and
each others’) in response to a disaster.

Finally, it should also be noted that synergistic effects have been demonstrated in
animal models for combined radiation and biological pathogen exposure (23,24). As
horrible as the consequences may be to consider, it will behoove the biological disaster
planner to consider similar worst-case scenarios when designing exercises.

2.2. Modeling of Probable Scenarios: Response Plan, Tabletop Exercise,
and Live Drill

An important component of training for a bioterrorism event is to involve partici-
pants in a progression of planning steps from a theoretical response to prepare for an
actual event. The sequence usually used by hazardous materials trainers for modeling
an incident response among participants is to develop a response plan, conduct tabletop
exercises, and then to engage participants in a live drill.

2.2.1. Response Plan

A comprehensive plan of incident response is created with each participating agency
contributing a description of their resources, capabilities, and roles in an emergency
incident. The final plan describes the interactive roles of each agency, their responsi-
bilities, and how they work together and communicate with each other as a cohesive
whole in response to an incident. This plan is then reviewed and accepted by each
agency and is revised annually with any changes in personnel, resources, and responsi-
bilities.
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2.2.2. Tabletop Exercise

The response plan is vetted through an exercise involving all of the primary incident
response players. The exercise is designed to task the response plan and study a coordi-
nated response using the incident command system (ICS) and hospital emergency inci-
dent command system (HEICS), communications, and lines of control between the
players, which are vital components required in response to a bioterrorism event
(25,26). At the conclusion of the tabletop exercise, a thorough lessons learned review
is conducted to examine how the players responded to the incident. A tabletop exercise
can vary in length from an hour or two to several days, depending on the resources to
be tested by the drill. Finally, a report should be written to summarize the exercise,
response, and observations and should be distributed to all participants.

Several bioterrorism tabletop scenarios have used a combination of weapons of mass
destruction (WMD) events: either a fire or a hazardous materials (hazmat) scenario
along with the surreptitious release of a biological agent. Examples include two table-
top exercises that were used at the Connecticut Fire Academy during 2001 and the
tabletop exercise used in the November 2001 US Army Medical Research Institute of
Infectious Diseases (USAMRIID)/VA (27) satellite broadcast. The use of a combined
WMD scenario in a tabletop exercise permits the involvement of the various first
responders (fire, police, EMS) and hospital personnel in the exercise and also presents
the most challenging model for a bioterrorism event. The events of late 2001 presented
an unexpected and unmodeled scenario: the use of the postal system to deliver anthrax
spore-containing envelopes to media and political targets. The demands of this unex-
pected bioterrorism event on the public health resources would have been over-
whelming in the absence of a coordinated preparation. The tabletop exercise serves as
a good starting point for training to achieve a better-coordinated response.

2.2.3. Live Drill

Perhaps the most thorough way to test an emergency response plan is to conduct a
live drill incorporating all of the players in their real-life roles using their actual equip-
ment and resources. This is the most resource-intensive way to test an emergency re-
sponse plan (28), and would best be undertaken in the presence of an existing plan in
which the players are already familiar with their response roles. A live drill is normally
conducted when most of the players are unaware of the timing of the event (28). This
type of exercise is best followed by an extensive evaluation incorporating comments
from participants and a final written report that incorporates the participant’s com-
ments as well as those of the official observers. Any necessary changes discovered
through this exercise should be made to the appropriate emergency response plans.

3. THE IMPORTANCE OF THE TABLETOP EXERCISE
AS A BIOTERRORISM TRAINING TOOL

At the time of this writing, few state public health agencies had developed a comp-
rehensive bioterrorism or WMD response plan. Prior federal funding specifically tar-
geted for statewide bioterrorism plan development has funded few states to develop
these plans. In the absence of a written response plan, a bioterrorism tabletop exercise
can be successfully conducted with the participants following their standard protocol
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for emergency disaster events. An exercise conducted in this manner can be viewed as
an important source of information for the development of a bioterrorism response
plan, because unprepared-for deficiencies will quickly become evident during the table-
top exercise.

Two bioterrorism tabletop exercises were conducted in Connecticut in 2001 at the
State Fire Academy located in Windsor Locks. For training, this Fire Academy has
available a ping-pong table-sized model of a hypothetical city, “Peterboro,” with HO-
scale (1:87) model buildings, vehicles, and paraphernalia. Peterboro’s hypothetical
population of 14,593 is spread over 43 square miles, with two fire stations (three fire
engines, and ladder, command, utility, rescue, and ambulance vehicles; all staffed by
fire and EMS personnel); a police department (three cars available per shift, with off-
duty officers subject to recall); and a small community hospital with a 10-bed emer-
gency department. Altogether, 40 buildings are present on the tabletop, located on six
main highways, and a railroad spur is present in the northern section of the town. Any
city or town could inexpensively duplicate this ingenious model to train first respond-
ers and hospital personnel to learn to work together in an emergency situation.

Participants in these tabletop exercises have included federal (e.g., USPHS, Federal
Bureau of Investigation [FBI], FEMA, CT and MA ARNG WMD-CST teams, and the
US Army Soldier and Biological Chemical Command [SBCCOM)]), state (e.g., state
police bomb squad, Department of Environmental Protection Haz-Mat team, and Office
of Emergency Management) and local (e.g., police, fire, EMS, and physicians) respond-
ers. Although this is a good representation of first responders, a thorough exercise
would also include other potential participants (e.g., morticians, medical examiners,
media representatives) and key elected officials.

When players participated in a tabletop exercise at the fire academy, they were iden-
tified by reflective vests clearly marked with their role, i.e., Fire Department, Police
Department, EMS, Public Safety, and so on. Some of the past tabletop exercise drills at
the fire academy have also been “facilitated” by providing the participants’ with walkie
talkies all set to the same frequency. This scenario tests the ability of the participants to
create and adhere to an ICS disaster response model.

Our tabletop exercise began with the participants introducing themselves to each
other and observers, followed by a general situational briefing to set the groundwork
for the scenario. The briefing explained the layout and logistics of the community of
Peterboro and the resources in the town available for fire, police, EMS, and hospital
personnel. Participants were then sequentially handed a preprinted timed situation
card. The participant read the card aloud, and then decided on an appropriate
response to the situation and whether to include other participants in the decision
as required. The exercise lasted about 60—90 min, followed by at least 60 min for a
public debriefing, discussion, and analysis of the response by participants.

3.1. Bioterrorism Model Scenario

For these drills, the scenario consisted of a fire in Peterboro, with concurrent inhala-
tional smoke injuries, the need for building evacuation, victim rescue, and some minor
injuries among the emergency responders. Twenty minutes into the incident, partici-
pants heard a loud bang. The noise hypothetically originated about a block away from
the fire. Five minutes later, a pesticide truck was found near the incident site, which
was then turned away from the site by law enforcement personnel directing traffic.
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After the first responders and hospital personnel described their actions to participants
and observers, the scenario was fastforwarded for two follow-up scenarios, where vic-
tims present with plague (24 h) and tularemia (48 h). The tularemia scenario that was
used is described here:

On days 2 and 3, both domestic and wild dead animals were noted around Peterboro.
Hordes of deerflies were also noted in certain areas of the town. Early on day 3, six patients
(three of whom were pediatric) presented to the hospital emergency room (ER): all had
fever, headache, malaise, and three had a nonproductive cough. By that afternoon, four
additional patients presented at the hospital ER with similar symptoms.

Early on day 4, 10 additional patients (6 pediatric) presented to the ER with similar symp-
toms, although a few of the patients also presented with substernal chest discomfort and
loss of appetite. Later that morning, 25 patients (10 pediatric) presented with similar symp-
toms, and an additional nine arrived who had nonspecific findings such as fever and com-
plaints of malaise. By midday, about 100 patients presented at the ER; roughly half were
ill with the same symptoms seen in earlier patients. Two of the patients had painful puru-
lent conjunctivitis with cervical lymphadenopathy. Chest X-rays revealed pleural effu-
sions in some of the ill patients. By the early evening of day 4, 30 additional patients
presented to the ER; 10 of these had no obvious disease manifestations but were worried.
Three of the patients seen at the ER the previous day suffered respiratory arrest. The sup-
plies of antibiotics at the hospital had been exhausted. Laboratory results on the patients
have proved inconclusive to date. None of the patients who had evidence of pneumonia
with sepsis responded to streptomycin therapy.

By day 5, 35 more ill patients with similar symptoms presented to the ER, as well as 15
who had no obvious physical findings but were concerned. Also on day 5, an anonymous
phone call to a local radio station claimed that “all unbelievers will soon perish in an
apocalypse.” One patient’s chest X-ray revealed mediastinal lymphadenopathy. A lab tech-
nician who has handled some clinical samples developed pneumonia. During this day, a
Gram-negative coccobacilli was identified from blood cultures and an immunofluoresence
assay of a patient sputum sample revealed the presence of Francisella tularensis.

On day 6, 10 of the patients seen in the past 3 d suffered respiratory arrest. Before the end
of the day, more than 200 additional patients presented to the hospital ER, the majority of
whom had a pneumonic process.

On day 8, a serum sample rushed to Centers for Disease Control and Prevention (CDC)
was determined to have an elevated titer for Francisella tularensis. There were 23 fatali-
ties on this day, all from patients who had been ill since day 3 and had either self-medi-
cated at home or had delayed antibiotic treatment.

3.2. Exercise Review and Lessons Learned

Immediately after the exercise was conducted, all participants and observers partici-

pated in an open forum to evaluate the response to the scenario. Among the lessons
learned through evaluations from this tabletop exercise were:

The initial presentation of nonspecific flu-like symptoms that were caused by a
bioterrorism agent was not likely to alarm hospital emergency physicians in the initial
stages of the outbreak. In this type of event, concern that a bioterrorism event had occurred
would only come after a certain critical mass of patients presented for care. Astute emer-
gency department staff may observe an additional patient influx and report this directly to
state health authorities. Daily reporting to the state health authorities from a hospital-
based syndromic surveillance system should have detected an increase in cases of a
nondescript illness. This type of reporting is important to public health bioterrorism
disease detection. The system should be sensitive enough to detect cases spread throughout
a state’s hospital system when sick individuals present to at different healthcare facilities.
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Although syndromic surveillance models have been developed (29), public health agen-
cies have been left to construct their own unique models for syndromic surveillance of
biological terrorism (BT)-associated diseases to meet their own needs.

» Hospital antibiotic stores can be exhausted rapidly. A system designed to alert state health
authorities when unusually large amounts of antibiotics are used by hospitals should be
put in place.

» All aspects of the hospital emergency response plan must be activated immediately once it
is recognized that resources have become overwhelmed. Rapid establishment of hospital
crowd control measures and of a public information office need to be in the plan.

+ Chaos can evolve quickly and is best controlled by participant adherence to the ICS (30)
and the HEICS (37). These systems provide the framework for an organized response to a
disaster by first responders and medical personnel. Both the public health and emergency
management participants in a BT response have much to learn from these emergency
response models.

» Should a large bioterrorism incident occur, the hospital personnel and materiel resources
could be rapidly overwhelmed. Both the hospital and state contingency plans should plan
for this.

» All first responders and medical personnel need to be attuned to unusual events, potential
exposures, and patient symptoms. For example, inadvertent exposure to droplets and res-
piratory secretions from individuals with pneumonic plague may result in cases among
healthcare providers and hospital personnel.

» Healthcare personnel must immediately notify the FBI when exposure to or use of a
bioterrorism agent is suspected. This is of vital importance for the criminal and epidemio-
logical investigations that must occur when there is a the purposeful use of a deadly patho-
gen. Coordinated criminal and epidemiological investigations are of vital importance and
should occur simultaneously to identify ill and exposed individuals as well as to assist in
the identification of those responsible for a BT event (32).

» Local logistic expertise is vital to incident response. When logistics support fails, all
aspects of the response fail, including the EMS system (33).

» The state emergency operations center should be able to be activated at short notice. This
is essential for the statewide coordination of emergency, medical, logistic, and other
resources as needed by response personnel.

4. LESSONS LEARNED FROM A RECENT INTENTIONALLY SPREAD
EPIDEMIC

A surreptitious small-scale biological attack occurred in the United States from Sep-
tember through November 2001, when spore-laden envelopes of Bacillus anthracis
were sent to persons in the media and to the offices of two US Senators (34). As a conse-
quence, at least 23 individuals became ill from the handling of anthrax-tainted letters. Of
those exposed, seven were confirmed (four others were suspected, but not confirmed) as
having cutaneous anthrax, and 11 were confirmed as having developed inhalational
anthrax. Five deaths occurred among those with inhalational anthrax (35-37).

This act of bioterrorism created huge media interest (34), perhaps in part because of
the difficulties in responding to a bioterrorism scenario that was not previously antici-
pated. Among the misunderstandings about the bioterrorism use of anthrax were (38):

» The historical death rate of virtually 100% among those having inhalational anthrax may
be overestimated should extraordinary modern medical care be available.

» The lower limit of spores necessary to cause illness was (and is) not well-understood and
may depend on other factors such as age, immunity status, and/or the presence of comorbid
conditions.
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» Public health authorities and government officials attempted to allay the fears of the pub-
lic but messages were inconsistent, did not occur in real-time, and were sometimes contra-
dictory.

* Medical and criminal investigations were not well-coordinated.

» Laboratories were rapidly overwhelmed with samples to rule out anthrax.

Many of these deficiencies have been identified previously through bioterrorism
exercises (20,39) or predicted by modeling (40). A study of anthrax dissemination from
envelopes containing Bacillus globigii determined that significant amounts of respi-
rable aerosol particles are released when an envelope is opened that contains as little as
0.1-1.0 g of bacterial spores (47). Deficiencies in the governmental response to an
unanticipated bioterrorism event may be addressed through the development of com-
prehensive response plans and an increase in public health response capacities.

Although no one (except perhaps a future perpetrator) can predict what biological
pathogen(s) will be used against an unsuspecting target and how it will be used, the
public has been sensitized to the intentional use of infectious disease agents as weap-
ons following the events of late 2001.

5. COMPONENTS OF AN EFFECTIVE BIOTERRORISM RESPONSE:
DEVELOPMENT OF BIOTERRORISM RESPONSE PLANS

The most comprehensive response plans developed to date to prepare for the use of
biological weapons against a civilian population has been the Biological Weapons
Improved Response Project (BW-IRP) as developed by the SBCCOM (42). This pro-
gram was developed to provide enhanced support to improve the capabilities of state
and local emergency response agencies to prevent and respond to terrorist incidents
involving WMDs at both the national and local levels (42). BW-IRP publications
include assessments of hospital resources and preparedness (43), government prepared-
ness for a smallpox outbreak (44), the integration of public health and law enforcement
in a bioterrorism investigation (45), and an integrated approach to emergency medical
response (46).

Although this work has been transitioned to the US Department of Homeland Secu-
rity, the templates that have been developed are invaluable for state and local biologi-
cal weapons preparedness planning (47). These outstanding templates should be more
widely distributed to federal, state, and local government personnel to prepare for a BT
event. For example, the BW-IRP’s Criminal and Epidemiological Investigation Report
(45) demonstrates how to improve coordination of an investigation between public
health and law enforcement personnel, which is one of the key problems mentioned by
Altman and Kolata in their article describing miscalculations that occurred with the
anthrax letter investigations (38).

An uneasy association exists at times between public health and law enforcement.
Law enforcement (especially the FBI) has the lead role in bioterrorism crisis manage-
ment and criminal investigation. Public health and law enforcement personnel must
learn to work together and to appreciate each other as vital components of the investi-
gative team for a bioterrorism event. Law enforcement personnel can gather much case-
specific information for an epidemiological investigation and public health personnel
can obtain information of use to the criminal investigation. Information of mutual
interest to public health and law enforcement includes obtaining personal historical
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activities data from those who are ill and uncovering the nature of the incident or expo-
sure that caused the illness (45). Both the epidemiological and criminal investigation
represent unique opportunities to obtain information that may be relevant to discover-
ing the cause and source of a bioterrorism event and could also lead to early identifica-
tion of those potentially exposed to a biological agent.

5.1. Pharmaceutical Supplies for Bioterrorism

Pretreatment (e.g., vaccination, chemoprophylaxis) is of limited use for many of the
primary threat agents when used in a bioterrorism event (2). Medications and medical
supplies to be used in the response to biological attack need to be available for rapid
deployment to any part of the United States. Therefore, the prepositioned Strategic
National (pharmaceutical) Stockpile (SNS) is of primary importance in the medical
response to a bioterrorist attack (48). Delivery and distribution of the SNS should be
part of the scenario response evaluation for a bioterrorism tabletop exercise. State
medical authorities and civil defense, emergency preparedness, and pharmaceutical
authorities need to work together for the SNS acceptance at the point of delivery. These
agencies also need to designate responsibility for the pharmaceutical and patient moni-
toring process, as well as the delivery of medication where it is most needed. The SNS
initially was deployed in response to the events of September 11, 2001, in New York
City subsequent to activation of the Federal Response Plan (49).

Mass prophylaxis must be preplanned, and needs to include (48):

 Identification of responsibility for receipt of SNS.

» Designation of licensed health professionals to receive the controlled substance portion of
the SNS.

+ Identification of an appropriate airfield for incoming pharmaceutical and medical supplies.

» Acquisition of cargo handling equipment.

» Acquisition of secure storage facilities for breakdown and repackaging supplies.

» A tracking system that will enable SNS asset deployment.

» Logistics determinations including who will supply trucks and provide personnel to move
supplies to distribution sites.

» Establishment of communication links between all key personnel/facilities dealing with
SNS distribution and identifying contact personnel.

» Acquisition of baseline patient data and tracking of patients who receive chemoprophylaxis.

5.2. Veterinary Disease Surveillance

Veterinary and food surveillance for zoonotic pathogens is important for
bioterrorism preparedness. Participants from the State Veterinarian’s and Public Health
Veterinarian’s agency should be included in bioterrorism planning and training exer-
cises. Some of the diseases associated with bioterrorism are endemic in the United
States. Recently, both the ingestion of anthrax-contaminated meat (50) and a case of
cutaneous anthrax (5/) have occurred because of nonpurposeful naturally occurring
anthrax exposures of animal origin. Anthrax, tularemia, Q fever, brucellosis, and pneu-
monic plague all can be acquired from wild or domestic animals. It is important to rap-
idly determine whether a disease is naturally acquired or the result of purposeful events
caused by potential biological warfare agents. With the heightened awareness of
bioterrorism, the recent naturally occurring incidents of brucellosis (52) and tularemia
(53,54) have also been intimately examined for the potential of having been purposeful
events.
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5.3. Epidemiological Surveillance

Epidemiological surveillance for bioterrorism must operate continuously to be
effective and should be sensitive enough to detect abnormal disease activity in a popu-
lation, whether from a nonendemic disease (e.g., anthrax in postal workers) or an in-
crease in a naturally occurring disease that has been purposefully introduced (e.g.,
hundreds of salmonellosis cases in Oregon) (7). Databases that may be monitored
include hospital admissions, 911 calls, unexplained deaths, use of over-the-counter
medications, emergency department volume, and selected emergency department dis-
charge diagnoses. The surveillance system must also possess the specificity to detect
any of the reportable bioterrorism diseases. Although it is possible to construct a pas-
sive disease monitoring system to detect disease levels above those anticipated, it is
exceedingly difficult to construct a passive surveillance system with specificity for
bioterrorism diseases that identifies patients exposed to life-threatening illnesses with
rapid symptom onset in time to administer potentially life-saving treatment or prophy-
laxis. The recent cases from exposure to anthrax-contaminated mail demonstrate this
point (35,36). Only an extremely rapid response can diagnose and identify cases of
inhalational anthrax and pneumonic plague; however, this still may not be possible,
even under the best of circumstances.

Initial disease detection, investigation and response usually occur at the local health
department level (55). An active epidemiological bioterrorism surveillance system
includes the intense search for new or nonreported cases. An enhanced regional or
statewide epidemiological surveillance system should be instituted following the report
of any bioterrorism-related illness. Enhanced surveillance may uncover cases in areas
where they have not yet been identified. To accomplish this, public health personnel
must communicate with hospital infectious disease specialists; infection control man-
agers; emergency, pharmacy, and laboratory departments; and nontraditional
investigative partners such as veterinarians, medical examiners, funeral directors, law
enforcement personnel, and others. Any profession that can contribute information
toward the identification of new cases, those exposed to an infectious agent, and the
origin of the disease are important allies in the public health investigation of a
bioterrorism event.

5.4. Coordinate and Track Clinical and Laboratory Surveillance Activities

Laboratory capacity is a vital part of the public health network and is necessary to
discover and respond to the occurrence of a bioterrorism event (56). Electronic labora-
tory-based reporting is currently being developed and integrated into the public health
infrastructure of seven states through CDC grant funding (57). Perhaps the most impor-
tant surveillance activity within the acute care hospital is the interaction between the
hospital-based clinician and the clinical laboratory. However, even the best-designed
reporting system can produce erroneous results. Misidentification errors, reporting
errors, and lack of laboratory or clinical understanding or ability to characterize the
pathogen all can contribute to pathogen misidentification or mischaracterization and
have severe consequences for the patient (58,59). In November 2001, although 10
inhalational anthrax cases had already occurred nationally in a 2-mo period (35), a
Connecticut hospital laboratory with a finding of Gram-positive rods isolated from a
blood culture of a seriously ill patient did not report this discovery to state health
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authorities until 2 d later (37). This laboratory finding was in fact from the 11th national
case of inhalational anthrax. The nonreporting of this isolate to state authorities is
perhaps not surprising, given that the finding of Gram-positive rods in a bacterial
culture from a clinical specimen is routinely considered a contaminant. To be
successful, active syndromic surveillance must incorporate laboratory reporting and
seek to inculcate timely and accurate laboratory identification of bioterrorism patho-
gens. In the case of bioterrorism, the fear of reporting a false-positive should be
overweighed by the necessity for enhanced alertness by other clinical laboratories in
the reporting state.

5.5. Use of Quarantine

Certain highly contagious infectious diseases on the bioterrorism threat list (e.g.,
pneumonic plague, smallpox) necessitate the use of isolation and possibly quarantine
measures and travel restrictions. The issues surrounding these extreme public health
measures should be considered if these diseases are modeled in a tabletop or field exer-
cise. A rapid response is of utmost importance. Should a highly contagious disease be
released on a civilian population, a very small amount of time exists in which to detect
and verify the infection, locate the time and place of attack, identify the affected popu-
lation, and begin intervention (40).

Rapid evaluation of the outbreak can determine the extent of exposure and help
develop the most effective disease containment strategies. Public health authorities
must conduct a thorough search for those exposed and for close contacts of those
infected (e.g., immediate household members). Other important tasks include the iden-
tification and/or estimation of the population at risk and the development, in advance,
of protocols for isolation and surveillance of cases. Hospital and public health auth-
orities need to maintain case ascertainment surveillance data and conduct active pro-
spective disease surveillance.

5.6. Psychosocial Effects

The importance of psychosocial effects was driven home by the horrific events of
September 11, 2001. The entire nation felt the impact of the terrorist attacks. The psy-
chosocial effects of an infectious disease outbreak on a large population was demon-
strated during the 1994 pneumonic plague outbreak in Surat, India (60). This outbreak
caused an exodus of 600,000 people from the city of Surat, followed by a mass anxiety
in the city of Delhi, about 600 miles away (60). Hospitals in Delhi became flooded, and
“chaos reigned supreme, rumor was the ruler” (60). One important effect of fear and
uncertainty was the purchase and hoarding of tetracycline. Similarly, there was a sub-
stantial increase in ciprofloxacin use in the United States following the anthrax spore
mailings in 2001, and a resulting shortage in certain areas.

It is probable that for every person seeking care in a hospital for physical injuries or
infection following a biological or chemical terrorist incident, at least 6—10 will present
with psychological concerns (6/7). Therefore, management of psychological casualties
following a WMD incident must be incorporated into a tabletop exercise or live disas-
ter drill. The use of bioterrorism in particular presents complex psychosocial chal-
lenges for a civilian population (62). Features of bioterrorism may make group panic
more likely (62). Importantly, a lack of realistic training increases the possibility of a
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disorganized, ineffective response that will heighten the public’s fear and break down
trust in public institutions (62). Even in the recent anthrax scare, some in the postal
system were questioning the recommendations of the federal public health authorities.

5.7. Media Relations

Closely tied to psychosocial effects are the methods used by government officials
when dealing with the media. Both the style and content of the news that people receive
will influence how they react to news of a WMD event (63). Some of the potential
problems are illustrated by the response to media coverage of the Chernobyl accident
(64). Those who generate or transmit news should be intimately familiar with and
use sound principles of risk communication. One useful source is an emergency
response communications plan for bioterrorist events that has been written with input
from the principal US public health and emergency response organizations and subse-
quently distributed to all state health department communications offices (65).

A website for effective risk communication is maintained by the CDC’s Agency for
Toxic Substances and Disease Registry (ATSDR) at http://www.atsdr.cdc.gov/HEC/
primer.html., and other websites have been specifically designed to provide informa-
tion on bioterrorism-related issues (e.g., http://www.psandman.com/col/part1.htm).
Government officials need to express empathy to the affected communities and not
merely provide facts; they must also appreciate that the public’s desire for risk knowl-
edge may be different from an expert’s opinion (63). Information provided to the media
by official sources should be accurate, honest, and timely (63).

Given the impact that the media has on any disaster event, it would behoove tabletop
or field exercise participants to include media representatives. Any fear of dealing with
the media should be negated by the fact that the media is also the vehicle through which
large numbers of people can be spoken to on an immediate basis (66).

5.8. Hospital Needs

Community hospitals are a vital partner in the identification, triage, and treatment of
those affected by bioterrorism. Rapid casualty care is of utmost importance immedi-
ately subsequent to a mass casualty incident. Patient transportation needs will increase
greatly and the local EMS may become readily overwhelmed. Any bioterrorism exer-
cise should consider auxiliary replacement of casualty transport through the use of
state military or other resources. A statewide communications network should be in
place to provide advance notification and coordinate movement to hospitals of incom-
ing casualties (43).

Hospitals should take the following initiatives to best prepare for a bioterrorism
event (43).

» Address casualty admission until maximum capacity is reached.

» Be able to redirect noncritical admissions.

» Conduct patient screening, triaging, and release of asymptomatic individuals, based on
potential for exposure and illness.

+ Obtain pertinent information for public health personnel.

» Establish contacts and agreements in advance with law enforcement so that information
can be shared in a crisis situation.

 Identify a backup or overflow emergency evaluation and triage facility.

» Establish alternate care.
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+ Identify infection control capabilities.
» Establish training programs to decrease the potential that hospital personnel might also
panic or fear their own safety from patient contact.

5.9. Mortuary Concerns

Fatality management is an important concern associated with the use of a
bioterrorism agent. Disaster planning should always incorporate the state mortician’s
associations and the state medical examiner’s office. During a catastrophic disaster, it
is important to maintain a mortuary registry of similar deaths, manage familial visits,
use morgues to provide central processing, establish long-term fatality storage facili-
ties, determine final disposition for fatalities, establish family assistance centers, imple-
ment mass cremation if necessary, coordinate release of remains to families, and
establish temporary internment options as appropriate (43).

6. RECOMMENDATIONS FOR THE FUTURE

According to Congressional Subcommittee testimony given in July 2001: “We’re
much more likely to have low-consequence scenarios—the kind of thing that the guy
down the street will do if he’s mad at his neighbors or the IRS, and that won’t be
anthrax. You can’t do smallpox or weaponized anthrax in your garage” (67). Following
the events of purposeful release of anthrax from September through November 2001,
this statement may demonstrate the difficulty of predicting with any certainty a future
terrorist scenario. However, those tabletop exercises that involve as many of the vari-
ous local, state, and federal emergency response partners as possible should promote
understanding between participants and help them to acquire the skills necessary to
develop a team response approach to a WMD event.

It would be especially useful at this time to establish a national WMD bioterrorism gam-
ing/exercise think-tank. This type of group could develop reasonable scenarios that could
be used by state and local offices of emergency preparedness and health departments to
consider likely resource-demanding events. The military model for these activities has been
incorporated into war gaming training curricula with great success (68). Incredibly, the
collapse of World Trade Center by a terrorist group was predicted during a 2000 scientific
symposium: ““...not just disruption and some damage to the World Trade Center towers in
Manhattan but the total destruction of both buildings and the surrounding area” (69). How-
ever, this advice was not published until after the events of September 11, 2001.

7. CONCLUSION

First responders, hospital, health department, and law enforcement personnel from
local, state, and federal agencies need enhanced training for bioterrorism events. Unique
challenges are presented by the purposeful use of a biological pathogen on an unpro-
tected and unsuspecting population. The training gap must be addressed at the local,
state, and federal response level. This can be best accomplished if comprehensive
bioterrorism response plans are developed and regular mutual training exercises occur.
One productive format for mutual training in anticipation of a bioterrorism event is the
use of a tabletop exercise. This scenario-driven training is quite flexible and can incor-
porate the training goals of the participating agencies. Importantly, a scenario can be
devised to reflect the difficulties that will be encountered during a bioterrorism event,



Modeling for Bioterrorism Incidents 37

including laboratory and clinical identification of the disease, abnormal case-patient
load, acceptance and distribution of the national pharmaceutical stockpile, monitoring
the spread of disease, and a host of other community, state, or areawide problems.
Once a comprehensive bioterrorism plan has been developed and training and resource
gaps have been identified through conducting multiple tabletop exercises, one or more
field exercises should be conducted to assess the ability of all participating agencies to
respond in person to a bioterrorism event. Through plan development and training by
use of comprehensive tabletop and field exercises, the various agencies involved will
come to understand each others’ organizational abilities and roles in response to these
events. Although predicting the next bioterrorism event is difficult, if not impossible,
there is no excuse why the organizations that are responsible for responding to such a
crisis can not now develop and practice plans and response.
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Biological Weapons Defense
Effect Levels

Ross D. LeClaire and M. Louise M. Pitt

1. INTRODUCTION

Many toxins and replicating agents have the potential for malevolent use. Of prime
concern is the use of agents or toxins that would affect large populations. Delivery of
these agents through food or water is of concern but is restricted by the quantity of
agent required, thus limiting use to objectives where less than mass morbidity is
intended. Contrary to popular perception, dilution factors and modern food supply
refinement (to include water purification) significantly limit the efficient use of bio-
logical agents by the oral route of exposure (/). Biological threat agents are most likely
to be effectively delivered covertly and by aerosol in a biological warfare or terrorism
scenario. Estimations of potential exposure levels have been derived to assist medical
planners, logisticians, and field officers in predicting biological warfare contingency
requirements.

The potential threat agents have been designated as either lethal or incapacitating;
these terms are not absolute but imply statistical probabilities of response. Median
lethal or median effective/infectious doses are presented when available for the follow-
ing potential threat agents: ricin; botulinum neurtoxins; staphylococcal enterotoxin B
(SEB); Clostridium perfringens epsilon toxin; T-2 toxin; Francisella tularensis; Bru-
cella melitensis /abortus/suis; Bacillus anthracis; Yersinia pestis; Coxiella burnettii,
variola majo, Venezuelan equine encephalitis (VEE), eastern equine encephalitis
(EEE), and western equine encephalitis (WEE) viruses; and filoviruses. In addition,
the potential implications of emerging and future technologies are discussed.

2. RESPIRABLE AEROSOL THREAT

Biological threat agents can be disseminated in an aerosol through the use of a broad
range of delivery platforms, including conventional systems such as bombs and mis-
siles and unconventional systems such as modified agricultural sprayers. Respirable
aerosols represent the most significant threat of effectively exposing large numbers of
personnel. Aerosol delivery of a few kilograms of infective or toxic agent can poten-
tially affect personnel over tens or even hundreds of square kilometers. An event may
occur without warning and may not be detected until the first casualties develop symp-
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toms of illness. Because of the extent of potential casualties, estimations have been
derived to assist medical planners, logisticians, and staff officers in predicting biologi-
cal warfare contingency requirements (2). Preparation of countermeasures for poten-
tial threats has necessitated prioritization to allocate limited resources (3). Domestic
preparedness for events involving weapons of mass destruction is a growing concern
and a formidable task (4,5).

2.1. Estimations and Assumptions

Estimations of exposure levels are complicated by aerosol dissemination and stabil-
ity assumptions. Under ideal conditions, once an agent is disseminated, there is a short
equilibration period before the aerosol is fully formed. Larger particles (>15 um) do
not remain suspended and tend to fall out in a short period of time. Within several
minutes, the stable aerosol is composed largely of particles in the 1- to 5-pum range that
remain suspended for long periods of time allowing for distribution over large areas.
Individuals are infected at this point by breathing the air. In addition to not being main-
tained in the primary aerosol, larger particles (10-20 pm) and particles smaller than 0.5 pm
are not retained well in the human respiratory track and are either exhaled or diffuse.
Once the aerosol cloud has stabilized, its integrity is dependent on atmospheric stabil-
ity (e.g., wind speed, thermal inversions, precipitation). Exposure estimates are fre-
quently based on optimal combinations of temperatures, wind speeds, prevailing wind
direction, cloud cover, and sunrise/sunset times. The effects of topography and vegeta-
tion are not often modeled.

Climatic conditions, such as ultraviolet light, humidity, and temperature affect agent
viability in the aerosol cloud. Agents may have sufficient innate stability to remain
viable or may be artificially stabilized. The spores produced by the genus Bacillus are
extremely stable. Although exposure to spores at levels that cause disease from an
inhalation route is not natural, dry spore preparations are extremely stable in
bioaerosols. The rickettsia C. burnetii also develop an extremely stable spore-like state.
C. burnetii infects many different animals and has been shown to survive in dry dust
generated from contaminated afterbirth for months. Humans can become infected natu-
rally through inhalation of contaminated dust. Factors affecting the viability of air-
borne organisms have been investigated as a matter of environmental and public health
concern (6-8). Examination of persistent aerosols has permitted evaluation of the con-
ditions allowing resistance to aerosolization (9). Numerous organisms could be stabi-
lized in liquid or dry conditions and maintain viability in an aerosol but decay rapidly
when exposed to ultraviolet light. This is typical for vegetative organisms such as the
Brucella sp., F. tularensis, and Y. pestis.

Estimations of infective or toxic exposure levels based on biological responses
should also be viewed with caution. They are often based on extrapolations from epi-
demiological investigations. In some cases, they are based on human studies in healthy,
young adult volunteers. In others, estimates are based on cross-species extrapolations.
Animal to human extrapolations require dosimetric/allometric adjustment and assume
effects in the experimental model are relevant to humans (/0). Relationships derived
from comparative physiology and toxicology for required parameters are not always
available from direct measurement and thereby require inference.
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2.2. Variability in the Exposed Population

The physical and physiological condition of the population exposed will have a sig-
nificant impact on the outcome of inhalation exposure to biological agent. General
health, stress status (e.g., respiratory rate), medications, metabolic disorders, nutritional
status, immune competence, operational scenarios, and the mission all are individual
or unit factors that will impact the outcome. Additionally, agents are designated either
as lethal agents (intended to kill) or as incapacitating agents (intended to cause disabil-
ity). Not all individuals will die from an attack with a given lethal agent, and some
(e.g., infants and people weakened by malnutrition, disease, or old age) might succumb
to an attack with incapacitating agents. In addition, a specific agent can be both an
incapacitating and a lethal agent depending on the dose delivered.

2.3. Biological and Toxin Threat Agent Factors

Features of biological agents that influence their potential for use as aerosol weapons
include infectivity, virulence, toxicity, pathogenicity, incubation period, transmissibility,
lethality, and stability. Agents may be replicating or nonreplicating. Factors related to
their potential use are described in the North Atlantic Treaty Organization (NATO) Hand-
book on the Medical Aspects of NBC Defensive Operations (//) as described here.

2.3.1. Infectivity

The capability of microorganisms to establish themselves in a host species is vari-
able. Pathogens with high infectivity cause disease with relatively few organisms,
whereas those with low infectivity require a larger number. High infectivity does not
necessarily mean that the symptoms and signs of disease appear more quickly or that
the illness is more severe.

2.3.2. Virulence

The propensity of an agent for causing severity of disease is dependent on a diverse
combination of agent and host factors. These factors are dynamic and often malleable.
Different strains of the same microorganism often cause diseases of different severity.

2.3.3. Toxicity

The toxicity relates to the severity of illness (toxicosis) elicited by a toxin.

2.3.4. Pathogenicity

The ability of an agent to initiate a set of events (e.g., propagate attachment and
penetration) that culminate in disease or abnormality defines its pathogenicity. A suffi-
cient number of microorganisms or quantity of toxin must penetrate the body to initiate
infection (the infective dose) or intoxication (the intoxicating dose). Infectious agents
must then multiply (replicate) to produce disease.

2.3.5. Incubation Period

The time between exposure and the appearance of symptoms is known as the incu-
bation period. This period is governed by many variables, including the initial dose,
virulence, route of entry, rate of replication, and host immunological factors.
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2.3.6. Transmissibility

Some biological agents can be transmitted from person-to-person directly. Indirect
transmission (e.g., by arthropod vectors) may be a significant means of spread as well.
In the context of biological warfare casualty management, the relative ease with which
an agent is passed from person-to-person (that is, its transmissibility) constitutes the
principal concern.

2.3.7. Lethality

Lethality reflects the relative ease with which an agent causes death in a susceptible
population.

2.3.8. Stability

The viability of an agent is affected by various environmental factors, including
temperature, relative humidity, atmospheric pollution, and sunlight. A quantitative
measure of stability is an agent’s decay rate (e.g., “aerosol decay rate”).

2.3.9. Additional Factors

Additional factors that may influence the suitability of a microorganism or toxin as
a biological weapon include ease of production, stability when stored or transported,
and ease of dissemination.

In April of 1997, the US Department of Health and Human Services and Centers for
Disease Control and Prevention (CDC) set forth regulations governing hazardous bio-
logical agents (/2). The intent was to accomplish four major goals: (a) identify biologi-
cal agents potentially hazardous to the public health; (b) establish procedures for
monitoring the acquisition of restricted agents; (c) provide safeguards for agent trans-
port; and (d) create an alert system for improper attempts at acquiring restricted agents.
The CDC identified 24 biological agents and 12 toxins that are listed in Table 1. The
CDC maintains an active, categorized biological terrorism threat agent listing posted
on their Internet site (http://www.bt.cdc.gov/Agent/agentlist.asp). Agents are tiered as
A (highest priority), B (second-highest priority), and C (third-highest priority). There
are several of similar threat agent lists categorized on different assessment factors.
Although priority categorizations differ, the agent contents are similar. Based on
assumptions and estimations discussed in Subheading 2.3., agents that possess the
attributes that make them candidates for biological aerosol weapons are underlined in
Table 1.

2.4. Delivery Platforms

Although agents such as ricin may have limited utility for open-air delivery, they are
widely available. The relationship between aerosol infectivity and toxicity and the
quantity of agent required to produce equivalent effects limit the number of agents that
could be used to cause large numbers of causalities. The amount of ricin (highly toxic)
needed to cover a 100-km? area and cause 50% lethality would be approx 8 metric tons,
whereas only kilogram quantities of refined B. anthracis would be needed to achieve
the same effect (/3). Dissemination of an agent such as ricin over a large area becomes
logistically impractical. Others agents such as saxitoxin are difficult to produce in quan-
tity and are not considered a practical threat. An exception to the toxicity and the quan-
tity of agent required to produce equivalent effects are the trichothecenes (T-2 toxin).



Table 1
The Centers for Disease Control and Prevention List of Restricted Agents, 1997

Viral Bacterial Toxins Rickettsial Fungal
Crimean-Congo hemorrhagic  Bacillus anthracis* Abrin Coxiella burnetii* Coccidioides
fever immitis
Eastern equine encephalitis Brucella abortus, Aflatoxins Rickettsia prowazekii
virus melitensis, and suis*
Ebola virus* Burkholderia Botulinum neurotoxins* Rickettsia rickettsii
(Pseudomonas) mallei*
Equine morbillivirus Burkholderia Clostridium perfringens
(Pseudomonas) epsilon toxin*
pseudomallei*
Lassa fever virus Clostridium botulinum
5 Marburg virus* Francisella tularensis* Conotoxins
Rift Valley fever virus Yersinia pestis* Diacetoxyscirpenol
South American hemorrhagic Ricin*
fever viruses
Tick-borne encephalitis Saxitoxin
complex viruses
Variola major virus Shigatoxin
(smallpox virus)*
Venezuelan equine Staphylococcal enterotoxins*
encephalitis virus*
Hantavirus pulmonary Tetrodotoxin
syndrome
Yellow fever virus T-2 toxin (trichothecene)*

*Based on assumptions and estimations discussed in Subheading 2.3., agents that possess the attributes that make them candidates for biological aerosol
weapons affecting large populations are underlined.
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Fig. 1. Estimated agent cloud coverage at greater than or equal to the EDs resulting from a
10-km ground line source. The EDs, represents the median dose estimated to affect 50% of a
population. This is represented as lethality for anthrax, plague, and botulinum neurotoxin
(serotype A), and incapacitation for tularemia, Q fever, and SEB. Area coverage estimates are
based on the default values contained in the US Navy’s Vapor, Liquid, and Solid Tracking
(VLSTRACK) computer model. The model is used to simulate the spread of agent.

Their acute toxicity by the inhalation route is similar to that of Lewisite (circa 10° mg-
minutes per cubic meter [mg: min/m?3]) but with dermal exposure T-2 is about 10 times
more potent than liquid mustard [bis-(2-chloroethyl) sulfide] (/4). The trichothecenes
are considered to be primarily blister agents that cause severe skin and eye irritation at
low-exposure doses.

Many nations spent years determining which biological agents had the greatest stra-
tegic and tactical potential. Properties considered included level of infectivity/toxicity;
ease of production in large quantities; and stability during storage, dissemination, and
in aerosol. Stability is a major concern. For example, although extremely potent, botu-
linum neurotoxin may be a less effective agent because of its lower stability in the
environment that limits area coverage (/5). Compared to botulinum neurotoxin sero-
type A, SEB is estimated to be less potent but is relatively stable and may produce
significant lethal and incapacitating effects over large areas. The estimated compara-
tive area coverage of several threat agents is shown in Fig. 1 (16). Variola major, Y.
pestis, B. anthracis, and botulinum neurotoxin have been cited as the top four most
likely agents. Additional attributes that make an agent even more dangerous include
being communicable from person-to-person and having no treatment or vaccine. After
factoring in these characteristics, anthrax (although not communicable) and smallpox
are the two diseases with greatest potential for mass casualties and civil disruption.

3. PROBABLE RESPIRABLE BIOLOGICAL AND TOXIN THREATS

Tables 2—-5 shows selected diseases whose causative organisms are considered as
potential biological agents. Unless otherwise noted, these results represent data based
on dynamic aerosols generated by a nebulizer. Infectious agents were in medium or
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Table 2
Viral Agents
Incubation
Agent Aerosol LDsy? period Fatality rate
Variola major Unknown 7-17d 20-40%
Venezuelan, eastern, VEE: mouse LDs 1-5d VEE and WEE:
and western equine =2.8 PFU? EEE: 50-75% uncommon (<1%)
encephalitis virus EEE: guinea pig LD5,
=1210
PFU¢; mouse LDy,
=540 PFU
Filovirus (Ebola and Unknown 6-7d 50-90%

Marburg viruses)

“The LD, and ID50 are the dose of agent expected to cause death or incapacitation, respectively, to
50% of those exposed.

bPFU (plaque forming unit; mouse LDs, = 540 PFU).

“US Army Research Institute of Infectious Diseases, unpublished data.

Table 3
Lethal Bacterial Agents

Incubation Disease severity
Agent Aerosol LDs, period (untreated)
Bacillus anthracis 55,0004 1-7d >90% death
(inhalational anthrax)
Yersinia pestis 343b«¢ 1-6d 100% death

(pneumonic plague)

4U.S. Army Research Institute of Infectious Diseases, unpublished data (1991): Macaca mulatta, Ames
strain.

bLDs, determined as a delivered dose—no assumption about retention.

“US Army Research Institute of Infectious Diseases, unpublished data (1994): Cercopithecus aethiops,
CO92 strain.

Table 4
Incapacitating Bacterial and Rickettsial Agents
Incubation
Agent IDs, and EDs5, period Fatality rate
Franciscella tularensis 107 (LD5, <1000) 1-10d Type A: 40%”
(tularemia) Type B: 5%"
Brucella melitensis/ ID55 = 10-100 Variable 2%"
suis/abortus 7-21dto
(brucellosis) several mo
Coxiella burnetii® 307 4-21 days Rare

(dose-dependent)

Derived from human data.
bFatality when untreated.
CRickettsia.
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Table 5
Select Toxin Agents
Agent EDs, and LDy, Time of onset Disease
Staphylococcal EDs, =0.0004 ug* 1-12h Moderate: fever 38.3-40.6°C
enterotoxin B LDy, >0.02 ng/kg (101-105°F), incidence of
fever is 50%.
Severe: acute respiratory
distress, shock, and death.
Botulinum toxins
Serotype A (B-G Estimated illnessis Shto7d Moderate exposure: abnormal
discussed in text) 50% at about vision, ptosis.
0.00024 g Respiratory failure; 5 h
inhaled. to 2 d to onset; general
LD, =0.003 pg/kg muscular; incidence of
mortality is 90%.
Ricin LDy, = 15 pg/kg” 15-20 h* Target organ is the lung with

death occurring between
36—48 h (massive
pulmonary edema).

Labored respiration, general
malaise, massive
hemorrhagic edema, and
death in 4-24 h.

Clostridium perfringens
epsilon toxin

EDs, = 0.025 mg/kg®
LDy, unknown

T-2 toxin (trichothecene) LDs, = 0.025-0.24,
mg/kg”

“Derived from human data
bUS Army Research Institute of Infectious Diseases, unpublished data (1992), Macaca mulata.

water while toxins were in water and may have a carrier protein. Aerosol particle size
ranged from 0.8 to 1.4 um and exposures were 10 min. Rhesus macaques were anesthe-
tized and respiratory parameters (minute volume [MV], and respiratory rate [RR]) were
measured by whole-body plethysmograph. Rodents were awake and respiratory
parameters were calculated from published formulas (/7). In all cases, no assumptions
were made about retention. The inhaled-doses-delivered estimation is based on aerosol
concentration, MV, and time. Total calculated dose is the product of aerosol concentra-
tion and exposure time.

3.1. Viral Agents

Potential viral biological weapon agents as shown in Table 2 include Variola major;
the causative agent of smallpox, equine encephalitis viruses, including VEE, EEE, and
WEE; and the filoviruses.

3.1.1. Variola Major

The concept of using variola virus in warfare is an old one. British colonial com-
manders considered distributing blankets from smallpox victims among Native Ameri-
cans as a biological weapon. During the American Civil War, there were allegations
about the use of smallpox as a biological weapon, although there is no evidence to
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support such allegations. In 1980, the World Health Organization (WHO) declared
endemic smallpox eradicated. Although two WHO-approved repositories of variola
virus remain at the CDC in Atlanta, GA, and at Vector in Novosibirsk, Russia, the
extent of concealed stockpiles in other parts of the world remains unknown. The former
Soviet Union has admitted to weaponizing Variola major (18).

Because the host range of this virus is confined to humans, aggressive case identifi-
cation and contact vaccination were ultimately successful in controlling the disease.
Variola virus is highly stable and retains its infectivity for long periods outside the
host. It is infectious by aerosol, but natural spread to other than close contacts is con-
troversial. Approximately 30% of susceptible contacts became infected during the era
of endemic smallpox. Major knowledge gaps exist regarding the adequacy of available
animal models. Current models include monkeypox, cowpox, and rabbitpox. The ID5y/
LDsyhas not been established. No qualified model exists for the evaluation of the effi-
cacy of antiviral therapy.

3.1.2. Equine Encephalitis Viruses

The characteristics of the equine encephalitis viruses (VEE, EEE, and WEE) lend
themselves well to weaponization. This fact was recognized and these agents were
included in offensive biological warfare programs that were initiated before or during
World War II.

VEE virus is an arthropod-borne alphavirus endemic in northern South America,
Trinidad, Central America, Mexico, and Florida. Eight serologically distinct viruses
belonging to the VEE complex are associated with human disease; the two most impor-
tant of these pathogens are designated subtype I, variants A/B and C. These agents also
cause severe disease in horses, mules, burros, and donkeys (Equidae). Natural infec-
tions are acquired by the bites of a wide variety of mosquitoes. Equidae serve as ampli-
fying hosts and sources of mosquito infection. In natural human epidemics, severe and
often fatal encephalitis in Equidae always precedes disease in humans. Aerosol trans-
mission has occurred in laboratory settings but is not known to occur naturally. There
are approx 150 documented adult human accidental VEE exposures in laboratory set-
tings. There was only one fatality. EEE is the most severe of the encephalitides, with
high mortality and severe neurological sequelae. During outbreaks, the attack, morbid-
ity, and mortality rates are highest among children and the elderly. Case fatality rates
are estimated to be from 50 to 75%, but asymptomatic infections and milder clinical
illness are certainly underreported.

The few published studies of EEE neuropathology (/9) have used intracerebral, sub-
cutaneous, and intraperitoneal (IP) inoculation of young chicks, hamsters, and mice
(12). Hamsters are 1000 times more susceptible to EEE infection than mice (one ham-
ster IP LDs, = 1 PFU; one mouse IP LDs, = 1000 PFU). There are no published inves-
tigations in the open literature for aerosol infections and resultant neuropathology.

3.1.3. Filoviridae (Ebola and Marburg)

These viral hemorrhagic fever agents appear to be highly infectious by aerosol, and
are quite stable (20). Their existence as endemic disease threats and as potential bio-
logical warfare weapons suggests a formidable potential impact on military readiness.
The incubation period is about 67 d in Macaca mulatta infected by aerosol. The initial
sign is an increase in temperature (40—40.5°C) accompanied by loss of appetite, ex-
haustion, and recumbence. Animals die on days 10-11.
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The Filoviridae include the causative agents of Ebola and Marburg hemorrhagic
fevers. Marburg was first recognized in 1967 in Marburg, Germany, among laboratory
workers exposed to the blood and tissues of African green monkeys that had been
transported from Uganda. Ebola viruses are taxonomically related to Marburg viruses;
they were first recognized in association with outbreaks that occurred in 1976 in small
communities in Zaire and Sudan (2/). Secondary transmission occurred through reuse
of unsterilized needles and syringes and nosocomial contacts.

3.2. Lethal Bacterial Agents

Bacterial organisms represent the greatest number of replicating agent pathogens
presenting a potential biological warfare threat (see Table 3). Many produce exotoxins
that damage cell membranes; inhibit protein synthesis, and are immune modulators,
proteases, or activate secondary message pathways. The disease can be predominately
lethal as with anthrax from B. anthracis or pneumonic plague from Y. pestis. A pre-
dominantly incapacitating disease may also occur from exposure to agents as F.
tularensis, B. melitensis/ suis/ abortus, or C. burnetii.

3.2.1. B. anthracis

Because of the infectivity of B. anthracis spores by the respiratory route and the
high mortality of inhalational anthrax, the military is concerned with its potential use
as a biological weapon (22). This concern was heightened by the revelation that the
largest epidemic of inhalational anthrax in the 20th century, which occurred in
Sverdlovsk, Russia, in 1979, occurred after B. anthracis spores were released from a
military research facility located upwind from where the cases occurred (23,24 ). Cases
were also reported in animals located more than 50 km from the site. In addition, Iraq
produced and fielded B. anthracis spores for use in the Gulf War (25). In 2001, letters
containing B. anthracis were distributed in the United States causing both inhalational
and cutaneous anthrax in postal workers and others who either opened or came in con-
tact with the letters. In October 2001, 4 workers died from inhalation anthrax and an
additional 13 people developed cutaneous or inhalational disease as a result of inten-
tional terrorist activity. These cases were associated with exposures to anthrax spores
contained in letters mailed through the US Postal Service. This has led to a critical
review and update of recommendations for medical and public health management
following civilian population exposures (26).

Anthrax is caused by B. anthracis, a large rod-shaped, Gram-positive, sporulating
organism, the spores being the usual infective form. Anthrax is a zoonotic disease,
primarily infecting cattle, sheep, and horses, although other animals may be infected as
well. Humans may contract the disease, typically in its cutaneous or gastrointestinal
forms, by handling contaminated hair, wool, hides, flesh, blood, and excreta of in-
fected animals and from manufactured products such as bone meal. The inhalational
form of anthrax is caused by the purposeful dissemination of aerosols containing spores.
All human populations are susceptible. The spores are very stable and may remain
viable for many years in soil and water. They will resist sunlight for varying periods.
The risk of person-to-person transmission of the disease is very low. Handling corpses,
particularly during autopsies, may pose a risk of cutaneous anthrax or even of second-
ary inhalation anthrax through inhalation of aerosolized blood droplets containing
spores. There is limited information on field data for extrapolation in anthrax (27).



Agent Effect Levels 51

3.2.2. Y. pestis

Plague has been associated with three pandemics in the 6th, 14th, and 20th centu-
ries. During World War II, the Japanese army apparently used plague as a biological
warfare agent in China several times. There is information available that suggests the
former Soviet Union created a genetically engineered dry antibiotic-resistant form of
plague, and during the Korean War, allied forces were accused of dropping it on North
Korea insects that were capable of spreading plague and other infectious agents. No
evidence exists to support this claim.

Plague is caused by a Gram-negative, nonacid-fast, nonmotile, nonsporulating,
nonlactose-fermenting, bipolar coccobacillus. The naturally occurring disease in
humans is transmitted from rodents by fleas. The most common form is bubonic plague
(about 90%). Secondary septicemic plague occurs in about one-fifth of patients and
secondary pneumonic plague in about 10%. If Y. pestis were used as a biological war-
fare agent, the primary manifestation would be epidemic pneumonia. The transmissi-
bility of pneumonic plague from person to person is extremely high. Well-characterized
model systems that emulate human exposure, pathogenesis, and resulting disease do
not yet exist. Battlefield relevant levels of exposure are ill defined.

3.3. Bacterial and Rickettsial Incapacitants

Causality assessment must include agents that deprive individuals of the capacity to
perform normally. In most cases, the dose of an agent will determine the response in an
individual with regards to death or incapacitation. The limits of practical exposure to
several bacterial and rickettsial agents result in responses that primarily incapacitate
(see Table 4). With biological agents these are often related to febrile illnesses.
Generally, performance impact in adults may be limited to decreased short-term
endurance with body temperatures less than 101.5°F, whereas strength and cognitive
ability are generally impaired with higher temperatures.

3.3.1. F. Tularensis

Tularemia is a zoonotic disease caused by the Gram-negative, facultative intracellu-
lar bacterium, F. tularensis. The disease is characterized by fever, localized skin or
mucous membrane ulceration, regional lymphadenopathy, and, occasionally, pneumo-
nia. F. tularensis is considered an important biological warfare threat because of its
very high infectivity after aerosolization (Table 4).

F. tularensis is a small, aerobic, Gram-negative coccobacillus, often varying in size
and shape. It is nonmotile and nonsporulating. Tularemia, also known as rabbit fever
and deerfly fever, is a zoonotic disease that humans acquire under natural conditions
through inoculation of skin or mucous membranes with blood or tissue fluids of infected
animals or bites of infected deerflies, mosquitoes, or ticks. Less commonly, inhalation
of contaminated dusts or ingestion of contaminated foods or water may produce clini-
cal disease. Respiratory exposure by aerosol would cause typhoidal tularemia, often
having a pneumonic component. Pneumonia occurs in 80% of patients with typhoidal
pneumonia. The mortality rate with the untreated disease is roughly 40% for tularemia
type A and 5% for tularemia type B. The organism can remain viable for weeks in
water, soil, carcasses, and hides and for years in frozen rabbit meat. It is resistant for
months to temperatures of freezing and below. Heat and disinfectants kill it rather easily.
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3.3.2. B. melitensis/abortus/suis

The United States began development of B. suis as a biological weapon in 1942. The
agent was formulated to maintain long-term viability, placed into bombs, and tested in
field trials during 1944—1945 using animal targets. By 1969, the United States termi-
nated its offensive program. Although munitions were never used in combat, the stud-
ies reinforced the concern that these organisms might be used as a biological warfare
agent (28) (Table 4).

Brucellosis is a zoonotic infection of domesticated and wild animals caused by
organisms of the genus Brucella. Brucellae are small, nonmotile, nonsporulating,
nontoxigenic, aerobic, Gram-negative coccobacilli that may, based on DNA homol-
ogy, represent a single species. Humans become infected by eating animal food prod-
ucts, directly contacting animals, or inhaling infectious aerosols. Symptoms after
aerosol exposure are indistinguishable from those infected by other routes. When left
untreated, the mortality rate is approx 2%. There is no direct evidence for an infectious
dose, however, Brucellae are thought to be highly infectious with an ID5, of 10-100
organisms.

3.3.3. C. Burnetii

C. burnetii, the causative agent of Q fever, is a rickettsial organism. Mainly inhaling
infected aerosols transmits the disease. Humans are the only hosts susceptible to infec-
tion by C. burnetii that develop an illness as a result of infection. The disease is distrib-
uted worldwide. The primary reservoir for human infection is livestock, particularly
sheep, goats, and cattle. The organism is very resistant to pressure and desiccation, and
may persist in a spore-like form in the environment for months. A biological warfare
attack with Q fever would cause a disease similar to that occurring naturally. Such an
attack may also create a reservoir of insects and mammals that could be a source of
considerable secondary infection. Although some human exposure data are available,
well-characterized model systems that emulate human exposure, pathogenesis, and
resulting disease are not qualified (Table 4).

3.4. Toxins

True toxins are poisons of a biogenic origin, usually from microbial, marine, animal,
or plant sources (Table 5). They are often proteinaceous and induce an antitoxin re-
sponse in exposed vertebrate animals. True toxins may also be low-molecular organic
compounds several of which can be synthesized. Numerous organisms (e.g., bacteria,
fungi, algae, and plants) produce toxins. Many of the toxin agents are extremely poi-
sonous, with a toxicity that is several orders of magnitude greater than the chemical
nerve agents. Toxins were among the first biological agents employed. As early as 600 Bc,
Athens used the roots of the hellebore plant and the Assyrians used rye ergot to poison
enemy drinking water wells.

3.4.1. Staphylococcal enterotoxin B

During the 1960s, when the United States had an offensive biological warfare pro-
gram, SEB was studied extensively as a biological incapacitant. It was attractive as a
weapon because it requires such a minute quantity to cause incapacitation. Although
quoted as an incapacitant, SEB is lethal at very low concentrations and, therefore,
should be considered as both an incapacitating and a lethal biological threat.
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Staphylococcus aureus produces numerous exotoxins, one of which is SEB. Such
toxins are referred to as exotoxins because they are excreted from the organism; how-
ever, they normally exert their effects on the intestines and thereby are called entero-
toxins. SEB is one of the pyrogenic toxins that commonly causes food poisoning in
humans after the toxin is produced in improperly handled foodstuffs and is subsequently
ingested. SEB has a very broad spectrum of biological activity. This toxin causes a
markedly different clinical syndrome when inhaled than it characteristically produces
when ingested. Humans exposed to SEB by inhalation predominately become febrile
and anorexic and develop a cough. The vomiting and diarrhea commonly associated
with ingestion of the toxin (food poisoning) is not common. Significant morbidity is
produced in individuals who are exposed to SEB by either portal of entry to the body.
The mechanism of intoxication is thought to be from massive release of cytokines.

3.4.2. Botulinum Neurotoxins

Because of the extreme toxicity of botulinum neurotoxins, they were one of the first
agents to be considered as a biological weapons agent. Before “offensive” research on
biological warfare agents was renounced, researchers in the United States worked on
the weaponization of botulinum neurotoxin; efforts began early during the World War
II. Strains that produced the five serotypes known at that time were investigated and
the serotype producing the most toxin, serotype A, was chosen for further study.

The botulinum neurotoxins are a group of seven related neurotoxins produced by the
bacillus C. botulinum. These toxins, types A—G, could be delivered by aerosol over
concentrations of troops. When inhaled, these toxins produce a clinical picture very
similar to food-borne intoxication. In both cases, it produces a blood-borne toxicisis
with the protein neurotoxin, binds to presynaptic membranes of neurons at peripheral
synapses, and is internalized. The catalytic domain eventually is released into the cyto-
sol, where it mediates a zinc-dependent proteolysis of key vesicular cytosolic docking
proteins necessary for neurotransmitter release. This results in a characteristic
descending flaccid paralysis beginning with cranial nerve dysfunction and progressing
to peripheral nerve weakness and eventual respiratory distress. The time to onset of
paralytic symptoms may actually be no longer than for food-borne cases, and may vary
by type and dose of toxin. The clinical syndrome produced by one or more of these
toxins are known as botulism. Toxin type A is the type most commonly associated with
biological warfare. Table 6 gives comparative lethality data (where known) in rhesus
macaques for serotypes A—G. The only human data available for inhalational exposure
to botulinum toxin are from a laboratory accident where individuals were exposed to a
sublethal dose of serotype A (29).

3.4.3. Ricin

Because of its relatively high toxicity and ease of production, the United States con-
sidered ricin for weaponization during its offensive biological warfare program. The
US Chemical Warfare Service began studying ricin as a weapon toward the end of
World War I and continued through World War II. It is still a threat biological agent of
great concern to date.

Ricin is a potent cytotoxin derived from the beans of the castor plant (Ricinus com-
munis). Over 1 million tons of castor beans are processed annually in the production of
castor oil, which is used for medicinal and industrial purposes including the production
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Table 6

Botulinum Toxin, Rhesus Macaque Model

Serotype Inhalational LDs, (MIPLDs,/kg)*?

A 350

B 7500

C 331

D 1585

E Inhalation lethality in nonhuman primates unknown
F 135

G Inhalation lethality in nonhuman primates unknown

“MIPLDs,: Mouse intraperitoneal LD,
bUS Army Research Institute of Infectious Diseases, unpublished data.

of aircraft and marine engine lubricants, dyes, and paints. The waste mash from this
process is approx 5% ricin by weight. Consequently, large quantities of ricin are easily
and inexpensively produced. The beans of Ricinus communis consists of two hemag-
glutinins and two toxins. These toxins are heterodimers consisting of a cytotoxic A
chain and a B-chain that binds to externally located cellular membrane receptors and
serves to transport the A-chain intracellularly. Ricin toxins are potent site-specific N-
glycosidases that cleave A4324 of rRNA, which results in the inhibition of protein
synthesis. Other reported enzymatic activities of this toxin may represent differences
in experimental procedures or the presence of additional, contaminating enzymes. The
toxin can be transmitted through contaminated food and water, percutaneously via small
pellets/projectiles designed to carry toxins, or as a biological warfare aerosol.

3.4.4. C. perfringens

C. perfringens is an anaerobic Gram-positive spore-forming bacillus that produces
at least 15 toxins. Virulence factors of the organism are responsible for various dis-
eases to include gas gangrene, food poisoning, necrotic enteritis, and enterotoxemia
(30). Spores germinate after warming slowly at ambient temperature. The reservoir is
soil and the gastrointestinal tract of healthy persons and animals. Gas gangrene results
from wound contamination spores of C. perfringens. Unlike B. anthracis spores, there
is no apparent disease caused by inhaling spores. There have been rare case reports of
pulmonary infections associated with C. perfringens (31,32).

Aerosol challenges of C. perfringens toxin have been reported to produce lethal
pulmonary disease in laboratory animals. The C. perfringens toxins are highly toxic
phospholipases. The spores or vegetative organisms have not been shown to produce
disease in healthy individuals after inhalation. The infective dose is unknown. Although
wound gangrene is a concern, there is not an established threat from aerosol exposure
and inhalation of these toxins.

3.4.5. T-2 Toxin (Trichothecene)

Acute toxicity by the inhalation route is similar to Lewisite (c.a. 10? mg-min/m?),
but T-2 is about 10 times more potent than liquid mustard [bis-(2-chloroethyl) sulfide]
with dermal exposure (/4). The trichothecenes are considered primarily blister agents
that cause severe skin and eye irritation at low exposure doses. The LDs, for the mouse
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is estimated to be 0.24 mg/kg for the guinea pig and 0.05 mg/kg for the rat. Subacute
exposure reduces host resistance to bacterial or parasitic infections. The mycotoxins
are not considered established threat agents by aerosol exposure. Evaluation of this
agent as potential threat blister agents is limited.

3.4.6. Bioregulators

Bioregulators are agents closely related to substances normally found in the body.
They may be active at very low doses and frequently have rapid effects. Recombinant
technology has been employed by the pharmaceutical industry to produce several of
these agents in quantity. Bioregulators may pose a threat if employed alone or physi-
cally combined with other agents. As biological response modifiers, bioregulators also
have been used to modify responses to other agents. An experimental example was the
insertion of the gene for interleukin-4 into a mousepox virus to enhance the response to
vaccines. The result was a virus that was far more deadly than the wild type (33).
Altering the human smallpox virus in the same manner may increase the lethality radi-
cally (34). Two of the obstacles to the use of these agents have been the ability to
produce them in large quantities and to stabilize them for weaponization. If these bar-
riers are overcome, these agents may become a significant threat. Unlike many other
biological agents, they often have immediate biological effects and are more potent
than traditional chemical agents. The complexity of production and dissemination of
these agents currently limits their application as weapons.

3.5. Contamination and Reaerosolization (Persistence of Agents)

Long-term survival of infectious agents, preservation of toxin activity, and the pro-
tective influence of dust particles onto which microorganisms adsorb when spread by
aerosols have all been documented. The potential exists for the delayed generation of
secondary aerosols from previously contaminated surfaces. This is particularly worri-
some from casualties recently exposed near the dissemination source where high levels
of contamination may occur. The data from the field trials with the BG stimulant
(Bacillus subtilis var. niger, formerly Bacillus globigii or BG simulant) were also used
to model the re-aerosolization hazard posed by C. burnetii. The two biological agents
considered in this document that pose a significant threat hazardous re-aerosolization
are B. anthracis dry spores and C. burnetii. Inhaled spores of B. anthracis (LDsy 55,000)
are highly virulent although the infectivity is moderate to high. Viable spores can per-
sist in the environment for decades under ideal soil conditions. Only when the organ-
ism is exposed to oxygen does sporulation occur, and the pathogenic bacillus is
produced. C. burnetii (ID5 c.a. 30) is a rickettsia-like organism with low virulence but
remarkable infectivity. It forms a spore-like organism that is extremely heat-, pressure-,
desiccation-, and antiseptic-resistant and can persist in the environment for weeks to
months under harsh conditions. The primary mode of transmission is inhalation.

3.6. Cutaneous and Percutaneous Threat

With the exception of the trichothecenes, biological agents do not pose a threat
because of percutaneous exposure. Dermal manifestations may be useful in the diagno-
sis and recognition of potential mass threat agent exposure (35). To a lesser extent,
particles may adhere to an individual or to clothing creating additional but less signifi-
cant exposure hazards.
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3.7. Person-to-Person (Communicable) Spread

Numerous agents may be transmitted through contact with biological material (e.g.,
tissue, blood, urine, and placentas) or resuspension of the agent in an aerosol. Kruse
(36) reviewed cross-infection with various pathogens. Brucella and C. burnetii are two
agents frequently spread by inhalation of resuspended organisms. Person-to-person
aerosol spread represents the greatest communicable disease threat. Exposed hosts
could readily become a secondary source of dissemination for some agents such as
plague or smallpox. As recently as 1979 a case of smallpox contracted through aerosol
exposure was reported (37). Henderson (38) has reviewed smallpox as a biological
weapon. Because of the aerosol threat, specific recommendations regarding smallpox
include postexposure isolation and infection control, hospital epidemiology, and
decontamination of the environment. Similarly, Inglesby has reviewed the medical and
public health management concerns if Y. pestis (plague) were used as a biological
weapon (39). Again, because of the threat of aerosol spread, safety precautions to limit
exposure from plague-infected patients include postexposure isolation and infection
control, hospital epidemiology, and decontamination of the environment (40). Although
little is known regarding the filovirus aerosol infection risk for humans, there seems to
be little risk for filovirus infections after an adequate quarantine period. There are indi-
cations that Ebola can be transmitted through aerosol exposure (4/,42). There are also
indications that Marburg may be spread by aerosol in laboratory animals (20,43).

3.8. Infection of Indigenous Vectors

Indigenous hosts and vectors for certain agents may result in increased occurrences
of endemic disease. The required natural expansion of the host and vector populations
would limit occurrences of epidemic disease. Examples include the release of agents
such as the encephalitis viruses (VEE, EEE, and WEE) or Y. pestis in areas supporting
their natural disease cycle.

4. FUTURE IMPLICATIONS OF NEAR-TERM ADVANCES
IN BIOTECHNOLOGY

Naturally occurring biological agents are the best starting point for credible bio-
logical weapons. Advances in aerosol technology that may impact the future of bio-
logical threat agents center around the stabilization of biological aerosols, genetic
alteration to stabilize threat agents, and the availability of threat agents. The first two
areas impact on agent stability during storage, dissemination, and in the environment.
Some organisms such as anthrax naturally form infectious spores, allowing the organ-
ism to survive in the environment under certain conditions for decades. The spores can
be lyophilized, milled into a powder of 1-5 um particles, and stored for many years.
Few other agents can withstand this process. Lyophilized Brucella bacteria have been
stored for several years and remained active; similar results have been obtained with C.
burnetii. SEB has retained activity in the lyophilized state for decades. Many agents
cannot withstand the process or lose potency quickly thereafter.

4.1. Stabilization of Aerosols

Microencapsulation is a current commercial process that has been employed to coat
and stabilize many biologics for therapeutic application. This is a concept that may be
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subject to adversarial misuse with biological warfare agents. Other possible abuses of
current technology may include such approaches as the genomic alteration of B.
anthracis or another Bacillus spore former and Variola major, allowing the spore to
serve as a vector for other agents. This could stabilize storage and delivery and allow
for the incorporation of a multitude of agents. Other aspects of genetics that are subject
to abuse include increasing agent infectivity/toxicity, genetic stabilization of replicat-
ing or nonreplicating agents, or the production of chimeric toxins.

4.2. Availability, Infectivity, Virulence, and Toxicity

Natural selection or advances in our understanding of biological processes may
lead to new threats. If the speculative bacterial origin of agents such as tetrodotoxin
and saxitoxin is definitively identified, then means of production in large quantities
may become practical (44,45). Emerging technologies may also pose the threat of in-
creased biological agent availability. Genetic alteration to animals, bacteria, yeast, or
plants to expression of proteins in large quantities are such technologies. In recent
years, there has been great interest by the pharmaceutical industry in transgenic plants
as photosynthetic bioreactors for large-scale production of quality bioactive proteins
(46). This has allowed for the production of large quantities of materials with potential
clinical application but is also subject to misuse. Recombinant technology also allows
for alteration of the threat agent in numerous ways that make it more infective, viru-
lent, or toxic as with the case of mousepox mentioned earlier in the discussion of
bioregulators.

5. CONCLUSIONS

Many agents, including bacteria, viruses, and toxins, can be used as biological weap-
ons, but they do not necessarily need to be highly lethal to be effective. For practical,
political, and moral reasons, incapacitation may be all that is necessary to cause the
intended effect. The fact that biological weapons may also be used in combination with
other types of weapons or to add to the disruption they produce cannot be underesti-
mated. The inhalation of biological aerosols is by far the most important consideration
when planning defenses against biological warfare attacks. Emerging capabilities that
increase the threat from aerosol exposure include enhancements in agent transmiss-
ibility (packaging and delivery vehicles) and environmental stability. With the advent
of genetic engineering, the ability to hide and transmit pathogens inside other organ-
isms represents a modern technological threat.

Knowledge gaps are common where there are breaches in information regarding
exposure levels among the biological agents and may include the following. The fol-
lowing areas hold the greatest potential for productive collaborative efforts resulting in
information with long-term benefits in the development of medical countermeasures.

5.1. Detection and Diagnostics, Sensitivity, and Specificity

Field-portable systems that can detect all biological agents of interest are not avail-
able. For toxins, current deployable methods are effective at detecting in the nano-
gram/milliliter levels. Potentially lethal and low-level exposures could be missed. Gene
amplification and detection have now been integrated portable nucleic acid analysis
system and are sensitive when used for replicating agents but have limited value for
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toxins. Early warning capabilities will further strain the sensitivity requirements of
field-portable systems.

Applied systems must also have low false-positive rates (high specificity). In con-
trast to sensitivity, biological agents at low levels are difficult to measure and discrimi-
nate from naturally occurring background materials. Detection of biological agents in
the environment is the complicated by the myriad of similar organisms or material that
are a presence.

5.2. Battlefield-Relevant Levels of Exposure

As discussed in this chapter, effect exposure levels may be estimated experimentally
in various biologic models. The relevance to levels that may be attained on a battlefield
has not been thoroughly investigated. It is for these levels that medical countermea-
sures must be developed. This has necessitated estimates of levels of exposure on
the battlefield over a wide range of scenarios to include exposures that individuals
are unlikely to exceed (/6). These estimated values then have been used to assess
the potential health risks to exposed individuals (/7). With some important exceptions
already mentioned, most biological agents decay rapidly once dispersed and exposed
to the environment (e.g., dehydration, ambient ultraviolet [UV] light).

5.3. Low-Level Acute Exposure Effect (Near- and Long-Term)

The near- or long-term effects of nonlethal or low-level exposure to biological agents
have been given little attention. For example, the effects that SEB has on the immune
system have been systematically investigated. Low-level exposure may incapacitate to
varying levels. The effect this has on susceptibility to endemic disease or amplification of
the effects of other biological threats has not been sufficiently addressed. Another ex-
ample is the toxin, ricin were the effects of acute lethal aerosol exposure to have been
reported in several animal models (47,48). With aerosol exposure the lung is the target
organ for this toxin. Sublethal exposure causes pulmonary pathology (unreported data,
US Army Medical Research Institute of Infectious Diseases). The acute incapacitating
effects or long-term resolution of pathology are not known.

5.4. Model Systems That Emulate Human Exposure, Pathogenesis, and
Resulting Disease

Limited human data exists for human aerosol exposure to potential biological agents
(e.g., anthrax, plague, VEE) and may be used for comparison. When developing com-
parative animal models, considerations must be given to an agent’s pathophysiologic
mechanism and how well the substitute model predicts disease or toxicosis in humans.
Modeling the human respiratory system is of particular importance with aerosol expo-
sures (49,50).

5.5. Exposure Levels for Treatment (Pre- or Postexposure) Breakthrough

As relevant battlefield exposure levels are determined, the efficacy of pre- and
postexposure medical countermeasures must be resolved to include the limitation of
protection or treatment provided. This has been done to a limited degree for vaccine
candidates to protect against some agents such as the botulinum neurotoxin (5/-53)
and SEB (54,55). For most proposed vaccines and treatments, this has not been com-
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prehensively examined. As model systems that emulate human exposure become avail-
able, passive transfer of protection will provide one means of evaluation, particularly
in vaccine candidates for medical countermeasures in which the importance of anti-
bodies for protection has been established. With agents such as anthrax, this is of par-
ticular importance as predicted aerosol exposure levels may be hundreds or thousands
of LDs. In cases such as this, human challenge protection studies and field efficacy
trials are not feasible in studying vaccine candidates. Comparisons of immune re-
sponses in human cohorts receiving vaccines using animal challenge and protection
studies against spores will be important for new vaccines based on protein antigens
inducing protective antibodies.
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Pathogenesis by Aerosol

M. Louise M. Pitt and Ross D. LeClaire

1. INTRODUCTION

Aerosols are the most likely and effective mode of dissemination of a bioterrorist
agent whether it is a toxin or a bacterial or viral agent. The ideal biological threat agent
would be delivered in a particle size that would allow it to persist suspended in the air
for long periods of time and be inhaled deeply into the lungs of unsuspecting victims.
The size range of particles that meet both of these criteria is 1-5 im in diameter.

The diseases and toxicities associated with biological threat agents are usually either
extremely rare (inhalational anthrax or pneumonic plague) or do not exist outside of
the threat. In addition, the aerosol route is not the natural route of infection or intoxica-
tion (staphylococcal enterotoxin B and botulinum neurotoxins). Consequently, data
from human cases are usually very scarce, and knowledge of human susceptibility and
the pathogenesis of the human disease are minimal. The ability to evaluate the efficacy
of potential medical countermeasures in the human population is rarely possible be-
cause of all these circumstances. Thus, we are dependent on animal models of disease
for elucidating the pathogenesis and for both developing and testing medical counter-
measures.

The choice of the appropriate animal model for each specific threat agent is
extremely important but very difficult. Ideally, the disease process in the animal should
be identical to that in humans. However, the susceptibility of animals to specific threat
agents may vary several orders of magnitude across species and strains. Additionally,
we must consider certain medical implications of aerosol exposure. The disease or
toxicity is highly dependent on the aerosol characteristics, namely particle size. The
deposition distribution of the agent in the respiratory tract affects the disease process;
transport and clearance mechanisms differ in the various regions of the respiratory
tract and, thus, impact the resultant pathogenesis or toxicity (/).

Determining the appropriate basis on which to extrapolate dose across species pre-
sents a significant challenge. Animal-to-human extrapolations require dosimetric
adjustment. An assumption is made that the effects in the experimental model are rel-
evant to humans and that a common biological metric exists to allow equating biologi-
cal effects across species (2,3). Prediction of medical exposure risk based on
experimental animal models is often extremely imprecise and difficult to validate.
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This chapter discusses disease models for specific bioterrorist threat agents deliv-
ered by aerosol, in terms of deposition in the lung, particle size inhaled, whether route
of infection/intoxication changes disease pathogenesis, and development of immunity.

2. INHALED AEROSOLS

The aerosol threat associated with inhalation of various biological agents is depen-
dent on the characteristics of the aerosol, the physical and physiological characteristics
of the individual, and the response by the individual to the aerosol exposure.

During inhalation (and exhalation) a portion of the inhaled aerosols may deposit on
airway surfaces or be transferred to unexhaled air. The remainder is exhaled. The por-
tion transferred to unexhaled air may, in turn, either be deposited in the airways or later
exhaled (4). These phenomena are complicated by interactions that may occur between
possible deliquescent or hygroscopic particles and the water vapor present in the hu-
mid airways. Deposition can be defined as the quantity of inhaled airborne particles
that are never exhaled but are deposited on surfaces in the respiratory airways (5,6).
Once deposited, clearance mechanisms are initiated. During clearance, inhaled par-
ticles can be translocated, transformed, and removed from the respiratory tract and
then from the body (7,8). Some particles are not cleared and, thus, are retained with-in
the lungs (9,10).

Therefore, the behavior and fate of inhaled airborne particles depends on not only
the physical characteristics of the particles themselves but also on the nature of the
airflow within the respiratory tract (//,/2). Knowledge of the anatomy of the respira-
tory tract is important in the consideration of the fate of inhaled particles.

2.1. The Human Respiratory Tract

The respiratory tract can be subdivided conveniently into three main regions called
the nasopharyngeal (NP), the tracheobronchial (TB), and the pulmonary (/3). Figure 1
shows a general diagram of the human respiratory tract.

2.1.1. Nasopharyngeal Region

The NP region extends from the nostrils through the nasal passages, nasopharynx
and hypopharynx to the larynx. The nasal passages are lined, except at the anterior end,
with a vascular mucous membrane characterized by ciliated columnar epithelium and
scattered mucous glands. In addition to warming and humidifying the incoming air,
these nasal passages act as a filter for removing larger particles whose inertial proper-
ties cause impaction in the nasal passages or entrapment by the nasal hairs (/4).
Experimental data indicate that the anterior one-third of the nose, where 80% of 7-um
diameter particles deposit, does not clear except by blowing, wiping, or other extrinsic
means (/5) and effective removal of insoluble particles may require 1-2 d. The poste-
rior portions of the nose have mucociliary clearance, with half-times of about 6—7 h
(11,16).

2.1.2. Tracheobronchial Region

The TB region consists of the trachea and the ciliated bronchial airways down to and
including the terminal bronchioles. A relatively small portion of all sizes of particles
that pass through the NP region will deposit in the TB region (/7,18). Inertial impac-
tion at bifurcations, sedimentation, and, for some small particles, Brownian movement
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Fig. 1. The respiratory tract.

cause TB deposition (/9). Relatively soluble material may rapidly enter the blood cir-
culation. The TB region is both ciliated and equipped with mucous-secreting elements
so that clearance of deposited particles occurs rapidly by mucociliary action upward to
the throat for swallowing. Particles depositing in the TB tree are probably distributed
differently with respect to size, with smaller particles depositing deeper in the lungs.
Thus, the clearance of particles from this region will vary, half-times being of the order
of 0.5-5 h, with very little persisting for longer than 24 h (/8,20,21).

2.1.3. Pulmonary Region

The pulmonary region includes the respiratory bronchioles, alveolar ducts, alveolar
sacs, atria, and alveoli, all the functional gas exchange sites of the lungs. Its surface
consists of nonciliated epithelium with different secretory elements to those found in
the TB region (22). For particles to reach and deposit in this region, they must penetrate
the NP and TB regions on inspiration and come into contact with pulmonary surfaces
either by settling, diffusion, or interception. Smaller particles are of primary impor-
tance in pulmonary deposition (23,24). Clearance for this region involves several
mechanisms, including (a) dissolution of soluble material with absorption into the sys-
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temic circulation; (b) direct passage of particle into blood; (c) phagocytosis of particles
by macrophages with translocation to the ciliated airways; and (d) transfer of particles
to the lymphatic system including lymph nodes (25-28).

2.2. Immunological Structure of Respiratory Tract

Immunologically, the respiratory system may be divided into two main compart-
ments, the upper and lower respiratory tract. The upper region includes the NP and TB
regions. These airways are covered predominantly by a ciliated epithelium, which over-
lies organized structures within the submucosa, including secretory glands and collec-
tions of lymphoid cells.

In this upper region, the majority of lymphoid tissue is most often associated with
the large- and medium-sized airways. This tissue is organized into nodules and fol-
licles, similar to those found in lymph nodes; however, it lacks a surrounding capsule
(29). This airway-associated lymphoid tissue is known as bronchus-associated lym-
phoid tissue (30-32).

The lower respiratory tract (pulmonary region) is devoid of any organized lymphoid
tissue. At the transition from the TB region to the pulmonary region, the mucosal sur-
face gives way to a single layer of nonciliated epithelium overlying an interstitium
composed of loose connective tissue, pulmonary capillaries, lymphatic vessels, and
scattered lymphoid cells. Lymphoid cells are found in interstitial tissues or as free cells
in the alveoli. These cells are capable of participating in specific and nonspecific
immune responses and may form transient lymphoid aggregates upon stimulation from
foreign antigenic material (33).

2.3. Immunology of the Respiratory Tract

The nasopharyngeal mucous membranes, which comprise the largest mucosal epi-
thelial surface of the body, line the entry of the respiratory tract and are in continual
contact with the external environment. Pathogens and toxins encounter this thin, spe-
cialized mucosal epithelium upon inhalation, and this epithelium is the site of initial
host—pathogen interactions with cellular and secretory components of the respiratory
system (34). Adequate surface protection, (prevention of invasion), depends on inti-
mate cooperation between natural nonspecific defense mechanisms and acquired spe-
cific immunity (35,36).

Nonspecific and specific immune responses provide important mechanisms for host
resistance to pathogens in the lungs (37). These responses occur largely within the
airways, in relation to mucosal surfaces of the airways, adluminally in the pulmonary
parenchyma, or in discrete lymph nodes associated with the respiratory tract (29,33).

Immunological mechanisms of host resistance may be associated with cells or their
secretory products. Various enzymes, cytokines, or antibodies may alter the pathogen-
esis of and/or provide nonspecific resistance to an agent introduced through the respi-
ratory tract. Nonspecific cellular resistance is often mediated by neutrophil or
macrophage phagocytosis of a pathogen. Macrophages previously activated because of
a specific or nonspecific stimulus can protect against an unrelated foreign agent.

Specific immune responses either induced by prior vaccination or after challenge
with foreign materials can result in antibody production and cell-mediated immunity
(38,39). In contrast to nonspecific immunity, specific immune responses require a
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longer time to develop fully, however, they can provide effective and longlasting pro-
tection (40). Specific immunity in the respiratory tract to a specific foreign antigen
may result either from introduction of antigen into an immunocompetent host at sites
distal to the lungs (parenteral delivery) or from direct delivery of antigen to the respira-
tory tract (mucosal/deep lung targeting via intranasal or aerosol delivery).

3. PROTECTION BY VACCINATION

Parenteral inoculation is the most common route of vaccination, but it is an ineffec-
tive method of eliciting immunity at mucosal surfaces. Most biological agents of con-
cern as bioterrorist threats utilize the mucosa as the portal of entry or as the initial site
of colonization. Once agents penetrate the mucosal barrier, they are disseminated
throughout the systemic circulation. This is especially true for aerosol-delivered threat
agents.

3.1. Advantages of Local Immunity in Lungs for Bioterrorist Threats

The majority of biological threat agents do not require mucosal immunity to convey
protection. However, local immune responses in the lungs, either mucosal in the upper
respiratory region or a combination of mucosal and systemic in the lower region, could
potentially neutralize the agent at the site of entry into the body before invasion and
prevent disease.

However, there are some threat agents that appear to require mucosal immunity for
protection. Although parenterally administered staphylococcal enterotoxin (SE) vac-
cine candidates protected rhesus monkeys from lethal SE type B (SEB) challenges,
several animals experienced incapacitating signs after toxin challenge (4/,42).
Existing data suggest mucosal and systemic immunity are required to prevent lethality
as well as incapacitation caused by SE exposure. Mice vaccinated intranasally with SE
vaccines were protected from inhalation and intraperitoneal toxin challenges and dem-
onstrated levels of mucosal antibodies significantly higher than levels in mice vacci-
nated intramuscularly (43). A mucosal respiratory immune response may improve
vaccine efficacy by providing immunity at the portal of agent entry.

Protection from alphaviruses naturally transmitted from mosquitoes is believed to
be primarily antibody-mediated. However, the association between circulating neutral-
izing antibody titers and protection from aerosol exposures has not been consistent.
After exposure to infectious Venezuelan equine encephalitis (VEE) virus aerosols, the
nasal epithelium, nasal-associated lymphoid tissue, and olfactory regions of mice are
rapidly infected and viral antigens are found in the brain within 24 h (44). Protection
from VEE virus aerosols may be mediated by antibodies, virus-specific IgA, along the
respiratory tract (45,46).

Aerosols greater than 5 um will deposit deep in the lungs where antigen is taken up
by dendritic cells and macrophages resident in the interstitium or free in the alveolar
spaces. Some will be transported by the draining lymphatics to the bloodstream and
thus to the spleen, whereas some will remain in the lung interstitium and initiate local
immunity. Thus, both a local and a systemic immune response will be produced.

There is a definite need for vaccination strategies that minimize and simplify dosing
and scheduling, utilize multivalent vaccines, and employ inoculation methods other
than the conventional needle delivery. Inhalation and intranasal strategies may provide
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more rapid protective immunity both locally in the lung and systemically. Indeed,
transdermal or oral vaccination strategies may provide safer and more efficacious meth-
ods for stimulating both mucosal and systemic immunity.

4. DEPOSITION: HUMANS VS LABORATORY ANIMALS

Our reliance on data collected from animal experiments is essential for understand-
ing the pathogenesis of diseases caused by biological threat agents. Thus, it is impor-
tant to recognize the limitations of the animal model. Deposition and clearance of
inhaled particles are likely to differ when comparing humans to laboratory animals.
One of the major factors controlling the net dose delivered is the minute ventilation;
therefore, small animals will receive a higher total dose because of their higher ventila-
tion-to-body-weight ratios. In addition, there is variation even between animals of the
same species, and deposition sites will vary despite similar particle size being used
(19). Smaller animals have a greater probability of retaining inhaled particles. For
example, a 2-um particle has the same probability of being retained in the mouse nose
as an 8-um particle in humans. The larger the particles are above 3 um, the more chance
of difference in regional deposition with humans. Total net dose may be the same, but
biological effects may be different because the deposition sites and clearance rates are
different. Clearance rates vary widely between species, in general, clearance in rats and
mice is faster than in humans, monkeys, or guinea pigs (3).

4.1. Effects of Particle Size on Infection

The disease or toxicity resulting from exposure to a biological threat agent delivered
by aerosol is highly dependent on the particle size. Particle size impacts on the site of
deposition in the respiratory tract. The deposition distribution dictates which transport
and clearance mechanisms go into play and thus has a major effect on the pathogenesis
or toxicity of the agent.

The importance of the site of deposition of inhaled particles in relation to infectivity
is shown by the following examples: The dose of Yersinia pestis, the causative agent of
plague, required to produce 50% lethality increases 2.5 times when the particle size
increases from 1 to 12 um; the dose of Bacillus anthracis, the causative agent of anthrax,
increase 17 times; and dose of Brucella suis increases 600 times (47—49).

In addition, disease caused by inhalation of a 1-yum particle size aerosol containing
B. anthracis, is a systemic disease with mediastinal lymph node involvement, whereas
inhaling 12 um results in a localized infection with massive edema of the face and
head. With Y. pestis, a 1-um particle inhalation leads to primary pneumonic plague but
12 um results in septicemia with hemorrhagic infarction in the lung.

Particle size also affects the toxicity of inhaled toxins. The toxicity of ricin increases
as the mass median aerosol diameter of the particle diminishes. This is emphasized by
the fact that intratracheal delivery of ricin is highly toxic whereas intranasal delivery
has very low toxicity (50).

5. ANIMAL-TO-HUMAN EXTRAPOLATION

The aerosol route of exposure to biological threat agents is often unnatural, the dis-
ease or intoxication is frequently life-threatening with no available licensed treatment,
and the incidence of the naturally occurring disease is rare. Therefore, in the develop-
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ment of countermeasures, we commonly rely on animal models for the human disease.
Determining the appropriate basis on which to extrapolate dose across species presents
a significant challenge. Ideally, the pathogenesis of disease mimics that seen in humans,
however, lack of human data often makes comparison with the animal model specula-
tive. Additionally, anatomical differences (e.g., respiratory tract deposition distribu-
tion) and agent potency may vary several orders of magnitude across species and
strains.

Nevertheless, we have to demonstrate efficacy of either a prophylactic or a thera-
peutic in appropriate animal models for the human disease against a relevant aerosol
challenge and identify surrogate markers of efficacy that can be measured in humans.
These data will then be used to license products to protect humans in the absence of
human efficacy.

Aerosol studies performed in a laboratory have very stringent parameters in place to
control the exposures. Temperature, humidity, and particle size are tightly controlled
and the agent is freshly prepared. This is required for good scientific studies but com-
plicates extrapolation to a field setting.

The following examples demonstrate not only the problems associated with the enor-
mous challenge of using surrogate endpoints in animal models to show product effi-
cacy but also the limitations of aerosol data generated in a well-defined environment.

5.1. Bacillus anthracis

Anthrax, the disease caused by B. anthracis, is an ancient disease of animals and
humans that has been extensively studied over several decades. Despite this, the ani-
mal model most appropriate for extrapolation to humans remains uncertain for various
of reasons. The limited available information on inhalational anthrax in humans makes
a comparison with animal model data difficult. In addition, animal species differ in
their natural resistance to the disease and a precise mechanism of death has yet to be
established. However, the majority of knowledge of the pathogenesis of this disease
comes from animal studies. Inhaled spores are phagocytosed by macrophages and car-
ried in lymphatics to the draining tracheobronchial lymph nodes. The spores germinate
and bacilli grow and spread to the mediastinal nodes, surrounding tissue, and systemic
circulation thus seeding multiple organs.

The principal animal models used in laboratory investigations of experimental
anthrax have been mice, rats, guinea pigs, rabbits, and rhesus macaques. The rhesus
macaque has been considered an appropriate model for testing vaccine efficacy against
inhalational anthrax (57). The disease induced by respiratory exposure to spores of a
virulent strain of B. anthracis is a rapidly fatal illness, with death occurring between
days 2 and 7 postexposure. In addition, rhesus macaques inoculated with two doses of
the licensed vaccine anthrax vaccine adsorbed (BioThrax) were protected against a
lethal aerosol challenge of anthrax spores for up to 2 yr (52).

Mouse strains differ significantly in their innate susceptibility to lethal infection by
both a fully virulent strain and the nonencapsulated Sterne vaccine strain. The capsule
appears to be of extraordinary importance as a virulence factor. Although capsule posi-
tive toxin minus strains are avirulent in guinea pigs, they are virulent for mice (53). After
vaccination with the licensed anthrax vaccine, AVA, mice are not protected against fully
virulent organisms (54).



72 Pitt and LeClaire

Rats are resistant to B. anthracis infection but sensitive to toxin (55). Vaccinating
the naturally resistant rat results in only a slight increase in resistance to spore chal-
lenge (56). Guinea pigs have been used extensively to test the immunogenicity of
anthrax vaccines. AVA protects guinea pigs against a parenteral spore challenge but
only partially protects them against a lethal aerosol spore challenge. The guinea pig is
not a good predictor of vaccine efficacy compared to the rhesus macaque (57).

Rabbits also have been used historically for anthrax research. These animals are
sensitive to anthrax and are a good comparative predictor for vaccine efficacy in the
rhesus monkey. AVA is efficacious in rabbits given two doses of the vaccine (58).

The pathology of anthrax infection in nonhuman primates and lagomorphs was com-
pared with that in humans. The predominant lesions observed in rabbits after aerosol
exposures were comparable to those seen in humans and rhesus macaques (specifically
hemorrhage, edema, and necrosis). Differences in inhalational anthrax among species
may be attributed to varying susceptibility, resulting in more rapid progression to death
in rabbits, compared to the slower course of the disease in humans (59).

Therefore, based on the similarity of the pathology of the disease and the similar
immune response to vaccination, rabbits and rhesus macaques have been chosen as the
two most appropriate animal models for inhalational anthrax. Studies have been per-
formed using the rabbit model of inhalational anthrax to demonstrate that antibodies to
protective antigen, the main component of the licensed vaccine, are a surrogate marker
of efficacy (60).

5.2. Yersinia pestis

Plague has been known as a deadly and terrifying disease for at least 2200 yr. Pneu-
monic plague may occur secondary to septicemia spread after the bite of an infected
flea or directly from aerosol exposure. Unlike inhalational anthrax, which is a systemic
disease, pneumonic plague is a primary pneumonia. In humans, the disease begins as a
bronchopneumonia characterized by numerous bacteria and a proteinaneous effusion
in the alveoli.

Animals have played an essential role in studies on Y. pestis. Animal species and
strains differ in susceptibility to Y. pestis and in response to vaccines. It is not known
which animal model and set of responses most closely simulates the human disease.
Guinea pigs respond differently from other model species to certain plague vaccines.
Some mouse responses are also unique, in that some attenuated variants of Y. pestis
have been reported to cause lethal disease in mice only. Thus, more than one animal
species has to be used to characterize the in vivo responses to Y. pestis and vaccines.

Macaques have been used in plague research since 1898, when they were used by
the discoverer of the plague bacilli, Yersin (6/). Investigations over the last 100 yr
have shown that the disease in monkeys resembles that of humans. However, different
species of monkeys vary in their susceptibility to Y. pestis. Both rhesus macaques and
cynomolgus macaques are reported to be more resistant to Y. pestis infection that the
African green monkey (AGM) whereas langurs are more susceptible, but data in the
literature vary widely and aerosol studies are very limited.

In more recent studies, AGMs were chosen for vaccine studies because of their sus-
ceptibility to Y. pestis infection and the uniformity of the model. On exposure by aero-
sol to a lethal dose of both F1+ and F1- Y. pestis strains, they develop primary
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pneumonic plague. The disease course follows the same time frame as human disease
with animals succumbing to the pneumonic plague within 24 h of clinical signs. The
pathology of the disease very closely resembles that reported for the human disease
(62). However, when the onset of disease and mortality is compared with documented
human cases, AGMs may be more susceptible than humans. Attenuated strains of Y.
pestis that have been used safely as vaccines in humans have been shown to cause
illness and death in AGMs. Additionally, a pilot study undertaken to assess the relative
resistance of cynomolgus macaques to inhaled Y. pestis has shown that under similar
laboratory conditions, the susceptibility of the macaques is similar to that of the AGM,
thus questioning the older published information regarding their resistance. Thus, based
on the information available to date, it is not apparent which nonhuman primate is the
best model for the human disease.

5.3. Botulinum Toxin (BoNT)

Botulism is an uncommon but frequently fatal neuroparalytic disease caused by the
action of a group of seven antigenically distinct neurotoxic (A—G) proteins (BoNT)
produced by Clostridium botulinum. The protein neurotoxin binds at the presynaptic
membrane of neurons at peripheral synapses and is internalized into an endosome
through receptor-mediated endocytosis. The catalytic domain of BoNT mediates a zinc-
dependent proteolysis of key vesicular cytosolic docking proteins necessary for neu-
rotransmitter release. This inhibition of acetylcholine release at the neuromuscular
junction results in a characteristic descending flaccid paralysis beginning with cranial
nerve dysfunction and progressing to peripheral nerve weakness and eventual respira-
tory distress (63).

Susceptibility of animals to different serotypes varies considerably across species.
Botulism in humans from natural exposure is caused predominantly by serotypes A, B,
E, and, rarely, F. Serotypes A and B are potent toxins that resist degradation in the
gastrointestinal tract. Botulism may be caused by ingesting the toxin (food-borne) or
growth of the organism in anaerobic environments such as closed lacerations (wound
botulism) or the immature gastrointestinal tract (infant botulism). Aerosol exposure
does not occur in nature. Although serotypes C and D have not been reported to cause
naturally occurring human disease, serotype C has been shown to have potential clini-
cal application and is toxic in other species, including primates. Serotype D causes
disease in wildlife and domestic animals, but has not been reported to cause human
food-borne disease. Serotype G has rarely been reported to cause disease. Types D and
G are far less toxic in nonhuman primates. All seven serotypes are toxic by injection or
aerosol exposure in guinea pigs and mice. Although the potency rank order differs
among the species tested, serotypes A, C, and F appear to be the most toxic in terms of
dose on onset of toxicity in nonhuman primates.

BoNT are unique as a biowarfare threat agent in that the mechanism of action is
consistent across species regardless of the route of exposure; it is a blood-borne toxico-
sis. In addition, it is widely accepted that the presence of neutralizing antibodies indi-
cates protection and thus a serological correlate of protection. Over the last several
decades, the Centers for Disease Control and Prevention, The Salk Institute, and the
US Army Medical Research Institute of Infectious Disease, have standardized neutral-
ization bioassay to measure circulating neutralizing antibodies in volunteers vaccinated
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with Pentavalent Botulinum Toxoid. Standards are available from the World Health
Organization (WHO). The uniformity of the disease across species and a correlation
between neutralizing antibody titer and protection from disease has led the Food and
Drug Administration to consider neutralizing antibody levels in humans as a surrogate
endpoint for clinical efficacy (Federal Register/Vol. 62, No. 147/Thursday, July 31,
1997). This is further supported by demonstration of protection against aerosol chal-
lenge of guinea pigs through passive transfer of human antibodies.

5.4. Staphylococcal Enterotoxin B

SEB belong to a family of microbial products known as bacterial superantigens
because they have drastic effects on the immune system. SEB binds to class II major
histocompatibility complex proteins and the T-lymphocyte antigen-binding receptor
B-chain. This binding to cells associated with immune responses activates antigen-
presenting cells, overstimulating the immune response. This is marked by excessive
T-cell proliferation, release of various mediators such as histamine and leukotriene
from mast cells, and induction of proinflammatory cytokine gene expression for vari-
ous of cytokines (interferon-v, interleukin-6, and tumor necrosis factor-o.). The patho-
logical basis of SEB lethality is the physiological impact of the cytokines and other
mediators on the body.

Exposing human volunteers to known amounts of SEB by inhalation showed how
exquisitely sensitive they are. SEB is considered both a lethal and incapacitating
biowarfare agent. Rodents are resistant to the toxic effects of SEB, whereas nonhuman
primates succumb to the toxin with similar clinical signs as humans. As a febrile toxi-
cosis, elevated body temperature was the most consistent surrogate endpoint correlat-
ing with human incapacitation.

The nonhuman primate rhesus macaque model is used as both an incapacitating and
a lethal model after aerosol exposure of SEB. Because rhesus macaques display similar
disease found in SEB-exposed humans, the dose range for incapacitation and lethality
is very different. Rhesus macaques are not nearly as sensitive to the toxin as humans,
with the incapacitation to lethality being very tight in the microgram/kilogram dose
range (64). In humans, however, the dose range from incapacitant to lethality is more
than 3 logs, from picogram/kilogram to nanogram/kilogram. In addition, definitions of
incapacitation that would be clinically relevant in humans make meaningful extrapola-
tion of toxicity data even more complicated. Suppression of a febrile response in the
rhesus macaque has been used in determining vaccine SEB dose schedule (65).
Although a mouse model has been developed, an additional agent has to be
coadministered to increase the sensitivity of mice to SEB. Several agents have been
reported to do this; lipopolysaccharide (LPS) was the agent of choice in these studies
(66). The mechanism of action for this increase in sensitivity is not totally understood.
It is likely that the induction and release of cytokines in response to LPS sublethally
prime a mouse for superantigen-induced release of cytokines. This leads to additive
effects and subsequent lethal toxic shock. The native or inbred mouse is an inadequate
model for aerosol challenge, as it is relatively insensitive to SEB. Transgenic strains of
mice bearing human leukocyte antigen loci (HLA)-DR and -DQ and human CD4 re-
ceptors are being developed. These are a lethal model, although logs are less sensitive
than rhesus macaques and do not involve clinical signs (67).
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6. SUMMARY

Aerosol delivery of biological agents by terrorists is a real threat. However, our
knowledge of the resulting disease or intoxication in humans caused by this route of
exposure is extremely limited. We have to rely on data collected from animal experi-
ments. It is very important to develop relevant animal models but still recognize their
limitations. The fate of inhaled biological agents are likely to differ when comparing
humans to animals based on both anatomical and susceptibility factors. Despite the
shortcomings of using imperfect animal models and extrapolation from a laboratory
setting, the data generated are extremely important.

In the analysis of the potential biological threat agents and the development of medi-
cal countermeasures to these threats, care must be taken in the extrapolation of this data
from nonhuman animal models. Misinterpretation of such information may lead to
nonefficacious countermeasures or the oversight of potential, valuable pre- and
posttherapies.
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Bacillus anthracis and the Pathogenesis of Anthrax

Dominique M. Missiakas and Olaf Schneewind

1. INTRODUCTION

Bacillus anthracis is the causative agent of anthrax, a disease of animals that is
transmissible to humans. Because B. anthracis forms spores that can be aerosolized
and sprayed with the intent to kill, this pathogen can also be viewed as an agent of
biological warfare and bioterrorism (/). The accidental release of spores into the air in
Sverdlosk, Russia, and the recent mail attacks in the United States in the Fall of 2001
led to human casualties that sadly document the pathogenic potential and bioterrorism
threat of B. anthracis (2,3). Furthermore, it appears that B. anthracis has been a research
focus of biological warfare industries and subject to genetic manipulation with the intent
of generating pathogen variants with increased virulence or with resistance to medical
therapies and vaccine prevention strategies (/,4,5). B. anthracis can be obtained from
infected animals or soil and anthrax spores are easily prepared. Furthermore, B. anthracis
spores display very low visibility when delivered as an aerosol spray or powder. Inhala-
tional anthrax is the primary target disease of biological warfare schemes (6). The LD,
for human inhalation of anthrax is not known, but has been estimated from animal
studies to be of the order of 10,000 spores, corresponding to approx 0.01 g (2,7), and
a kilogram amount of spores, if sprayed intentionally on an urban area, is capable of
killing hundreds of thousands of people. Biological warfare is an evolving research
enterprise, and B. anthracis strains resistant to the commonly used antibiotic therapies
may be available to several countries and terrorist organizations (6). American defense
strategies against bioterrorist or biological warfare attacks must focus on the develop-
ment of novel therapies that circumvent drug and vaccine-resistant B. anthracis strains
(8). Much attention is directed toward finding inhibitors that disrupt the function of
anthrax toxin. Anthrax toxin is the major virulence factor of B. anthracis (9) and con-
sists of three proteins: lethal factor (LF), edema factor (EF), and protective antigen
(PA). PA combines with either LF or EF enzymes to mediate their translocation across
the plasma membrane (/0). The combination of PA and LF forms lethal toxin (LeTx)
and that of PA and EF forms edema toxin (EdTx). Once bacteria have secreted a large
amount of anthrax toxin, antibiotic treatment becomes far less effective. At this later
stage of anthrax pathogenesis, it might be useful to disrupt the biological activity of the
toxin. This chapter reviews current knowledge of the factors that contribute to the
pathogenesis of B. anthracis and highlights recent reports of possible strategies for
blocking toxin action (//-13). Additionally, based on the known mechanisms of list-
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eria-mediated invasion and virulence, the currently available genome sequences of B.
anthracis were searched in an attempt to identify B. anthracis genes that may act early
during pathogenesis by contributing to bacterial attachment to host tissues or to toxin
secretion.

2. HISTORY AND BACTERIOLOGY

B. anthracis was shown to be the etiologic agent of anthrax disease by Robert Koch
(14). The zoonotic disease anthrax offered several advantages for studying the caus-
ative agent. First, anthrax is caused by a very large microorganism, which facilitated
detection by light microscopy. Second, although anthrax is found primarily in cattle
and sheep, the disease can be transmitted to smaller and less expensive animals. Third,
B. anthracis is a hardy organism that can grow on many different media in the labora-
tory. Finally, B. anthracis multiplies to great density in the terminal stages of the dis-
ease, which again facilitated detection by microscopy. In 1850, Davaine observed
rod-shaped bodies in the blood of sheep that died from anthrax, and he later transmitted
the disease by inoculating as little as 107 mL of blood. Nonetheless, skeptics argued
that the microscopic bodies were a result rather than the cause of the disease. Koch
provided unequivocal proof that the rod-shaped bodies were the cause of the disease
(14). He was able to isolate these microorganisms in pure culture and used them to
infect animals. This approach became the key to establishing various bacteria as patho-
gens. After identifying the bacterium B. anthracis as the etiologic agent of anthrax,
Koch formulated four postulates for identifying microbes as the causative agents of
infectious diseases. The powerful methodology that arose from this work laid the foun-
dation for many future successes of medical microbiology and is still applied in today’s
experimental strategies.

B. anthracis derives from the Greek word for coal, anthrakis, because of the black
skin lesions that arise during the course of cutaneous infections. B. anthracis is a Gram-
positive, aerobic, spore-forming bacillus (/4). The vegetative cell is rather large
(1-8 um long, 1-1.5 um wide) whereas the spore size is approx 1 um (see Fig. 1).
Herbivores are the natural host of B. anthracis (15). Unlike B. subtilis and B. cereus, B.
anthracis is nonmotile, nonhemolytic on sheepblood agar, and grows on all ordinary
laboratory media at 37°C. B. anthracis forms large colonies with irregularly tapered
outgrowths. The bacteria grow as long chains in vitro and form mucoid colonies. This
is because of the production of a prominent capsule. Capsule formation can be ob-
served by growing bacteria on nutrient agar containing 0.7% sodium bicarbonate in the
presence of 5-20% carbon dioxide. When nutrients are exhausted, resistant spores are
formed that can survive in the soil for decades (16). B. anthracis spores ingested by
herbivores germinate within the host as they enter an environment rich in amino
acids, nucleosides, and glucose. B. anthracis cells appear as single organisms or as
extended chains of several incompletely separated bacilli in the host. Vegetative
bacilli multiply rapidly in the host and express virulence factors that kill the host.
The bacilli sporulate in the cadaver once in contact with air and then contaminate the
soil, anticipating another host. Vegetative bacteria have poor survival outside of an
animal or human host. For example, when inoculated into water, colony counts
decline rapidly within 24 h (/7).
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Fig. 1. Photomicrograph of Gram-stained bacilli. Left panel: vegetative cells of B. anthracis;
right panel: sporulating cells of B. anthracis.

3. ANTHRAX OUTBREAKS

Anthrax is primarily a disease of herbivores, and, prior to the advent of an effective
vaccine, it caused substantial losses in cattle, sheep, goats, horses, and donkeys world-
wide (18,19). Humans are accidental hosts of B. anthracis. Infection is initiated with
the introduction of spores into skin lesions or entry, through the intestinal or respira-
tory mucosa. Depending on the route of entry either cutaneaous, gastrointestinal, or
inhalational anthrax disease can be distinguished (20). Humans acquire anthrax infec-
tions from contact with infected animals or contaminated animal products, such as
hides, wool, hair, and ivory tusks. Ingestion of poorly cooked infected meat may lead
to gastrointestinal anthrax. Cases of inhalational anthrax have been observed in indi-
viduals that process animal products such as hides and wool (woolsorters’ disease) in
enclosed factory spaces, where aerosolized anthrax spores may be inhaled.

From 1979 until 1985, a large outbreak of anthrax (about 10,000 cases) occurred in
Zimbabwe (21). At this time, a civil war caused the interruption of veterinary and pub-
lic health services in Zimbabwe, which contributed significantly to the magnitude of
this outbreak. Noticeably, most of the human-reported cases represented cutaneous
infections and this epidemic was directly related to a major epizootic in cattle. These
events underscore the importance of livestock vaccination in endemic areas as an effort
to prevent anthrax in humans. It was also observed that treatment with penicillin could
prevent complications of human disease such as bacteremia, meningitis, and lethality.

In 1979, 66 people died in Sverdlovsk in the former Soviet Union from inhalational
anthrax. These deaths were attributed to the accidental release of anthrax spores into
the atmosphere by a research facility involved in “weaponizing” anthrax. The spores
had been finely milled, and rendered electrostatically neutral for optimal dissemina-
tion. The accident demonstrated that inhalation of anthrax spores can cause human
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disease even without the conventional exposure to infected animals or animal prod-
ucts, and provided clear evidence for the notion that anthrax is a weapon for biological
warfare and bioterrorism (2).

In October 2001, the United States experienced a series of attacks with anthrax
(7,22). A publishing company in Boca Raton, FL, the NBC news desk in New York
City, and the office of Senator Tom Daschle in Washington, DC, received letters or
packages laden with anthrax spores. At the onset of these attacks, five people died of
inhalational anthrax (23). Two of the five victims that succumbed to anthrax were sent
home because the disease had been mistaken for a stomach virus or bad cold. As the
anthrax threat became obvious, six additional patients with inhalational anthrax were
saved following proper antibiotic treatment. This represents an impressive success rate.

With the deliberate dissemination of spores through the US mail, public health offi-
cials were presented with two challenges: how to rapidly detect spores and how to treat
surfaces, buildings, and individuals contaminated with spores. Preventive antibiotic
treatment (ciprofloxacin) was prescribed to the thousands of people who might have
been exposed to anthrax. It appears that the effectiveness of this intervention relied on
the fact that the same strain had been used in all these attacks: a strain sensitive to
antibiotic treatment. Indeed, comparative sequence analysis of highly variable genomic
regions (a strain-typing tool developed by Keim and coworkers; ref. 24) has recently
revealed that the Florida, New York, and Washington, DC, isolates originated from the
same strain isolated from a dead cow in Texas in 1981 (25). This strain of B. anthracis,
designated Ames strain, contains two extrachromosomal elements (plasmids) required
for virulence (see Subheading 6.2.) and has been used by the US Army Medical Re-
search Institute for Infectious Diseases in Fort Detrick, MD, as well as several research
laboratories in the United States and Europe (25).

4. HUMAN DISEASE
4.1. Inhalational Anthrax

Human inhalation of spores leads to bacterial germination in the hilar and mediasti-
nal lymph nodes (20). The classic clinical description of inhalational anthrax is that of
a biphasic illness. Following an incubation period of 1-6 d, mild fever, malaise, myal-
gia, nonproductive cough, and some chest or abdominal pain can be observed. As the
illness progresses further, fever, acute dyspnea, diaphoresis, and cyanosis occur. Some
patients present a dry cough and stridor because of extrinsic obstruction of the trachea
by enlarged lymph nodes, mediastinal widening, and subcutaneous edema of the chest
and neck. B. anthracis entry into the bloodstream results in systemic spread of the
disease to the intestines and meninges. Obtundation and nuchal rigidity is observed in
half of the infected individuals as a result of anthrax meningitis. During the meningitis,
the cerebrospinal fluid is hemorrhagic with polymorphonuclear pleocytosis. This dis-
ease invariably results in an excitus lethalis within 1-2 d. Very rarely, the primary
lesion of inhalational anthrax has occurred in the nasal mucosa or a nasal accessory
sinus. Marked facial edema and a thick, gelatinous nasal discharge have been promi-
nent findings for such cases. When used as a biological warfare agent, B. anthracis
spores are dispersed into respiratory droplets and disseminated within target popula-
tions to cause respiratory infections. As aforementioned, spore preparations of B.
anthracis also have been used during the recent terrorist attacks in the United States
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and either mailed to targeted institutions or placed in areas that lead to the infection of
targeted individuals (23).

4.2, Cutaneous Anthrax

B. anthracis spores enter through a small abrasion or wound in the human skin,
typically in the face, hands, or neck and cause cutaneous anthrax (20). Cutaneous
anthrax represents 95% of all naturally occurring anthrax. The primary lesion, a pru-
ritic papule, appears within a few days (1-7 d). It develops into an ulcer with surround-
ing vesicles (20). Sometimes a single larger vesicle forms (1-2 cm in diameter). It is
filled with clear or serosanguineous fluid containing occasional leukocytes and numer-
ous large, Gram-positive bacilli. In about 20% of all cases, regional lymphadenitis and
lymphadenopathy can be observed, which are followed by systemic symptoms such as
fever, malaise, and headache. After 2 d, the vesicle ruptures and undergoes necrosis
and a painless characteristic black eschar with a surrounding edema can be seen. The
edema may become massive, particularly when the lesions are on the face or neck, and
occasionally, multiple bullae develop along with marked toxic effects. Incision of such
lesions should be avoided to prevent possible bacteremia. After 1 or 2 wk, the lesion
dries and the eschar separates, revealing an underlying scar. Systemic infections are
almost always lethal if left untreated. Antibiotic therapy does not prevent the progres-
sion of the skin lesion but abbreviates or prevents systemic infection.

4.3. Gastrointestinal Anthrax

Human consumption of food that is contaminated with B. anthracis spores results in
gastrointestinal anthrax (20). The characteristic skin lesion is not present and the estab-
lishment of a definitive diagnosis outside of an epidemic is difficult. The incubation
period of gastrointestinal anthrax is only 3—7 d. Abdominal symptoms with nausea,
vomiting, anorexia, and fever may develop. The manifestations progress rapidly and
patients present with severe, bloody diarrhea. The primary intestinal lesions are ulcer-
ative and occur mainly in the terminal ileum or caecum. Hemorrhagic mesenteric lym-
phadenitis is also a feature of gastrointestinal anthrax, and marked ascites may occur.
The associated mortality is greater than 50%, and death can occur within 2-5 d after the
onset of symptoms.

5. ANTHRAX PROPHYLAXIS

Prior to the availability of antibiotics, anthrax was treated with the chemotherapeutic
agents neoarsphenamine and sulphonamides in large repeated doses. Additionally, small
doses of antianthrax horse serum were injected around the malignant pustule, as well
as intravenously (26). With the availability of antibiotics, penicillin became the pre-
ferred agent for anthrax treatment (27). Successful chemotherapy relies on the prompt
uptake of antibiotics. As noted earlier, antibiotic treatment does not prevent the for-
mation of the eschar in cutaneous anthrax. Chemotherapy is rarely effective in the
case of inhalational anthrax, simply because exposure to spores might go unrecognized
for some time. The first stages of infection are often mistaken for bronchitis, and the
second stages for cardiac failure or cerebrovascular accidents. Spores engulfed by
alveolar macrophages are carried to local lymph nodes, germinate, and rapidly multi-
ply in the bloodstream. Dense bacterial growth is associated with the accumulation of
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anthrax toxin, and toxin activity is unaffected by antibiotic treatments. Animal studies
have shown that prolonged antibiotic treatment is necessary for therapeutic success,
because the spores can persist in the lungs for prolonged periods of time. Immediate
vaccination of infected individuals tackles this problem as protective immunity devel-
ops during antibiotic treatment (28). Most importantly, during the anthrax outbreak in
the United States in 2001 we learned that when diagnosed early, anthrax can be effi-
ciently treated with antibiotics. The antimicrobial susceptibility patterns of 11
B. anthracis isolates associated with intentional exposures in Florida, New York City,
and Washington, DC, have been determined. All isolates displayed susceptibility to
ciprofloxacin, doxycycline, chloramphenicol, clindamycin, tetracycline, rifampin, van-
comycin, penicillin, and amoxicillin (29). This susceptibility spectrum is in agreement
with the recent genetic analysis suggesting that all isolates originated from the same
source (25). Because of the mortality associated with inhalational anthrax, the Centers
for Disease Control and Prevention (CDC) recommends that two or more antimicrobial
agents be used for effective treatment, and that ciprofloxacin or doxycycline be used
for initial intravenous therapy. Duration of therapy should be prolonged over 60 d (29).
Treatment of systemic B. anthracis infection using penicillin alone is no longer recom-
mended because B. anthracis genome encodes for at least two 3-lactamases: a penicil-
linase and a cephalosporinase (29).

Sterne isolated B. anthracis variants lacking the characteristic capsule and used these
attenuated strains as live vaccine in cattle or other animals, which effectively prevented
anthrax disease in animals (/9,30). The vaccine strains had been cured of pXO2, one of
the two virulence plasmids that is required for capsule expression but not for produc-
tion of anthrax toxins (see Subheading 6.2.). Anthrax vaccine adsorbed (AVA) is an
adjuvant absorbed preparation of the culture supernatant of vaccine strains and has
been licensed by the Food and Drug Administration (FDA) for the prevention of an-
thrax disease in humans (37). The AVA vaccine has been successfully employed to
prevent laboratory infections in the United States and its effectiveness in preventing
anthrax following a respiratory challenge has been demonstrated in rodents and nonhu-
man primates (8,28). The active vaccine component, anti-PA IgG, is believed to exert
some sporicidal effect; however, the use of the AVA vaccine in preventing human
anthrax following bioterrorist or biological warfare use of B. anthracis spores is hith-
erto unknown (32,33).

6. PATHOGENESIS
6.1. Bacillus Anthracis Lifestyle

Despite the early identification of B. anthracis as the etiologic agent of anthrax, the
pathogenic mechanisms of human or animal disease remain poorly understood.
Experiments with laboratory animals have shown that bacterial invasion of intestinal
epithelia is followed by macrophage engulfment of the spores (/4,34). It is not clear
whether a specific property of the spores, for example, a surface ligand, targets spores
into endocytic or phagocytic pathways. Alternatively, macrophage phagocytosis of
anthrax spores may occur by a universal mechanism that targets all nonpathogenic
microbes for killing by the innate immune response.
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During inhalation anthrax, the spores are engulfed by alveolar macrophages (20,35).
Engulfment of ingested spores may be achieved by M cells in the intestines. These
lymphoid cells deliver intestinal contents to macrophages and adjacent lymph follicles
(Peyer’s patches). The spores survive the harsh environment of the macrophage and
phagocytosis and instead germinate within phagosomes. Vegetative bacilli escape from
the infected cell and bacteria spread to regional lymph nodes and eventually the blood-
stream.

The vegetative form of B. anthracis elaborates a capsule that confers an antiphagocytic
property on the bacilli (36,37) and secretes the three-component protein toxin, PA (pagA
encoded), LF (lef encoded), and EF (cya encoded) (38). The combined action of the
protein toxins is believed to kill infected animals by triggering the release of interleukin
(IL)-1 and tumor necrosis factor-o. from intoxicated macrophages (39). Vegetative
bacilli secrete the PA toxin as a precursor, PA83 (40,41). PA83 binds to the anthrax
toxin receptor (ATR), a membrane protein on the surface of macrophage (/7). Cellular
proteases, furin or furin-like, cleave PA83 to the mature, active PA63 form, a mecha-
nism that promotes PA63 assembly into a heptameric form (42). This species interacts
with either EF or LF and promotes transport of EF and LF across the endocytic vesicle
into the cytosol of intoxicated cells. The two binary exotoxins are referred to as LeTx
when comprising PA and LF, and EdTx when encompassing PA and EF.

LeTx is implicated in both macrophage and host death (43—45). LeTx acts as a zinc
protease and cleaves mitogen-activated protease kinase kinase (MAPKK), presumably
interfering with signal transduction events of the p38 pathway and causing apoptosis of
activated macrophage and release of IL-1 cytokine (44,46). In addition to ATR and
MAPKK, the proteasome (47) and Kifl1C, a kinesin motor protein (48), may also be
required for LeTx intoxication; the molecular events that cause macrophage-mediated
host killing by the LeTx pathway are not yet understood (39).

EdTx is thought to be responsible for phagocyte inhibition and the massive edema
observed upon anthrax infection (49). EF is an adenylate cyclase (50). After binding to
calmodulin, EdTx cleaves adenosine triphosphate (ATP) to generate the second mes-
senger cyclic adenosine monophosphate (cAMP), thereby presumably interfering with
the normal immune function of macrophage (50). At this stage, the bacilli multiply in
the lymph system and in the blood but not within macrophages (/4).

6.2. Virulence Plasmids

Virulence of all B. anthracis strains requires two large plasmids, pXO1 and pXO2,
respectively (51,52). pXO1 carries the genetic determinants that are responsible for the
synthesis of the anthrax exotoxin complexes (PA, LF, and EF) (53), whereas pXO2 is
responsible for capsule production (54). Plasmid pXO1 has been sequenced (55). Itis a
circular DNA sequence of 181,654 bp of which only 61% can be translated into 143
open reading frames (ORFs). More than two-thirds of pXO1 ORFs do not have signifi-
cant similarity to sequences available in databases. The three-toxin genes cya, lef, and
pagA are encoded within a pathogenicity island defined by a 44.8-kb region that is
bordered by inverted IS1627 elements at each end of pXO1. This island also contains
regulatory elements controlling the toxin genes such as atxA, pagA, and pagR, a three-
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gene germination operon (gerX), and 19 additional ORFs. Plasmid pXO2 has been
sequenced from strain A2012 (accession no. AE011191). It is a 94,829-bp long circu-
lar DNA molecule that encodes 113 ORFs. The capB, capC, capA, and dep genes are
involved in capsule synthesis and degradation (56,57) and are located on plasmid pXO2
along with a regulatory gene acpA (58).

B. anthracis lacking plasmid pXO2 can be isolated easily under laboratory growth
conditions. Epidemiological investigations during an anthrax outbreak show that bacilli
resembling B. anthracis are often dismissed in clinical and veterinary laboratories as
B. cereus or unidentified Bacillus spp. (59). Such bacilli fail to produce a capsule and
do not induce anthrax in test animals. Loss of pXO2 can be scored on agar plates by
observing colony morphology. The Sterne strain 34F2 (30), which is used as an ani-
mal vaccine, represents one of those avirulent nonencapsulated strains lacking pXO2
plasmid.

On the other hand, the spontaneous loss of pXO1 is a rare event. Bacterial growth at
43°C or incubation in the presence of antibiotics favors curing of pXO1 under labora-
tory conditions. The curing of pXO1 obviously leads to the loss of toxin production
and, when combined with the loss of the gerX locus, results in attenuated virulence.
Spores of mutants lacking only the gerX operon do not germinate efficiently in mac-
rophages (60). The gerX operon is organized as a tricistronic operon (gerXB, gerXA
and gerXC), located between the pag and atxA genes. The three predicted proteins (40,
55, and 37 kDa in size) have significant sequence similarities to B. subtilis, B. cereus,
and B. megaterium germination proteins. As for the other bacilli species, B. anthracis
encodes more paralogs of the gerX-like operon on its chromosome. Blast searches sug-
gest that it may, in fact, encode six additional such operons on the chromosome. The
gerX operon is expressed exclusively in the forespore 2.5-3 h after the initiation of
sporulation (60). Strains lacking pXO1 are also less capsulated, because capsule
expression is partly controlled by pXO/ genes (see Subheading 6.4.).

6.3. Surface Structures

The surface structures of spores have been characterized for B. subtilis. The spore
coat is assembled by the surrounding mother cell, as the spore resides within its cyto-
plasm. The spore is surrounded by spore peptidoglycan, a heteropolymer that is similar
to the peptidoglycan of vegetative cells, with the exception of some spore-specific
aminosugar modifications. The surrounding mother cell synthesizes the coat proteins
that are layered onto the spore surface. Spore release occurs on lysis of the mother cell.
Coat assembly in B. subtilis is coupled to the well-described developmental program
driving spore formation (6/,62). Comparison of B. subtilis and B. anthracis genomes
suggests that coat assembly follows a similar program in the pathogen and that anthrax
also possesses an inner and outer coat, although the morphological distinction between
these two layers by electron microscopy is not as obvious (63). In addition, spores of
B. anthracis, B. cereus, and B. thuringiensis are surrounded by an additional structure,
the exosporium (64). The mother cell is also responsible for the synthesis and assembly
of the exosporium. This structure truly represents the outermost integument of the
mature spore. It is composed of proteins, lipids, and carbohydrates (65,66), and its
surface is decorated with filamentous appendages (67). Several of the protein compo-
nents of the exosporium have been described for B. thurengiensis and B. cereus, some
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of which are in fact glycoproteins (66,68,69). Glycosylation of protein is rarely ob-
served in the microbial world. The exosporium of B. anthracis spores also contains an
abundant glycoprotein designated BclA (70). BclA presents striking similarities with
collagen at the amino acid level, and it is the major constituent of the filamentous
appendages protruding from the exosporium (70). Although structurally reminiscent of
the pili of Gram-negative bacteria, it is not clear whether these appendages play a role
during spore invasion across mucosal surfaces or macrophage engulfment. Thus, the
precise function of individual exosporium components is not yet known but can be
established by comparing pairs of isogenic mutant and wildtype strains in an animal
experiment.

Two structures surround the vegetative cell of B. anthracis: an S-layer and a cap-
sule. The S-layer can be observed clearly when B. anthracis does not produce its cap-
sule. S-layers are proteinaceous paracrystalline sheaths that completely cover the cell
surface in a highly organized two-dimensional array (7/). The S-layer of B. anthracis
is composed of two proteins, surface array protein (Sap) and extractable antigen (EA1)
(72). The expression and assembly of Sap and EA1 arrays seem regulated. As cells
enter stationary phase, EA1 progressively replaces Sap, which is shed into the sur-
rounding medium, suggesting developmental regulation of S-layer assembly (73). The
S-layer proteins interact noncovalently with the underlying peptidoglycan and the
pyruvyl of a peptidoglycan-associated polysaccharide, without which the S-layer pro-
teins EA1 and Sap cannot assemble (74). Various functions have been attributed to
S-layers, including bacterial shape, barrier for molecular diffusion, and virulence;
however, much of the thought in this area has not been tested experimentally yet (75).
It should be noted that deletion of S-layer genes does not impair the ability of B. anthracis
variants to cause animal disease.

The encapsulation of B. anthracis bacilli does not require a functional S-layer (76).
Anthrax variants lacking the genes required for capsule assembly (capABC) are aviru-
lent. Preisz was the first to correlate the presence of a capsule with the virulence of B.
anthracis strains (37). By virtue of its negative charge, the capsule is presumed to
inhibit the phagocytic host defense (36,53,77). The capsule is a linear polymer of poly-
v-D-glutamic acid peptide which is weakly immunogenic (36,78). Capsular synthesis
occurs via the expression of three gene products, CapA, CapB, and CapC (56). The
nonpathogenic organism B. licheniformis appears to synthesize a similar capsule as B.
anthracis. It follows that the capsule of B. anthracis may be necessary for bacterial
pathogenesis, but it clearly cannot be sufficient to promote the establishment of an-
thrax disease. No specific enzymatic activity has thus far been attributed to the CapABC
factors, which are shared with the nonpathogenic B. licheniformis. B. anthracis synthe-
sizes an additional factor Dep (the dep gene is located downstream of the cap region
and is absent in B. licheniformis), which presumably acts as a depolymerase and hydro-
lyzes poly-y-p-glutamic acid polymers to generate lower molecular weight glutamates.
These compounds are thought to interfere with host defense mechanisms (79).

6.4. Regulation of B. anthracis Virulence

During infection, vegetative bacilli synthesize and secrete both the capsule and the
toxins. In vitro, their synthesis can be induced by the addition of bicarbonate and
changes in temperature. This induction has been shown to be regulated at the level of
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bicarbonate?

Fig. 2. Schematic representation of plasmids pXO1 and pXO2 and of AtxA-mediated regu-
lation of the toxin genes. Plasmid pXO1 encodes for 143 open reading ORFs. The two IS1627
inverted elements at each end of the pXO1 pathogenicity island are shown as black arrows. The
three toxin genes cya, lef, and pagA and the regulatory elements atxA and pagR controlling the
toxin genes are indicated. Plasmid pXO2 encodes 113 ORFs. The capB, capC, capA, and dep
genes involved in capsule synthesis and degradation as well as the regulatory gene acpA are
shown. Question marks indicate putative or uncharacterized regulation. (Adapted from ref. 76.)

transcription by the AtxA factor (80,81). AtxA is a transcriptional activator encoded by
the pXO1 plasmid (see Fig. 2). It is required to induce the expression of both the toxin
genes on the pXO1 plasmid and the capsule operon on pXO2 (82,83). AtxA synthesis
is not affected by bicarbonate. However, in the absence of AtxA, induction of pagA
transcription is not observed in the presence of bicarbonate (82). Most importantly,
atxA mutant bacilli are avirulent in the mouse model of anthrax (84). pagR, the second
gene of the pag operon, represses the expression of the pag operon (85) and appears to
influence the expression of other pXO1-encoded genes (86). A chromosomally encoded
abrB gene negatively regulates the expression of the three anthrax toxin genes and of
the pagA gene (87). The B. anthracis abrB gene is an ortholog of the well-studied abrB
gene of B. subtilis. AbrB is referred to as “transition state regulator,” a term used to
describe regulatory proteins that repress or activate genes during the transition from
active growth into stationary phase (88). Capsule synthesis is also regulated by a pXO2-
encoded transcriptional activator, AcpA (58). Environmental stimuli during infection
are likely to be sensed by chromosomally encoded factors as well. For example, B.
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anthracis encodes the stress-transcription factor 68 (sigB gene) along with two regula-
tory proteins RsbV and RsbW (89). The finding that a B. anthracis- 6® mutant is less
virulent than the parental strain (89) suggests that 65, along with additional factors,
must be involved in the adaptation of B. anthracis to its varying and extreme lifestyles,
either in the host or during prolonged survival outside of the host.

6.5. Potential Virulence Factors

Although the toxins play a major role in B. anthracis pathogenesis, much remains to
be understood. Because of its complex life cycle, it seems reasonable to assume that
other genes will contribute to B. anthracis pathogenesis. For example, how do spores
travel through epithelia and become engulfed by macrophages? Do they display sur-
face receptors? What are the factors that are sensed by the engulfed spores and trigger
germination? How do vegetative bacilli escape the phagolysosome and survive in the
macrophage?

It seems worthwhile comparing anthrax to other Gram-positive pathogens and their
invasive strategies. One may distinguish extracellular from intracellular pathogens such
as staphylococci and Listeria monocytogenes, respectively. In fact, because of its com-
plex life cycle, B. anthracis may employ strategies from both organisms, as spores may
be considered to be intracellular pathogens whereas vegetative bacilli are equivalents
of extracellular pathogens. Bearing this in mind, we have searched the unfinished
genome of B. anthracis (available from the TIGR website; http://www.ncbi.
nlm.nih.gov./entrez/viewer.fcgi?db=nucleotide&val=30407125), for possible virulence
factors by comparing sequences with the genome data of S. aureus and L.
monocytogenes (these genomes are also available from the TIGR website; http://
www.ncbi.nlm.nih.gov/entrez/viewer.fcgi?db=nucleotide&val=15922990 and http://
www.ncbi.nlm.nih.gov/entrez/viewer.fcgi?db=nucleotide&val=21397375, respectively).

First, B. anthracis genome sequence was searched for the presence of sortase-like
genes. Sortases are transpeptidase enzymes that are required for the covalent attach-
ment of proteins in the cell wall of Gram-positive bacteria. Gram-positive bacteria use
cell surface displayed proteins to mediate specific receptor—ligand interactions (90).
For example, one could envision that engulfment of spores require receptor proteins
that are anchored in the spore wall. S. aureus encodes two sortases, sortase A and B.
Sortase A cleaves the LPXTG motif in the C-terminal sorting signal of surface proteins
and is responsible for the covalent attachment of polypeptides to the cell wall envelope
(91,92). Although most surface proteins of S. aureus are attached to the cell wall in a
sortase A-dependent manner, the cell surface display of three proteins IsdA, IsdB, and
IsdC specifically requires the second enzyme, sortase B (93). In this manner, Sortase B
and the Isd proteins contribute to a mechanism of heme-iron transport across the bacte-
rial envelope (94). Iron is essential for bacteria and limiting in host cells.

The genome of L. monocytogenes (GenBank/EMBL accession no. AL591824), a
close relative of B. anthracis, encodes two transpeptidases, sortase A and B, which
seem to function similar to those reported for staphylococci (95,96). Searching the
genome sequence of B. anthracis (GenBank accession no. NC_003995) revealed 10
genes that may encode possible surface proteins. Of these 10 surface protein genes, we
believe that two represent homologs of the L. monocytogenes internalin gene family
(see Table 1). Internalin A, a sortase A anchored surface protein, mediates the invasion
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Table 1
Suface Proteins Encoded in the Genome of B. anthracis: Potential Virulence Factors
Protein Homolog Sortase  Sorting signal AA
BasA* Internalin E ~ SrtA LPKTG TNVASTIGAGLAFIGAGFLLLFRRKKANR 304
BasB Protein A SrtA LPATG HDMNYLPFIGFALVLLGIRLRFMTKNN 898
BasC Lmo0159 SrtA LPATG GVSNQFTSLFVLGISFIIAGAYVLRMKNRKEM 632
BasD Lmo0159 SrtA LPNTG HKNDSTQTVGIILLLAGLLSVLATKRKKY 880
BasE None SrtA LPKTG AASPWMVSVGAGISFLVGGVLFVLGRRRKQ 1448
BasR None SrtA LPKTG ASSHSAATEVGMGVLCIASAYVLWRRK 358
BasG/IsdC 1IsdC SrtB NPKTG DEARIGLFAALILISGVFLIRKVKLSK 237
BasH None SrtB NSKTA DTAQLGLTMVLLLGSLALLVRKTRAGRL 875
Basl Internalin A SrtC LGATG GQENTSTLLSGLALVLSALSMFVFRKRLFKK 1066
BasJ None SrtC LPTQS WETSSNSDYSNASYYYQCQHGNNKPYKIR 1354

*Bas, Bacillus anthracis surface protein.

of L. monocytogenes into epithelial cells by binding to its E-cadherin receptor during
host infection (97-99). In contrast to staphylococci and listeria, B. anthracis harbors at
least three sortase genes (/00). Whereas the sortase A and B homologs of B. anthracis
likely exert functions similar to those reported for S. aureus, elucidating the role of the
third sortase gene requires some innovative experimental work (see Table 1). Is it pos-
sible that anchored surface proteins of B. anthracis are involved in targeting spores or
bacilli to distinct locations within the infected host? Is it possible that B. anthracis
sortases are active even during spore development and serve to anchor proteins to the
spore wall? Although these hypotheses are somewhat iconoclastic, a definitive answer
can only be obtained with experimental work.

Surface proteins of L. monocytogenes provide not only for invasion mechanisms
during host entry but also aid listerial evasion of the immune response by facilitating
bacterial spread within the cytoplasm of infected host cells (/07). The latter pathway
requires, in addition to internalins, several other gene products that provide for listerial
escape from the phagosome (hlyA or llo) (102), actin-polymerization and spread
between cells (actA) (103), and lysis of host cell double-membrane vacuoles after bac-
terial transmission into neighboring cells (plcB) (104,105). Could similar strategies be
employed by B. anthracis? Ingested spores of B. anthracis are transported via lym-
phatic to mediastinal lymph nodes and resist phagocytic killing. Instead, they begin to
germinate within macrophages (/06,/07). Similar to listeria, newly germinated bacilli
escape from the phagocytic vacuole and replicate within the cytoplasm of macroph-
ages. Experiments performed with cultured macrophages show that bacilli replicate
and escape from the cells within 6 h following endospore phagocytosis. The kinetics of
these events correlate with the timing of disease symptoms during infection of labora-
tory animals (/08).

We have searched the available genome of B. anthracis and found that it carries
homologs of both listeriolysin O (/lo) and C-type phospholipase (plcB), but the actA
gene could not be identified. Although host cell invasion may be a common strategy
between listeria and B. anthracis, bacterial spread through cytoplasmic compartments
presumably is not. But how are the vegetative bacilli released from the macrophages?
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It is interesting that the listeriolysin homolog of B. anthracis does not contain a PEST-
like sequence (P, Pro; E, Glu; S, Ser; T, Thr) as is observed for listerial LLO (W.
Williams, personal communication), a secreted pore-forming polypeptide. LLO vari-
ants lacking the PEST-like sequence accumulate in the host-cell cytosol, suggesting
that the PEST motif targets LLO for degradation. The aberrantly stabilized LLO
mutants cause the subsequent permeabilization of the host-cell membrane and bacte-
rial exposure to the environment (/09). One wonders whether this strategy is the means
by which B. anthracis perforates both phagolysosome and host-cell membranes. Other
reports have proposed that macrophage lysis may be a consequence of early LeTx and
EdTx production (46,110). However, this view is challenged by a third report claiming
that the toxin genes are not required for release from the macrophage (/08). These
dissensions likely result from differences in the model systems that were used. So far,
most data were obtained using cultured macrophages and the Sterne strain. Better com-
prehension of the system is likely to be achieved with experiments using the fully viru-
lent strain and appropriate animal systems.

7. OUTLOOK

B. anthracis has captured the attention and imagination of microbiologists around
the globe. Its elaborate cell cycle allows it to multiply undetected by the host and to
produce large quantities of anthrax toxin. Currently available antibiotic treatments aim
to kill multiplying bacteria but are unable to interfere with toxin-mediated killing of the
host. Microbiologists are exploring the possibility of combining passive immunization of
infected patients with aggressive antibiotic treatments. Most attempts described so far
aim at interfering with the correct functioning of the PA subunit. For example, an anti-
body library generated by phage display has been screened by panning with the PA
subunit of anthrax toxin. The antibody with the highest affinity for PA prevented
anthrax toxin from binding to its receptor on cultured alveolar macrophages as well as
protected rats against anthrax toxin (///). However, no matter how effective a vaccine
may be, multiple immunizations are required for protection to build up. The recent
discovery of the ATR has uncovered new exciting avenues (//). The demonstration
that the soluble region of ATR blocks killing by PA suggests that the design of a recep-
tor decoy may represent a new therapeutic strategy. However, because the physiologi-
cal function of ATR (TEMS) is not known, it is unclear whether such therapeutic agents
will also affect the host. Another means for blocking PA’s function takes advantage of
mutant PA exhibiting a dominant negative phenotype. Such mutants coassemble with
the wildtype protein in a test tube, and prevent pore formation and translocation of EF
and LF into cultured cells. Injection of the mutant PA in rats challenged with anthrax
conferred protection from disease (//2). It is conceivable that administration of mutant
PA into individuals infected with anthrax may block the progression of the disease
even at more advanced stages of disease.

Finally, one must mention the elegant strategy recently explored by Fischetti et al.
(113). These authors took advantage of the inherent binding specificity and lytic action
of bacteriophage enzymes called lysins. As a normal part of their life cycle, bacterioph-
ages multiply in host cells and their progeny is released upon lysis of the cell wall.
Purified PlyG, an enzyme synthesized by bacteriophage-y, was found to destroy the
cell wall of both vegetative cells and germinating spores of B. anthracis (113). PlyG is
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a virus specific lysin for B. anthracis and other members of the B. anthracis “cluster”
of bacilli. The lytic specificity of PlyG could be exploited as a tool for the treatment
and detection of B. anthracis.

In summary, B. anthracis is the causative agent of anthrax, a terrifying disease that
can be inflicted by man. Anthrax can be viewed as a series of astonishingly complex
interactions between a microbial pathogen and its hosts. By gaining new insights in the
biology of this microbe, bioterrorism or biological warfare may be prevented and one
may appreciate intricate molecular mechanisms that presumably govern the interplay
between microbe and host. Thus, B. anthracis could once again serve as model microbe
to further our understanding of human and animal infectious diseases.
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Virologic and Pathogenic Aspects of the Variola
Virus (Smallpox) as a Bioweapon

Robert G. Darling, Timothy H. Burgess, James V. Lawler,
and Timothy P. Endy

1. INTRODUCTION

“The end of smallpox—but for the World Health Organization (WHO)), it is only the end
of the beginning. It has been said that if we had known beforehand “the heart-aches and
the thousand natural shocks” that awaited us, we would never have undertaken the small-
pox eradication programme....Victory over smallpox has implications that go far beyond
the individuals directly concerned, however. It reasserts our ability to change the world
around us for the better, through mutual collaboration and mobilization of resources,
allied to human energies and the will to succeed. It comes like a freshening wind for a
vessel to long becalmed, creating hopeful new impetus as we set our course towards
Health for All by the Year 2000,” as written by then Director-General of The WHO, Dr.
Halfdan Mabhler, in celebration of the global eradication of smallpox (7).

October 1977 was a seminal time in the 3000-yr history of smallpox, because that
was the year when the world’s last naturally acquired case of smallpox occurred in
Somalia, Africa (2). The last case of smallpox (a laboratory-associated infection),
occurred in England in September 1978. After a worldwide program to verify the
eradication of smallpox in May 1980, the 33rd World Health Assembly accepted the
report of the Global Commission for the Certification of Smallpox Eradication that
smallpox had been eradicated. The elimination of smallpox was a landmark event in
the history of public health and a culmination of intensive planning, geopolitical coop-
eration, and an effective vaccine to eradicate a disease responsible for human pain,
suffering, and death (3). By all rights, this celebration of humanity should have been a
bookmark for students of history, yet smallpox remains a public health concern. Now
the threat comes not as a naturally occurring disease, but as a bioweapon to introduce
smallpox in a now immunologically naive population. This concern, catalyzed by the
intentional introduction of anthrax into the US postal system in September 2001, re-
sulted in the rejuvenation of the smallpox vaccine, Dryvax, and the vaccination of
more than 628,000 US serviceman and health care providers (4—6). This chapter re-
views the history and the current knowledge on the virology and pathogenesis of small-
pox, highlighting its unique characteristics that makes it an ideal biological weapon.
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2. HISTORY OF SMALLPOX

Until its eradication in 1980, smallpox was one of the most universally feared of all
diseases. Variola major, the causative virus of smallpox, was probably responsible for
more deaths and disability than any other pathogen (2). Those fortunate enough to
survive the infection often faced lifelong complications and sequelae, including blind-
ness, arthritis, encephalitis, permanent osteoarticular anomalies, and a severely scarred
complexion (7).

The unique clinical manifestations of smallpox and its dramatic spread and mortal-
ity have made this disease easily identifiable in history. It is thought that Variola virus
evolved as a human pathogen from an orthopoxvirus of animals in the Central African
rain forests and established itself in the valley of the Nile and Fertile Crescent of Egypt
thousands of years ago (2). Examination of Egyptian mummified remains demonstrated
the typical pustular eruptions of smallpox (8). Historical descriptions of smallpox place
it in China during the 4th century, in India and the Mediterranean during the 7th cen-
tury and in southwestern Asia during the 10th century. Smallpox became established in
Europe during the times of the crusades, and explorations from Europe aided its spread
to the Americas (2).

Before the development of the cowpox vaccine by Dr. Edward Jenner in 1796, there
was no safe and consistently effective prevention method for this dreaded disease (9).
Variolation, the process of inoculating a subject with live Variola virus, probably origi-
nated in China around the 10th century but was frequently either ineffective or lethal
(10). Traditional therapies included “cupping,” bloodletting, and a “sweating” regimen
in which the heavily clothed patient was swaddled in blankets and placed in an over-
heated room and administered “heating medicines and cordials™(//).

Between 1966 and 1980, Donald (“D. A”’) Henderson led the WHO effort to eradi-
cate smallpox from the face of the Earth (/2). In 1976, the last naturally occurring
case of Variola major was isolated in India, and in 1977, the last naturally occurring
case of Variola minor was isolated in Somalia (2). In 1980, the WHO declared the
disease eradicated worldwide, and routine vaccination was discontinued shortly there-
after (/3). The United States ceased routine childhood smallpox vaccination in 1972,
although the US military continued to vaccinate recruits until 1990. According to US
Census Bureau data, approx 40% of the US population age 29 yr old or younger and,
having never received a smallpox vaccination, would be susceptible to infection.

Global terrorism, the continued research and development of biological weapons,
and other geopolitical events have generated a concern that smallpox could be directed
against a susceptible population. Dr. Ken Alibek, the former deputy director of
Biopreparat, the biological weapons program in the former Soviet Union, reported at
the time of his defection to the United States in 1992 that the Soviet Union had pro-
duced massive amounts of smallpox since the WHO declaration and that Russia was
continuing to attempt to genetically engineer the organism (/4). Evaluations of North
Korean soldiers raised other concerns. Some showed signs of recent smallpox vaccina-
tion, suggesting that country’s involvement in smallpox weapons research (15). These
and other findings led federal officials to conclude that the threat of a smallpox biologi-
cal warfare attack is significant enough to warrant the reinstitution of a vaccination
program for selected members of the US population, including members of the mili-
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tary, healthcare workers, and certain emergency responders, with the possibility of
making the vaccine available to the general population on a volunteer basis in the near
future (16).

3. SMALLPOX AS A BIOLOGICAL WEAPON

The first documented attempt to use smallpox as a biological weapon occurred dur-
ing the French and Indian Wars (1754-1767) in North America (/7). British colonial
commanders serving under Sir Jeffrey Amherst allegedly gave blankets from smallpox
victims as gifts to susceptible North American Indians. Although the actual cause is
suspect, epidemics raged among the indigenous population, and in some areas, 50%
mortality was not uncommon. During World War II, the Japanese Military Unit 731
experimented with the use of smallpox as a bioweapon (/8). The former Soviet Union
had a massive biological weapons program (/4). At one point, as many as 50,000
scientists and technicians performed research on various bacteria, viruses, and toxins
in as many as 40 facilities scattered throughout the country. Allegedly, the Soviets
perfected large-scale industrial production of smallpox and considered it so important
that they maintained an annual stockpile of 20 tons. They produced a weapon that was
stable in an aerosol and could be delivered in warheads on intercontinental ballistic
missiles (/4). There is some evidence that the release of aerosolized smallpox in the
Aral Sea may have caused an accidental epidemic (/9).

In 1992, President Boris Yeltsin admitted that the Soviet Union had been pursuing
development of biological weapons, prohibited by the Biological Weapons and Toxin
Convention of 1972 (20). Ironically, the Biopreparat program was established the same
year that the Biological and Toxin Weapons Convention was ratified. President Yeltsin
further stated at that time that the program would be promptly terminated.

Subsequent to the WHO declaration of smallpox eradication in 1980, signatory
nations agreed to destroy all laboratory stores of the virus or surrender them to one of
two officially sanctioned WHO reference laboratories: The Centers for Disease Con-
trol and prevention in Atlanta, GA, or the Institute of Virus Preparations in Moscow,
Russia. Although remaining stocks at these laboratories were scheduled for destruction
in 1996, controversy continued concerning this issue, and both Presidents Clinton and
Bush placed destruction in abeyance (http://www.newsmax.com/archives/articles/
2001/11/16/193250.shtml; http://www.fas.org/spp/starwars/program/news99/990429-
smallpox-usia.htm; http://www.cbsnews.com/stories/1999/04/22/health/main42900.shtml).

In 2002, the World Health Assembly, the WHO decision-making body, accepted a
recommendation that the remaining stocks be retained and that the issue be reviewed
not later than 2005. Those arguing against destruction have put forth numerous com-
pelling arguments: (a) destruction would hinder investigation into the mechanisms of
viral pathogenesis and impede the development of medical countermeasures; (b)
detailed molecular epidemiological studies to establish precise phylogenetic relation-
ships of an isolate to known strains would be impossible, thus impairing forensic analy-
sis and potentially assignment of attribution; (c) extinction of the smallpox virus would
disallow study of its unique proteins that interfere with host immune and regulatory
functions; and (d) mankind has never intentionally destroyed a species of life (27).

Even if legally sanctioned repositories were destroyed, other potential sources of
smallpox could exist, including clandestine stockpiles, cadavers in permafrost, and
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strains reverse engineered by scientists using data obtained from genetically sequenced
strains. In short, most authorities agree that the likelihood of smallpox virus existing
outside the WHO-sanctioned laboratories is high.

4. VIROLOGY
4.1. Classification of Variola Virus

Variola virus is a member of the family Poxviridae, subfamily Chordopoxvirinae, gen-
era Orthopoxvirus. The genus Orthopoxvirus is composed of many related viruses and
includes Vaccinia virus (virus used in the smallpox vaccine), cowpox, monkeypox, ec-
tromelia, camelpox, taterapox, Uasin Gishu disease, and racoonpox (22). Variola virus is
exclusively a human disease with no known animal reservoir. Other members within this
genus produce disease primarily in their respective animal host. However, because of the
close interrelationship of the viruses, species jumping can occur, as evidenced by cowpox
and monkeypox, with the latter virus capable of producing large outbreaks of human dis-
ease with clinical manifestations very similar to V. major and a mortality of 10-15% (23).
Monkeypox has recently been implicated in an extensive outbreak of human disease in the
United States with the source of the virus being imported, infected Gambian rats (24).

4.2. Morphology

Poxviruses are the largest of all viruses with a genome consisting of a single molecule
of double-stranded DNA crosslinked with a hairpin loop at the ends. Their genomes vary
in size from 130 to 300 kbp (25). The physical properties of the poxviruses are quite
similar. They are described as “brick-shaped” or ovoid and are 200—400 nm long.
The external surface of the virus contains an envelope consisting of host cell mem-
brane lipoprotein plus virus-specific polypeptides such as hemagglutinin. Based on
knowledge gained from the study of Vaccinia virus, the presence or absence of an outer
envelope defines two major infectious forms of the virus: the intracellular mature virion
(IMV), and the extracellular enveloped virion (EEV) (26). The IMV form is stable in
the environment and plays a predominant role in host-to-host transmission. The EEV
form plays an important role in dissemination within the host. Below the envelope is
the outer membrane consisting of a complex of surface tubules and globular proteins
and encloses large lateral bodies. The nucleosome of the virus is contained within a
core membrane and the core itself consists of double-stranded DNA. The DNA is
unique to each virus by restriction fragment length polymorphism analysis; genomes
of these viruses have a very well-preserved central region, allowing classification
within the genus, whereas heterology in the terminal regions can be used to differenti-
ate species (27-29). The morphology of the orthopoxviruses is unique. Electron micro-
graphs demonstrating a brick-shaped virus with a biconcave core with two lateral bodies
are diagnostic for this genus of viruses but not specifically for Variola.

4.3. Antigenic Structure

The Orthopoxviruses contain a large number of polypeptides that define cellular
receptors and antigenic sites for protective immunity. Some antigens are highly
crossreactive across the viruses within this genus and others are virus-specific (27).
The close relation of these viruses and serologic crossreactivity helps to explain why
species, as is the case with Vaccinia virus and Variola virus. Studies of Vaccinia dem-



Smallpox as a Bioweapon 103

onstrate the importance of the type of antigen required for protective immunogencity.
Mice vaccinated with VACV LIR (IMV immunogen) and A33R (EEV immunogen)
were protected from a lethal poxvirus challenge (26). Both antigens induced greater
protection than either antigen alone, suggesting that for complete protective immunity,
both IMV and EEV antigens are required.

4.4. Replication

Orthopoxviruses, like all viruses are dependent on host cellular mechanisms for DNA
replication, protein synthesis, and viral assembly and release. The first event is the
attachment of the virus to the host cell through specific cellular receptors on the outer
surface of the virus. IMV and EEV forms are both infectious but differ in their attach-
ment and entry into cells (22). The EEV form has a more rapid cellular entry and re-
quires uncoating of the virus in the cellular cytoplasm. The IMV form can enter either
through the host-cell outer membrane or within a vacuole formed by invagination of
the plasma membrane releasing its core directly into the cytoplasm. Once the core
enters the host cytoplasm, there is an immediate transcription of viral enzymes that
results in the uncoating of the virus and the release of the DNA into the cytoplasm.
DNA replication occurs followed by translation of both structural and nonstructural
polyproteins leading to viral assembly first as IMV, which are then wrapped in modi-
fied Golgi membranes and transported to the periphery of the cell with release of the
EEV form of the mature virion (25).

4.5. Virulence

Variola virus is a collection of numerous distinct strains. Although difficult to dif-
ferentiate antigenically or serologically, the existence of distinct strains is suggested
by clinical evidence, notably the wide variation in mortality from epidemics in differ-
ent areas (30). These differences did not appear to be related to host factors and per-
sisted when the particular strain was transported to a different region (22). The clearest
distinction was between strains of the virus that caused outbreaks with mortality
between 5 and 40% and strains associated with a mortality of 0.1-2%. This led to the
classifications of V. major and V. minor (22). Virulence among the strains of Variola
virus was first noted in vitro with chick embryo cultures. Viral titers were higher for
Asian variants of V. major as compared to V. minor isolates (31). The genetic differ-
ences between strains have been analyzed by restricted fragment length polymorphism
(RFLP) mapping (28,29). These studies found that strains of V. minor were similar but
differed from strains of V. major. Genetic differences among the strains presumably
reflect differences in viral replication and host-cell assembly, leading to greater or lesser
virulence. A variant of Variola virus has been described that produces a unique late
polypeptide of different size and endonuclease cleavage site (32). This marker was
demonstrated to be genetically independent, expressed by 14 of the 48 Variola strains
examined and correlated to V. major strains and not V. minor.

4.6. Immune Evasion Strategies

The poxviruses are notable for their ability to manipulate the immune response
mechanisms of the vertebrate hosts in which they replicate. These adaptations likely
play an important role in the pathogenesis of poxvirus diseases and the virulence ob-
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served among the strains. Most notable is the ability of the poxviruses to produce many
proteins that interact with the host at both the cellular and systemic levels (33,34).
Vaccinia virus produces a viral homolog of epidermal growth factor, several serine
protease inhibitors thought to block a host pathway for generating a chemotactic
response, and proteins, which interfere with the activation of the classical complement
pathway (34,35). Direct inhibition of the host cellular immune response has been
demonstrated by the orthopoxviruses through the production of soluble receptors for
gamma interferon (IFN)-y which prevents host-produced IFN-y from binding to its
receptor (36).

The potential for genetic manipulation of the orthopoxviruses leading to expression
of novel proteins and evasion of the host immune system introduces the potential that
an engineered Variola virus may be used as a bioweapon. Recombinant Vaccinia
viruses that were engineered to express genes encoding cytokines and chemokines
have been studied extensively to understand the pathogenesis of the orthopoxviruses
(37). For example, the introduction of the interleukin (IL)-4 gene, a human interleukin
involved in the type-2 immune response, greatly increased viral virulence by
downregulating the cellular, type-1, immune responses. Similarly, IL-4 expressing
engineered ectromelia virus was found to overcome genetic resistance to this virus in
mice and produced an infection characterized by a high mortality similar to the disease
seen when genetically sensitive mice are infected with wildtype virus (38).

5. EPIDEMIOLOGY
5.1. Incidence

Before the 1959 WHO resolution on global eradication, smallpox went from an
endemic disease in most countries of the world to a disease primarily of Asia, Africa,
and the Indian subcontinent with an estimated 50 million cases per year (22). By 1967,
smallpox was eliminated in 125 of 156 countries, with 31 countries in South America,
Africa, and the Indian subcontinent reporting incidence rates of greater than five cases
per 100,000 and an estimated 10—15 million cases of smallpox per year.

The incidence of smallpox varies by year and season. In endemic countries, epidemic
years of higher incidence of disease were observed with periodic fluctuations of 4-8 yr
(22,39). Smallpox in temperate countries was primarily a disease of the winter and
spring and varied in tropical countries. Peak incidence in Bangladesh, for example,
occurred from January through April, in Brazil from August through October, and in
Indonesia during January.

5.2. Morbidity and Mortality

The morbidity and mortality of smallpox is dependent on numerous factors to include
the type of smallpox virus (V. minor or major), clinical manifestation, previous smallpox
vaccination, age, geography, urban or rural setting, underlying immune status, and, for
women, pregnancy. A retrospective analysis was performed in 243 smallpox patients
admitted to the Southampton Street smallpox hospital in Boston, MA during the 1901-
1903 epidemic (7). Mortality data were available in 206 patients for an overall mortal-
ity of 17.5%. Significant factors associated with survival were vaccination status,
disease severity, and age. Recovery from smallpox took weeks, with most deaths
occurring 7-14 d after the onset of symptoms.
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V. minor, a milder form of smallpox, is associated with less severe disease and a
mortality of 1% as compared to V. major, which has an average associated mortality of
35% in the unvaccinated population (22). Within V. major, ordinary smallpox in the
unvaccinated population is associated with an overall mortality of 30%, (confluent
smallpox 62%, semiconfluent 37%, and discrete 42%), modified-type smallpox 0%,
flat type 96%, and hemorrhagic type 96% (22). In the smallpox-vaccinated population,
disease severity is lower, with an overall average mortality of 6%. Ordinary smallpox
in the smallpox-vaccinated population has an overall mortality of 3% (confluent small-
pox 26%, semiconfluent 8%, and discrete 1%), modified-type smallpox 0%, flat type
67%, and hemorrhagic type 94% (22).

Age is an important determinant of morbidity and mortality. More severe disease
and higher mortality were observed in the very young and in older age groups. Mortal-
ity in Western and Central African patients ages less than 1 yr, 1-4 yr, 5-14 yr, 1544
yr, and older than 44 yr, were 29, 12, 8, 15, and 32%, respectively.

Variation in the morbidity and mortality of smallpox was observed for different
geographic areas and between urban or rural settings (22). In general, urban areas had
higher mortality rates than rural areas and Asian V. major was associated with a
mortality of 20% in the smallpox-unvaccinated population. Asia, Bangladesh, India,
Afghanistan, Pakistan, and Indonesia reported mortality rates of 19, 17, 16, 9-24, and
8-20%, respectively. In comparison, African countries reported mortalities of 5-10%,
and South America reported less than 1%.

Smallpox in the pregnant patient is associated with more severe disease and a higher
rate of mortality, abortions, and stillbirths (22). For ordinary smallpox in the pregnant
patient, mortality was 65%, for flat smallpox it was 95%, hemorrhagic and modified
smallpox mortality was 99% (40,41). The high mortality observed during pregnancy is
presumably the result of defects in cell-mediated immunity. Similar mortality from
smallpox could be anticipated in patients with defects in cell-mediated immunity from
cancer, chemotherapy, organ transplants, and in those infected with the human immu-
nodeficiency virus.

5.3. Infection and Infectivity

Variola virus gains entry to its human host through the oropharynx or respiratory
tract. Direct inoculation in the skin can occur as demonstrated by the practice of
variolation. Variola virus can be readily aerosolized from infected patients by cough-
ing or sneezing. Viral particles are then deposited in the nasal cavity, oropharynx, and
the lower respiratory tract. Direct inoculation can occur from contaminated fingers into
the nasal cavity, mouth, or conjunctiva. The infectious dose 50% of Variola virus is not
known. In studies performed with Vaccinia virus delivered by scarification, it was dem-
onstrated that the infectious dose 50% was 3 X 103 pock-forming units per milliliter (42).

The period and degree of infectivity of a patient with smallpox is determined by the
quantity of virus shed in secretions, pustules, and scabs, which is dependent on the
clinical manifestation of smallpox (V. minor or major) and day of clinical illness. From
the time of inoculation with Variola virus, there follows an incubation period of 10-14 d
(43). During this time period, the virus replicates in the respiratory tract and dissemi-
nates throughout the body during viremia. Transmission of Variola virus from infected
patients rarely occurs during the incubation period. With the onset of rash a period of
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maximum infectivity begins and gradually wanes until the rash evolves to the point
where all scabs have separated (22). Patients with a severe rash and enanthem were more
infectious than patients with mild disease such as modified-type smallpox or V. minor.
Patients with ordinary and flat-type smallpox are highly infectious during the rash and
scabbing of lesions. As noted, the onset of the enanthem and exanthem of smallpox
marks the period of maximum infectivity and viral shedding. Smallpox lesions within
the mouth and pharynx release a large amount of virus into the oral and pharyngeal
secretions. Virus can be recovered from patients from the 3rd to the 14th day of rash
with maximum shedding on the 3rd and 4th day (44). Virus shedding from the skin
occurs during the pustular and scabbing stages of the rash with high titers of virus
present in the pustular fluid and in the scabs that form during the convalescent period.
Variola virus is present within scabs throughout the convalescent period, leading to the
practice of patient isolation until the last scab has become separated (22).

5.4. Transmission

Direct transmission of Variola virus occurs by inhalation of aerosolized virus or by
direct transfer from contaminated fingers from infected material or surfaces. Individuals
at high risk for secondary infections are those with close contact to the infected patient
such as family contacts and hospital personnel (22). Indirect transmission is defined as
transmission of viral particles, which have traveled considerable distances by air or
contaminated material (fomites). Indirect transmission of Variola virus by the aerosol
route can occur over short distances as evidenced by the airborne spread of smallpox in
the Meschede Hospital, Federal Republic of Germany, in 1970 (45). During the
Meschede outbreak, a patient with smallpox was admitted to the isolation ward. Sec-
ondary indirect transmission occurred in 17 health care personnel or visitors to the
hospital who were removed from the index patient by several floors. Smoke analysis of
the ventilation system demonstrated air ventilation from the index patient room to the
upper level rooms. Factors that favored indirect transmission were the severity of dis-
ease by the index patient who had a confluent rash, severe bronchitis with cough, low
humidity in the hospital (which favored survival of the virus) and the design of the
hospital heating system that created strong air currents (45). Indirect transmission of
Variola virus can occur through fomites such as clothing and bed linen as evidenced by
documented transmission of virus to laundry personnel (22).

5.5. Factors Determining Population Spread

Numerous factors determine the spread of smallpox, including individual suscep-
tibility within the population, social, demographic, political, and economic factors.
Genetic predisposition to smallpox is suggested by observation of severe epidemics
among certain groups, such as American Indians and Polynesians. Age is an important
determinant of individual susceptibility, with more severe disease observed at the
extremes of age (22). Physiological factors that increase susceptibility include immu-
nodeficiency and nutritional deficiency. Social factors include the time of year when
close contact is maximal, such as during winter or rainy seasons, and societies where
large families live in proximity. For densely concentrated populations, even vaccina-
tion rates of 80% do not mitigate the risk of epidemics (46). Political and economic
factors are important in determining the population spread of smallpox. Developed
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nations with a higher economic status have better access to healthcare and a developed
infrastructure to more effectively identify cases of smallpox and more quickly institute
containment of cases and vaccination of immune susceptible individuals.

5.6. Summary of Epidemiology

The epidemiological characteristics of smallpox suggest that this virus is a potential
bioweapon. Based on naturally occurring smallpox before its global eradication and
the low rate of smallpox vaccination in the current population, the intentional introduc-
tion of V. major can be expected to result in epidemic disease and produce a high
degree of morbidity and mortality in the very young and elderly as well as in those with
an underlying immunodeficiency or pregnancy. The presumed high severity of disease
will result in a high degree of infectivity of cases and thus high rates of secondary
transmission. The density of the population and the time of year will determine its
spread, and because of the mobility of today’s population, it is expected that spread
will be rapid and difficult to contain once identified.

6. CLINICAL MANIFESTATION
6.1. Clinical Smallpox

For the past century, two distinct types of smallpox were recognized: major and
minor (see Table 1). The prototypical disease, Variola major/ordinary smallpox
resulted in a mortality of approx 30% in unvaccinated victims. Other clinical forms
associated with V. major, such as flat-type and hemorrhagic-type smallpox, were
notable for severe mortality. The incubation period of ordinary smallpox averaged 12 d,
although it could range from 7 to 19 d after exposure. Clinical manifestations begin
acutely with malaise, fever, rigors, vomiting, headache, backache, and as many as 15%
of patients develop delirium. Approximately 10% of light-skinned patients exhibited
an erythematous rash during this phase. Two to three days later, an enanthem (rash in
the oropharynx) appeared concomitantly with a cutaneous rash (exanthem) about the
face, hands, and forearms. The exanthem then spreads to the lower extremities, and
subsequently to the trunk. Lesions quickly progress from macules to papules to vesicles
and eventually to pustular vesicles. Lesions are more abundant on the extremities
(including palms and soles) and face, and this centrifugal distribution is an important
diagnostic feature. In distinct contrast to Varicella (chickenpox), lesions on various
segments of the body remain generally synchronous in their stages of development.
From 8 to 14 d after onset of exanthem, the pustules scab to leave depressed
depigmented scars upon healing. Although Variola virus shedding from the throat,
conjunctiva, and urine diminishes with time, it can be readily recovered from scabs
throughout convalescence. The major sequelae of smallpox are permanent pockmarks,
ranging from barely discernable scarring to an extremely disfiguring complexion. This
results from fibrosis within the dermis and is seen in 65—-80% of survivors. Corneal
scarring leading to blindness occurs in 1-4% of patients. The second form, V. minor,
was distinguished by milder systemic toxicity and more diminutive pox lesions and
caused only 1% mortality in unvaccinated victims. Although the viral exanthem is the
most prominent feature of both diseases, when patients with V. major and V. minor
were matched for the same extent of exanthem, mortality rates differed substantially.



108 Darling et al.

Table 1

Clinical Distinction Between V. major and V. minor

Characteristic V. major V. minor

Symptoms Severe Mild

Mortality 10-30% 1-2%

Use as a possible Weaponized by former Soviet Not suitable as a weapon
BW/BT weapon Union and produced in because of low mortality

Consequence of release

multiton quantities
Public health emergency with

Public health emergency

national security consequences
Purpura variolosa (hemorrhagic

smallpox) 3% of V. major
Flat type 5% of V. major

Variants Rare

Modified from ref. 22.

6.2. Ordinary or Classic Smallpox

This was the most common form of smallpox caused by V. major. In the pre-erad-
ication era, it accounted for 90% of cases with an overall case fatality rate of 30%
among the unvaccinated. Some have noted differences in disease severity and progno-
sis that correlated with the density of the rash (47). Ordinary smallpox can be stratified
into three distinct clinical presentations or types: discrete, in which individual lesions
are separated by normal appearing skin; confluent, in which lesions on any part of the
body coalesce; and semiconfluent, in which lesions on the face are confluent but are
discrete on the rest of the body. Those victims with discrete lesions tended to have a
significantly lower case fatality rate than those with confluent lesions (9 vs 62% in
unvaccinated cases in Rao’s clinical series).

6.3. Hemorrhagic Smallpox

This form accounted for about 2—3% of all cases, although the percentage was higher
in some outbreaks (47). Hemorrhagic smallpox could be subdivided into early and late
hemorrhagic smallpox. Early hemorrhagic smallpox had a different clinical presenta-
tion than ordinary smallpox and would often kill patients before they exhibited the
focal rash (47). In late hemorrhagic smallpox, the typical focal rash appeared, but hem-
orrhages would occur between the pustules. Illness was more common in adults, and
pregnant women appeared to be at greater risk (47). In early hemorrhagic smallpox,
patients developed a toxic clinical picture resembling disseminated intravascular
coagulation and in most cases rapidly succumbed to their disease. Death occurred in
excess of 95% in unvaccinated persons with hemorrhagic smallpox. Host factors, such
as some form of immune system deficiency, rather than a unique pathogenic strain of
virus, are thought to be responsible for the development of this form of smallpox ill-
ness; however, immunological data generally are lacking (48).

6.4. Flat-Type or Malignant Smallpox

Flat-type smallpox accounted for about 6% of cases in the pre-eradication era and
occurred most commonly in children (47). The illness was more than 95% fatal in
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unvaccinated persons. The rash characteristically involved flattened, confluent lesions
rather than the characteristic firm pustules seen with ordinary smallpox. As in the hem-
orrhagic form, flat-type smallpox is thought to have been associated with a deficient
cellular immune response to the virus (48).

6.5. Modified Smallpox

Modified smallpox was most likely to be seen in patients who had been vaccinated
previously but whose immunity had waned with time. According to the WHO defini-
tion of modified smallpox, the modification is related to the character and development
of the focal eruption, with crusting being complete within 10 d. The prodrome may or
may not be shortened or lessened in severity, but the secondary fever is typically absent
(27). There are typically fewer skin lesions and the lesions tend to be more superficial,
evolve more rapidly, and not show the typical uniformity seen in ordinary smallpox.
Modified smallpox presented diagnostic difficulties, and patients were still contagious,
although often ambulatory.

6.6. Variola sine eruptione

This occurred in vaccinated contacts of cases and was characterized by sudden onset
of fever, headache, and backache, but no rash followed the prodrome. Illness was short-
lived and resolved in 1-2 d, but patients could transmit virus to others for a short period
of time.

6.7. Smallpox in Children

Smallpox in children was clinically similar to that seen in adults, with several
notable exceptions. In infants, the overall mortality was often greater than 40% (27)
and in one series reached 85% (49). Children had a higher incidence of vomiting, con-
junctivitis, seizures, and cough (50). Infections during pregnancy were associated with
uterine hemorrhage, premature labor, and fetal demise, although no distinct congenital
syndrome has been associated with smallpox infection in utero (27).

6.8. V. minor

V. minor represents a strain of the Variola virus that is distinct from V. major. It
causes a milder form of smallpox, and these patients can be confused with patients
presenting with modified smallpox.

7. CLINICAL PATHOGENESIS

The brick-shaped smallpox virion is readily transmitted from person to person via
respiratory particles. The virus initially replicates in respiratory tract epithelial cells,
and then migrates to regional lymph nodes. From there, a massive asymptomatic vire-
mia ensues 3—4 d later and may result in focal infections involving lymphoid tissues,
skin, intestines, lungs, kidneys, and/or brain. After an incubation period of approx 12 d
(range: 7-17 d), a second viremia, lasting 2-5 d, results in prodromal symptoms of
high fever, malaise, headache, severe backache, rigors, vomiting, and prostration. Some
patients (approx 15%) will become delirious. The virus localizes in the small blood
vessels of the oropharyngeal mucosa and dermis, leading to the initial onset of an enan-
them and exanthem. At the tissue level, dilatation of the capillaries in the papillary
layer of the dermis occurs initially, followed by swelling of the endothelial cells in the
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vessel walls. Perivascular cuffing with lymphocytes, plasma cells, and macrophages
can be seen. Lesions then develop in the epidermis and cells become swollen and vacu-
olated. Cell membranes soon rupture, leading to the characteristic vesicular stage of
the rash. Pustulation results from the migration of polymorphonuclear cells into the
vesicle. Patients often develop a secondary fever as the lesions evolve from vesicles to
pustules. The contents of the pustule gradually desiccate, resulting in crusting and scab-
bing of the lesions with loss of pigment and scar formation within the dermis. Death
most commonly results from overwhelming toxemia probably associated with circulat-
ing immune complexes (5/). Other causes of death include secondary bacterial infec-
tions, sepsis, and dehydration.

8. DIAGNOSIS

Research and development of easy-to-use rapid diagnostic tests for smallpox is on-
going, but no such tests were commercially available at the time of this writing. The
initial diagnosis of smallpox remains a clinical one, and physicians or other healthcare
providers should not await laboratory confirmation before instituting appropriate
infection-control and public-health measures. However, confirmation of alternative
diagnoses, particularly chickenpox or monkeypox, can be rapidly accomplished by
means of techniques such as direct fluorescent antibody staining. Such alternative
diagnoses should be expeditiously pursued in the appropriate settings, because con-
firmation would avert unnecessary public health measures. Laboratory diagnosis of
Variola requires the handling of potentially infectious samples and should be done
only in reference laboratories under biosafety level (BSL)-4 safety containment (48).

The most rapid diagnostic tools available are light and electron microscopy.
Scrapings of the vesicular or pustular lesions or scabs can be examined for characteris-
tic findings. An experienced microscopist may be able to discern Guanieri bodies using
Giemsa or Gispen’s modified silver stains under light microscopy (30,52). Guanieri
bodies are aggregates of virions within the cytoplasm of infected cells. Electron
microscopy using a negative staining technique is a much more sensitive test. The
recognition of the large, brick-shaped virions is diagnostic of a poxvirus, although the
particular species may not be identified. This technique can easily differentiate poxvi-
ruses from other viruses (such as herpesviruses) and was used extensively in the Inten-
sified Smallpox Eradication Program (27).

Antigen-detection methods and serologic tests for antibodies to Variola can also be
used for diagnosis. The most widely used method for antigen detection was gel precipi-
tation, which detected the presence of viral antigen in vesicular or pustular fluid by
using Vaccinia hyperimmune serum (27). This test was rapid and did not require a
microscope. However, it required a supply of Vaccinia hyperimmune serum, a labora-
tory, and technicians capable of performing the test. It was unable to differentiate spe-
cies of orthopoxviruses (smallpox, Vaccinia, cowpox, monkeypox). Serologic testing
can be accomplished by various of means, such as ELISA, Western blot, or virus neu-
tralization assay, but these are most useful in retrospective diagnosis (53). Neutraliza-
tion assays, requiring viable virus, can only be performed under BSL-4 conditions.

Historically, the definitive identification of Variola virus was made by viral culture.
Poxviruses replicate on various of cell lines, but the most useful substrate has been the
chick chorioallantoic membrane. All orthopoxviruses that infect humans produce
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unique pockmarks on the chick chorioallantoic membrane, permitting identification by
experienced personnel (27).

Nucleic acid techniques have been used for specific virus identification. Endonu-
clease digestion and RFLP are established techniques that can provide unequivocal
identification (28,29). Modern nucleic acid amplification tests such as polymerase chain
reaction are available in specialized laboratories and may be able to give a very rapid
diagnosis (48,54).

9. DIFFERENTIAL DIAGNOSIS

In the majority of cases, initial diagnosis of smallpox can be made on clinical
grounds. During the eruptive phase, the distribution and evolution of the skin lesions
are extremely valuable clues to the diagnosis of smallpox. After the onset of the rash in
the buccal and pharyngeal mucosa, the first maculopapular skin lesions appear on the
face and/or hands and forearms. Lesions spread to the trunk and lower limbs in a cen-
trifugal distribution. Skin lesions evolve from macules, to papules, to vesicles, fol-
lowed by pustules, which ultimately desiccate and fall off. The lesions in any one area
are all at the same stage of development. The history of a severe febrile pre-eruptive
illness lasting 2—4 d is usual, and contact with a previous case should be sought. Dis-
eases with similar skin manifestations must be considered in the differential diagnosis.
The rash of smallpox is most likely to be mistaken for chickenpox (Varicella) during
the vesicular stage. However, there are two important distinctions. First, the rash of
smallpox develops synchronously, in contrast to the asynchronous development
observed with Varicella. Second, the rash of smallpox is concentrated on the face
and extremities (centrifugal distribution, as opposed to the trunk (centripetal distribu-
tion), as occurs in chickenpox. The pustules of smallpox are also notable for a charac-
teristic central umbilication, which is sometimes—but not always—present.

Monkeypox produces a disease in humans very similar to smallpox. The emergence
of monkeypox in equatorial Africa as a human disease resulted in large epidemic out-
breaks with a mortality that ranged between 10 and 15% (23 ). In part, the emergence of
monkeypox is thought to be caused by the population loss of cross-protective immu-
nity from the Vaccinia virus vaccine during the smallpox eradication campaign (55).
Monkeypox causes a lymphadenopathy not ordinarily seen in smallpox but is other-
wise clinically indistinguishable from smallpox (55). A travel history could aid in dis-
tinguishing a monkeypox patient just returning from equatorial Africa versus an
intentional introduction of Variola virus; however, recently a monkeypox outbreak caused
by the importation of infected Gambian rats as household pets was described (24).

10. SPECIMEN COLLECTION AND HANDLING

If a patient presents with a condition suggesting smallpox and is considered to be at
high risk, healthcare providers should immediately contact their hospital infection con-
trol officer and either their state or local health department for instructions before
attempting to collect specimens. Only recently vaccinated persons (positive take within
3 yr) should collect specimens, and only if directed to do so by public health personnel.
If only unvaccinated personnel are available, the collector should wear a fit-tested,
high-efficiency particulate air (HEPA)-filtered mask at the N95 level or higher and
should be vaccinated within 24 hr if at all possible. Regardless of vaccination status,
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barrier precautions (gloves, gowns, shoe covers) should be worn while collecting speci-
mens. The Centers for Disease Control and Prevention (CDC) has established guide-
lines for specimen collection, handling, and shipping, which have been included in its
Smallpox Response Plan and Guidelines. Specimens collected depend on at what stage
of development the patient presents. At all skin stages, punch biopsies should be taken.
At maculopapular stages, skin scrapings should be obtained; in the vesicular/pustular
stages, fluid or pus should be collected; and during the crusting stage, a minimum of 3—
10 crusts should be collected.

Initial evaluation of clinical specimens obtained from patients at risk for smallpox
must be performed at a level D laboratory within the Laboratory Response Network
(LRN). The LRN represents a network of laboratories organized into four levels (A-D)
of increasing sophistication and biosafety. Level D labs operate under the highest BSL
(BSL-4). There are only two such laboratories in the United States—one at the CDC in
Atlanta, GA; and the other at the US Army Medical Research Institute of Infectious
Diseases (USAMRIID) in Fort Detrick, MD. These labs may be accessed via local or
state health department laboratories. Once smallpox is confirmed in a geographic area,
additional cases can be diagnosed clinically.

11. INFECTION CONTROL

During a small-scale attack, infected patients should be admitted to the hospital in
negative-pressure isolation rooms with HEPA filtration. In larger outbreaks, home care
and patient isolation may have to be considered. Although modeling and simulation
matrices developed at the CDC indicate a more rapid control of outbreaks with restric-
tion of movement campaigns in conjunction with vaccination programs, the institution
of quarantine of potentially infected individuals in today’s society would pose numer-
ous problems and raise a myriad of legal issues. In an attempt to address these issues,
the CDC has recently published a model quarantine law, developed after a comprehen-
sive review of existing state laws (http://www.phppo.cdc.gov/od/phlp/resources.asp).

Airborne and contact precautions are important infection-control adjuncts to stan-
dard precautions. Healthcare workers at risk of exposure should also be vaccinated (see
Section 13). All contaminated material (i.e., laundry and waste) should be placed in
biohazard bags and should be autoclaved before incineration or washing. Standard
hospital tuberculocidal solutions can be used to clean surfaces and reusable medical
equipment.

12. TREATMENT
12.1. General Measures

In the pre-eradication era, only general supportive measures were available to care
for the smallpox victim. Attention to hydration status, fever and pain control, and
meticulous care of the skin to prevent bacterial superinfection were performed when
possible. Intravenous lines should be established early during the course of disease, as
placement of lines in the presence of confluent vesicles is both difficult and painful.
Patients are extremely sensitive to light, so a darkened environment is important. The
skin lesions are extremely pruritic, so pain relief is important to help prevent scratch-
ing. In confluent cases especially, the throat may be very sore, making it difficult for
the patient to swallow.
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12.2. Antiviral Therapy

Through the last human case of smallpox infection in 1978, standard treatment for
smallpox patients remained primarily supportive. Almost all data regarding clinical
outcome were garnered from patients in underdeveloped countries before the advent of
modern medical practice. The effect of modern supportive care upon outcome in small-
pox cases is unknown. Some studies of the efficacy of early antiviral drugs were per-
formed, and a few showed some evidence of benefit (27). These studies set the stage
for modern efforts to find effective therapy for smallpox and related poxviruses. These
efforts have now found new momentum as the threat of biological weapons attack has
been more fully appreciated.

Orthopoxviruses were the first targets of antiviral chemotherapy research (56,57).
Few drugs actually advanced to the stage of human trials, and the results of these trials
were disappointing (27). Among the more potentially toxic drugs used without success
were cytosine arabinoside and adenine arabinoside. The most promising agents tested
against human smallpox were the thiosemicarbazones, in particular methisazone
(Marboran) and its relative M & B 7714. These had excellent activity in mouse models
of Vaccinia and Variola (56,57). However, randomized, placebo-controlled human tri-
als for treating smallpox infection yielded disappointing results (57a,b). A statistically
insignificant decrease in mortality was seen in vaccinated individuals, but no differ-
ence was detected in unvaccinated subjects. In addition, side effects of nausea and
vomiting were sometimes severe. Trials of these agents for chemoprophylaxis were
problematic. Some early trials showed dramatic reductions in smallpox infection and
death, but later randomized trials showed only a small benefit (57c—h). In addition, the
severe gastrointestinal side effects and the expense of the thiosemicarbazones were
prohibitive (56,57). Vaccination was clearly superior in its effectiveness and ease of
administration, and these agents never experienced significant use for prophylaxis or
treatment (27).

Since the eradication of smallpox, a wide variety of antiviral compounds with activ-
ity against many different viruses have become available. Antiviral classes that have
shown in vitro activity against orthopoxviruses include inosine monophosphate (IMP)
dehydrogenase inhibitors, s-adenosylhomocysteine hydrolase inhibitors, orotidine
monophosphate decarboxylase inhibitors, cytosine triphosphate synthetase inhibitors,
thymidylate synthetase inhibitors, nucleoside analogs, thiosemicarbazones, and acy-
clic nucleoside phosphonates (56-58). Most of this work has been performed with
orthopoxviruses other than Variola, but several available antiviral drugs have demon-
strated in vitro activity specifically against Variola virus in addition to other
orthopoxviruses. Of the current commercially available drugs, HPMPC (cidofovir),
bis-POM PMEA (adefovir dipivoxil), and ribavirin have been shown to have an ICs; in
cell culture assays well below levels associated with cytotoxicity (58). Ribavirin and to
a greater extent cidofovir have demonstrated in vivo efficacy against orthopoxvirus
infection in animal models (56,57). The potency of these drugs against Variola virus in
vitro is many times that of methisazone, one of the only drugs used with minimal suc-
cess in human smallpox infection (58).

Adefovir dipivoxil is the orally bioavailable form of adefovir, a cytidine analog origi-
nally developed as an antiretroviral drug for use against HIV. Trials of adefovir
dipivoxil for HIV were stopped because of nephrotoxicity and other side effects



114 Darling et al.

encountered with doses (usually 60 mg/d or greater) required for reverse-transcriptase
inhibition. However, adefovir has been used at lower doses (10-30 mg/d) against hepa-
titis B infection without significant adverse effects. It has recently been approved by
the FDA for use against hepatitis B. Adefovir dipivoxil has shown in vitro activity
against cowpox, monkeypox, camelpox, and Variola viruses at concentrations many
times below cytotoxic levels but failed to show efficacy against Vaccinia (58). To date,
no published study has looked at adefovir’s efficacy in a live animal model.

Cidofovir is a nucleotide analogue with significant activity against DNA viruses,
including members of the adenovirus, papillomavirus, and herpesvirus families (59) It
has been approved for use in cytomegalovirus retinitis in AIDS patients. It has the
advantage of a very long intracellular half-life, requiring dosing only every other week.
It has been associated with severe nephrotoxicity in some instances, but this may be
ameliorated with aggressive hydration and concomitant administration of probenicid.
Iritis and uveitis has been seen with relative frequency in postmarketing studies (60,61).
Cidofovir has been tested in various in vitro and in vivo models. In cell culture assays,
cidofovir has been effective against a spectrum of poxvirus infections, including Vac-
cinia and Variola (56-58). It has been shown to be effective in preventing tail lesion
formation in mice after Vaccinia infection and was effective in preventing end-organ
replication of Vaccinia and mouse death in Vaccinia-infected severe combined immu-
nodeficient (SCID) mice (62).

The most important and most promising studies of cidofovir treatment of poxvirus
infections have been done with respiratory inoculation cowpox infections in mice. In
one study, mice were exposed to aerosolized cowpox virus and were treated with
cidofovir or placebo (63). All of the control mice died, whereas in mice given a subcu-
taneous (sc) injection of 100 mg/kg of cidofovir anywhere from 4 d before to 3 d after
infection, survival was 80-100%. In another study, intranasal cidofovir from 2.5-40
mg/kg given in a single dose was shown to be effective in reducing mortality in mice
given an intranasal inoculation of cowpox virus (64). The protection was dose- and
time-dependent. Of mice treated 1 d after infection with 1040 mg/kg of cidofovir,
survival was 29 of 30 compared to O of 10 in controls. Even when treated 3 d after
infection, mice given 40 mg/kg of cidofovir had a 60% survival rate, a statistically
significant difference compared to the 100% mortality in controls. Finally, Bray et al.
looked at the administration of aerosolized cidofovir for mice infected with aerosolized
cowpox (65). They found that aerosolized cidofovir was as efficacious as subcutane-
ous cidofovir at much lower doses (0.5-5.0 mg/kg) if given early in the course of infec-
tion, on d 0 or 1. However, later administration of aerosolized cidofovir appeared to
have a less protective effect compared to sc administration.

Obviously, no human data exist for cidofovir for treating smallpox; however, case
reports have documented several successes in its use in other poxvirus infections. Topi-
cal and parenteral cidofovir has effectively treated patients with severe immunodefi-
ciency disorders (AIDS and Wiskott—Aldrich Syndrome) and disfiguring molluscum
contagiosum (66,67). Topical cidofovir has also been associated with complete resolu-
tion of human orf (ecthyma contagiosum,) another poxvirus infection (68).

Ribavirin is an IMP dehydrogenase inhibitor that has been studied for several
decades. It has clinical utility against respiratory syncytial virus and hepatitis C, influ-
enza A and B, Lassa fever, measles, Hantaan virus, Junin virus, and other viral infec-
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tions. Ribavirin is associated with bone marrow suppression that can be dose limiting.
It is also potentially teratogenic and cannot be used in pregnancy. In orthopoxvirus
infections, animal data for ribavirin therapy are less convincing than data for cidofovir.
Studies found varying activity against orthopoxviruses in vitro (56,57,69). In live ani-
mal models, topical ribavirin was effective in treating Vaccinia keratitis in rabbits and
in preventing tail lesions in Vaccinia-infected mice (57,70). Ribavirin alone can delay
or prevent death in studies of intranasal, cowpox infection in mice, depending upon
inoculation dose of virus and dose of drug (64,69). Subcutaneous injections of ribavirin,
100 mg/kg/d for 5 d, followed by one dose of cidofovir (75 mg/kg on d 6) did signifi-
cantly improve survival over placebo or either of the drugs used individually on the
same schedule (64). There are no published data regarding the use of ribavirin in
human orthopoxvirus infections.

13. VACCINATION

Several different Vaccinia strains have been used in vaccine production. Currently
in the United States, Dryvax vaccine (Wyeth) is the only licensed Vaccinia vaccine.
The vaccine consists of a lyophilized (freeze-dried) preparation of live Vaccinia virus
obtained from New York City calf lymph, which is derived from a seed virus of the
New York City Board of Health (NYCBH) strain. During the smallpox eradication
campaign of the 1960s and 1970s, other strains were used including the New York City
chorioallantoic membrane, which is also derived from the NYCBH strain. Other strains
used throughout the world included EM-63 (USSR), the Temple of Heaven strain
(China) and the Lister or Elestree strain (United Kingdom). All strains were probably
equally effective in preventing smallpox; differences seemed to be related to rates of
adverse reactions.

Detailed information on the efficacy of Dryvax vaccine can be obtained from the
Advisory Committee on Immunization Practices. The current supplies of Dryvax were
produced in the 1970s and have been in lyophilized storage since that time. Approxi-
mately 15.4 million doses are currently available and largely under the control of the
Department of Health and Human Services. When it was recognized that this supply
would not be adequate to effectively manage a smallpox bioterrorism event, studies
were initiated to see if the supply could be diluted without losing potency. In 2002,
Frey reported that the vaccine could be diluted both 1:5 and 1:10 and still elicit an
adequate immune response in the vast majority of patients (7/). However, as the 1:10
dilution left only a small margin for error in the administration of an effective dose to
individual patients, it was felt that if necessary, the 1:5 dilution would be employed in
an emergency situation requiring mass vaccination. A 1:5 dilution would effectively
increase the supply to 77 million doses, but under current FDA guidelines, diluted
vaccine would have to be administered under an Investigational New Drug (IND) pro-
tocol. The diluent originally used for reconstituting the vaccine also expired from FDA
license and was replaced for current usage. In 2002, the drug company Aventis located
85 million doses of frozen vaccine that was produced from the same NYCBH strain as
Dryvax. These stores were donated to the federal government. This vaccine is not
licensed and there are no plans at this time to initiate the FDA licensure process. How-
ever, it could be administered under an IND Protocol. It is likely that the Aventis vac-
cine could also be diluted fivefold, effectively increasing this supply to 425 million
doses.
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New Vaccinia vaccines include a cell-culture-derived Vaccinia vaccine in produc-
tion by Acambis. It uses the same NYCBH Vaccinia strain as was used in the older
Wyeth Dryvax product in the 1970s and is expected to have similar immunogenicity
and a similar side effect profile (72). The production contract calls for a delivery of 209
million doses sometime in 2003. Until FDA licensing is complete, this vaccine will
have to be administered under an IND protocol. A strain of Vaccinia referred to as
Modified Vaccinia Ankara (MVA) was used with apparent success in Europe, particu-
larly in Germany, through the 1970s. This attenuated virus appeared to demonstrate
less virulence than other vaccine strains of vaccinia, in particular with regard to post-
vaccinal encephalitis. Subsequent to the eradication of smallpox, the virus has been
investigated extensively as a platform for inducing heterologous immune responses,
especially against tumor antigens but also in other infectious disease systems. Efforts
are now underway to examine the potency of the MVA-induced immune response
against vaccinia challenge, thought to be a surrogate for Variola protection.

14. SUMMARY

Who could have predicted in 1980 when Halfdan Mahler wrote, “Victory over small-
pox has implications that go far beyond the individuals directly concerned....” It reas-
serts our ability to change the world around us for the better, through mutual
collaboration and mobilization of resources, allied to human energies and the will to
succeed” that 23 yr later smallpox would still be a major public health concern not as a
natural occurring disease but as a potential bioweapon (/)? Little did we know that the
forces of humanity that “reassert our ability to change the world around us for the
better” are equally likely to reassert our ability to change the world for the worse. This
chapter presented the unique virologic, epidemiologic and clinical characteristics of
Variola virus that make it an ideal bioweapon. Hopefully, understanding these basic
concepts, will increase our awareness of Variola virus the bioweapon, leading to early
recognition, appropriate isolation and treatment, and, thus, minimizing the population
impact of smallpox.
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Plague Vaccines

Retrospective Analysis and Future Developments

Jeffrey J. Adamovicz and Gerard P. Andrews

1. INTRODUCTION

Plague has had a long and remarkable association with humankind, causing incalcu-
lable pain and suffering, thus it should not be surprising that some of the first vaccine
efforts were directed against this dreaded disease. The first effective plague vaccines
were developed through the efforts of the Pasteur Institute in the late 1890s. Although
the first products were whole-cell killed vaccines, live-attenuated plague vaccines soon
followed. Both types of vaccines met with varying degrees of success. The true effi-
cacy of these early vaccines remains difficult to determine as no large controlled effi-
cacy trials were recorded. These early vaccine products were empirical attempts to
prevent disease given at a time when the pathogenesis of the organism and the basis for
immunity were not fully understood. Although more than 100 yr has passed since these
initial attempts, we still do not have an effective licensed human plague vaccine with
demonstrated efficacy against both bubonic and pneumonic plague, with acceptable
reactogenicity, nor a full understanding of pathogenesis or the true nature of immunity
to the disease. Our understanding of plague immunity in humans is hampered by the
lack of established correlates between observations in animal models and humans. Fur-
thermore, it is clear that vaccines that protect against bubonic plague may not protect
against pneumonic plague. A significant effort was made to accurately describe older
plague vaccines and establish a more fundamental understanding of how the next plague
vaccine should/should not be designed. This chapter is a summary of plague vaccine
development, a discussion of our current understanding of immunity to plague, and
recent attempts to develop a safe and effective plague vaccine with an eye toward the
future.

2. PATHOLOGY OF BUBONIC AND PNEUMONIC PLAGUE

Animal models for plague vaccine studies were chosen on the basis of similarities in
pathology to the disease in humans. Whereas early studies used numerous animal mod-
els, those that exhibit the closest relationship to pathology in humans include the mouse
and the nonhuman primate (NHP) models (/—4) . The pathology of plague infection in
NHPs and humans is strikingly similar. What is not appreciated are the dissimilarities
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in pathology between bubonic and pneumonic plague. The infection and pathology of
plague from parenteral or aerosol exposure is illustrated in Fig. 1.

2.1. Bubonic Plague

Bubonic plague is a Gram-negative endotoxemia that in a certain sense presents as a
generalized Swartzman reaction (5,6), with detectable levels of endotoxin in the blood
of patients (7). Patients with bubonic plague typically exhibit defined enlarged painful
lymph nodes. Detection of these “bubos” varies, reported to occur in 50% of American
Indians and close to 100% of South Vietnamese in two small studies (6,8,9). In both
studies, patients with bubonic plague exhibited fever, tachycardia, hypotension, and
depending on length of infection, symptoms of disseminated intravascular coagulation
(DIC). Disease most often results from the bite of an infected flea. The current para-
digm for disease after inoculation from an infected flea is either the development of
“bubonic” or septicemic forms (/0). Although some of the cellular and molecular events
that follow initial infection are still undefined, there is a generally accepted sequence
of events.

After dermal inoculation, the bacterial virulence factors required for survival in a
mammalian host are not expressed; the bacteria are unencapsulated and lack the viru-
lence-associated effector proteins Yersinia outer proteins (Yops) (//-14). The major-
ity of inoculated bacteria are not initially resistant to phagocytosis by tissue
macrophages or polymorphonuclear leukocytes (PMNs). In previous studies (/1,15), it
was shown that phagocytosed organisms are either killed or transported to the regional
lymph nodes. Plague bacilli injected into the peritoneal cavity of mice were rapidly

Fig. 1. (opposite page) Plague pathogenesis. Humans become incidental hosts for plague
through the bite of an infected flea (middle). Plague bacilli replicate at the site of infection and/
or are transported by phagocytic cells to the draining lymph nodes. Organisms in the lymph
nodes replicate and cause a destructive necrotic process marked by intense swelling and pain in
the infected nodes. A histological representation of this necrotic process in the infected lymph
node is compared to normal tissue. Numerous organisms can be seen in the lesion. Organisms
may seed from the infected node to other nodes and possibly to multiple distal organs. Con-
versely, in septicemic plague, there is no apparent lymph node involvement and the organisms
spread hematogenously to multiple organs. The organ spread usually progresses first to the
liver and spleen and then to other organs inducing secondary pneumonia upon reaching the
lungs or meningitis/encephalitis after infection of the meninges. Exposure to infected aerosols
(top) may occur as a result of person-to-person spread or intentional aerosolization. This usu-
ally leads to a rapid and fatal pneumonia. The histological lesions are representative of the
destruction of the alveolar spaces. As compared to normal tissue the infected tissue contains
numerous neutrophils and plague bacilli and edematous fluid. However, as with bubonic plague,
the bacilli can spread hematogenously from the lung to multiple organs. The concept of in-
creasing symptomology with its relationship to death as an outcome for all disease manifesta-
tions is illustrated at the bottom of the figure. The most rapid time-course for disease progression
occurs following exposure to an infected aerosol. Although many factors affect the time-course
disease progression in an immunologically naive person usually manifests within 2—4 d. The
time-course for bubonic or septicemic plague is generally more protracted, taking from 3 to 10 d.
Without medical intervention, death as an outcome occurs in almost 100% of aerosol exposures
and about 50% of parenteral exposures.
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phagocytized and killed by PMNs; however, the rate of phagocytosis decreased to zero,
5 h after injection (/5). Intracellular bacteria are probably initially killed by some pro-
fessional phagocytes (e.g., PMNs) (//,/6) but not by others (e.g., macrophages)
(12,17,18). The surviving bacteria, like Salmonella, can grow within phagolysosomes
(19,20). Intracellular Yersinia survive by an undefined mechanism but most eventually
escape their intracellular captivity within the lymph nodes. Within hours of infection,
extracellular bacteria in the lymph nodes express a range of antihost proteins (2/,22),
including the proteinacious Fraction One (F1) capsule (/3). Some bacteria may also
remain at the site of inoculation and establish a local infection. This focus of infection
grows and the resulting progeny, regardless of location, actively resist phagocytosis by
PMNs (1,23,24). The invading bacteria rapidly kill host phagocytes and lymphocytes,
resulting in local necrosis and swelling of the infected node at the site of inoculation
(11). During the development of septicemic plague, it is not clear if the invading bacte-
ria actually avoid the regional lymph nodes or, if infection of the nodes does occur, the
invading bacteria fail to induce gross pathological or physiological changes (25).
Infection may directly proceed from the infection site to the peripheral circulation with
or without subsequent seeding of the lymph nodes. As the duration of bubonic or sep-
ticemic infection increases, bacteria may disseminate to multiple organs. Distal sites of
infection can include the lungs and/or the meninges (26,27). Infection of the lungs by
this route may induce a secondary pneumonia. Persons in close contact to a patient
with secondary plague pneumonia can acquire primary plague pneumonia by exposure
to small droplet nuclei during coughing or sneezing (28).

2.2. Pnuemonic Plague

Clinical disease after exposure to “intentionally” aerosolized plague is markedly
different. It has been known for some time that inhaling plague bacilli after exposure to
a person with pneumonic plague induces primary plague pneumonia and death within
2-4d (29). Primary pneumonic plague occurs after inhaling plague bacilli dispersed in
the size that can reach the deep lungs, (1-10 wm in diameter). Deposited bacilli may be
unencapsulated and phenotypically negative for the virulence-associated Yop proteins
or, if transmitted from an infected person, may be expressing both. The effect of ex-
pressing or not expressing capsule and/or Yops in the lungs at the time of infection is
unclear. It is tempting to speculate that expression of virulence factors may lead to a
more rapidly fatal pneumonia. Evidence for this hypothesis comes from a primary pneu-
monic plague outbreak in Mukden, China (30). In this outbreak, most close contacts of
primary cases died from pneumonic plague as early as 2-3 d after exposure. In our
experience, NHPs exposed to aerosolized plague grown at 26°C do not die until day 4-5
postexposure. The relevance of these observations requires additional investigation.

In either form, the majority of inhaled bacteria may be cleared by host nonspecific
defense mechanisms (/8). Some bacteria in the alveolar spaces are phagocytosed by
alveolar macrophages and transported to the mediastinal lymph nodes. The remaining
bacteria rapidly become resistant to phagocytosis and establish an infection in the lungs,
which leads to frank pneumonia. Bacteria that are transported outside of the lungs must
rapidly escape to induce the massive necrosis observed in the mediastinal lymph nodes.
As time progresses, bacteria may escape the nodes via the blood and seed to other
organs, principally the liver and spleen (/).
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The dissemination of bacteria from the lungs after aerosol exposure to plague bacilli
has been modeled in the laboratory. A comparative study of intracutaneous and
intratracheal infection of rhesus macaques revealed significant differences in hepatic
function, an important temporal marker of dissemination/physiological stress. Mon-
keys infected intertracheally with virulent plague bacilli had diminished liver function
by the second day of infection and associated hepatic infection. In contrast, monkeys
with bubonic infections maintained normal hepatic function and were free from hepatic
infection up to day 5 after infection, suggesting a more rapid septicemia in animals
exposed via the lungs (3/). Exposure of rhesus macaques to true aerosolized plague
revealed little difference in disease pathology compared to rhesus that were infected
via intratracheal instillation or to humans with primary pneumonic plague (32). The
50% lethal dose (LLDs) for rhesus monkeys was determined to be 20,000 colony-forming
units (CFU) via aerosol but only 100 CFUs by intratracheal instillation (37,32). It is
tempting to speculate on the reasons for the difference in LD5,. The most likely reason
is that an aerosol dose is not entirely retained by the animal. In fact, Speck proposes
that the retained dose might be only 30% of the exposed dose (32). Regardless of the
route of infection, a confounding factor is the disruption of normal platelet function
manifested as DIC. Evidence of DIC and fibrin thrombi in the liver and glomerular
capillaries in NHPs and humans is notable (33,34) and probably contributes to mortal-
ity especially in late-course disease.

The histopathology can be compared between the monkey and the mouse models. In
mice, aerosolized plague bacilli are rapidly cleared from the lungs. Only 5% of the
challenge inoculum are detectable in the lungs from 30 min to 16 h postexposure. The
bacteria were not trapped in the upper respiratory system, as the trachea and orophar-
ynx contained only a small percentage of the inoculum (35). Between 16 and 48 h after
exposure, the number of plague bacilli increased exponentially in the lungs. Microor-
ganisms outside the lungs were first seen in the liver (16 h), then the heart circulation
(24 h) and peripheral blood and spleen. The rapid dissemination of bacilli from the
lungs to the liver was likely caused by cells of the reticuloendothelial system or the
deposition of fibrin-bacteria thrombi. PMNs appear to play an important role in pre-
venting dissemination of plague bacilli from the lungs principally through an antibody-
dependent mechanism (/,36). Mice passively protected with antiserum to whole bacilli
or to capsule, F1, had an intense neutrophilic response that was apparently not associ-
ated with increased phagocytosis (36). The massive influx of neutrophils to the infected
lungs of nonimmune individuals most likely induces detrimental pathology for the host,
although the mechanism has not yet been clearly demonstrated. The histopathology of
aerosolized or intratracheal plague in untreated mice is extremely similar to pneumonic
plague in humans (/). In both mice and humans, the infected lungs have extensive,
consolidated, necrotic lesions containing massive numbers of neutrophils, bacteria, and
fibrinous fluid. The plague pathology of rhesus (24,33) and African green monkeys (4)
is similar to the observations in humans. These observations support the use of both the
mouse and the NHP for plague studies.

An asymptomatic infection in some humans and NHP, presumably exposed to aero-
solized plague, is the development of pharyngeal plague (37,38). Pharyngeal carriage
is thought to eventually resolve asymptomatically or progress after an extended time to
fulminate plague pneumonia. In rhesus macaques, exposure to aerosolized plague
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resulted in subacute or chronic disease in some animals up to the termination of the
experiment (at day 54), with no relationship between the severity of lesions and the
challenge dose (37). In Vietnam, 15% of patients with bubonic plague and some of
their close contacts were noted to carry plague by pharyngeal swab. Resolution of this
carriage state is difficult to interpret as most patients and contacts were treated with
antibiotics; five that were not treated resolved their carriage without disease. The role
of previous vaccination on disease resolution was not discussed, but residual vaccine
immunity may be a factor that leads to resolution of pharyngeal infection (38) or aero-
sol exposure (39,40). This human carriage state may play a role in spreading infection
during human outbreaks and must be considered in future outbreaks.

The histopathological data and comments provided by Ransom and Krueger suggest
that the lesions of chronic plague may be the result of a more appropriate host immune
response that minimizes damage to host tissue (37). The ability to minimize the necrotic
host response to plague bacilli may be the unstated goal of an effective plague vaccine.
However, the ultimate goal of any plague vaccine should be the prevention of replica-
tion and elimination of any invading bacteria regardless of route of exposure. Although
natural immunity in patients that survive plague infection generally prevents reinfec-
tion, some individuals may become reinfected with bubonic plague (9). Large portions
of the world are still endemic for bubonic plague, emphasizing the need for an effective
vaccine. Also, because of the short time-course for onset of clinical disease, the risk of
person-to-person transmission and the potential for use as a weapon, the importance of
developing an effective vaccine against aerosolized plague cannot be overemphasized.

3. KILLED WHOLE-CELL PLAGUE VACCINES

3.1. The Haffkine Vaccine
3.1.1. Description

The development and use of effective plague vaccines began in the late 19th cen-
tury. The first widely used plague vaccine was developed in India by W.M.W. Haffkine
(41,42). The original Haffkine vaccine was a whole-cell killed vaccine made from sta-
tionary phase broth cultures of the virulent Indian strain of Y. pestis 195/P. An improved
Haffkine vaccine was subsequently produced using log-phase broth cultures grown at
37°C. These organisms were formalin-killed and mixed with phenyl-nitrate as a pre-
servative. The vaccine was given subcutaneously in a range of primary doses (2.5-12
mL) with 0.4-mL boosts. A retrospective comparison of the old and new Haffkine
vaccines revealed that the latter contained four times the amount of F1 antigen as the
former. The importance of the amount of F1 antigen in whole-cell vaccines has subse-
quently been directly linked to their efficacy (43). The Haffkine vaccine was the first
plague vaccine to address consistency among production lots. This was done with a
direct mouse potency assay. The potency test used for Haffkine vaccine (44,45) was
later adopted and modified for inclusion in the United States Pharmacopoeia (USP) for
Plague Vaccine USP (46).

3.1.2. Efficacy/Comparability

The Haffkine-type vaccines were tested in numerous animal models including mice,
rats, guinea pigs, and cynomolgus macaques. It was also the first vaccine to be tested in
a manner that approximates modern field trials. These field studies, although not con-
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ducted as rigorously as they would be today, represented a significant step forward in
scientific method. During three partially controlled field tests, the Haffkine vaccine
was shown to reduce the morbidity and mortality in vaccinates as compared to the
nonvaccinated controls (42). The reduction of the incidence of bubonic plague with
Haffkine’s vaccine was also associated with severe local and systemic vaccine reac-
tions (43). The local and systemic reactions were most likely a result of the route of
administration, the preservative, and other impurities in the vaccine itself. The Haffkine
vaccine was reported to be 62—65% effective in reducing bubonic plague during human
trials conducted in Kenya after a single 2-mL inoculation of a locally prepared batch of
vaccine (47). In a field trial conducted from 1933-1934 in the East Indies, the Haffkine
vaccinates experienced only 38 bubonic plague deaths while the unvaccinated popula-
tion experienced 213 deaths, a degree of protection similar to that observed in the
Kenyan trial (48).

Vaccinates were able to establish a memory response to the vaccine preparation as
boosts of Haffkine vaccine were noted to induce hemagglutination titers associated
with protection. Also, serum from human vaccinates with as much as 20 yr between
inoculations passively protected mice, indicating that antibody is important in immu-
nity and that individuals that made an anamastic response to plague antigens may be
protected from subsequent challenge. Although the Haffkine vaccine was reported to
be relatively effective, it fell out of favor outside of India because of severe side effects,
high numbers of vaccine failures, contamination of some vaccine preparations and, in
the 1930s, the development of new, live-attenuated plague vaccines. There is no evi-
dence that Haffkine-type vaccines were effective against aerosol challenge. The
Haffkine vaccine was used extensively in and around the Indian cities of Surat and
Bombay after the plague outbreak in 1994. A related vaccine is in use in Australia,
manufactured by Commonwealth Serum Laboratories. It is recommended as a traveler’s
vaccine, but little efficacy data are available (49).

3.1.3. Immunogenicity/Reactigenicity

Haffkine selected his vaccine’s dosage based on the induction of a postvaccination
fever of 102°F persisting for 24—48 h. Other noted side effects included localized pain,
swelling, erythema, and lymphadenopathy. Local and systemic side effects including
incapacitation were noted in vaccinated persons after subsequent boosts (42). Because
of the high levels of reactigenicity in some vaccinates, the health authorities in the
Pacific Islands and Hawaii eventually banned the use of Haffkine vaccine imported
from India (43).

3.2. The “Army” Vaccine
3.2.1. Description

In the United States, whole-cell killed vaccines were favored over the live-attenu-
ated vaccines, and in 1941, the US National Research Council recommended the use of
a new “Army” whole-cell killed vaccine for deploying US troops. This decision was
not based on a head-to-head comparison with live-attenuated vaccines but rather on the
less-severe vaccine reactions in humans as compared to Haffkine vaccine. The Army
vaccine was the first US plague vaccine manufactured for human use in 1942. Like the
Haffkine vaccine, the vaccine was a whole-cell, formalin-killed preparation of agar-
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grown Y. pestis, although a different strain, Shasta, was used for the inoculum. It is not
clear what was the basis for selection of Shasta. The vaccination regimen varied,
although it was generally given as a 1.5-mL primary dose with 1-mL boosts 5-11 mo
later. The vaccine contained 2 billion killed plague bacilli per milliliter that reportedly
included approx 0.4 mg of F1 antigen (50).

3.2.2. Efficacy/Comparability

The Army vaccine, with minor modifications, became the Plague Vaccine USP. It is
credited, retrospectively, with reduction in plague (bubonic) morbidity and mortality
of US soldiers in the Mediterranean and the Far East during World War II, as no vacci-
nated US soldiers were diagnosed with plague. Nonimmune British forces in the Middle
East experienced 26 clinical cases of bubonic plague with five deaths (5/). Like the
Haffkine vaccine, there is no evidence that this vaccine was effective against pneu-
monic plague.

3.2.3. Immunogenicity/Reactigenicity

The mouse potency index (MPI) was developed as an indirect potency assay by
measuring the protective efficacy of human immune sera passively transferred to mice
during early vaccine trials. As opposed to the direct potency test used for the Haffkine
vaccine, this assay was used to predict potency of plague vaccine in humans and for
comparison to other plague vaccines. The MPI value is calculated by dividing the per-
centage mortality by the average day of death of the mice during a 14-d observation
period. Thus, MPI values less than 10 were associated with protection from bubonic
plague (52). Eight human volunteers vaccinated with two or three doses of Army vac-
cine routinely developed protective antibodies. In these studies, the MPI decreased
from a prevaccine average of 18.2 to 8.6 (n = 6) for two doses or 1.9 for three doses
(n=2)(50). A similar result was found for volunteers vaccinated with three doses of
a F1 subunit vaccine (see Subheading 3.3.2.); their postinoculation MPI values decreased
from 15.5t0 6.3 (53).

3.3. The Cutter/Greer Vaccine
3.3.1. Description

The first US licensed plague vaccine was manufactured by Cutter (Berkley, CA).
This vaccine was an adaptation of the Army product. Cutter went through several modi-
fications of its vaccine product from the original Army vaccine in 1942—1945 to a first-
generation vaccine made from 1950 to 1967 with a final formulation used in 1967 and
subsequent manufacture by Greer Laboratories (Lenoir, NC) from 1993 to 1999. The
final version of Cutter/Greer vaccine was an aqueous, formalin-killed suspension of
agar-grown Y. pestis 195/P. The organisms were grown at 37°C for 48 h on agar and
mixed with formaldehyde at 0.5%, then mixed with physiological saline and adjusted
to 2.0 X 10° organisms/mL in 20-mL vials. The Greer vaccine was prepared from fully
virulent Y. pestis 195/P grown on E-broth agar overlay production medium, killed with
0.019% formaldehyde, and mixed with 0.5% phenol as a preservative. The final con-
centration was adjusted to 10° bacilli/mL with saline. The vaccine was packaged in
20-mL bottles and stored under refrigeration (54,55).

The recommended schedule for persons age 18—61 yr was 1.0 mL intramuscular
primary dose with 0.2 mL boosters at 1-3 mo after the primary dose and a second boost
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5-6 mo after the first. Annual booster shots were recommended for personnel with an
occupational or travel-related risk of exposure (52). The potency assay for Cutter and
Greer was a direct potency assay for comparison of a test lot of vaccine with a refer-
ence standard lot of vaccine. The test lot effective dose 50% (EDs,) value must be
greater than 0.5 of the EDs, of the reference lot (46). As with the Army vaccine, an
indirect potency test was also used as a surrogate measure of efficacy. Cutter and Greer
vaccines routinely generated geometric mean MPI values less than 10 in approx 55%
of human subjects after a primary and single boost (52). Unfortunately, the Plague USP
vaccine is no longer manufactured.

3.3.2. Efficacy/Comparability

The majority of direct efficacy data available for Cutter/Greer vaccines are from
animal models. The vaccine, when given in two doses of 0.2 mL was efficacious against
amodest subcutaneous (SC) challenge in mice but not in guinea pigs. Efficacy in guinea
pigs was improved with increased dosages and the addition of adjuvants such as alumi-
num potassium sulfate (alum) or aluminum hydroxide but not calcium phosphate. A
1-mL dose and 0.2-mL boost of Plague USP manufactured by Cutter was able to
protect six of nine langur monkeys from 131,000 CFU of 195/P by SC inoculation. The
surviving subjects had an average MPI value of 3.4 at the time of challenge; those that
did not survive had an average MPI of 13.7. The nonsurvivors had an extended time to
death when compared to the unvaccinated controls and also different disease pathol-
ogy, succumbing to metastatic pulmonary plague vs the controls which died on day 5
of bubonic-septicemic plague (57). The delay in time to death is related to the altered
disease pathology and is similar to observations in our laboratory with this vaccine in
both the mouse and NHP models. The same lot of vaccine used in the above NHPs was
used to vaccinate 25 human volunteers. Eleven weeks after a basic 1-mL dose, the
vaccinates were given 0.2-mL booster, the boost increased the ability of human sera to
passively vaccinate mice, increasing the percent with MPI values of less than 10 from
20% at day 28 to 91% 4 wk after the boost (5/). These data indicate that the Cutter
vaccine may be effective in protecting humans from bubonic plague.

The majority of the human efficacy data was collected retrospectively from US ser-
vice personnel deployed to Vietnam. Soldiers who received the Cutter vaccine had a
much lower incidence of bubonic plague than their nonimmune South Vietnamese
counterparts (56). There were only seven cases of plague in US personnel or one case
per one million human years of exposure compared to the 333 cases per one million
human years in the South Vietnamese Army. The different rates of disease were most
likely a result of the protection induced by vaccination and not because of other differ-
ences such as personnel cleanliness or site sanitation. When examined for rates of a
second vectorborne disease, murine typhus, both the US and South Vietnamese forces
experienced the same incidence of disease. It was not possible to determine if the vac-
cine protected against pneumonic plague because of the low incidence of pneumonic
disease.

We tested the ability of Cutter/Greer vaccine to protect animals against pneumonic
plague. Three doses of Cutter/Greer vaccine given on days 0, 28, and 90 did not protect
vaccinated mice, guinea pigs, or African green monkeys from aerosolized plague (US
Army Medical Researcg Institute of Infectios Disease [USAMRIID], unpublished
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data). The basis for the complete failure of the Cutter vaccine to protect three different
animal species from aerosol challenge is unknown but could be related to the qualita-
tive antibody response to F1 because rF1 alone has been shown to protect mice from a
similarly modest aerosol challenge (57).

3.3.3. Immunogenicity/Reactigenicity

Vaccine-associated sequelae have not been noted in mice or langur monkeys vacci-
nated with the recommended human dose. However, local and systemic reactions to
this vaccine have been reported in humans vaccinated at or above the recommended
dose (517). The clinical symptoms of a local reaction include edema, tenderness,
decreased motion, warmth, and/or induration at the site of inoculation, lasting for less
than 48 h. Systemic reactions include three or more of the following: malaise, head-
ache, dizziness, chills, generalized muscle or joint aches, feverishness, anorexia, nau-
sea, and vomiting (52).

A comprehensive study on adverse clinical reactions in 1219 persons to early prepa-
rations of killed plague vaccine made by Cutter from 1942 to 1974 noted local reac-
tions in 29% and a systemic reaction in 20% of vaccinates. This study also indicated a
close relationship between antigenic mass (of the vaccine) and local and systemic reac-
tions as the early Army/Cutter lots induced more systemic and local reactions than
more recently produced lots. Early lots of vaccine contained twice as many organisms
per dose (4 x 10%) than more recent lots. As a consequence, it was shown that reduc-
tions in both the primary and booster doses from 2 to 1 mL and from 1 to 0.5 mL,
respectively, of early lots of Cutter vaccine resulted in a concomitant reduction in local
and systemic reactions (58). The induction of local and systemic reactions was not
always viewed unfavorably. The induction of local reactogenicity was viewed as a
measure of “vaccine take” after administration of both the Haffkine vaccine and live-
attenuated vaccines. The higher reactivity of early Cutter vaccine lots may have been
caused by the presence of A- and/or B-blood group antigens, contaminants of the pro-
duction process. The blood group antigens were removed by an improved production
process in 1967.

The principal protective antigen in plague vaccines produced by both Cutter and
Greer is the capsular antigen F1. It was understood in the early days of plague vaccine
development that the induction of antibodies to F1 was important for a protective
immune response. Amazingly, the vaccine preparations are standardized for nitrogen
content and colony counts but are not standardized for F1 content and, therefore, the
amount of detectible F1 antigen may vary greatly from lot to lot. An indirect measure
of the F1 content between lots is the mouse potency assay, as it is believed that protect-
ing mice depends on the F1 in the vaccine preparation. Because Plague Vaccine USP
was administered in a primary series of two to three injections, the relevance of F1
variation between lots is unclear. The geometric mean titer for anti-F1 passive hemag-
glutination (PHA) values of human immune sera increases with the number of doses
over a course of three injections of the vaccine. This again indicates the importance of
F1 in the vaccine preparation.

One aspect of using serological data to predict immunity in humans is the duration
of positive correlative antibody values. The anti-F1 titer in humans may be relatively
short-lived in that it rapidly decreases 3—6 mo after each boost. Also of concern was the



Plague Vaccines 131

observation that two of 29 (7%) human subjects failed to make a detectable PHA titer
even after three doses of Cutter vaccine (59). In a related, but larger, study the PHA
titers and MPI values of 117 human subjects were followed over the course of repeated
inoculations and potential exposures from 1952 to 1972. This study revealed a pattern
of human sero-conversion to the Cutter vaccine based on the reciprocal of the PHA
titer that included the definition of three levels of responsiveness: 72% high responders
(reciprocal titer = 1024 — 16,382), 20% intermediate responders (64-512), and 8%
nonresponders (<16) (54). The anti-F1 response appeared to plateau after five doses of
vaccine, but in contrast to the study with three doses, the antibody titers were main-
tained for the 6 mo between boosts. Even individuals with interrupted vaccine regi-
mens maintained PHA titers up to 6 yr after their last boosts. This observation is similar
to that reported earlier for Haffkine vaccinates. The US Public Health Service Immuni-
zation Practices Advisory Committee recognizes a PHA titer of 1:128 to F1 as a corre-
late of immunity in animals (60), and by extension this titer is predictive of immunity
in humans.

4. LIVE-ATTENUATED PLAGUE VACCINES
4.1. Description

The first live vaccines were used in the Philippines in 1908, but the first large-scale
trials were conducted in the 1930s. These trials were conducted with the Tjiwidej strain
developed by Otten and tested in Indonesia, and the EV strain developed by Girard and
Robic and tested in Madagascar. The EV-type vaccine was more extensively used and
reported to be more effective (6/). The new live-attenuated vaccines were reported to
substantially reduce both rates of infection and death in vaccinees living in plague-
endemic areas (6/-63). Initial reports on the effectiveness of the live-attenuated vac-
cines did not include lengthy descriptions of the associated side effects, although it is
reasonable to assume that they were widely known. The molecular basis for the attenu-
ation of the EV-type strains is unknown, but the parent strain was selected for reduced
virulence by SC inoculation in Hartley guinea pigs. The Tjiwidej strain of Otten was
reported to be negative for the production of V antigen (VW-) (63), whereas the EV-
type vaccine of Girard did produce V-antigen (VW+) (64). The phenotypic criteria for
EV strains are listed in Table 1. These include the ability to immunize guinea pigs, the
possession of F1 and V (VW) antigens, and uracil independence for growth and pig-
mentation-negative reaction on agar with hemin (5/). The genetic relatedness of the
numerous EV strains is still unclear.

The current dose regimen for the Russian EV-type vaccines in adults is dependent
on the route of administration. A 0.5-mL injection (containing 300 million organisms)
is given SC, 0.1 mL intracutaneously, or 0.15 mL (containing 3 billion organisms)
supracutaneously with boosts to be given yearly (65). Children and adults over age
60 yr receive reduced doses of the vaccine per the package insert instructions. The
dose and schedule for EV-type attenuated plague vaccines by aerosol is variable.
Several studies of aerosol vaccination with EV-type vaccines from the 1960s and
1970s are described (66). The vaccines were manufactured by the Mechnikov Vaccine
and Sera Scientific Research Institutes or the Sanitary Scientific Research Institute
(NIIS). The effectiveness of these vaccines was determined from studies in baboons
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Table 1
Characteristics of EV-Type Live-Attenuated Plague Vaccines
PDy,

Calcium Uracil guinea  PDjy LDs,
Strain Pigmentation  Capsule dependence dependence pigs® mice® mice”
EV76 WR (Saigon) - + + + - 2500 -
EV76 (Paris) - + + - 33 2800 >100,000
EV76 (51f) - + + - 5 3600 1300

(Madagascar)

“50% protective dose (CFU) by SC route.
b50% lethal dose (CFU) by iv route.
(Adapted from ref. 5/.)

and was related to the percent of organisms in the respirable range (1-10 pm) and the
size of the inoculum (66,67). The problems with vaccine-induced morbidity, question-
able effectiveness in humans, duration of immunity, and anticipated problems with US
licensure make additional testing of the EV-type live-attenuated vaccines inadvisable.

4.2. Efficacy/ Comparability

Trials in NHPs indicate that the EV-type attenuated vaccines may significantly pro-
tect them from bubonic plague (see Table 2). The data in this table were adapted from
summarized data (51,68). These data reflect the efficacy of EV-type plague vaccines in
different NHP species after parenteral challenge. These experiments are difficult to
compare to one another because of variations in the challenge strain, route, vaccination
regimen, or other variables; however, collectively they indicate efficacy of EV-type
vaccines against bubonic plague (51,68). Of particular relevance is the ability of serum
from different vaccinated NHP species to passively protect mice. As with the whole-
cell killed vaccines, MPI values are below 10 and or anti-F1 hemagglutination titers
are greater than 1:128 (experiments 1-7, Table 2).

The data in Table 2 also reveal a pattern of vaccine and species-dependent mortality.
Although it may not be possible to directly compare the experiments to each other, the
authors cite a pattern of vaccine-related sequelae in the NHPs that are linked to vac-
cine-dependent mortality. The most severe vaccine reactions occur in the langurs and
the least severe in the macaques. As noted in experiments 1 and 3, the vaccination itself
induced a significant mortality in the grivet and langur monkeys. Conversely, the sur-
vivors of the vaccination process were relatively (although not completely) protected
from subsequent challenge. This poses an interesting question: are humans more like
langurs, macaques, or something in between?

What is also apparent, in retrospect, is that many of the strains used to prepare EV-
type vaccines, although fulfilling “EV-phenotype” requirements; either consisted of
mixed cultures, were not sufficiently attenuated, or were inherently unstable. The strain
designated as 51f was derived from passage of the “parent” EV 76 strain through guinea
pigs treated with iron salts. This treatment served to decrease the attenuation of the
vaccine by lowering the protective dose 50% (PDs,) for guinea pigs and the intrave-



Table 2

Efficacy of Live Attenuated Plague Vaccines in NHPs

Challenge Time of
Challenge dose Challenge challenge Survivall MTD
Exp# Species Vaccine Dose Route  strain (#CFU) route (days) total (day) Ref.
1 Grivets EV76 10%-108 e NA NA NA NA 37/50 10
(South 51f
Africa)
Vaccine - - - F357 8770 sc 170 7/10 10 72
survivors
2 Langurs Plague 2% 10° im 195/P 6.4 x 10* sc 94 2/7 11%*
USP+EV 4 x 108 im
Saigon
boost
D+60
« EV Saigon  1.8x10*10° id 195/P 23x10° e 69 5/11 10* 73
3 Langurs 195P 10>-10° sc NA NA NA NA 7/13 9
Vaccine - - - 195/P 10%-10* id 105 4/5 8 74
Survivors
4 Presbytis - - - 195/P 81-810,00 e - 2/28 N/S
Grivets - - - 195/P 209-2,090,000 sc - 3/14 N/S 73
(Kenya)
5 Grivets EV76 F 1-10° Oral 195/P 8646 id 159 1/6 N/S
2-10°7
«“ EV76 F 3x10° Oral 195/P 12,875 id 166 3/3 - 75
6 Grivets EV76 F 1.2x10° Oral 195/P 3.2 x 109 Aerosol 3/6 4 77
7 Langurs EV 76 2.7x107 id 195/P 34x%x10° e 42 4/40/2(?) -
4.0
Grivets EV 76 2.7x107 id 195/P 1.6 x 10° sc 77 6/6 -
(Kenya) 0/2 3.5
controls

(continued)



Table 2 (continued)

Challenge Time of
Challenge dose Challenge challenge Survivall MTD
Exp# Species Vaccine Dose Route  strain #CFU) route (days) total (day) Ref.
7 Macaques  EV 76 27x107  id 195/P 7.2 x 109 ip 119 2/2 - 68
2/5
controls
8 Langurs My, 4 x 107 i.d. - - - - 0/4 12
Grivets M,, 4 x 107 4-id 195/P 1.6 x 10° sc 161 1/4 6
(Kenya) 2/4 0/2
died) controls
2-sc
Macaques M,; 3.8x 107  4-id 195/P 7.2 % 100 ip 210 6/6 68
2-sc 2/5
controls

*denotes statistical significance
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nous LDs, for mice (experiment 1, Table 2). The classical EV 76 vaccine and its many
homologs are invasive and have produced many local and systemic side effects in
NHPs. The presence of local and systemic reactions in NHPs often mimics clinical
observations in vaccinated humans.

There is evidence in the literature that the live-attenuated plague vaccine is effective
for reducing the incidence of bubonic plague in humans (50,63,69,70). A field trial of
the Tjiwidej strain of vaccine in South Africa in the 1930s reported an 82% decrease in
disease in vaccinates (69). A second field trial of Tjiwidej vaccine in 37,000 people in
Java reported 50—75% reduction in plague mortality (63). Note that neither of these
field trials were properly controlled. There were no exclusion criteria nor were adverse
events properly reported. A potential problem with EV-type vaccines is the mainte-
nance of seed cultures because it is clear that the EV 76 strain has undergone several
changes since its original isolation. These cultures are known to change phenotypes.
For example, when passaged through animals, many of the attenuated vaccine strains
will revert to the virulence of the parent strain (7/). On average, only about 30% of a
delivered dose of EV-type vaccines is viable. There is currently no methodology to
control for this fluctuation in viability. This aspect of the EV-type vaccine has signifi-
cant implications for vaccinating populations of the old, young, and
inmunocompromised.

Few data have been published concerning protection from pneumonic plague with
live-attenuated plague vaccines. There is one published report of EV-76-dependent
protection in rhesus monkeys intratracheally challenged (76). Resistance in vaccinated
monkeys was related to circulating levels of anti-F1 antibody. In another study, partial
protection (3 of 6; 50%) from aerosolized plague was noted in orally exposed African
green monkeys (experiment 6, Table 2) (77). This experiment is interesting in that
attempts to vaccinate this species of monkey by other routes with the same type of
vaccine produced significant vaccine-dependent mortality (5/). Otten (63) observed
that the live Tjiwidej vaccine strain did not reduce the incidence of pneumonic plague
in humans. Alternatively, investigators recently attempted to genetically construct a
better live-attenuated plague vaccine. A vaccine consisting of Y. pestis with defined
deletion of the 102-kb pigmentation (pgm) locus was used to subcutaneously vaccinate
mice; this vaccine protected the animals against aerosolized wildtype challenge. As
with the EV-type vaccines, the pgm vaccine strain was lethal in 50% of the 16 African
green monkeys exposed by the aerosol route (78). The lethality of this vaccine strain
was abolished by adding a second defined point mutation in pla, however, systemic
sequelae were still noted. The double mutant vaccine strain was immunogenic and
protective for all four NHP vaccinates in that all made potent antibodies to F1 (78).
Whereas the construction of a defined, live, nonreverting attenuated vaccine is theo-
retically possible, it has not been accomplished. A recent review summarizes the
attempts to construct defined plague auxotrophic mutants or mutants in two component
sensor systems (79). These efforts have met with little success.

4.3. Immunogenicity/Reactigenicity

The first report to describe the serious side effects caused by live-attenuated plague
vaccines was published in French Senegal (80). The investigators described fever, lym-
phadenopathy, malaise, headaches, and sloughing of skin at the inoculation site, in
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addition to other severe local and systemic reactions for European recipients. The sig-
nificance of this report is that the authors noted a significant difference in vaccine-
related side effects between the native and European vaccinees. Whether the difference
in vaccine side effects between Africans and Europeans was real or artificial is unclear.
It was noted that in general, prior vaccination with a killed plague vaccine had an
ameliorating effect on subjects given live vaccine. The vaccine status of the native
population was not often known. The reports of serious side effects may have had an
adverse effect on the acceptability of live plague vaccines in the United States and
pushed the development of the killed Army vaccine. In 1939, the Soviet Union adopted
the live-attenuated EV-type plague vaccine. However, there were serious side effects
from EV-76 vaccinations. These effects, similar to those described in Senegal, included
painful erythema up to 225 cm?, fever, lymphadenopathy, headache, weakness, and
malaise, which required hospitalization for some vaccinates. Because of the severe
local and systemic reactions, the Russians attempted to ameliorate the side effects by
changing the route of administration. These experiments tested SC, intracutaneous,
scarification, oral, conjunctival, and aerosol vaccination. The outcome of aerosol vac-
cination studies is provocative in that it was reported that aerosol route was safer than
cutaneous vaccination. In the first study, there were no adverse events reported for 534
test subjects. A second study reported only pyrexia in five of 68 test subjects (8/,82). It
is difficult to determine if the aerosol route of exposure provided significant mucosal
or systemic immunity to plague. The oral route of administration was tested in approx
4600 subjects in a field trial with a live EV-type plague vaccine. The study concluded
that reactigenicity was low (5.2%) and efficacy was estimated to be 79% by extrapola-
tion of PHA titers to F1 (83).

The results of experiments to alter the route of EV-76 administration, summarized
by Meyer (71), indicate the preferred method of vaccination was intracutaneous or
cutaneous (by abrasion) and that although the side effects are downplayed, it is clear
that there were still significant vaccine-induced side effects with SC or cutaneous vac-
cination. The results of the Soviet studies led the United States to conduct its own small
trial in the 1960s. Twelve volunteers were vaccinated with a single SC dose of Rus-
sian-type live-attenuated plague vaccine. Six vaccinates were unable to work for 72 h
with two requiring hospitalization. These results, among others, led the physicians who
supervised the clinical trial to conclude that mass vaccinations with EV-type live-at-
tenuated plague vaccine would not be prudent (57). The duration of immunity in EV-
vaccinated NHPs is associated with maintenance of a PHA titer to F1 (5/) and, as in
humans, is believed to be short-lived. Two to three months after vaccination, antibody
titers to F1 decline, as does the predicted protection. However, frequent boosters with
live-attenuated, whole-cell killed or F1 antigen can maintain protective levels of anti-
body. This indicates that the induction of long-term immunity may be a problem with
EV-type vaccines. An indirect method to measure duration of immunity in humans to
live plague vaccines is to test the recall response to bacterial fractions after vaccina-
tion. The recall response to Russian EV-type vaccination, as determined by intrader-
mal inoculation of pestin, indicates that immunity may wane in 60% of vaccinees
between 6 mo and 1 yr (84). Efforts to improve the efficacy and reduce the side effects
of the EV-type vaccine continue (85).
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5. SUBUNIT VACCINES

Although much work has been done over the decades on developing an efficacious
vaccine against bubonic and pneumonic plague, efforts on designing a well-defined
subunit vaccine have only recently moved to the forefront. Consequently, there are far
fewer data in this area of plague vaccine development; however, it is quite rapidly
gaining momentum and will most likely dominate in the years to come.

Subunit vaccines, as the name implies, are essentially acellular preparations that
contain one or a number of bacterial antigens, proteins, and/or carbohydrates, formu-
lated with a characterized adjuvant. These preparations may be well-defined by com-
bining highly purified components in specific amounts, or they may simply be crude
preparations of ill-defined composition. Because a subunit vaccine by today’s stan-
dards should most certainly be the former, the focus of this section will be on the
application of purified plague antigens, alone or in combination, as potential subunit
vaccines candidates. The basis for selecting these candidates is obviously immunoge-
nicity in the host during infection, although as discussed in Subheadings 5.1.-5.7., not
all plague immunogens by any means induce a protective response in the host.

5.1. Capsular Antigen

Y. pestis has long been known to produce a highly immunogenic, proteinacious cap-
sule that is actively synthesized in vitro as well as in vivo (53,86,87). Evidence for the
latter comes from numerous serological surveys of convalescent human and animal
sera, as well as anti-F1 reactivity in infected tissues (88,89). Antibody to at least one
epitope of the capsular protein is also protective (90). The capsule can be readily visu-
alized by phase-contrast microscopy of India ink-stained live bacteria (91). Baker et al.
(92) have reported the use of crude preparations of the capsular antigen to induce pro-
tective immunity against infection by virulent organisms in a mouse plague model. For
these studies (and others), capsule was easily isolated from cultures of the bacteria by
acetone drying, extracting the dried organisms with a toluene-saturated buffer, and
centrifugation of the sample. Differential ammonium sulfate precipitation of the result-
ing “supernatant” then yielded a precipitate, designated “F1,” rich with capsular pro-
tein, but also containing significant levels of carbohydrate (from lipopolysaccharide
[LPS]). Further processing of F1 yielded a subfraction (#1B) composed almost entirely
of protein, highly enriched for the capsular antigen but also containing other contami-
nating proteins. Biochemically, the capsule is a macromolecular aggregate of a single
protein subunit of 17 kilodaltons (93-95).

Capsular antigen, or F1 antigen, has also been observed to be spontaneously sloughed
from the bacteria in vitro (96). This cell-free F1 represents between 30 and 50% the
total F1 synthesized by the organism when the protein is harvested from stationary-
phase cultures (93). There appear to be no differences between the cell-free and cell-
associated material in terms of immunogenicity and protection. Table 3 shows the
results of such an experiment in an outbred mouse model, using highly pure, LPS-free
preparations of F1, derived from either a recombinant F1-producing Escherichia coli
strain or avirulent Y. pestis. As shown, F1, regardless of the source and whether cell-
associated or cell-free, affords a high degree of protection against either lethal
parenteral (SC) or aerosolized plague infection. These results are consistent with an
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Table 3

Efficacy of Purified (F1) From Y. pestis or E. coli
Against Parenteral or Aerosol Lethal Plague Challenge
in the Outbred Mouse Model

Treatment Challenge®  Survivors MDT + SD?(d)
E. coli Flcell sc 7/10 153 £ 35
E. coli Flsup 10/10

Y pestis Flcell 10/10

Y. pestis Flsup 10/10

Plague USP 5/10 206 £ 4.6
Adjuvant only® 0/10 49 = 0.7
E. coli Flcell Aerosol 8/10 140 + 12.2
E. coli Flsup 9/10 100 = 0.0
Y. pestis Flcell 7/10 133 £ 119
Y. pestis Flsup 7/10 120 = 114
Plague USP 1/9 11.8 = 7.0
Adjuvant only? 0/10 33 = 0.7

“Dose = 100 LDsy,.

bMean-time-to-death * standard deviation.
¢Alhydrogel.

(Adapted from ref. 93.)

earlier study that reported protection in BALB/c mice against an intraperitoneal plague
challenge with a recombinant F1 preparation (97).

The role of the F1 capsule in virulence is a conundrum, as some virulent natural
isolates are nonencapsulated, and laboratory-generated, nonencapsulated isogenic mu-
tants still retain virulence (4,98,99). Despite these observations, expression of F1 is
temperature-regulated, with synthesis and secretion actively occurring at 37°C, thus,
favoring the mammalian host environment. In fact, F1 can evoke antiphagocytic prop-
erties on the microorganism (/00,101). Therefore, it appears that F1 is useful to the
microorganism, at least at one point in its evolution as a mammalian pathogen. It is
provocative to speculate that the capsule has a more relevant role in the nonprimate
host, such as facilitating persistence of the microorganism in a chronic or asymptom-
atic (cryptic) infection, such as that observed in laboratory rats (102).

Not surprisingly, immunity to F1 fails to protect laboratory animals against
nonencapsulated virulent Y. pestis (103). In this regard, inoculating with an F1-only
vaccine does not represent a prudent strategy for protecting against a biological weap-
ons threat in light of the possibility of alteration of the organism to a nonencapsulated
virulent variant. An analysis of Plague USP in our laboratory suggests that the bulk of
the protein antigen in the preparation consists of F1 (unpublished data) and also that it
fails to protect mice against an F1~ strain. Additionally, analytical gel filtration chro-
matography showed that F1 in Plague USP appears to be in a different aggregation
state than freshly prepared protein (Andrews, unpublished data). Furthermore, Miller
et al. (104), reported significantly less efficacy elicited by the monomeric form of the
protein compared to the aggregate, which is consistent with a loss of immunogenicity
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upon disaggregation as observed by others (95). Taken together, these observations
may have some bearing on why Plague USP also fails to protect against lethal aerosol
challenges with F17 strains (unpublished data).

Early studies suggested that F1 is not the only virulence determinant that induces
protective immunity in the host (/00). Thus, although the basis for an acellular vaccine
against plague may be F1, additional protective components could certainly be in-
cluded, which may give an added advantage to the protected host.

5.2. Lipopolysaccharide

In addition to large amounts of the F1 capsule, Plague USP also possesses very high
levels of LPS, which may have been a contributing factor to the reactogenicity of this
product observed in many recipients of the vaccine (58,59). Like most Gram-negative
bacteria, the Y. pestis LPS contains 2-keto-3-deoxy-octulosonic acid; however, it may
more appropriately be referred to a lipooligosaccharide as it lacks a true O-side chain
antigen (1/05,106). In fact, the complete lack of O-antigen (“rough” LPS phenotype) in
some strains of Y. pestis is a result of mutations in existing genes required for the
biosynthesis of the O-antigen (/07). Although the immunomodulatory effects of the
molecule are unquestionable, the contribution of Y. pestis LPS in the development of a
protective immune response in the host is tenuous, particularly in light of recent evi-
dence that purified material failed to protect mice (/08).

5.3. pH 6.0 Antigen

Another macromolecular surface structure unique to Y. pestis that has intrigued
vaccinologists over the years is a fibrillar-like protein polymer, known as pH 6.0 anti-
gen. Like the F1 capsule, this protein appears across the surface of the organism as
”wiry,” filamentous strands only at 37°C (/09). However, in contrast with F1 another
environmental cue is required, that of low pH. This phenomenon is highly suggestive
of selective expression of the antigen in acidified host cell compartments, such as the
phagolysosome of a macrophage, which was subsequently demonstrated to be the case
by Lindler et al. (//0). A mutation in the pH 6.0 antigen structural gene psaA confers
an attenuated phenotype on Y. pestis (111). Despite this observation, purified prepara-
tions of recombinant pH 6.0 antigen failed to protect inoculated mice against a
parenteral plague challenge, although the protein induced very high levels of circulat-
ing antibody (Andrews, unpublished data). However, it is quite possible that immunity
to this virulence factor is more important in the lungs, although antibody responses to
pH 6.0 antigen, during experimental aerosol infection of laboratory mice, were incon-
sistent at best (//2). Further examination of this intriguing protein is warranted, as
studies involving aerosol challenges of pH 6.0 antigen-vaccinated laboratory animals
have yet to be completed.

5.4. Plasminogen Activator

The small virulence plasmid, unique to Y. pestis, encodes a protein known as plas-
minogen activator, or Pla. As the name implies, it possesses an enzymatic activity that
leads to clot lysis by converting plasminogen to the plasmin protease (//3). Bacterial
plasminogen activator activity is not unique to Y. pestis and is associated with the viru-
lence of many bacterial species (/14,115). A coagulase activity is also associated with
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the Y. pestis Pla but at temperatures below that of the mammalian host. In light of these
findings, it was hypothesized that Pla has a dual enzymatic function: that of dissemina-
tion factor in the mammal and that of a clotting factor in the flea. Recently, Y. pestis Pla
was shown to mediate invasion of the microorganism into host endothelial cells (114).
The proteolytic activity of Pla also has been shown to affect degradation of certain
immunogenic outer-membrane proteins of Y. pestis, associated with virulence (/16).
More intriguingly, Y. pestis membrane preparations containing biologically active Pla
cleaved certain cytokines (//7). Although the implications of these phenomena in the
mammalian host may lead one to speculate on an immune avoidance strategy, they
have only been observed in vitro. A mutation in p/a confers an attenuated phenotype to
Y. pestis (by the intradermal route of infection), with significantly reduced pathology,
despite the fact that the mutant survived well in sera of mice (//6). However, as with
pH 6.0 antigen, a preliminary study in our laboratory evaluating the efficacy of recom-
binant Pla in mice yielded inconclusive results, although a delay in time-to-death was
observed (unpublished data). This finding in itself warrants further evaluation of the
antigen as a potential protective component of the next-generation plague vaccine.

5.5. V Antigen

The virulence determinant known as V antigen, present in Y. pestis (as well as other
Yersinia species), is required for full virulence of the bacterium, and its existence has
been reported as far back as 1956 (86,/18—120). This polypeptide was later shown to
be encoded by the medium molecular weight virulence plasmid pLCR and is tempera-
ture-regulated (expressed only at 37°C), as well as induced in vitro only in the absence
of calcium cations, hence the term “low calcium response.” The function of V antigen
has been the subject of intense study for decades. Although many believe that the pro-
tein is involved in regulatory functions associated with secretion of other virulence
proteins (/21,122), others have presented experimental evidence suggesting host
immunomodulatory effects (/23—126). Recently, V antigen from Y. enterocolitica was
shown to bind a host—cell pattern recognition receptor, toll-like receptor (TLR)2. Bind-
ing of TLR2 by V antigen was shown to induce the expression of interleukin-10 and
may be responsible for other TLR2-dependent immunomodulatory effects (/27).

The use of V antigen as a protective immunogen was documented nearly 40 yr ago
(53). Later studies, demonstrating passive protection in mice with monoclonal anti-
body to V antigen, supported these earlier findings (/28). A more recent study with
purified recombinant V antigen demonstrated excellent efficacy against high-level
parenteral, as well as aerosol challenges (/29). Table 4 shows survival ranging from 80
to 100% in V-inoculated outbred mice against an F1* subcutaneous challenge from 60
to more than 10 LDs,. There was 87-100% survival against F1* aerosol challenges
ranging from 59 to roughly 1000 LDs,. In contrast to F1 alone, this protection was
equally as effective against an F1~ virulent Y. pestis variant, C12 (see Table 4). This
impressive protection lends support to the rationale of using V antigen as at least one of
the components in a new acellular plague vaccine.

5.6. Other pLCR-Encoded Proteins

Additional antigenic proteins have also been identified on pLCR that may make
promising subunit vaccine candidates. A group of effector proteins that are translo-
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Table 4

Protection by Recombinant V Antigen Against Parenteral
and Aerosol Lethal Challenge by F1* (CO92) and F1~ (C12)
Y. pestis in a Mouse Model

Treatment Challenge  LDs Survival MTD + SD (d)
V antigen F1*, sc 61 10/10

6.1 x103 10/10

1.2 x 10° 8/10 50x14
Adjuvant only 61 1/10 6.1+0.9
V antigen F1*, aero. 59 9/10 4.0

9.7 x 102 10/10
Adjuvant only 59 0/9 33x05
V antigen F1-, sc 37 10/10

3.7x103 10/10

7.4 %103 9/10 7.0
Adjuvant only 37 1/10 11.4+7.0
V antigen F1-, aero. 84 7/8 11.0

1.9 x 10? 9/10 5.0
Adjuvant only 84 0/10 3.7+£0.7

(Adapted from ref. /29.)

cated extracellularly by a type-III secretion apparatus are known as the Yersinia outer
proteins, or Yops. Alleles of the yop loci are found on pLCR in all three species of
pathogenic Yersinia (14). Various of biochemical functions have been associated with
these proteins to include apoptosis (YopJ; 130,131), cytolysis (YopB/D; 132,133), de-
phosphorylation of host cell proteins (YopH; /134-136), serine/threonine kinase activ-
ity (YpkA; 137-139), actin microfilament disruption (YopE; /40,141), and inhibition
of platelet aggregation (YopM; /42,143). Studies have shown that at least some of the
Yops are immunogenic, as antibodies to these proteins have been detected in human
convalescent sera (/44,145). Furthermore, culture supernatants containing a mixture
of secreted Yops protected mice from lethal challenge with Y. pestis (146). In a series
of experiments designed to identify Y. pestis immunogens in a mouse model for aerosol
infection, followed by antibiotic rescue, Benner et al. (//2) examined the immune re-
sponse to six secreted pLCR proteins. Whereas all infected animals consistently re-
sponded to V antigen, the humoral response to other pLCR proteins was variable.
Despite these data, a systematic evaluation of the ability of individual recombinant
Yops to induce a protective immune response shows promise. Our laboratory has ex-
amined seven purified Y. pestis recombinant pLCR proteins and has thus far found at
least one interesting candidate, YopD. Although only partial protection and a delay in
time-to-death were seen in YopD-vaccinated mice parenterally challenged with an F1*
strain, there was significant protection (survival) against the nonencapsulated virulent
isogenic strain, C12 (see Table 5). Despite these results, in the previous study (//2)
naive mice were poorly responsive to this antigen compared to their responses to V
antigen, F1, and Pla. In the above scenarios, differences in the immune response to the
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Table 5

Efficacy of Vaccination With Yersinia Outer Proteins Against
Lethal Parenteral Plague Challenge With Nonencapsulated
Y. pestis (C12)

Exp.# Treatment group  Survivors total (%) MST + S.E. (d)®

1 YopD 7/9(78) 224 £+ 3.1
YopH 2/9(22) 129 = 35

F1 (recombinant) 0/9(0) 77 = 14

Plague USP 2/9(22) 11.2 £ 33

Adjuvant only 2/9(22) 10.8 £+ 34

2 YopD 9/10(90) 262 = 1.7
Adjuvant only 1/10(10) 104 £ 2.2

3 YpkA 3/10(30) 14.1 £ 34
YopE 4/14(29) 11.8 £ 2.9

Adjuvant only 0/10(0) 54 = 05

4 YopK 1/10(10) 10.0 = 2.3
Adjuvant only 1/10(0) 79 £ 04

5 YopM 2/10(20) 104 = 3.0
Adjuvant only 0/10(0) 69 = 14

6 YopN 0/9(0) 80 = 1.7
Adjuvant only 0/10(0) 54 £ 04

“Challenge = 55-195 LDs, SC.

bMean Survival Time * Standard Error. Day 28, the last day of observation
was used in the calculation for the mice that survived.

(Adapted from ref. /50.)

various antigens and their ability to protect may possibly be due to differences in route
of infection between the two studies.

In contrast to YopD, other recombinant Yops, although immunogenic, so far have
failed to provide good protection in vaccinated animals. This observation is not sur-
prising in light of the fact that the molecular mechanism of delivery of these effector
proteins may prevent an antibody-dependent immune response (/47,/48). Given this
most recent model, a somewhat more selective approach may be taken in a continuing
search for protective pLCR gene products. Therefore, the second component, YopB, of
a cytolytic complex may also afford protection as does the first, YopD, although like
this antigen, the consistency of the humoral response in the aerosol challenge mouse
model is poor for YopB (//2). Additionally, a crude preparation of recombinant YopB
failed to protect mice (/49). A poor immune response to the recombinant product was
likely a contributing factor in these experiments, which may have been caused by the
difficulty in obtaining stable expression (proteolysis of the product during processing
was almost invariably observed). Therefore, a Yop B/D complex (/33) may represent a
better vaccine candidate compared to the individual antigens. An examination of some
of the additional “translocator” gene products of the actual type III secretion apparatus
would also be prudent. One such protein, YscC, is believed to be a surface-expressed
molecule that spans the bacterial outer membrane (/4) and may represent a target for
antibody that can potentially disrupt secretion of multiple effectors.
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5.7. Multiple Subunit Vaccines

The preponderance of data collected throughout the decades strongly suggests that a
rational platform for a new cell-free plague vaccine would consist of both the F1 cap-
sule and V antigens (/3,88,151). In light of this strategy, Heath et al. (/52) developed
a unique recombinant hybrid protein, consisting of a gene fusion between the F1 struc-
tural gene cafl and /crV encoding V antigen. The gene product was expressed in E. coli
to reasonably high levels and purified by standard chromatographic techniques. In a
single-dose vaccination study, the fusion protein was subsequently compared to a F1 +
V cocktail, F1, or V alone in an outbred mouse model for immunogenicity and protec-
tive efficacy (103). As shown in Table 6, F1 and V alone provided some protection to
vaccinated mice against moderate parenteral challenges, and it is interesting that pro-
tection afforded by F1 alone breaks down with parenteral challenge doses above 100
LDs, (see Tables 3 and 6). However, a synergistic effect was observed with the F1-V
fusion protein and to a lesser extent with the two-antigen cocktail, as demonstrated by
their ability to protect against very high doses of virulent organisms (see Table 6). In
another study, vaccination with a single dose of F1-V protected outbred mice to 1 yr
postvaccination (57).

The greatest advantage of the fusion protein over separate components is the relative
ease of manufacturing, the components of an F1 + V mixture would be considered as
separate products. In this regard, the fusion protein will likely represent the licensed,
next-generation plague vaccine in the United States.

Although the direct efficacy of the F1-V in NHP models has been variable, the fusion
vaccine candidate, given in a three-dose regimen combined with Alhydrogel™, adju-
vant, offers significant protection over Plague USP, which has historically performed
very poorly against pneumonic plague infection. In two studies conducted at
USAMRIID in the African green monkey (vervet) model, F1-V provided statistically
significant protection against a high aerosol challenge dose with Y. pestis strain C12, a
fully virulent F1~ variant. In a different experiment using cynomolgus macaques, 80%
(8 of 10) of the vaccinated animals were protected against a moderate aerosol chal-
lenge (70 LDsg) using a F1* virulent strain. The results in the African green monkey
aerosol protection studies suggest that at challenge doses (below 100 LDs,), F1-V may
be equally effective at protecting the African green monkey as the macaque.

A further refinement of the F1-V fusion protein vaccine is the addition of another
allele of lerV (from Y. enterocolitica) to the C-terminal end of the Y. pestis V antigen
coding sequence. This new fusion protein, designated F1-Vp-Ve, would thus induce
immune responses not only to epitopes of Y. pestis F1 and V antigens but also to those
of Y. enterocolitica V antigen. The rationale for this “extension” is that any attempt to
evade immunity to Y. pestis V antigen by genetically altering the V-phenotype and
maintaining full virulence would be thwarted. Although in theory, a fusion protein of
this nature seems the next likely step to improve the vaccine candidate, in practice,
there are size limitations to what recombinant proteins E. coli is capable of synthesiz-
ing. Therefore, a more practical approach to improving the vaccine would be to add
additional individual purified proteins to F1-V, such as other V antigens, YopD, YscC,
or others.

Efforts by Williamson et al. (/53) have also demonstrated excellent performance of
a UK version of the F1 + V cocktail in mice and have even successfully vaccinated
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Table 6

Comparative Efficacy of F1-V,F1+V, V, or
F1 Alone, Against Lethal Parenteral or
Aerosol Challenge With Y. pestis CO92 in

the Mouse Model

Treatment Challenge LDs, Survival (%)
F1-V F1*, SC 107 14/14 (100)
F1-V F1*, SC 108 9/15 (60)
F1+V F1*, SC 107 12/15 (80)
F1+V F1*, SC 108 3/14 (21)
V alone F1*, SC 107 10/15 (67)
V alone F1*, SC 108 5/15 (33)
F1 alone F1*, SC 104 3/15 (20)

Adjuvant only  F1*, SC 102 0/15 (0)
(Adapted from ref. 57.)

mice with the mixture of antigens in biodegradable microspheres (154,155). Conse-
quently, this product is ultimately destined for European licensure. Both the UK and
US products will ultimately make reasonable platforms for multicomponent, improved
variations of a recombinant plague vaccine.

Another approach to a multiple subunit vaccine is the use of a “complex” of anti-
gens. In the case of the Yersinia, the most likely candidate would be the YopB/D cy-
tolytic porin. This bipartite complex attaches to the target host cell and forms a “portal
of entry” for the pathogen’s effector proteins (/33). Although limited success has been
obtained by vaccinating with the individual proteins, it is provocative to hypothesize
that an improved/synergistic immune response may be developed if the YopB/D com-
plex is used (with the caveat of potential toxicity to the host). Our laboratory is cur-
rently pursuing this idea using tandomly expressed recombinant genes. Expression of
these recombinant proteins together (and subsequent in sifu complex formation) may
facilitate stable recovery of both proteins, particularly the more proteolytically labile
YopB. Regardless of what combinations of protective antigens are selected, the use of
state-of-the-art molecular techniques combined with recent genomic sequencing data
(156,157) should facilitate development of a well-defined and -characterized subunit
vaccine candidate.

6. CONCLUSIONS

Historically, whole-cell plague vaccines are effective in preventing bubonic plague
in humans. The basis for their inability to protect against pneumonic plague is unclear
but may be caused by alterations in the quality or quantity of F1 and the limited pres-
ence of other important antigens. It is also probable that the type of immune response
to the killed organism is not optimal because of the route of administration and/or the
choice of adjuvants. A major criticism of whole-cell plague vaccines is the predicted
duration of “immunity” and the inability to induce a mucosal immune response.
Whereas live-attenuated plague vaccines are believed to induce a more potent immune
response of longer duration, they have not significantly reduced plague morbidity and
mortality. Current live plague vaccines are associated with severe local and systemic
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reactions in humans and NHPs and significant mortality in some species of NHPs. The
efficacy of live-attenuated plague vaccines against bubonic plague is significant, but is
not adequately demonstrated against pneumonic plague. The Russian EV-type live-
attenuated plague vaccine was evaluated and not recommended for use in the United
States because of significant local and systemic reactigenicity. Additional testing of EV-
type live-attenuated plague vaccines is not recommended; however, the development and
testing of other live-attenuated plague vaccines remains an exciting possibility.

Of more immediate interest are vaccines composed of recombinant subunits. Immu-
nity to plague clearly requires antibody to V antigen and for typical plague isolates to
F1 antigen. Although it is clear that a vaccine containing F1 and V antigen is a power-
ful platform for inducing a protective response in animal models of plague, future iden-
tification and addition of other protective antigens are paramount to ensuring maximal
protection, particularly in light of technical capabilities to artificially alter the viru-
lence of microorganisms.

The basis for comparison of vaccine efficacy results in animals to humans is un-
clear. Some animals appear to more suitable for pathological studies (NHPs), others
for immunogenicity/potency assays (mice/rats), and still others may be needed for effi-
cacy studies or the development of surrogate markers of immunity. Criteria for the
comparison of vaccine efficacy in animals to humans should be established. A molecu-
lar comparison of characteristics of the immune response (i.e., MHC, antibody, T-cell
proliferation, pathology, plus others singularly or in combination) are likely to be more
effective predictors of immunity in humans. The differential response of animals of
different species and even within the same species to plague vaccines is unclear. The
antibody response to plague antigen(s) formed the basis of predictive protection to all
previous plague vaccines. However, it is clear that protection (at least in rodents) is not
dependent on the presence of large amounts of circulating antibody. It has been shown
that vaccinated animals that have little to no detectable circulating antibody to plague
antigens are still protected. Absolute correlation of antibody response in animals to
those in humans remains difficult. The interpretation of data from passive transfer of
human immune sera to animals provides information about protective levels of anti-
body for the animal. A dangerous corollary is the assumption that these levels would
also be protective to humans. Although using the correlation between protective anti-
body levels in animals and predicting immunity in humans may be dangerous, there is
no readily available alternative short of challenging vaccinated human volunteers; a
study that would have little chance for approval within any clinical protocol. There
remain large areas endemic for plague throughout the world; this coupled with the very
real threat of intentional use of aerosolized plague makes the development of an effec-
tive plague vaccine a top medical priority.
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Medical Protection Against Brucellosis*

David L. Hoover and Richard H. Borschel

1. INTRODUCTION

Human brucellosis is a systemic, febrile illness caused by at least five different spe-
cies of Brucella, a Gram-negative, aerobic, nonmotile, nonspore-forming cocco-
bacillus. It has long been considered a prime biowarfare threat agent. As an intracellu-
lar parasite of mononuclear phagocytes, it successfully evades many host immune
responses and resists easy eradication by antimicrobial agents. These characteristics
both increase the need for effective strategies to protect against infection and create
challenges to development of vaccines and other antimicrobial countermeasures against
the organism.

2. HISTORY OF BRUCELLA AS A BIOWEAPON

The potential use of Brucella as a bioweapon derives from its great infectivity, abil-
ity to incapacitate infected individuals, and the stubborn persistent nature of human
disease. Both the United States and the former Soviet Union weaponized Brucella in
the 1940s.

2.1. US Army Biowarfare Research During World War I1

The US Army’s research on biowarfare defense began as part of the biowarfare
program. This program was instituted during World War II after intelligence reports
indicated that the Japanese were intensively researching biological weapons (/). The
National Academy of Sciences (NAS), at the request of the War Department, appointed
a committee known as the War Bureau of Consultants Committee to prepare a report
regarding the potential threat and what appropriate steps should be taken to protect US
soldiers against biological agents. This report stated: “The value of biological warfare
will be a deliberate question until it has been clearly proven or disproven by experi-
ence. The wide assumption is that any method which appears to offer advantages to a

*The views of the authors do not purport to reflect the position of the Department of the Army or the
Department of Defense (para 4-3, AR 360-5). Data discussed from unpublished manuscripts was con-
ducted in compliance with the Animal Welfare Act and other federal statutes and regulations relating to
animals and experiments involving animals and adheres to principles stated in the Guide for the Care and
Use of Laboratory Animals, NRC Publication, 1996 edition.

From: Infectious Diseases: Biological Weapons Defense: Infectious Diseases and Counterterrorism
Edited by: L. E. Lindler, F. J. Lebeda, and G. W. Korch © Humana Press Inc., Totowa, NJ
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nation at war will be vigorously employed by that nation. There is only one logical
course to pursue, namely, to study the possibilities of such warfare from every angle,
make every preparation for reducing its effectiveness, and thereby reduce the likeli-
hood of its use.” President Roosevelt subsequently ordered the creation of a civilian
agency to take full charge of all aspects of biowarfare including research for offensive
use and defensive countermeasures. This agency, known as the War Research Service,
was created in 1942 and attached to the Federal Security Agency operating under the
authority of the War Department. In January 1943, the NAS formed a second commit-
tee on biowarfare, the ABC Committee, to advise the War Research Service on its
work in locating and developing agents suitable for use in biowarfare. With the dis-
banding of the War Research Service in June 1944, the ABC Committee was discontin-
ued. The ABC Committee was followed by the third NAS biowarfare committee, the
DEF Committee, which was organized in September 1944, and finally disbanded in
1948. (Because their work was so secretive, the second and third NAS committees on
biowarfare were given names that would be unrevealing. Thus, “ABC and “DEF” are
not acronyms; they are simply arbitrarily chosen letters that deliberately stood for noth-
ing [2].)

In November 1942, Secretary of War Stimson requested the Chemical Warfare Ser-
vices (CWS) to prepare to assume responsibility for biowarfare research and develop-
ment under the supervision of the War Research Service. Subsequently, the Army chose
Camp Detrick in Frederick, MD, as the site for the biowarfare research program, and
construction began in April 1943. The emphasis of the program was protection of sol-
diers. To achieve this goal, CWS created the Special Projects Division (SPD). The SPD
built and operated numerous of facilities, including Camp Detrick in April 1943 with
the parent research and pilot plant; Field Testing Facility in Horn Island Mississippi in
June 1943; Vigo Ordinance Plant in Terre Haute, IN in May 1944; Granite Peak Test
Site at Dugway Proving Grounds for field testing in June 1944; and Fort Terry in Plum
Island, NY for Veterinary Testing in 1944. Work with brucellosis performed at Camp
Detrick and Dugway Proving Ground during the war was focused on aerosol disper-
sion patterns, infective dosages, and development of vaccine products in an attempt to
develop countermeasures and offensive weapons.

2.2. US Army Biowarfare Research From the End of World War 11 to 1969

During the period after World War II and particularly after the Korean War, there
was a major expansion of the offensive biowarfare research effort, with an expansion
of the bioweapons production facility in Pine Bluff, AR. The Mississippi facility and
Vigo Ordinance Plant were closed in 1946 and the facility at Plum Island was turned
over to the US Department of Agriculture. Later, in November 1953, a biowarfare
Ordinance Plant was built at Pine Bluff under the Directorate of Biological Operations.

A series of studies for aerosol dispersion was carried out at Dugway Proving Grounds
from 1952 to 1954, and offensive weapons using Brucella suis were produced in quan-
tity at Pine Bluff Arsenal beginning in 1954. The US Army discontinued all offensive
work in 1969 and all weapons were destroyed, after which work was limited to defen-
sive projects. The first production of weaponized B. suis was begun in 1953 (/) in the
newly constructed facility at Pine Bluff. Defensive work continued at Fort Detrick,
including human volunteer testing begun in 1955 as the CD-22 program. Participants
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in program CD-22 were assigned to the Walter Reed Army Medical Center (WRAMC).
The work under CD-22 was terminated in 1956, but important human data were ac-
quired during this program. This research included the establishment of minimum in-
fective doses, effectiveness of prophylactic and therapeutic measures, serological
response to infection, as well as the effectiveness of various doses of inoculum. Fol-
lowing the completion of program CD-22, the human volunteer program was devel-
oped further to incorporate additional legal requirements for human subject research
and the subsequent implementation of Operation WHITECOAT. A new unit, the United
States Army Medical Unit (USAMU) was created and activated on June 20, 1956 at
Camp Detrick to conduct human research on defense against bioweapons under the
control of WRAMC. Part of the involvement of WRAMC included the creation of
Ward 200 at USAMU to provide a medical treatment facility, including an inpatient
hospital for military personnel assigned to Camp Detrick. By 1957, there were 110
research volunteers participating in the research program (/). In 1958, USAMU was
assigned to the United States Army Medical Research and Development Command. In
1963, it was internally reorganized and in 1969 was renamed the United States Army
Medical Research Institute of Infectious Diseases (USAMRIID). Operation
WHITECOAT ended in 1969 as well. Other than classified research data developed
during CD-22, no further work was conducted on brucellosis until 1992, when the US
Army tasked the Walter Reed Army Institute of Research (WRAIR) to develop a vac-
cine to protect soldiers from aerosol exposure to Brucella.

3. PATHOGENESIS

Many features of the disease may be understood by examining pathogenetic aspects
of the relationship between mammalian hosts and the bacterium. Brucellae produce no
exotoxins and do not naturally harbor plasmids or phages. The bacterium’s most re-
markable virulence factor is its outer membrane lipopolysaccharide (LPS). At least
two features of LPS contribute to its ability to enhance bacterial survival in the host.
First, its endotoxic activity (ability to trigger a systemic inflammatory response) is
much less than that of typical enteric Gram-negative organisms, so innate immune
responses are poorly activated by encounter with the bacterium. Second, smooth strains
of Brucella, which have long chains of O-polysaccharide (OPS) on their LPS, fix small
amounts of serum complement to their surface, but are resistant to complement-medi-
ated lysis (3). Furthermore, smooth strains have reduced ability to induce cytokine
responses from monocytes, perhaps because of steric interference by their surface OPS
with binding of the lipid A, endotoxic component, of LPS to mononuclear phagocyte
surface receptors (C. Fernandez-Prada, personal communication). Smooth, virulent
brucellae that have been coated with complement are readily phagocytosed by mono-
nuclear phagocytes (4). Inside these cells, bacteria foster phagosomal acidification (35),
inhibit the fusion of phagosomes with lysosomes (6—8), remain in the phagosomes, and
replicate to enormous numbers inside their host cells.

Following lysis of infected cells, the bacteria are ingested by other mononuclear
phagocytes and the cycle of bacterial proliferation continues. With the development of
an effective host response, presumably triggered by a sufficient bacterial load to pro-
vide a “danger” signal (9), bacterial proliferation is controlled and brucellae are gradu-
ally eliminated. However, the bacteria may persist in their host cells for months or
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years, and recommence replication if the activity of immunological control mecha-
nisms declines. In addition to mononuclear phagocytes, placental trophoblasts are
highly susceptible to infection with Brucella and support rampant intracellular prolif-
eration of the organism. In this location, bacteria associate with the rough endoplasmic
reticulum (/0), where they may have access to more nutrients than are available in the
macrophage phagosome. Recent studies have demonstrated that phagosomal matura-
tion in both HeLa cells and J774 murine macrophage-like cells and establishment of
the endoplasmic reticulum replicative niche in HeLa cells are controlled by the VirB
type IV secretion apparatus (//7,12).

Numerous of host cell activities, including production of reactive oxygen intermedi-
ates or nitric oxide (NO), cell-mediated cytotoxicity for infected macrophages, and T-cell
or T-cell subset responsiveness have been shown to have antimicrobial consequences;
however, an absolute requirement for any one of these activities has not been described.
Whether antibodies play a significant role in recovery from primary infection is also
unknown. The single factor that is clearly required for an effective host response against
primary infection is interferon (IFN)-y. Treatment of mice with anti-IFN-y antibody
exacerbates infection (/3), and mice lacking the gene encoding IFN-y succumb to
uncontrolled infection (/4). Delineation of the mechanisms by which IFN-y mediates
its antibrucella effects is a topic of ongoing research.

4. DISEASE

These interactions of Brucella and its host largely explain the clinical manifesta-
tions and course of brucellosis. Although members of the genus infect a wide range of
mammalian hosts, each Brucella species has a predilection for certain animals and
tends to be more or less virulent for humans (see Table 1). In humans, B. melitensis is
the most virulent species, followed by B. suis and B. abortus. Brucella canis and an
organism (proposed name Brucella maris) isolated from marine mammals appear to be
approximately as virulent as B. abortus. Despite these generalizations, in any given
patient, the causative species cannot be predicted by clinical criteria alone. Brucella
ovis and Brucella neotomae are not known to cause human disease.

4.1. Clinical Manifestations

When susceptible hosts encounter Brucella, the bacterium enters across mucus mem-
branes, is ingested by mononuclear phagocytes, travels to local lymph nodes, and then
disseminates via the thoracic duct and blood throughout the mononuclear phagocyte
system (/5). At the time of dissemination, humans typically develop fever, chills, and
malaise. In addition, neuropsychiatric abnormalities, including depression and inabil-
ity to concentrate on task performance are common (/6). Rarely, overt psychosis may
occur. Focal disease may occur in almost any organ, because resident mononuclear
phagocytes are widely distributed, but tend to develop in sites where blood supply is
particularly rich. Approximately one-third of human patients have disease in vertebrae
or one or more joints, especially the sacroiliacs. Brucella vertebral osteomyelitis, which
may be indistinguishable clinically from tuberculous disease, tends to occur in older
patients (/7-19). Epididymitis or epididymoorchitis occurs in about 2—10% of males
(20). Endocarditis and central nervous disease, including meningitis, occur in less than
2% of patients; endocarditis is the major cause of death. Minor hematological abnor-
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Table 1

Host Specificity of Brucella

Species Animal host Virulence for humans
B. suis Swine High

B. melitensis ~ Sheep, goats High

B. abortus Cattle, bison, camels  Intermediate

B. canis Dogs Intermediate

B. maris® Marine mammals Intermediate

B. ovis Sheep None

B. neotomae  Rodents None

“Proposed name, probably more than one species,

malities, especially leukopenia or lymphopenia, are common. Thrombocytopenia is
also common and may be severe. Brucellae have been recovered from human fetuses
and products of conception, and brucellosis in pregnancy is associated with early- to
midterm abortion, which may be prevented by antimicrobial therapy (21/).

In contrast to humans, livestock do not show systemic signs of illness during the
dissemination phase. Involvement of the male genitoruinary tract can cause clinical
epididymoorchitis and infertility, especially in boars and rams. However, the major
economic consequence of infection derives from infection of the placental trophoblasts,
leading to abortion, stillbirth, runting, and early death of offspring. Brucellae are also
found in milk macrophages, leading to infection of young animals and providing a
source of human infection. Some measure of immunity against placental infection
develops, because the incidence of abortion declines in subsequent pregnancies.

4.2. Diagnosis

Diagnosis of human infection is usually made serologically, based on detection of
antibodies directed against the OPS. The gold standard, tube agglutination, is time-
consuming and requires experience for accurate interpretation. A number of variants of
this test, including indirect Coombs, rose bengal, and slide agglutination, have been
developed. In addition, enzyme-linked immunosorbent assays have recently been pro-
duced and commercialized. A novel fluorescence polarization assay has also been
described and tested for veterinary applications (22). A major difficulty in interpreta-
tion of nonagglutination tests is the lack of antigen standardization and/or inadequate
clinical data to determine their accuracy. Polymerase chain reaction has also found
adherents (reviewed in Chapter 26) but is presently an experimental test. Culture of
blood or sites of suspected infection provides the most firm diagnosis. The sensitivity
of blood culture varies, ranging from 10 to 90%. Automated blood culture detection
systems are highly efficient in detecting brucellae in blood cultures. In contrast to older
methods using solid or biphasic media, cultures with automated systems become posi-
tive within 7 d (23).

4.3. Treatment

The essential requirement for successful treatment of brucellosis is the use of at least
two effective antimicrobial agents for a sufficient length of time. The most effective
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regimens include oral administration of doxycycline or tetracycline for 45 d and an
aminoglycoside antibiotic (traditionally streptomycin, but more recently, gentamicin
or netilmicin) intramuscularly for the first 7-14 d (24). Oral treatment with a combina-
tion of rifampin and doxycycline is also effective but is less satisfactory for localized
infection and may be associated with a higher frequency of relapse (24). Other combi-
nations, including trimethoprim-sulfamethoxazole plus rifampin and rifampin plus gen-
tamicin, may also be used. In complicated infections, surgical debridement and
prolonged antimicrobial therapy may be necessary. Treatment of endocarditis usually
requires both antimicrobial therapy and valve replacement (25). Brucellosis treatment
is covered more extensively in Chapter 13.

4.4. Epidemiology and Prevention of Naturally Occurring Disease

In nature, human disease is acquired either by occupational exposure to infected
animals (e.g., slaughterhouse workers, herdsmen, veterinarians) or by ingestion of
infected food, especially nonpasteurized dairy products. In addition, brucellosis is a
common cause of infection in laboratory workers, a testament to its high infectivity by
the aerosol or conjunctival route. Not counting a biological attack, the most effective
means to prevent human brucellosis is to eliminate brucellosis in animals used for
food. Indeed, an aggressive strategy of vaccination, testing of herds and individual
animals for Brucella infection, and slaughter of infected herds has been highly success-
ful in minimizing or eliminating brucellosis in industrialized nations. In the United
States, for example, fewer than 150 cases per year have been reported since 1985 (26).
Moreover, most of the cases seen in the United States are acquired by travelers outside
the country or derive from ingestion of imported, nonpasteurized dairy products (27).
Laboratory workers can be protected by handling the organism under appropriate
biosafety level (BSL) conditions (BSL-2 for clinical samples, BSL-3 for most other
activities).

4.5. Estimates of Consequences of a Biological Attack With Brucella

A recent review (28) estimated 413 deaths, 82,500 casualties and a cost of $478
million per 100,000 persons exposed based on an IDs, of 10° and assuming that the
organisms used were sensitive to antibiotics. Using an IDs, estimate of 10* colony
forming units (CFU), the World Health Organization estimated that an attack with Bru-
cella on a city with a population of 1 million in a developed country would result in 200
deaths and 50,000 ill patients (29). These scenarios may be optimistic. First, it is likely
that the WHO estimate on the number of cases is too low, because the IDs is probably
substantially lower than assumed. The IDs, 0 for guinea pigs after aerosol exposure is
approx 36 CFU (30) and that for nonhuman primates (NHPs) is about 1.3 ¥ 103 CFUs
(31), consistent with our own studies as described later. Second, although nearly all
naturally occurring strains of Brucella are sensitive to commonly used antibiotics,
preparation of strains with multiple drug resistance is not difficult. Indeed, a vaccine
strain resistant to tetracycline, doxycycline, rifampin, streptomycin, and ampicillin was
developed in the former Soviet Union (32). Use of a multiple drug-resistant strain for a
bioterror attack would vastly complicate treatment and raise the cost substantially above
that estimated by Kauffmann et al. (28). Moreover, even standard treatment using a
combination of oral antibiotics might be met with great public resistance and poor
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compliance with a prolonged antibiotic regimen, resulting in increased frequency of
relapse and development of focal complications. One should also note that introduc-
tion of B. melitensis or B. suis might also cause infection of livestock and additional
economic damage.

5. DEVELOPMENT OF MEDICAL COUNTERMEASURES AGAINST
BRUCELLOSIS

Numerous of countermeasures may be taken to prevent or mitigate illness after bio-
logical attack with Brucella. None of these is entirely satisfactory. Early warning and
use of physical protective measures may be effective, if available. Prophylactic treat-
ment after the first index cases appeared could also be used; this strategy could be
expensive and incur significant morbidity from side effects if an antibiotic-resistant
organism were used. Vaccination has the advantage of protecting individuals prior to
infection, albeit at high cost and with some adverse side effects. It is a particularly
attractive strategy for use in military personnel, especially if the vaccine platform can
be used to immunize against other threat agents. The remainder of this chapter exam-
ines immune phenomena that are relevant to vaccine development and focuses on recent
Brucella vaccine strategies at the WRAIR.

5.1. Secondary (Acquired) Immunity to Brucella Infection

Vaccine development requires an understanding of the immune processes that pre-
vent infection in hosts previously exposed to the organism or its components. These
processes may be distinct from those described in the pathogenesis section earlier,
which are involved in recovery from established infection. Recovery from infection
may require elimination of infected host cells and destruction of intracellular parasites
but may or may not require active prevention of spread of bacteria to uninfected host
cells. In addition, recovery probably requires little interaction of host defense mecha-
nisms with the mucosa and submucosa once bacteria have established themselves in
deep tissues. In contrast, mechanisms that prevent infection of an immune host may
involve natural barriers and mucosal, submucosal, and lymph node immune cells and
soluble factors. Modulation of host response in these areas when bacteria first arrive
may play a profound role in determining the subsequent course of infection and devel-
opment of disease. Models to explore these processes are limited and applicability to
interactions of humans and Brucella is incompletely understood.

5.1.1. Models of Infection and Protection

Defense against reinfection or vaccine-induced immunity can be partially mediated
by both antibody and cellular immune components. Development of models to dissect
the interactions of these components is complicated by several issues. First, there is
great subtlety in the manifestations and pathogenesis of brucellosis among Brucella
species and their mammalian hosts. Certain species preferentially infect certain hosts,
but are capable of infecting a wide range of hosts. Moreover, the manifestations of
disease may be quite different when the same strain of Brucella infects different hosts.
For example, mice infected with B. melitensis strain 16M, a strain highly virulent for
humans, do not show signs of distress, although they harbor virulent organisms at high
numbers in their spleens for long periods after challenge (33). Goats infected with the
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same strain also show no systemic symptoms but have a high frequency of abortion
(34). Genetically defined mutant strains may also behave differently in different hosts.
PHE1, a htrAcycL mutant of B. abortus 2308, is slightly attenuated in mice (35). It is
cleared more readily than the parent strain from goats, but causes abortion in these
animals (36). In contrast, PHE1 has markedly increased clearance and does not cause
abortion in cattle (37). WR201, a purEK mutant of 16M, is attenuated in mice (33) and
NPHs, as described below. In goats, its degree of attenuation is less clear. After subcu-
taneous (SC) injection, it colonizes the local draining lymph nodes like 16M and is
cleared from them at the same rate but induces less intense inflammatory response and
may have less propensity to cause disseminated infection (38).

A second difficulty in model development is the choice of challenge route. Ideally,
one should use a mucosal challenge route to model the entry point of Brucella in natu-
rally acquired or deliberately delivered infection. Unfortunately, a large body of work
examining pathogenesis and vaccine efficacy in laboratory animals has used direct
injection of organisms intraveneously, intraperitoneally and subcutaneously. Bacteria
injected by these routes bypass mucosal dendritic cells or macrophages, which are prob-
ably the first cellular targets of natural bacterial infection. The response of these ph-
agocytic cells to bacterial invasion is likely to influence the pattern of tissue localization
and tempo of infection, as well as the protective efficacy of vaccines. For this reason,
the applicability of numerous studies of mechanisms of vaccine efficacy to defense
against natural infection is highly conjectural. The historical failure to use mucosal
challenge routes in laboratory animals is surprising, because these approaches have
been used effectively in studies on livestock. In large food animals, conjunctival inocu-
lation of brucellae leads to disseminated infection of mammary glands and lymph nodes
in nonpregnant animals; in addition to these sites, the uterus and placenta of pregnant
animals are infected (39,40). Both conjunctival and oral challenge routes have proven
useful to determine vaccine efficacy (4/—44). In other laboratory animal studies, con-
junctival challenge of badgers (45) and beagles (46) leads to disseminated infection.

5.1.2. Immune Mechanisms

Despite these two drawbacks, animal models, mostly focused on B. abortus, have
provided insight into antibacterial immune mechanisms that may play a role in protec-
tion against natural challenge infection. Perhaps surprisingly for an intracellular patho-
gen, Brucella appears to be susceptible to antibacterial antibody. Immunization of mice
with killed, smooth strains of B. abortus or B. melitensis reduces the number of B.
abortus CFU in spleen or liver when mice are challenged intraveneously or intraperito-
neally (47—49). Cell lysate fractions that induce anti-LPS antibodies also reduce inten-
sity of spleen and liver infection in animals challenged with smooth strains of B. abortus
or B. melitensis intraveneously or intraperitoneally (50-55). These effects on the inten-
sity of hepatic and splenic infection are most prominent 1-2 wk after challenge. Stud-
ies using monoclonal antibodies confirmed that anti-OPS antibodies mediate these
antibacterial effects (56,57). In contrast, monoclonal antibodies directed against outer
membrane proteins have little effect on spleen infection by smooth strains (58), but are
highly effective against infection by B. ovis (59), a naturally rough organism that lacks
surface OPS. The mechanism of the effect of anti-OPS antibody on transiently reduc-
ing infection of liver and spleen may reflect redistribution of organisms to lymph nodes
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and killing of bacteria in the nodes. Sulitzeanu demonstrated that active immunization
with live or dead brucellae, passive transfer of immune serum, or precoating of bacteria
with immune serum leads to redirection of intraperitoneally administered '3'I-labeled
brucellae away from liver and spleen and into mesenteric lymph nodes (60). However,
when live bacteria are injected intraperitoneally in passively immunized mice the num-
ber of live bacteria in mesenteric lymph nodes is greatly reduced in immune mice com-
pared to nonimmune animals (61).

In other studies, treatment with immune serum or immunization with live or dead
brucellae restricted bacteria to the draining popliteal lymph node when low numbers of
bacteria were injected subcutaneously into the footpads of mice (62) or guinea pigs
(63) and inhibited the growth of bacteria in the node. These data do not clarify whether
antibody works solely by redirecting bacteria to a site that may have enhanced “natu-
ral” antibrucella activity compared to other organs of the mononuclear phagocyte sys-
tem, or if it sensitizes the bacteria to the antibrucella activity of the nodes or enhances
lymph node antimicrobial capability. In vitro studies have not resolved this issue.
Opsonization of brucellae by antibody or antibody plus complement enhances inges-
tion but does not inhibit the intracellular growth of bacteria in resting macrophages. On
the other hand, opsonization enhances the antibrucella activity of macrophages acti-
vated by IFN-y (4,64,65). It is possible that, in a lymph node, natural killer cells or T
cells that respond to relatively nonpolymorphic antigens might provide sufficient IFN-
Y to activate macrophages to inhibit the replication of opsonized brucellae, but this
issue has not been addressed experimentally. However, it is likely that an optimal pro-
tective response to Brucella challenge requires both anti-OPS antibody and specifi-
cally sensitized T cells that produce large amounts of IFN-y Indeed, administration of
Brucella-immune serum to recombination-activating gene (RAG)-1 knockout mice,
which lack mature B and T cells, fails to modify the course of infection following
intranasal challenge with 16M (Izadjoo et al., unpublished). These studies indicate that
cellular, as well as humoral immune components are crucial for protective immunity.

Numerous studies using passive transfer of immune cells or serum have demon-
strated a role for cellular immune effectors as mediators of antibrucella activity. Pavlov
(66) demonstrated that adoptively transferred Ly1*2* (i.e., CD8) cells reduce the num-
ber of splenic bacteria following intravenous challenge with B. abortus strain 19. Araya
found that both CD4 and CD8 immune T cells and serum obtained during the course of
infection with strain 19 mediate approximately equivalent levels of protection against
challenge with strain 19 in mice (67). Plommet and Plommet (68) demonstrated that
spleen cells obtained from mice immunized with a peptidoglycan fraction of Brucella
protect against challenge with virulent B. abortus 544. Furthermore, they showed that
immune serum is at least as efficacious as immune cells, and serum and cells do not
have additive or synergistic protective effects. Immune serum is less effective against
B. abortus strain 2308 than against strain 19, whereas immune T cells preferentially
protect recipients against challenge with the same strain used to infect donor mice (69).
These studies suggest that immunization strategies that induce either antibody
responses or sensitization of T lymphocytes will have anti-Brucella effects. Data from
our laboratory (see Subheading 5.5.1.) suggest that induction of both T-cell and anti-
body responses may be better than antibody alone.
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5.2. Vaccines in Livestock and Animal Models

The success of several of different vaccination strategies in livestock supports this
concept. Early adjuvanted, whole, killed cell vaccines induced good antibody responses
and provided effective protection. However, they also caused severe local reactions
and had a limited duration of immunity. Although the ability of these vaccines to induce
protein antigen-specific T-cell responses is unknown, it is likely that the primary basis
of protection lay in induction of anti-OPS antibody. Live-attenuated vaccines based on
smooth bacteria (B. abortus strain 19 and B. melitensis Rev1) supplanted killed vac-
cines because of reduced side effects and longer-lasting immunity (70). Like killed
vaccines, these live vaccines elicit antibody that renders vaccinated animals positive in
the serological tests used to screen herds for brucellosis. They also induce
lymphoproliferative responses to Brucella antigens that may contribute to vaccine effi-
cacy (71). Recently, a highly attenuated rough organism, B. abortus strain RB51, has
replaced strain 19 for cattle vaccination in the United States. RB51 is a highly attenu-
ated organism deficient in wboA, which encodes a glycosyl transferase, an enzyme
required for synthesis of OPS. RB51 also lacks wzt, which encodes a transporter pro-
tein. This vaccine elicits lymphoproliferative responses to Brucella protein antigens
(72) but does not usually induce sufficient antibody to interfere with veterinary diag-
nostic tests for brucellosis. However, because RB51 may express small amounts of
OPS (73) and may induce low levels of antibody it is difficult to exclude the possibility
that anti-Brucella antibody plays a role in protection of livestock immunized with it.
Indeed, complementation of the wboA defect of RB51 leads to creation of a rough
strain (RB51WboA) with unchanged survival, but which elicits antibody and enhanced
antibrucella activity in mice (74).

In mice, live-attenuated vaccines derived from smooth or rough Brucella reduce spleen
infection after intravenous challenge with smooth, virulent homologous or heterologous
strains (75). Smooth strains (Rev1 or 19) are more effective vaccines, although persis-
tence of rough and smooth strains in the mice is similar (75). In these same studies, RB51
was less effective, probably because it persisted for a shorter period of time; killed vac-
cines were only marginally effective. These data further support the notion that anti-LPS
antibody and T-cell-mediated immunity cooperate for maximal vaccine efficacy.

5.3. Experience With Human Vaccines

It is likely that a successful human vaccine will elicit both humoral and cellular
immunity. Although several human vaccines have been tested to date, none is com-
pletely satisfactory. In an early experiment, immunization with killed B. melitensis led
to transient protection against illness in two volunteers challenged with 450 million
CFU of the homologous organisms, but one of the two volunteers developed brucello-
sis as a consequence of a laboratory accident 5 mo after immunization (76). A non-
living vaccine comprising a delipidated, phenol-insoluble (PI) fraction of strain 19 was
tested in volunteers (77,78) who had been previously screened and found nonreactive
in intradermal skin tests. This vaccine was highly reactogenic, causing both local and
systemic reactions (fever, chills, malaise). It induced little or no delayed type skin
hypersensitivity response to melitin, but 18-25% developed a response to intrader-
mally administered diluted vaccine. Blood mononuclear cells obtained from immu-
nized subjects had weak lymphoproliferative responses to PI antigen unless donors had
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been occupationally exposed to Brucella for extended periods of time after vaccination
(79). The PI vaccine induced anti-Brucella antibodies, presumably directed against the
OPS. Antibody titers peaked at 2 mo after immunization and gradually declined over
the next 18 mo. There are no controlled trials indicating efficacy. The vaccine is no
longer commercially available.

Live-attenuated vaccines for humans are theoretically attractive because, as indi-
cated by experience in livestock, they are likely to elicit the most solid immunity against
infection. However, a major hurdle to overcome is finding a strain that is both suitably
attenuated and sufficiently immunogenic. At least three live-attenuated vaccines have
been tested or fielded in humans. A streptomycin-dependent variant of B. abortus strain
19 induced agglutinating antibodies in volunteers. Serum passively transferred from
these vaccinees to mice reduced spleen colonization in animals challenged with strain
2308 (80). A derivative of strain 19, called 19-BA, was developed and used extensively
in the former Soviet Union. This vaccine had both local and systemic side effects, but
was credited with reducing the 5-yr incidence of brucellosis from 12.3% in
nonvaccinated persons to 0.5% in vaccinated individuals (8/). However, when Spink
et al. (82) tested it in US volunteers they found it to be insufficiently attenuated.

The Soviets studied use of the BA vaccine as an aerosolized dry powder. Aerogenic
vaccination of guinea pigs led to protection of 80-90% of animals challenged subcuta-
neously with 5-10 infectious doses (83). A similar level of protection was seen in
animals immunized with the same vaccine subcutaneously. In contrast, only half of
aerogenically immunized animals challenged with 100 infectious doses of B. meliten-
sis by aerosol were protected. Of 153 volunteers immunized aerogenically, only one
had a febrile, systemic reaction, compared to 9 of 25 volunteers immunized subcutane-
ously. Antibody titers were comparable after immunization by either route. Agglutina-
tion titers of 1:20 to 1:40 appeared in 20% of aerogenically immunized subjects as
early as 7 d after vaccination (83). At 30 d postimmunization, 96% were seropositive,
with a median titer of 1:160. In other studies, of 1201 individuals vaccinated with the
dry powder vaccine, systemic or respiratory reactions (laryngitis, tracheitis, bronchi-
tis) occurred in 92 (7.6%). The systemic reactions, characterized by fever, slight lym-
phadenopathy, mucus membrane, and facial hyperemia and minor defects in ventilation
and blood oxygenation, occurred more commonly in previously sensitized individuals
(84) but were noted to be “harmless, of short duration” and “readily reversible.”

In China, B. abortus strain 104M was used both subcutaneously and epicutaneously.
This vaccine appears to be less attenuated than 19-BA. Both 19-BA and 104M may
have increased side effects in individuals who have been previously sensitized to Bru-
cella by previous infection (85). Attempts to use the goat vaccine B. melitensis Rev1
for human vaccination were abandoned after studies in volunteers showed that the range
between toxic and effective doses was too narrow (82,86). These data suggest that
vaccination of humans with live brucellae leads to protective immunity but that the
vaccines used to date are not sufficiently attenuated. In addition, subcutaneous or cuta-
neous vaccination may have side effects that can be more severe in previously infected
persons.

5.4. NHP Models and Studies With Live-Attenuated Strains of B. melitensis

Although Rev1 was eventually found to be too virulent for use in humans, a large
number of vaccine development studies were done with it using mice, guinea pigs and
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NHPs. These data, reviewed in detail below, provide important and fascinating bench-
marks for current and future vaccine development efforts.

5.4.1. Early NHP Models

The earliest published work with NHP brucellosis was reported by Shaw, of the
Mediterranean Fever Commission (87), who observed that monkeys were susceptible
to intranasal infection with B. melitensis only after repeated exposures. However, other
than the ability of Brucella to infect nonhuman primates, no dose or pathogenicity data
were provided in the report. Unfortunately, these studies led to the incorrect conclusion
that monkeys had reduced sensitivity to infection.

In 1921, Fleischner and Meyer (88) conducted a series of experiments to study
whether Brucellae from cattle (B. abortus) and swine (B. suis) could infect monkeys.
They demonstrated that monkeys were susceptible to these organisms and that the dis-
ease was identical to that seen with B. melitensis as described by Shaw. However, their
monkeys still required multiple applications of bacteria to establish an infection. In
fact, many animals were never infected regardless of the number of brucellae given.
This was the first report that the disease in monkeys caused by B. abortus was the same
as that caused by B. melitensis.

The reported inability to establish infection in monkeys with a single exposure led
Huddleson and Hallman in 1929 (89) to conduct a series of experiments on rhesus
macaques using freshly isolated organisms, instead of multipassage laboratory isolates,
as had been used in previous studies. By using freshly acquired organisms from infected
animals (both milk and tissue samples), agar slants of freshly isolated organisms, and
material from dead humans and animals, these investigators were able to establish acute
brucellosis in monkeys. However, several animals still required additional exposure to
become infected. Huddleson and Hallman observed that the various Brucella species
differed in their ability to establish infection and disease. B. abortus was the least
infective, with only two of eight animals developing brucellosis; however, all animals
receiving B. suis and B. melitensis became infected. Animals developed positive serol-
ogy and organisms were isolated from blood collected from the heart. Following eutha-
nasia, cultures of the lung, liver, spleen, kidneys, and heart blood also yielded bacteria.
In this model, fever was frequently observed but difficult to evaluate because only
morning and afternoon measurements were taken. The amount of temperature change
caused by diurnal variation prevented the use of these spot temperature measurements
unless they were in excess of 2°F of elevation. This difficulty was also exacerbated by
room temperature variations in the animal housing facility, with afternoon tempera-
tures often exceeding 86°F. The authors concluded that all three Brucella species that
cause brucellosis in humans can also establish brucellosis in rhesus macaques. B. abor-
tus was the least virulent, followed by B. melitensis, then by B. suis, which was the
most virulent.

5.4.2. NHP and Guinea Pig Aerosol Challenge Models

While at Camp Detrick, Henderson (90) developed an apparatus that produces aero-
sol suspensions of organisms in a cloud that is breathed by the subject animals. This
work is the basis for the aerosol spray system currently in use at USAMRIID. It has the
advantage of producing consistent cloud concentrations that can be varied as needed to
achieve the desired delivery dose and is safe and simple as long as it is performed in a
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class III biosafety cabinet. However, the method has several disadvantages. Fragile
organisms can be damaged, only clouds containing single organisms can be produced,
and small numbers of organisms may escape even when a class III biosafety cabinet is
used (90). Using this apparatus, rhesus macaques were challenged with B. melitensis
strain 6015 at doses from 6 x 103 to 1.22 x 10°> CFU. The ID5, was determined to be
1.3 x 10% organisms (95% confidence interval = 1.2—1.5 x 103 organisms) (31). This
IDs is consistent with earlier published data in the cavine model with B. melitensis and
B. suis (30). In the cavine model, the aerosol ID5, was determined to be 36 organisms for
B. suis, only slightly more than the subcutaneous IDs, of six organisms. For B. melitensis,
the aerosol IDsj is nearly identical to that of B. suis. To determine the potential for crossin-
fection, guinea pigs were subjected to an air wash for 48 h after aerosol exposure, then
housed in open cages located adjacent to one another. There was no evidence of
crossinfection in any animals including controls (30). However, later studies by other
investigators documented cross-contamination of monkeys resulting from presence of
aerosolized inoculum on the fur. In the absence of vigorous air washing, brucellae
could be recovered from the cage air for up to 30 h (9/). Additional studies in the late
1940s examined the effect of different suspension media on survival of aerosolized
Gram-negative bacteria, including B. suis. Brucellae are more stable than any other
Gram-negative bacteria tested; remarkably, their recovery from sprays in distilled
water is similar to that of spore-forming bacteria. These data suggest that Brucellae
are not destroyed by drying when aerosolized (92).

5.4.3. Development of Rev1

B. melitensis Rev1, which is now the vaccine of choice to prevent caprine brucello-
sis, was originally developed circuitously as a candidate vaccine for humans.

5.4.3.1 STREPTOMYCIN-DEPENDENT B. MELITENSIS

An avirulent, naturally occurring mutant of B. melitensis that was dependent on
streptomycin for growth (93) was suggested as an ideal vaccine candidate, because it
should be require processing that would destroy its immunogenicity and should be
avirulent in vaccinees, who would lack the antibiotic. The streptomycin-dependent
mutant strain was developed from a single colony of B. melitensis strain 6056 and
selected for growth in the presence of high concentrations of streptomycin. Only two
per 1 x 10® streptomycin-dependent organisms reverted to streptomycin susceptibility
in vitro. Guinea pigs inoculated with 1 X 10!' dependent organisms did not develop
brucellosis up to 4 wk after injection. Mice remained infected for 2 wk but had mostly
eliminated the organism from their spleens by 4 wk. Administration of 1 x 10° bacteria
intravenously or 1 x 10!° cells subcutaneously to rhesus monkeys led to bacteremia
10 d later but no bacteremia at 14 and 25 d (93).

To determine more accurately the ability of the streptomycin-dependent mutant to
survive in monkeys, 13 rhesus macques were inoculated subcutaneously with 1 x 10'°
CFU of the streptomycin-dependent mutant and sacrificed at 14, 28, 35, and 45 d for
culture of tissues (3/). Bacteria were cleared from most, but not all, sites by 21 d. At
14 d, but not thereafter, organisms were recovered from the inguinal lymph node
draining the injection site and from spleen, liver and right axillary lymph node in all
animals. No organisms were recovered from blood cultures obtained weekly for 45 d.
None of the mutant organisms recovered from the tissues had reverted to streptomycin
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independence. A 3—4 d febrile response that began within 72 h postinjection was seen
in animals that received live mutant organisms but not in those that received killed
organisms.Two animals were reinoculated with 1 x 10'° CFU of the mutant strain 21 d
after the initial injection and organisms were recovered only from the inguinal lymph
nodes at 11 d and only from the spleen at 21 d. This experiment indicated that primary
infection limits the proliferation and dissemination on rechallenge with a homologous
strain.

Initial enthusiasm for the streptomycin-dependent mutant vaccine was supported by
avirulence, antibody production, and protection in mice, although there was little pro-
tection in guinea pigs (94). However, this enthusiasm was soon tempered when mice
(95) and rhesus monkeys (3/) inoculated with steam-killed organisms also demon-
strated appreciable serological titers to Brucella and were protected equally well by
live and killed bacteria. This finding led the investigators to conclude that the vaccine
mutant must replicate in the host to confer complete immunity.

5.4.3.2. STREPTOMYCIN-INDEPENDENT REVERTANT OF B. MELITENSIS (REV1)

Herzberg and Elberg also noted that some of the streptomycin-dependent B. meliten-
sis strains that had reverted to streptomycin independence and senstitivity to killing by
streptomycin were attenuated for growth in guinea pigs (93). One of the mutants, named
Rev1, multiplied in mice and guinea pigs during the first 5 wk but was cleared from
guinea pigs and the Webster BRVS strain—but not the NAMRU strain—of mice by
8 wk. The virulent parent, strain 6015, caused splenomegaly and persisted in the
spleen for at least 11 wk. Mice and guinea pigs immunized with Rev1l were protected
against challenge with strain 6015 (95). The nature of the mutation(s) in Revl is
unknown. The strain grows more slowly in broth and on Albimi agar (95) and is
sensitive to penicillin. Because of its significant attenuation in rodents, Rev1 was tested
and found to be attenuated and immunogenic in goats (96).

5.4.4. Studies With Rev1 in Monkeys

Elberg and Faunce (97) subsequently examined the attenuation and protective effi-
cacy of Revl in Cynomolgus phillippinensis monkeys. Rev1 administered subcutane-
ously to monkeys at 1.8 x 10° CFU led to bacteremia that persisted for up to 4 wk,
infection of spleen and liver for up to 4 wk, and infection with less than 10 CFU/lymph
node for up to 8 wk. In a second series of experiments, animals were given 10%, 10, or
108 CFU. Frequency of bacteremia was greatest (5 of 5 and 4 of 5 animals) in the two
higher dose groups, compared to 2 of 5 animals in the lowest dose group. Interestingly,
the duration of bacteremia was longer in the lowest-dose group (60 and 62 d) compared
to the highest-dose group (8 of 9 animals with bacteremia from 20 to 34 d, 1 with
bacteremia for 44 d). Spleen, liver, and deep cervical, inguinal, and axillary nodes were
consistently positive for up to 44 d in the second series of experiments, with some
animals positive in the nodes for up to 117 d. Monkeys in the first series and the high
dose vaccinees in the second series also developed fever.

Monkeys from the first series of experiments were challenged with strain 6015
administered subcutaneously at graded doses ranging from 1 x 103 to 1 x 10® CFU.
Unvaccinated controls received challenge doses of either 10% or 10° CFU. When exam-
ined 43-52 d after challenge, all nine control monkeys had heavy infection in liver,
kidney, spleen, and nodes. In contrast, only one of 20 immunized animals had bacteria
in liver, kidney, or spleen. No bacteria were recovered from 11 of 20 immunized ani-
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mals, and these were present in low numbers in one or two lymph nodes. One animal
had persistent infection of multiple nodes with the vaccine strain (97).

Monkeys from the second series were exposed to the challenge strain via the respi-
ratory route. The aerosol challenge dose consisted of either 1 x 10® strain 6015 for the
vaccinates or 1 x 10* for the controls. Even using a large challenge dose, significant
reduction in the challenge organisms was observed. More importantly, even when the
vaccine dose was reduced 10,000-fold, there was only a slight reduction in the clear-
ance capacity (97). These important studies demonstrated that immunization with a
live-attenuated vaccine could protect primates against both subcutaneous and aerosol
challenge with virulent organisms, but also reflected the potential of Rev1 to persist in
the lymph nodes. In that same report, strains from Spink’s volunteer studies (82) were
tested in guinea pigs. In these animals, the virulence of Rev1 was greater than that of
BA-19, corresponding to results of the volunteer study,

Chen and Elberg (98) further characterized immune response and protection with
orally administered Rev1 in Cynomolgus monkeys. Monkeys given 3.3 x 107 CFU by
force feeding oral capsules did not become bacteremic, although those given 3.3 x 10°,
and 3.3 x 10'! did. All except the lowest dose resulted in anti-Brucella antibody. After
SC challenge with 1.6 x 10° CFU of 6015, challenge strain organisms were recovered
from half the animals in the high- and low-dose groups and O of 2 in the middle-dose
group. In another study, three monkeys were immunized subcutaneously with 4.86 x 10°
CFU Reyv I. Two of the three became bacteremic. Animals were challenged subcutane-
ously with 6015 12 wk after immunization. Six weeks after challenge, no challenge
organisms were recovered at necropsy from tissues of any of the three monkeys. An
additional three animals were given two doses of Fraction 1 (F1) of Revl emulsified
1:1 with adjuvant 65 (86% peanut oil, 10% mannide monooleate, and 4% aluminum
monostearate). F1 is a soluble protein extract of heat-killed, dried Rev1 that had demon-
strated a protective response in guinea pigs. Compared to live Revl, F1 elicited lower
antibody titers and showed no protective efficacy. These studies suggested that vaccina-
tion with live organisms was effective, but vaccination with a product that elicited anti-
body was not. Interpretation of these data is complicated by the virulence of the live
vaccine and the low antibody titers elicited by injection of the bacterial fraction.

In a subsequent study (99), the same authors examined preimmunization with F1
followed by live vaccination with lower doses of Rev1l administered intradermally or
cutaneously. Only 1 of 20 animals immunized developed Rev1 bacteremia. In chal-
lenge studies on immunized animals, no organisms were recovered from four of five
animals challenged with 925 CFU of strain 6015. In a second experiment, no organ-
isms were recovered from seven of eight animals challenged with 6625 CFU and none
were recovered from five of eight animals challenged with 20,600 CFU. The three
animals with positive cultures in the latter group had lower intensity of infection com-
pared to nonimmunized controls. The authors proposed that a two-stage immunization
strategy such as that used in their studies might overcome the difficulties of vaccine
virulence.

5.5. Recent US Army Research on Brucellosis

Following the report by Chen et al. (99), no further work was done on human vac-
cines by the Army and no additional nonhuman primate studies were conducted in
Western countries. In 1992, renewed concern about the biowarfare threat of brucellosis
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prompted additional studies at the WRAIR, USAMRIID, and the Armed Forces Insti-
tute of Pathology. This work has focused on developing a genetically defined, live-
attenuated vaccine that would protect against aerosol infection with Brucella.

5.5.1. Development of a New Murine Model and a Genetically Defined, Live-Attenuated
Vaccine Candidate

To avoid the interpretive difficulties raised by the use of nonmucosal challenge
routes, we first developed a murine intranasal challenge model using B. melitensis strain
16M. Administration of 10° CFU of 16M intranasally to anesthetized BALB/c mice
leads to disseminated infection of liver and spleen in 50% of animals by 2 wk. A dose
of 10* CFU leads to 100% infection of lungs but no apparent illness and no pneumonia
(100). Bacteria are gradually eliminated from the lungs; approx 60% of animals still
have pulmonary infection after 8 wk (M. Izadjoo, unpublished observations). 16M dis-
seminates to cause 90—100% splenic infection, which persists without clinical evidence
of disease for months. Splenomegaly and increased splenic white pulp and marginal
zones occur, as well as a mononuclear cell hepatitis. This infection model approxi-
mates the mucosal routes of bacterial entry expected after attack using aerosolized
Brucella and permits analysis of vaccine-induced immunity across mucosal barriers.

The confinement of brucellae to phagosomes, where amino acids and nucleotides
are limited, suggested that creation of mutations in genes encoding biosynthetic path-
ways for nutrients might lead to reliably attenuated live vaccines. The first mutant
developed with this rationale targeted the de novo purine biosynthesis pathway. B.
melitensis WR201 was made from 16M by replacement of most of purE, an intergenic
region, and the first seven basepairs of purK with a kanamycin resistance cassette (/01 ).
WR201 shows the expected purine auxotrophy when cultured on minimal medium.
Moreover, in contrast to its parent 16M, WR201 fails to grow in human monocyte-
derived macrophages, whereas 16M increases approx 100-fold in 72 h (101).

WR201 is also markedly attenuated for growth in BALB/c mice. After intraperito-
neal injection, it initially replicates in the animals, with increasing numbers of CFUs in
the spleen for up to 3 d. The number of organisms in the spleen then begins to decline
and bacteria are nearly completely cleared from liver, lungs, and spleens by 8 wk (33).
Mice immunized intraperitoneally with WR201 develop anti-LPS antibody and anti-
gen-specific production of interleukin (IL)-2 and IFN-y, but not IL-4, by cultured spleen
cells (102). These data suggest that immunization with this mutant leads to a Th1 im-
mune response. In accord with this observation, intraperitoneal immunization of mice
with WR201 reduces dissemination of intranasally administered 16M and slightly en-
hances clearance of the virulent organism from the lungs (/02). At a challenge dose of
10* CFUs of 16M, protective efficacy against dissemination ranged from 50-70%.
Recently, WR201 was found to be slightly more attenuated and protective when given
orally to mice (M. Izadjoo, personal communication). Parallel studies examined the
ability of vaccines that elicit antibody against LPS to protect in this model. LPS pre-
pared from both B. melitensis and B. abortus was given intranasally to mice as a
noncovalent complex with outer membrane protein from Niesseria meningitidis group
B, an excellent adjuvant for polysaccharide antigens. This LPS-GBOMP vaccine elic-
its both systemic and mucosal antibody (/03) against Brucella LPS. Anti-LPS IgG,
primarily of IgG1 and IgG3 subclasses, persists for at least 7 mo in blood. Like animals
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immunized with WR201, mice immunized with LPS-GBOMP vaccine are protected
from dissemination to liver and spleen after intranasal challenge with 16M (/04). In
contrast to those immunized with the live vaccine, however, they do not clear the chal-
lenge organisms more rapidly from their lungs. These data and additional, passive trans-
fer studies of immune serum (M. Izadjoo, personal communication) indicated that
vaccines that elicit antibody alone may be sufficient for inhibition of dissemination,
but may not enhance destruction of bacteria at the site of entry.

5.5.2. Development of an Aerosol Challenge Model in Rhesus Macaques

The encouraging findings with WR201 in the mouse model suggested that this live-
attenuated vaccine should be tested in NHPs. Building on the previous experience with
brucellosis in NHPs and the ready availability of immunological reagents for Macaca
mulatta, we initiated studies aimed at developing aerosol and mucosal challenge mod-
els using B. melitensis 16M. The first experiment (Borschel et al., unpublished obser-
vations) was designed to test the ability of 16M to cause acute brucellosis in rhesus
macaques. Ten animals were divided into pairs and exposed to zero (controls), 1.25 x 102,
2.55 x 102, 3.60 x 103, 3.04 x 103, 9.6 x 104, 1.02 x 10, 1.45 x 103, or 3.34 x 103
using a head only exposure with the animals eyes taped open. Actual delivered
dosages were calculated using plethysmographic data, duration of exposure and air
samples obtained from the aerosol chamber via a sample port. All animals exposed to
at least 1 x 10° CFU developed bacteremia. One of two exposed to 10> CFU also
developed bacteremia. These data are consistent with the IDs, of 1.3 x 10* CFU
described by Elberg et al. (37). The day of onset of bacteremia was inversely related
to the aerosol dose. Interestingly, the two challenge controls, housed upwind of the
other animals in a room insert with directional airflow, also had evidence of infection.
One control animal had a single positive blood culture and the other developed signifi-
cant antibody titers. It is likely that these infections represent contamination from the
fur of monkeys exposed to aerosols (91).

Following the initial studies, four additional animals were challenged via aerosol
with 1 x 107 organisms. Animals were monitored telemetrically using temperature
recording devices implanted subcutaneously (Borschel, et al., unpublished observa-
tions). All became bacteremic within 14 d; two animals were positive by 7 d. Fever
developed in two animals beginning by 10 d. The other two animals became febrile by
35 d postexposure. Histopathologic studies on the animals from these first two experi-
ments showed inflammation in liver, kidney, spleen testis and epididymis of animals
exposed to 16M (M. Mense et al., unpublished observations). Spleens were enlarged,
with increased ratio of white to red pulp. This ratio was proportional to the challenge
dose. In addition to histologic evidence of hepatitis, serum 7y glutamyl transferase and
alkaline phosphatase levels rose during the course of infection in challenged animals.

5.5.3. Testing of WR201 for Attenuation in Monkeys

To determine whether WR201 was attenuated in monkeys as well as in mice, rhesus
macaques were given 10'> CFU of 16M or WR201 orally by gavage, followed for 4 wk,
then necropsied (Borschel et al., unpublished observations). Animals given 16M became
ill, decreased their food intake, and lost weight. Animals given WR201 appeared clini-
cally normal. Serial quantitative blood cultures disclosed more than 10-fold higher
CFU of 16M than WR201. Blood cultures remained positive until necropsy in animals
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given 16M, but became negative after 3 wk in those given WR201. At necropsy, ani-
mals given 16M had extensive infection of spleen and lymph nodes, which had colony
counts 30-fold higher than counts in nodes from animals given WR201.

In another study (Borschel et al., unpublished observations), monkeys were given
WR201 at the same dose and route and challenged via aerosol with 107 CFU of 16M
9 wk later. Four monkeys were necropsied 1 wk before challenge and found to have a
mean of 30 CFU of WR201 in lymph nodes. Four of four nonimmunized monkeys
challenged with 16M became bacteremic and febrile; none of four immunized animals
did so. At necropsy 8 wk after challenge, 16M was recovered from nodes and other
tissues of nonimmunized animals, but no 16M were recovered from immunized mon-
keys. Surprisingly, one colony of WR201 was recovered from a testis in one animal
and one colony recovered from a lymph node of another animal.

These data indicate that WR201, whereas highly attenuated and protective against
aerosol challenge with 16M in monkeys, may not be sufficiently attenuated for admin-
istration to humans. It is also possible, however, that the prolonged tissue persistence
we observed may be caused by the high oral vaccine dose. A lower dose may result in
less vaccine persistence and permit use of WR201 in future trials.

5.5.4. Implications of Experience With WR201

Three encouraging conclusions emerged from the murine and NHP studies with
WR201. First, purine auxotrophy of Brucella is associated with a substantial degree of
attenuation in two different animal species. Second, administration of this live vaccine
leads to a combined humoral and cellular immune response to Brucella. Third, the
vaccine provides sterile immunity and protection from disease when monkeys are chal-
lenged by aerosol at approx 10* times the IDs,. These conclusions further suggest that
purine auxotrophy may be an excellent foundation for development of live, attenuated
Brucella vaccines. Deletion of purine synthesis genes may be a more effective basis for
attenuation in Brucella than in other facultative intracellular bacteria because of differ-
ences in rate of bacterial replication and location in the host. For example, Shigella,
which is a rapid-growing organism, is not confined to the phagosome, but replicates in
the cytoplasm. Shigella purE mutants are fully virulent (/05). Salmonella, like Bru-
cella, is confined to phagosomes once ingested by macrophages. In contrast to Bru-
cella, however, Salmonella, like Shigella, are fast growers. Hypoxanthine auxotrophic
mutants of S. typhimurium are avirulent when injected into mice at low numbers, but
not at high numbers (/06). Presumably, at high numbers, salmonellae can grow fast
enough extracellularly to overwhelm the immune system before the bacteria are in-
gested and trapped inside the barren phagosome. On the other hand, Brucella, has little
chance of dividing before it is ingested and sequestered in a phagosome. These unique
characteristics of Brucella may permit development of a vaccine based on purine or
other metabolite auxotrophy.

5.6. Other Attenuating Mutations in Brucella

Numerous of other attenuating mutations have been described in Brucella, which
could be useful either alone or in combination to create additional strains with satisfac-
tory characteristics of attenuation and immunogenicity. The powerful technique of sig-
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nature-tagged mutagenesis has been used to identify mutants of B. suis, B. abortus, and
B. melitensis that are attenuated for survival in mononuclear phagocytes or mice.
Foulongne et al. (107) detected mutants of B. suis with reduced survival in THP1 and
HeLa cells. Mutations were found in 14 different genes, including the VirB type IV
secretion system (three genes), LPS biosynthesis, nucleotide biosynthesis, and metabo-
lism of nitrogen and glucose metabolism. Hong (/08) found that 13 B. abortus mutants
with defects in genes encoding aromatic amino acid biosynthesis, LPS biosynthesis
and the VirB region were not recovered 2 wk after injection into mice, but a mutant
with a defect in glycine dehydrogenase, an enzyme induced during stationary phase,
survived for a period between 2 and 8 wk. Lestrate et al. (/09) found 18 attenuated
mutants of B. melitensis, including 1 with a mutation in virB and others with mutations
in transporters, amino acid and DNA metabolism, a two-component regulatory system,
and a stress protein. Interestingly, no mutants were described with defects in LPS syn-
thesis. This approach has provided a wealth of genes to examine more fully both for
studies of pathogenesis and for development of attenuated vaccine candidates.

Table 2 shows more extensively characterized single gene deletion mutants that have
reduced survival of Brucella in macrophages or animals. Attenuating mutations repre-
sent genes encoding LPS biosynthesis, the VirB pathway, synthesis of purines and
aromatic compounds, regulators, and others. The LPS mutants are highly attenuated,
but the requirement for anti-OPS antibody as an important contributor of an effective
immune response may limit their utility as human vaccines. VirB is an attractive target
for vaccine use. Whether mutations in VirB could be combined with those in purine or
aromatic compound synthesis pathways to enhance attenuation is unknown. It is pos-
sible that these mutations might be antagonistic, if the VirB mutants localize to com-
partments in which they have better access to nutrients. Similarly, the possibility of
combining deletions in regulatory operons with deletions in other pathways may be
limited by compensatory mutations. At present, there is no obvious method to deter-
mine which mutations will be additive, antagonistic, or indifferent for affecting sur-
vival of Brucella. It is likely that numerous empiric attempts will be required to develop
optimally attenuated candidates. The recent description of the complete genomic
sequences of B. melitensis (110) and B. suis (111) should hasten vaccine development
and provide numerous targets for gene deletion.

5.6.1. Nonattenuating Mutations

In several cases, gene interruption does not lead to attenuation. Deletions of genes
encoding stress protein HtrA (//2—-114) carbohydrates (chvE or gguA) (115),
periplasmic protein BP26 (/16), bacterioferritin (//7), response regulator protein FeuP
(118), erythritol (/19), immunodominant protein P39 (/20), the siderophore 2,3
dihydroxybenzoic acid (/21), the nitrogen response regulator NtrC (/22), UDP-galac-
tose-4-epimerase (galE) (123 ), cytochrome bc(1) complex (/24), and ATP binding cas-
sette (ABC) transporters (/25) have little or no attenuation when tested in vivo or in
mononuclear phagocytes. Deletion of the Lon protease from B. abortus leads to tran-
sient attenuation, similar to that seen with cycL htrA mutants but no effect on long-term
persistence (/26). Deletion of c/pA, which encodes a molecular chaperone, from B.
suis, leads to enhanced persistence in vivo (/27).



Table 2

Attenuated Brucella Mutants

Mutant Host or model showing
Parent strain strain Mutation Gene product, function Attenuation anti-Brucella effect, model Refs.
LPS mutants
BM, BS VTRMI, wboA Glycosyltransferase required BALB/c mice Intraperitoneal challenge of 75
VTRS1 for OPS BALB/c mice with BA,BS,
synthesis BO, BM
BM VTRM1 wboA Glycosyltransferase required ~ Goats Abortion, goats 36
required for OPS
synthesis
BA2308 RA1 wboA Glycosyltransferase required  Mice 128
required for OPS
synthesis
BM 16M B3B2 Perosamine synthetase, Mice, not bovine 129
OPS macrophages
synthesis
BA2308 CA180, Various OPS synthesis BALB/c mice 130
CA353, Ips
CA533, operon
CA613
BA2308 B2211 pgm Phophoglucomutase, LPS Mice, HeLa cells 131
and other glucose polymer
synthesis
Auxotrophic mutants
BM16M WR201 purEK Purine synthesis Human monocyte-derived Intranasal challenge of BALB/c 101,102
macrophages; cleared mice with 16M
from mice 8 wk
BS aroC Aromatic compounds Murine macrophages, mice 132



VirB mutants

BA virB4 Type IV secretion Murine macrophages, mice 133
system
BS1330 virB Type IV secretion THP1 cells, human 134
system monocytes, mice
BA2308 virB Type IV secretion HeLa cells, mice 135
system
BA dnakK Stress protein Murine macrophages, mice 136,137
Other mutants
BA2308 KL7 bacA Cytoplasmic membrane Murine macrophages, mice 138
transport protein
BA2308 BvI129 cgs Cyclic B(1-2) glucan HeLa cells, mice 139
synthesis
BA19 BAI129 cgs Cyclic B(1-2) glucan HeLa cells, mice Intraperitoneal challenge of 140
synthesis BALB/c mice with BA
BA2308 bvr 2-component regulatory Macrophages, HeLa cells, 141
system mice
BA2308 Hfq3 hfq HF-I, stationary phase stress Murine resident peritoneal 142
resistance macrophages; BALB/c
mice
BA hemH Ferrochetalase J774 cells, mice 143
BA2308 PHE1 cycL, htrA  Cytochrome C maturation Murine macrophages, 35,37,
(CycL), stress protein bovine neutrophils and 144,145
(HtrA) macrophages, cattle;
minimally attenuated in
mice, goats
BM16M RWP5 cycL, htrA  Cytochrome C maturation Goats, minimal in mice Abortion (goats), not colonization 34,146
(CycL), stress protein
(HtrA)
BA BA25 omp25 Omp25 Bovine macrophages, 147
trophoblasts, pregnant
cows

Abbreviations: BM, B. melitensis; BS, B. suis; BA, B. abortus.
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6. SUMMARY AND OUTLOOK

Brucellae are highly infectious, incapacitating, but rarely lethal bioterror and
biowarfare threat agents that have the potential to cause severe economic loss and
interfere with civilian or military activities. The requirement for prolonged antibiotic
treatment of patients with brucellosis and the known availability of antibiotic-resistant
strains suggests that development of prophylactic countermeasures, including vaccines,
is appropriate, particularly for individuals at high risk of attack. Human vaccine devel-
opment is hampered by the lack of animal models that use routes of vaccination and
challenge applicable to biodefense. The explosion in knowledge that will occur as a
result of complete genome sequencing should greatly enhance understanding of patho-
genetic mechanisms in brucellosis. It will also provide targets for deletion of genes for
construction of live-attenuated mutant vaccines and proteins for use in subunit vac-
cines. In addition, more complete understanding of the role of antibody and various
facets of cellular immunity in protection against challenge infection should assist in
vaccine development. Better understanding of the complex interactions between Bru-
cella and host immune systems should also enable development of novel vaccine strat-
egies, including DNA vaccines or adjuvanted subunit vaccines. It is likely that any
successful vaccine strategy will elicit anti-OPS antibody as well as cellular immune
responses against protein antigens. Development of improved animal models and reli-
able in vitro correlates of protective immunity and early use of volunteers to examine
safety and immunogenicity of vaccine candidates will be crucial for creation of effec-
tive vaccines to counter this threat. Other countermeasures will also need to be pre-
pared. Specifically, more antimicrobial agents should be tested for activity against the
organism and verified in animal models and clinical trials. Imnmunomodulators should
also be studied more fully for their ability to delay onset or reduce severity of disease in
exposed people. With a multifaceted approach, the risk of loss from a biological attack
with Brucella should be mitigated substantially.
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Pathogenesis of and Immunity to Coxiella burnetii

David M. Waag and Herbert A. Thompson

1. INTRODUCTION

Q fever was discovered in both Australia and in the United States prior to the out-
break of World War II. In Australia, the disease was common in abattoir workers and
farm workers (/) and persists today as an occupational problem (2). The first described
case in the United States was a lab infection caused by the “Nine Mile” agent (3). This
zoonotic disease is nearly worldwide in distribution. The etiological agent Coxiella
burnetii has a surprisingly broad host range. Humans usually contract the disease by
the inhalation of barnyard dust contaminated by dried ruminant parturition products or
urine. Transmission can also occur by the ingestion of unpasteurized milk or cheese.
The medical and veterinary concern for Q fever emanates from two syndromes. First,
acute disease often presents with signs that overlap those seen in atypical pneumonia
and, therefore, must be considered in the differential diagnosis when a history of ani-
mal contact can concomitantly be established with those signs. Second, some forms of
the chronic disease are among the most difficult to treat of all human infectious dis-
eases and, therefore, become life-threatening.

Because of its high infectivity and great external stability, the Q fever organism
must be considered high on the probability list of potential terrorist agents. Here, we
discuss the disease and the etiological agent and try to present information that is nec-
essary when considering defensive strategies to counter its use as a bioweapon.

2. BACKGROUND
2.1. Discovery

In 1933, a fever of unknown origin was first observed in abattoir workers in
Queensland, Australia. The disease was observed periodically for the next 2 yr and Dr.
Edward Derrick, the Director of Health and Medical Services for Queensland, was sent
to investigate the outbreak and determine the cause. Patients presented with fever, head-
ache, and malaise. Serological tests for a wide variety of possible etiologic agents were
negative (/). Because the disease was thought to be previously undescribed, it was
given the name Q fever (for Query). Blood and urine from patients elicited a febrile
response after injection into guinea pigs, and the infection could be passed to succes-
sive animals. However, despite repeated attempts, no isolate could be obtained after
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culture on bacteriological media. Derrick, therefore, surmized that the etiological agent
was a virus.

At that time, half a world away in Montana, ticks were being collected as part of an
ongoing investigation into Rocky Mountain Spotted Fever at the Rocky Mountain
Laboratory (RML). Dr. Gordon Davis placed ticks collected from the Nine Mile Creek
area onto guinea pigs, one of which became febrile. The infection could be passed to
successive guinea pigs through injection of blood (4). However, the disease picture
observed in guinea pigs with this fever entity differed from that seen with classical
spotted fever. In 1936, Dr. Herald Cox joined Davis at RML and identified rickettsia-
like microorganisms in inflammatory cells from infected guinea pigs (5). In 1938, Cox
was able to cultivate C. burnetii in large numbers in yolk sacs of fertilized hen eggs (6).
Although an infectious microorganism was isolated, the disease that it caused was
unknown.

So, in the United States, an infectious microorganism was isolated that caused no
known disease, whereas in Australia, a disease was described of unknown etiology. In
1936, Derrick sent infected guinea pig tissues to Dr. Frank Macfarlane Burnet for
assistance in determining the cause of Q fever. Burnet, although not able to culture the
microorganism, was able to describe rickettsia-like bodies in the spleens of infected
mice (7). In 1938, a researcher was infected at RML while working with the Nine Mile
isolate, and guinea pigs could be infected by injection of a sample of the patient’s
blood. Also in 1938, Burnet sent samples from infected mouse spleens to Dr. Rolla
Dyer, who was Director of the National Institutes of Health. Dyer was able to confirm
that the agent causing Q fever and the Nine Mile isolate were the same by demonstrat-
ing that guinea pigs previously challenged with the Nine Mile isolate were resistant to
challenge with the Q fever agent (3). The conclusion could also be made that Q fever
was transmitted by ticks. This new disease was caused by a rickettsial organism that
passed through filters, similar to a virus particle. Although initially named Rickettsia
diaporica (8) and Rickettsia burnetii (9), the microorganism was given the name Cox-
iella burnetii in 1948 in a fitting tribute to Cox and Burnet (/0).

Subsequently, Q fever disease investigations soon established its aerosol spread, its
prevalence in slaughterhouses, and the hazards of laboratory work with the organism
(11—13). The successful culturing of the Q fever organism in embryos proved to be a
very fortuitous breakthrough for advances in Q fever research, as well as for other
rickettsias (/4).

2.2. Growth and Culture

C. burnetii is obligately intracellular and replicates only within the phagolysosomal
vacuoles of animal cells, primarily macrophages. It cannot be grown on axenic medi-
ums of any kind. During natural infections, the organism grows to high quantities in
placental tissues of goats, sheep, and possibly cows (15,16). Routine culture of most of
the strains is accomplished in chicken embryo yolk sacs and in cell cultures (/7). It is
also recovered in large numbers from spleens of experimentally infected mice and
guinea pigs (/7). Regardless of the choice of experimental host, the organism is a slow
grower, rarely growing at a generation time shorter than 8 h (/8). Reliable culture from
clinical and environmental specimens is difficult, even for experienced laboratories.
The standard (and most trusted) method of culturing from either clinical or environ-
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mental samples is sequential mouse passages that require weeks of time to accomplish
(17). Although less reliable, a tissue-culture shell vial technique may be used in cultur-
ing the organism from clinical samples and can be accomplished in 7-10 d (/9). This
shell vial method grew organisms from 17% of confirmed acute infections (specimens
obtained before therapy) and from 53% of chronic infections (20).

2.3. Bacteriology and the Developmental Cycle

The organism usually grows as a small coccobacillus, approx 0.8—1.0 um in length
by 0.3-0.5 um in width, and may occur either singly or in short chains. Although their
gram stain reaction is variable, they possess an envelope structure similar to Gram-
negative bacteria, including the presence of a lipopolysaccharide (LPS; refs. 2/ and
22). The LPS has not been fully characterized but plays a definite role in virulence and
appears to be physically responsible for the well-known antigenic phase variation seen
in this organism (23,24). Although of average complexity, the LPS does contain some
rare (methylated and branched) sugars and amino sugars (2/,25,26). Coxiella also
possesses a gene that complements regulation of capsule production in Escherichia coli
(27). This suggests that the organism may possess the ability to form capsules under
some circumstances.

The most important biological feature of the organism is the existence of small,
compacted cell types within mature populations growing in animal hosts (28). These
forms, called small-cell variants (SCVs) are absolutely distinct from the large-cell vari-
ants (LCVs) in the population. The latter are probably the metabolizing stage in what is
obviously a developmental life cycle in this organism. The SCVs possess an apparently
condensed nucleoid that gives them a distinct “bull’s eye” appearance when viewed in
thin-section electron microscopy (29). It is now generally agreed that this small form is
a stage of a developmental cycle and not a stage within a standard microbial growth
curve (29,30). However, it appears to not be a classical spore. The SCV stage has been
shown to contain a histone 1 protein homolog called Hql (37) that is very much like
that discovered in Chlamydia elementary bodies (32). Hql from C. burnetii has an
isoelectric point of 13.1, contains 29% lysine, and is not found in LCVs. The C. burnetii
SCV also contains a small basic protein, SCV protein A (ScvA), which is also unique
to that stage. ScvA is only 30 amino acids long and contains 23% arginine, 23%
glutamine, and 13% proline (33). Other proteins presently under study are predominant
or unique to the LCV stage of the organism (29). These include the protein synthesis
factors EF-Tu and EF-Ts and the surface protein OMP P1 (34,35). Thus, it is important
to stress that the SCV and LCV forms are antigenically distinct in addition to being
metabolically and structurally distinct. It is suspected that the SCV accounts for the
organism’s high infectivity as well as its capability to survive relatively extreme envi-
ronmental conditions. Moreover, the SCV structure, which in appearance resembles a
Chlamydial elementary body, is likely responsible for C. burnetii’s rather unique
chemical resistance spectrum as well as its resistance to dessication, heat, sonication,
and pressure (29). We do not yet understand the full developmental cycle and the sig-
nals (if any) necessary to bring about small cell formation. There are some other stages
or structural forms that may participate, such as the “small dense cell” (28,29) and the
“spore-like particle” (28,36); however, these are not yet defined, and until the spore-
like particle can be isolated in pure form and then shown to germinate into a reproduc-
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tive vegetative form, its role remains speculative. Nevertheless, the presence of signifi-
cant numbers of SCVs within the late stages of infection is of importance to consider-
ations of vaccine development and of organism detection by non-DNA methods (e.g.,
via surface antigens and structures). Certainly, the SCV surface differs considerably
from that of the large metabolizing “vegetative” (LCV) form. Antibodies have been
used to distinguish the two forms (34,35).

2.4. Physical and Chemical Resistance

The SCV (and perhaps other stages) of the developmental cycle (above) is also
believed to explain the unusual resistance characteristics of the Q fever organism, as
well as its long-term durability within a number of different environments. In a study
designed to determine Coxiella’ s chemical resistance properties, it was found that 10%
household bleach (equivalent to a 0.5% concentration of the active ingredient hypochlo-
rous acid) did not result in complete eradication all of 10® organisms during a 30-min
exposure time (37). Likewise, exposure of organisms for 30 min to 5% Lysol, 2%
Roccal, or 5% formalin did not result in complete eradication (37). Another early re-
port found that 1.0% formalin for 24 h would not kill all Coxiellae (38). Coxiella or-
ganisms are also more thermoduric than most mesophiles (39). The stability of C.
burnetii when in milk is remarkable because there is no decay of infectivity noted after
weeks of storage at refrigerated temperature. The resistance of Coxiella to pressure and
to osmotic lysis is also well-known. When breaking purified cells to obtain cytoplas-
mic extracts, we found that 10,000—12,000 psi was necessary, and even at this level,
numerous unbroken particles remained (40). It is now known that the resistant forms
are represented by the SCV (29,30). The use of osmotic lysis is a practical means of
obtaining the SCV portion of the population, as the LCVs lyse on abrupt decreases in
ionic strength (29,30).

2.5. Metabolism

Coxiella’s metabolism is acidophilic, presumably because most of its transport
mechanisms required for import of required nutrient substrates from the vacuole envi-
ronment will function in a pH range from 3.0 to 5.0. Purified organisms incubated
without any host fractions or cells, at neutral or near neutral pH, will not transport or
metabolize either glucose or glutamate, but it will readily do so at pH 4.5. This pH-
dependent activity, termed “acid activation”of metabolism, was discovered by
Hackstadt and Williams (4/). Transport or incorporation of several other substrates has
been documented, including amino acids and nucleosides (see ref. /8), almost all of
which required mild acid conditions. However, acid activation under numerous sub-
strate conditions has not resulted in axenic growth, although considerable protein syn-
thesis does occur during incubation in the presence of all 20 amino acids. This host-free
accumulation of biomass by Coxiella organisms during acid activation is accompanied
by DNA synthesis (42).

3. DISEASE

3.1. Transmission and Occurrence

Q fever, caused by the intracellular bacterium, C. burnetii, is generally an acute
and self-limited febrile illness that rarely causes a chronic debilitating disease. The
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case—fatality ratio is estimated to be less than 1% (/). Q fever is a zoonotic disease that
occurs worldwide. Although domestic ungulates, including cattle, sheep, and goats,
usually acquire and transmit C. burnetii, domestic pets can also be a source of human
infection (43—47). Heavy concentrations of this organism are secreted in milk, urine,
feces, and especially in parturient products of infected pregnant animals (48). Infection
is most commonly acquired by breathing infectious aerosols (49-517). Less-frequent
portals of entry include ingestion of infected milk (52) and parenteral acquisition caused
by the bite of an infected tick (4,51). The infectious dose for humans is estimated to be
10 microorganisms or less (53). The route of infection may influence clinical presenta-
tion of the disease (53a). In Europe, in regions where ingestion of raw milk is the more
common transmission mode, acute Q fever is found mostly as a granulomatous hepati-
tis (54). However, in Nova Scotia, where infection is predominantly by the aerosol
route, Q fever pneumonia is more common (55). Although C. burnetii strains display
genetic heterogeneity by restriction fragment polymorphism analysis (56), there may
not be a strong association between genetic structure or plasmid type, and the disease
type (chronic or acute) as was previously suggested (57). Therefore, host-specific fac-
tors are thought to be more important in influencing the clinical form of Q fever (5§).

3.2. Disease Manifestations, Signs, and Symptoms

Human C. burnetii infections without overt clinical signs are common, especially
among high-risk groups such as veterinary and abattoir workers, other livestock han-
dlers, and laboratory workers (59-62). Although clinical disease is infrequent, the vast
majority of human cases are acute Q fever. The incubation period lasts from a few days
to several weeks and the severity of infection varies in proportion to the dose (63,64).
Although no clinical feature is pathognomonic for Q fever, certain signs and symptoms
tend to be prevalent in acute Q fever cases. Fever, headache (frontal or retroorbital),
and chills are most commonly seen. The temperature generally peaks at 40°C and, in
the majority of patients, the usual duration of fever is approx 13 d (65). Fatigue and
sweats are also frequently found (66). Other symptoms reported in cases of acute Q
fever include cough, nausea, vomiting, myalgia, arthralgia, chest pain, hepatitis, and
occasionally, splenomegaly and meningoencephalitis (66,67). The white blood cell
count in acute Q fever is usually normal, but thrombocytopenia or mild anemia may be
present (68). The erythrocyte sedimentation rate is frequently elevated (69).

A common clinical manifestation of Q fever is pneumonia (70). Atypical pneumonia
is most frequent, and asymptomatic patients can also exhibit radiologic changes (71).
These changes are usually nonspecific and, in Canadian studies, included rounded
opacities and hilar adenopathy (44). Although predominantly homogenous infiltrates
were observed in a reported outbreak in England (71 ), lobar consolidation was observed
in cases in Crete (72). Q fever may also manifest a syndrome resembling acute granu-
lomatous hepatitis with elevations of the asparate transaminase and/or alanine tran-
saminase (66). Elevations in levels of alkaline phosphatase and total bilirubin are seen
less commonly.

Chronic infection is rare but, unlike the acute disease, is often fatal. Chronic Q fever
occurs almost exclusively in patients with prior coronary disease or in patients
immunocompromised because of disease, such as AIDS, or therapy, such as immu-
nosuppressive cancer therapy or antirejection therapy after organ transplant (73,74).
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Endocarditis is the main clinical manifestation of chronic Q fever, although other syn-
dromes, such as chronic hepatitis (75) and infection of surgical lesions (76), have been
observed. Endocarditis usually affects the aortic and mitral valves (77). In some indi-
viduals, the host immune system might not be sufficient to eradicate the microorgan-
ism and persistent infection results. Granulomas are not observed in cases of chronic Q
fever hepatitis (78). This finding is likely the result of the lack of a T-cell response in
chronic Q fever patients (79). Immunosuppression of host cellular immune responses
is caused by a cell associated immunosuppressive complex (ISC) (80). Although the
chemical nature of this cellular component is not defined, it can be dissociated by ex-
traction using chloroform:methanol. The resultant chloroform methanol residue (CMR)
is not immunosuppressive after injection into the host, unlike C. burnetii phase I whole
cells (87). The mechanism of action of the ISC may involve stimulation of the produc-
tion of prostaglandin E2 (82). The stimulation of high levels of tumor necrosis factor,
although possibly upregulating adhesion receptors on monocytes and macrophages may
also have deleterious effects on the host (83,84). In addition, an increase in interleukin-
10 secretion is found in patients with chronic Q fever (85). Suppression of host immu-
nity may allow persistence of the microorganism in host cells during the development
of chronic Q fever. Other pathological effects of chronic Q fever include the presence
of circulating immune complexes, resulting in glomerulonephritis (86).

Growth in the harsh phagolysosomal environment necessitates that this microorgan-
ism has coping strategies. This mechanism, although undefined, may involve the pro-
duction of oxygen scavengers (87). Stimulation of macrophage antimicrobial
mechanisms by T-cell interferon (IFN)-y production leads to control of infection
(88,89). Passive transfer of antibodies did not control infection (90). Therefore, control
of infection is dependent on cell-mediated immunity (9/).

4. DEFENSIVE STRATEGIES
4.1. Vaccines

An efficacious Q fever vaccine was developed in 1948, 12 yr after discovery of the
etiologic agent. This preparation, consisting of formalin-killed and ether-extracted
C. burnetii containing 10% yolk sac, was effective in protecting human volunteers
from aerosol challenge (92). In the early studies, the antigenic nature of the vaccine
was not known. Stoker and Fiset discovered that C. burnetii displays LPS variations
similar to the smooth-rough LPS variation in E. coli (23). As bacterial isolates were
passed in yolk sacs or other nonimmunocompetent hosts, the phase I (smooth) LPS
character of the bacterial population gradually changed to the phase II (rough) form.
Vaccines prepared from phase I microorganisms were found to be 100—300 times more
potent than phase II vaccines (93) and form the basis for most current Q fever vaccines.
Purification methods were improved over the years to separate bacterial cells from egg
proteins and lipids. Vaccine efficacy of these more highly purified preparations was
shown in human volunteers (94). However, the use of this and other early phase I
cellular vaccines was frequently accompanied by adverse reactions, including indura-
tion at the vaccination site or the formation of sterile abscesses or granulomas (95,96 ).
In addition, administration of cellular vaccine to persons previously infected could
result in severe local reactions (96). Approximately 3.6% of persons vaccinated for the
9th and 10th time developed severe persistent reactions (97). In 1962, Lackman pub-
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lished a study that correlated a positive skin test with preexisting immunity to Q fever
(98). When skin-test-positive individuals were excluded from vaccination, the inci-
dence of adverse reactions after vaccination decreased dramatically. Currently, poten-
tial for adverse vaccination reactions is usually assessed by skin testing, although some
laboratories also measure the level of specific antibodies against C. burnetii (99). Only
individuals testing negative by either method are vaccinated. Evidence suggests that
cellular C. burnetii vaccines are safe and efficacious if the recipients are not immune
because of prior C. burnetii infection.

Attempts to maintain vaccine efficacy while decreasing potential for adverse reac-
tions led to testing of cell extracts as vaccines. Phase I C. burnetii whole cells were
extracted with dimethyl sulfoxide (/00), dimethylacetamide (/00), and trichloroacetic
acid (/01). Although these extracted cellular antigens were less reactive than intact
microorganisms after injection, they were also less efficacious as vaccines. For the
most part, attenuated Q fever vaccines are not used. However, a phase II attenuated
strain, designated M-44, was developed in the former Soviet Union (/02). This vac-
cine, used since 1960, was shown to cause myocarditis, hepatitis, liver necrosis, granu-
loma formation, and splenitis in guinea pigs (/03). In addition, in human vaccinees,
no antiphase I antibodies were generated and antiphase II levels were variable and at
low titer.

Prescreening of potential vaccinees by serology may not eliminate the risk of adverse
vaccination reactions, as specific antibody titers wane after acute infection (/04) and
may not accurately reflect the immune status of the individual. In addition, skin tests
are time consuming, costly, and may be incorrectly applied or misinterpreted. There-
fore, efforts are underway to develop safer Q fever vaccines that will pose a lesser
risk if given to someone with preexisting immunity. Such a vaccine could eliminate
the requirement for prevaccination screening of potential vaccinees, yet retain vaccine
efficacy. Another benefit of such vaccines would be a single visit to a healthcare practi-
tioner for a vaccination. Vaccination would be cheaper and simpler.

With such objectives in mind, a CMR Q fever vaccine was developed at the RML in
the late 1970s. Initial testing showed that CMR did not cause adverse reactions in mice
at doses several times larger than doses of phase I cellular vaccine that caused severe
adverse reactions (8/). Studies have established the efficacy of C. burnetii phase 1
CMR vaccine after injection into laboratory rodents challenged by the intraperitoneal
or aerosol routes (/05,/06). CMR vaccine has also been shown to reduce the shedding
of C. burnetii when used to vaccinate sheep (/07).

The most thoroughly tested Q fever vaccine in use today is Q-Vax. This is a formalin-
killed, Henzerling strain phase I cellular vaccine produced and licensed for use in Austra-
lia (99). This vaccine has been very effective in preventing clinical Q fever in
occupationally at-risk individuals. When a single subcutaneous dose (30 pg) of this
vaccine was given to over 2000 abattoir workers screened for prior immunity, the pro-
tective efficacy was 100% (99). The duration of protection was more than 5 yr. A
comparative study in cynomolgus monkeys demonstrated that Q-Vax and CMR vac-
cines were equally efficacious and immunogenic after aerosol challenge (/08). Effica-
cious Q fever vaccines would be of benefit to those occupationally at risk for Q fever,
those residing in areas endemic for Q fever, and soldiers or civilians who may be ex-
posed as the result of a bioterrorist or biowarfare attack.
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4.2. Diagnostics
4.2.1. Serum-Based

Diagnosis of Q fever based on clinical signs and symptoms is difficult because the
illness has no unique, characteristic features that distinguish it from other febrile ill-
nesses, such as influenza and pneumonia caused by mycoplasma or chlamydia infection.
Because of the nonspecific clinical presentation of acute Q fever, human C. burnetii
infections are often mistaken for viral illnesses (62). Because cultivating C. burnetii or
working with the native microorganism can be hazardous to laboratory personnel, the
diagnosis of Q fever is usually based on serological testing. Although specific cellular
immune responses may be suppressed in cases of acute Q fever, humoral immune re-
sponses appear to continue unabated during infection (/09,1/10). Because of the rela-
tive ease of assaying serum samples for antibodies, serological profiles of patients with
Q fever have been established (/04,110). Thus, clinicians frequently encounter situa-
tions where a presumptive diagnosis of acute Q fever, based on nonspecific signs, a
history of animal exposure, and serology (if available), is considered likely enough to
warrant treatment.

The two antigenic forms of C. burnetii that are important for serologic diagnosis of
Q fever are the phase I (e.g., virulent microorganism with smooth LPS [S-LPS]) and
phase II (e.g., avirulent microorganism with rough LPS [R-LPS]) whole-cell antigens
(111,112). Infection of humans produces characteristic serologic profiles by various
antibody tests. Whereas the complement fixation assay (CFA) is generally regarded as
the most specific serological assay for Q fever, the indirect fluorescent antibody assay
(IFA), the microagglutination assay, and the enzyme immunoassay (EIA) can provide
positive results earlier in the course of an infection (//3). Recent results showed good
correlation between the IFA and EIA when testing sera from acute Q fever patients and
patients diagnosed with other bacterial diseases (//4). Determination of antibodies
against phase I and phase II C. burnetii may help distinguish between acute and chronic
Q fever (110).

The primary tests used today for the serodiagnosis of Q fever are the IFA and EIA.
In the IFA, patient sera are serially diluted in microtiter plate wells and then transferred
to microscope slides whose Teflon-templated wells are previously coated with the rel-
evant diagnostic antigen. A secondary antibody which recognizes human immunoglo-
bulin and is covalently attached to a fluorescent molecule is added to the wells. Antigens
are observed under an epifluorescence microscope. The well containing the highest
dilution of patient serum showing specific, bright green fluorescence on at least some
of the organisms in the field is the diagnostic end point. The reciprocal of the corre-
sponding serum dilution is the end point titer. The dilution after the end point will
typically show all organisms as dull gray ovoids. Both phase I and phase II antigens, in
crude yolk sac form and dotted separately onto the slides, are used. The IFA is gener-
ally used when equipment or space are limited or when small numbers of samples are
tested. The IFA is not considered the optimal test for epidemiologic surveys of Q fever
because the antibodies decay rapidly, the slides require some experience to read cor-
rectly, and it is not easily adapted for testing large numbers of specimens (/15). The
IFA has been shown to be sensitive when used to test patient sera 3 and 4 wk after the
onset of acute Q fever (50 and 70%, respectively) (/16). The specific IgM titer to phase
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II antigens can be detected 7 d after infection (//0,112) but may be found for less than
17wk (112,117). The use of crude suspensions or homogenates of phase I and II organ-
isms, unpurified from their yolk sac growth medium, routinely function very well in
this test. This is a large advantage, in that such preparations are often more available
commercially or are readily attainable from research labs.

In the EIA, patient sera are serially diluted in the wells of a microtiter plate coated
with diagnostic antigen. An antibody conjugate, composed of antibody that recognizes
human immunoglobulin coupled to an enzyme (horseradish peroxidase or alkaline
phosphatase), is added. After the enzyme substrate is added, a colormetric change in
the wells resulting from the interaction of enzyme and substrate indicates the relative
amount of patient immunoglobulin reacting with diagnostic antigen and is measured
spectrophotometrically. The well containing the highest dilution of serum for which
the optical density exceeds a previously determined level corresponds to the end-
point. The reciprocal of that dilution is the end point titer. An EIA for the detection
of C. burnetii-specific IgM was first described by Field and Hunt (//8) for the detec-
tion of Q fever in abattoir workers. The EIA is highly sensitive, easy to perform, has
great potential adaptability for automation, can be applied in epidemiologic surveys
(115,118,119), and has been shown to be of value for the diagnosis of acute and chronic
Q fever (1/20). A disadvantage is the requirement for a more highly purified cellular
antigen for EIA, in contrast to IFA. Such purified antigens are not usually commercially
available.

We validated an EIA for the serodiagnosis of acute Q fever using 152 serum samples
from human volunteers with no evidence of previous Q fever to establish diagnostic titers
(104). These samples were used to determine diagnostic titers corresponding to a false-
positive rate of 1%. Fifty-one serum samples from patients with acute Q fever with known
times since the onset of disease were then used to evaluate the sensitivity of the assay.
Our objective in validating this serological assay was to determine diagnostic titers to
specific phase I and II antigens that maximized both sensitivity and specificity.

A fourfold rise in titer between acute and convalescent sera is an accepted practice
to support a clinical diagnosis. However, sera may not be acquired during acute disease
and a single sample drawn at some point after disease onset is frequently the only
sample available on which to confirm a clinical diagnosis. Furthermore, if the initial
serum sample was collected in early convalescence, a fourfold rise in titer may not
occur (/14). In either event, diagnostic titers must be established that could support a
clinical diagnosis of Q fever using a single serum sample. Therefore, we wanted to
establish diagnostic titers based on statistical analysis of the differences between titers
observed in patients with clinically confirmed acute Q fever and those with no history
of prior C. burnetii infection.

Minimum diagnostic antiphase II IgM and IgG titers of 512 and 1024 and antiphase
I IgM and IgG titers of 128 and 64, respectively, were determined. Because of differ-
ences in equipment, personnel, and methods, minimum diagnostic EIA titers in other
laboratories will be different. We have also noted that patients with a clinical diagnosis
of Q fever also have two or more positive tests.

When sera from patients with acute Q fever was tested, IgM and IgG responses to
phase Il microorganisms were sensitive (84 and 80%, respectively) and specific (>99%)
using titrations of early (19-30 d after disease onset) convalescent-phase sera. Fifty-
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seven and 58% of intermediate (6775 d after disease onset) and late convalescent
(98-107 d after disease onset) sera, respectively, had positive IgM antiphase II antibody.
In contrast, sensitivities of the IgG and IgM responses to phase I C. burnetii were highest
when the late and intermediate sera, respectively, were tested. All patient sera col-
lected 5.5 yr after disease onset had positive IgG response against phase I and II diag-
nostic antigen. Determination of a significant antibody response to phase I C. burnetii
could help clinicians distinguish the acute from the chronic forms of the disease (//0).
Including phase I antigen in a test battery for acute Q fever may also help determine
whether the infection is recent. Because a higher proportion of early convalescent-
phase sera had titers for phase II than phase I microorganisms in this study, the pres-
ence of antibody to phase Il C. burnetii and the absence of antibody (IgG) to phase I C.
burnetii supports a diagnosis of acute Q fever infection occurring within the preceding
6 mo. Whereas the IgM antiphase I response measured by EIA persists for up to 35 wk
(Waag, unpublished data), the duration of the antiphase I IgG response after infection
is unknown. The persistence of a late [gM response has also been noted using comple-
ment fixation and IFA (/12). Therefore, a positive IgM titer may not necessarily indi-
cate a current case of Q fever.

Acute Q fever may be distinguished from chronic Q fever serologically. In sera from
patients with acute Q fever, the magnitude of antiphase II titers exceeds those of
antiphase I titers (//0). However, in chronic Q fever patients, the antiphase I titers
exceed those to phase II C. burnetii. Elevated serum IgA titers to C. burnetii antigens
are rare, but specific phase II and I IgA titers may be observed as the illness progresses
from the acute to the chronic stage (110).

In a study to evaluate the specificity of the EIA as compared with the IFA test and to
assess the use of EIA as an alternative diagnostic test for Q fever in humans, 95 acute
and convalescent serum samples from patients diagnosed with Q fever, rickettsial
infections, or Legionnaires’ disease and with a fourfold rise in IFA titer were tested
blindly using an EIA (//4). Results showed that the agreement between the EIA and
IFA test for the diagnosis of Q fever was excellent. However, the specificity of the EIA
was markedly improved by using the phase I whole cell as an additional diagnostic
antigen. Prior studies suggested that the EIA was more sensitive than the IFA in detect-
ing specific antibodies to C. burnetii (120,122). The study (/14) concluded that because
of its many advantages such as high sensitivity, convenient technical features, and
potential for automation, the EIA may be efficiently used as an alternative to the IFA
test for the diagnosis of C. burnetii infection in humans.

4.2.2. Basic and Applied Genomics

C. burnetii was recently removed from the Rickettsial family and transferred to the
gammaproteobacteria, order Legionellales, family Coxiellaceae, genus Coxiella (/23).
The phylogenetic similarity between this organism and Legionella species was estab-
lished in part through rRNA sequence comparisons (/24). The rDNA exists in a single
copy (125). There is general similarity between Coxiella and Legionella and
Franciscella at the DNA level. Coxiella DNA has a relatively high G + C content,
42-43 mol% (126). The genome has been sequenced by The Institute for Genomic
Research (TIGR) (/27). The Nine Mile strain in phase I was sequenced and contained
1911 Kbp, which places its size well above the genome sizes of the rickettsias,
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chlamydias, mycoplasmas, and leptospiras (/27). Prior to this work by TIGR, a Ger-
man group formed the physical map of the genome (/28). They reported that the Nine
Mile genome was larger, at more than 2103 Kbp, and found that the genome sizes of
several other Coxiella isolates vary considerably. Another independent group has dis-
covered that the genomes of two Nine Mile phase I strain descendants have undergone
spontaneous chromosomal deletions (/29). The Nine Mile phase II strain, which has a
severely truncated LPS, has deleted approx 27 kb of DNA, in a region spanning O-
antigen synthesis genes and other LPS biosynthesis functions (/29). This strain arose
by sequential passages in embryonated eggs, and is avirulent in humans and animals.
Another isolate, termed RSA 514 “Crazy,” was isolated from a pregnant guinea pig
several months after being innoculated with the Nine Mile phase I strain. “Crazy” has
undergone a deletion in the same region as phase II, but surprisingly its DNA deletion is
larger (129). The “Crazy” LPS length is intermediate between phase I and II, and its
virulence characteristics are also intermediate (24). The mechanism of deletion of these
DNA regions remains speculative; however, crossovers between reiterated regions has
been a suggested route (129).

A large number of isolates and strains of C. burnetii are available but remain largely
uncharacterized. Little is known about their comparative pathogenicities because only
a few careful studies have been done (24,26). These have been shown to sort into three
or four different plasmid types (see below) and into three or more LPS types (24,26).
For purposes of categorization, typing, and epidemiology, the DNA regions encoding
plasmid and lipopolysaccharide functions are obvious sequences to exploit.

Previously, an autonomous replication sequence, ars, which could be the chromo-
somal origin of replication, was isolated using origin search and rescue techniques in
E. coli strains (130). This ars region was found to contain at least two perfect DnaA
protein boxes, which are sites for the binding of DnaA protein to initiate DNA replica-
tion. E. coli plasmids recombined with this ars region can be used to genetically trans-
form Coxiella by homologous recombination events following electroporation of the
shuttle plasmids (/37). It is not known whether the organism possesses any natural
recombination mechanisms such as transformation or conjugation (but see plasmids,
below). Illegitimate recombination, less than ideal selection mechanisms, and the lack
of an efficient plating or plaquing system for screening large numbers of potential
transformants make targeted genetic manipulations difficult in this organism (/32).

The C. burnetii prototype strain Nine Mile contains a resident plasmid QpH1 that
remains cryptic (function unknown) (/33). QpH1 contains 37329 bp and a G + C con-
tent of 39.3 mol % (134). The resident plasmid structure and size varies from biotype to
biotype (57,135). At least five different plasmid types have been identified to date
(135). These appear to differ in the arrangement of genes and in surface proteins, which
they encode, and also differ in size, varying from 34 to more than 50 kb (/35). The
QpRS plasmid, which was obtained from the Priscilla (goat abortion) strain, contains
39,280 bp and has a G + C content of 39.7% (136). Two other plasmid types, named
QpDG, from the Dugway rodent strain (/37), and QpDV, from strain R1140 (/35),
have been identified. In addition, in the Scurry strain of C. burnetii, all of the plasmid
sequence present has been integrated into the chromosome (/37). Later sequencing
work showed that the Scurry chromosome contains only 17,965 bp of sequence
homologous to QpH1; this represents a conservation of only six open reading frames
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(ORFs) (138). Apparently the remainder of the plasmid sequences found in QpHI1,
QpRS, and the others, and not found in the chromosome-integrated element, is neces-
sary for the autonomous plasmid replication (/35). The plasmid QpH1 contains ORFs
that possess similarities, at the amino acid level, with proteins known to have DNA
replication roles (/34). ORFs believed to correspond to (a) a replication protein from
Pseudomonas putida; (b) DNA helicase 1 from E. coli; (c) the stability of plasmid
(SopA) from E. coli; and (d) replication protein B (Rep B) from Agrobacterium sp,
were identified (/34). The plasmid contains elements that can functionally comple-
ment conjugative plasmid instability in E. coli, suggesting that the encoded protein(s)
have something to do with segregating two or more copies of plasmids to each daugh-
ter cell during cell division (/39). This protein, termed Q fever organism stability of
plasmid (Qsop), and another described as replication origin associated (Roa307) (/40)
were considered to be involved with plasmid inheritance to daughter Coxiella cells.

The plasmids may serve as a primary method for biotyping (distinguishing) various
members of the genus. Genetic variation within the genus is also evident by the fact
that genome size varies between isolates; much, if not most, of the variation is a result
of chromosomal and not plasmid differences (/28). Furthermore, spontaneous chro-
mosomal deletions are known to occur in at least one strain (e.g., Nine Mile; refs. /29
and /41). Continuous passage in laboratory hosts that do not possess competent immune
systems, such as embyronated egg yolk sacs, may allow Coxiella cells with the deleted
region to accumulate (23,/29). The consequence of the DNA deletion is the loss of O-
antigen genes, which in turn explains antigenic phase variation and a loss of virulence
owing to the truncated LPS (24,129).

4.2.3. Nucleic Acid-Based Detection

Polymerase chain reaction (PCR) methods are specific and sensitive. If “real time”
PCR via 5' exonuclease (hydrolysis probe degradation) methods are used, the lack of
need for gel analysis lowers the labor expense but raises the reagent expense, as fluo-
rescent probes are expensive. The newer instrumentation and reporter methods brings
to life the use of assays handling much larger numbers of samples. Therefore, this
method is seen as a powerful technique for detection of pathogens.

Numerous PCR-based assays employing conventional gel-based systems have been
developed and published for use on the Q pathogen (/42-153). Of these, by far the
most popular and useful have been those that employ the insertion sequence IS1111 as
a target (Trans PCR; refs. 129, 146, 150, 153, and 154). There are at least 19 copies of
this gene, presumably a transposon, in each C. burnetii Nine Mile strain chromosome
(127); no Coxiella isolate tested to date lacks multiple copies of this element. The
original Trans PCR assay, developed by Willems et al. (/46), generates a 687-bp prod-
uct and detects a DNA quantity equivalent to less than one genome (/46). The proto-
col, which in modified form is still in use today by the Centers for Disease Control
and Prevention (CDC) Rickettsiology Unit, calls for denaturation at 94°C, annealing
75-65°C in six consecutive steps of 2°C, followed by extension at 77°C. It is a gel-
based assay. The Trans PCR assay, or slight variations of it, has been used successfully
to detect Coxiella in cow's milk, in organs including placentas, in heart valves, in blood
specimens, in ovine genital swabs, and in fecal samples (/46,/50,/53). For human blood
samples, citrated or ethylenendiaminetetraacidic acid (EDTA) blood is used, and the
leukocyte layer is retained for use in PCR assays (154).
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The superoxide dismutase gene has also been successfully targeted in samples of
barn straw and hay (/55), animal genital swabs and fecal samples, milk (/53), and
heart valves from humans (/45). Other genes or sequences used for PCR identification
have been isocitrate dehydrogenase (/52), rRNA sequences (/48), com 1 outer mem-
brane protein in human serum samples (/57), QpH1-QpRS (/43,155), and the htpAB
(heat shock) genetic locus in paraffin-embedded clinical samples (/49).

4.2.4. Culturing as a Diagnostic Tool

The development of a microculture technique for C. burnetii encouraged the use of
culture to aid in diagnosis and assessment of Q fever (/9,20,156). This method also
aids the isolation of new strains and isolates and could be used to make significant
contributions to the phylogenetic study of the genus. However, it remains a technique
that is time-consuming and subjective in interpretation of positive and negative results.
If fluorescent antibody methods are used to detect the organism, care must be used to
keep red cell and debris, especially hemoglobin, out of the assays (/54). For this rea-
son, it is probably wise to confirm fluorescence as being authentically associated with
intracellular microorganisms, rather than residual specimen background (nonspecific)
fluorescence. This is done by use of a standard stain method such as Stamp’s (/57) or
Gimenez (/58). Alternatively, trypsinization, recovery, and thorough washing of the
cells in the initial shell vial monolayer, followed by replating in a new shell vial and
further culture for a day or two, significantly reduces the troublesome background fluo-
rescence. The infected cells will carry over in the passage and replating, but most of the
original background material adhering to the surface of the monolayer will not (H.A.
Thompson, unpublished). This modification has the additional advantage of extending
the culture time, which appears to be necessary for samples that initially have fewer
than 100—1000 organisms (H.A. Thompson, unpublished). However, this extends to 8—
9 d the amount of time needed to get a culture result and does not eliminate the need for
a second coverslip culture for staining by standard methods for confirmation that
observed fluorescence is correlated with the presence of intracellular vacuoles contain-
ing organisms. Even with these precautions, the method could miss clinical specimens
that contain smaller numbers of viable organisms.

In our limited experience, we have found this technique to be useful in a research
application, but do not recommend it as a sole method on which to base clinical deci-
sions.

4.3. Disinfection

Even before the life cycle incorporating an endospore-like body (28) was elucidated,
the resistance of C. burnetii to environmental degradation was well-known (159-161).
The ability of this microorganism to survive in the environment has resulted in infec-
tions in humans and animals. As this microorganism infects a wide range of hosts
(including domestic ungulates and humans), control measures are exceedingly com-
plex. Previously, it was assumed that methods of chemical disinfection sufficient to
inactivate Bacillus spores would also kill C. burnetii. However, experiments showed
that formaldehyde gas without humidity control was not able to completely sterilize a
large room containing C. burnetii, although Bacillus spores were inactivated (37). To
evaluate the efficacy of chemical disinfectants, C. burnetii was suspended in Lysol,
ethyl alcohol, sodium hypochlorite, formalin, chloroform, Alcide, Enviro-Chem, eth-
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ylene oxide, and Roccal for selected periods of time at room temperature and the mi-
croorganism resuspended in growth medium after separation from the disinfectant so-
lution by centrifugation (37). To determinine the presence of viable C. burnetii, treated
samples were injected into fertilized hen eggs. Yolk sacs were harvested and injected
into mice and the presence of viable microorganisms determined by seroconversion. C.
burnetii was completely inactivated within 30 min by exposure to 70% ethyl alcohol,
5% chloroform, or 5% Enviro-Chem (37). (The latter chemical, a formulation of two
quaternary ammonium compounds, is now known as Micro-Chem Plus and is avail-
able through National Chemical Laboratories, Philadelphia, PA.) Formaldehyde gas
was also an effective sterilizing agent when administered in a humidified (80% relative
humidity) environment. Previous work had shown that 1% aqueous formalin was ef-
fective but only after 72 h of exposure (38). Overnight exposure to 12% ethylene oxide
at 24°C sterilized filters seeded with viable C. burnetii (37). Experiments were con-
ducted with purified C. burnetii. If samples contain additional organic material, disin-
fection is more difficult.

The determination of effective milk pasteurization procedures took into account the
frequent presence of the Q fever organism in cow's milk. A temperature of 143°F
(61.7°C) was required to kill 108 organisms within 1 cc of raw milk in a time period of
20 min (39). Another report was in general agreement, reporting 63°C for 30 min (38).
When experimental or diagnostic circumstances indicate inactivation by heat, we incu-
bate aqueous suspensions of the organism at 80°C for 1 h.

v-irradiation can be an effective method to sterilize biological preparations (/62).
Crucial to the decision of whether samples will be sterilized by y-irradiation without
degradation are considerations of dose, temperature, complexity, and size of the ge-
nome, and nature of the suspending medium. Scott et al. (/63) conducted experiments
to determine the minimun lethal dose of y-irradiation for C. burnetii. Virulent C.
burnetii, either as a 50% yolk sack suspension or purified whole cells, was exposed to
varying doses of y-irradiation. Viability was assessed by amplifying any viable micro-
organisms in chick embro yolk sacs followed by seroconversion after injection into
mice. The amount of y-irradiation required to reduce infectivity by 90% was 8.9 x 10*
rads for the yolk sac suspension and 6.4 x 10 rads for the purified specimen (/63). The
sterilizing dose was calculated to be 6.6 X 103 rads. We use an irradiation dose of 2.1 x
10° rads for sterilizing serum samples.

An important consideration is that useful biological specimens are not degraded after
activation by irradiation. y-irradiation (1 X 10° rads) was shown to have very little
effect on the antibody-binding capacity of C. burnetii antigen, on the antigen-binding
capability of anti-C. burnetii antibody, on the morphological appearance of C. burnetii
by electron microscopy, or on the distribution of a major surface antigen (/63).

5. CONCLUSION

Although many of the disease manifestations of Coxiella infection are mild, it is
obvious that this organism is nonetheless a very definite biothreat when considering
intentional release. It has potential, especially in a cocktail with a Category A agent
such as anthrax, to significantly confuse and complicate the response to an outbreak,
and would undoubtedly heighten terror. Because of its high infectivity and exterior
stability, it would make a logical copartner for a formidable release. Given our present
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population profile in the United States, a significant proportion, perhaps as high as
20%, would probably suffer moderate to severe manifestations 2—4 wk after inhaling
as few as 10 organisms. Its inclusion in a release, as a dehydrated embryonated egg
slurry would not be difficult to attain. Another aspect that must be considered, but for
which no data are present, is the effect of Q fever disease on a concomitant anthrax
infection and intoxication within the same patient. Would underlying Q fever lower the
human LDs, for anthrax? It is not believable that the organism’s effects would be insig-
nificant in such a combination. Because this organism is not hard to grow in embryo-
nated eggs, and in bulk form is stable perhaps indefinitely in ultracold freezers, its
co-use in any intentional aerosol release by organized terrorists should be anticipated.
It is fortunate that Coxiella’s antibiotic susceptibilities are likely to make it treatable
with the same regimen of antimicrobials that are deemed efficacious for anthrax.

What specific measures would succeed in adding to our abilities for managing Q
fever outbreaks, be they intentional or natural? It is clear that we need much better
diagnostics, especially in the DNA-based approaches. The Trans PCR is still done as a
conventional, gel-based assay in most labs. A second area needing exploitation is much
better culture methods for Coxiella, because a means of assessing the presence and
quantity of viable organisms is essential for managing this disease. New methods that
assess for viable cells and process large numbers of samples much more rapidly are
needed. It is likely that a better understanding of the organism’s metabolic pathways,
its recently deleted or decayed genes, and its pathogenic qualities will be forthcoming
from the TIGR genome study (/27). And, in turn, this increased understanding may
lead to breakthroughs in culture, detection, and treatment.
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Glanders
New Insights Into an Old Disease

David M. Waag and David DeShazer

1. BACKGROUND

Glanders is a disease of antiquity, although occasional cases can still be found. This
disease is naturally found in equines, who occasionally transmit the infection to humans
(1). Glanders is one of the oldest diseases ever described. Disease symptoms were
recorded by Hippocrates around the year 425 Bc, and the disease was given the name
“melis” by Aristotle in approx 350 Bc. Glanders is suggested as the cause of the sixth
plague of Egypt, as described in the Bible (2). However, this disease was not studied in
a systematic matter until the early part of the 19th century. Through much of recorded
history, glanders has been a world problem. Because of the serious problem posed by
glanders in the French cavalry horses, the first veterinary school was established by
King Louis XV at Lyons, France, in the mid-1800s. Unfortunately, many early investi-
gators became infected during the course of their studies and died of glanders (3).

Up until the early 20th century, horses and mules were vital means of transportation.
These animals, on occasion, were housed under crowded conditions and the contagion
of glanders was passed from infected to uninfected animals. As an example, during the
American Civil War, thousands of horses on both the Union and Confederate sides
were corralled at remount stations and glanders was found in epidemic proportions.
Interestingly, there were no recorded simultaneous epidemics of human glanders. After
the Civil War, horses that were no longer needed were sold by the Army to civilians at
bargain prices, and glanderous horses were dispersed to become sources of infection.
At this time, the etiologic agent of glanders was unknown and would not be discovered
for another 17 yr. In 1882, the causative agent Burkholderia mallei was isolated from
the liver and spleen of a glanderous horse by Loeffler and Schutz in Germany (4-6).
Only when horses were replaced by motorized transport in the early 20th century did
the incidence of glanders decrease. Factors that eliminated glanders in the Western
world were the development of an effective skin test and a process of identification and
slaughter of infected animals. These control measures finally led to the eradication of
glanders in the United States in 1934. The disease is now excluded from the United
States by quarantine. Although developed nations are currently free of glanders, South
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and Central America, the Middle East, and parts of the former Soviet Union have en-
demic foci of infection (7).

B. mallei is a nonmotile, Gram-negative bacillus that is an obligate animal pathogen
(8), unlike the closely related Burkholderia pseudomallei, which can be isolated from
tropical soil. Laboratory studies on this Category B pathogen (9) are performed at
biosafety level 3. Although growth requirements for the organism are not complex,
glycerol (4%) can be added to the medium to enhance growth. Since its discovery, this
microorganism has been placed in several genera, including Bacillus, Corynebacte-
rium, Mycobacterium, Loefflerella, Pfeifferella, Malleomyces, Actinobacillus, and
Pseudomonas (10) and was placed in its current genus in 1992 (/7). In Gram stains, the
cells characteristically exhibit bipolar staining. This microorganism is not particularly
hardy in the environment. Although B. mallei can survive in contaminated tap water for
up to 1 mo (/2), the bacteria normally die rapidly when dried or heated (/0).

2. DISEASE
2.1. Horses

B. mallei is an obligate animal pathogen, whose natural hosts are horses, donkeys,
and mules (//,13,14). However, many animal species can be infected naturally, in-
cluding lions and dogs that are fed infected horse meat (/5), and experimentally, in-
cluding mice, hamsters, guinea pigs, rabbits, and monkeys (/). Although the primary
route of equine infection is somewhat controversial, it is thought that horses are in-
fected by eating feed or drinking water contaminated with the nasal discharges of in-
fected animals (/6). Surprisingly, considering this route, the pathologic changes in the
gut and associated lymphatic tissues are fewer than one would expect (/0). The major
pathological changes occur in the lungs and airways of infected animals. The disease
course can be acute or chronic, and the host factors dictating which form of the disease
will occur are unknown. Generally, donkeys and mules develop the acute form of glan-
ders, and horses become chronically infected.

Acute glanders is characterized by high fever, shivering, depression, and rapid ema-
ciation (/7). There is ulceration of the nasal septum and turbinate bones with mucopu-
rulent to hemorrhagic nasal discharge (called “snot” from the Dutch name for the
disease). Submaxillary lymph nodes are swollen, lobulated, painless, and seldom rup-
ture. Also noted are edema of the glottis and obstruction of the air passages by the nasal
discharge. Nodules are distributed throughout the spleen, liver, and other internal
organs. Diagnosis generally relies on the isolation of B. mallei, which is relatively
numerous in affected tissues. Death as a result of bronchopneumonia and septicemia
generally occurs within 3—4 wk.

Chronically infected horses generally display a long disease course with the cycle of
symptoms worsening and then improving to where few outward symptoms are dis-
played. Clinical signs of chronic glanders may be categorized as nasal, pulmonary, and
cutaneous (/7). Nasal symptoms include an intermittent cough, and a thick, mucopuru-
lent chronic nasal discharge from one or both nostrils, with or without ulceration of the
nasal septum. Pulmonary signs include lung lesions with a structure similar to a
tubercle. Nodules are 0.5—1 cm in diameter, with a purulent center surrounded by epi-
thelioid and giant cells (/8). Nodules can be found in other organs, especially the liver
and spleen. The whole lesion may be encased in fibrous tissue. When clinical signs
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develop, they include intermittent cough, nasal discharge, and malaise. Nodules appear
in the submucosa of the nasal cavity, particularly on the nasal septum and the turbi-
nates. Lungs are invariably infected (/7). Thrombosis can be found in the large venous
vessels of nasal mucous membranes (/9).

Chronic glanders also has a cutaneous form, known as farcy. In this disease, nodules
form along the lymphatics between affected lymph nodes. Lymph vessels become
thickened and nodules often ulcerate and rupture, discharging a thick exudate that may
be a source of infection. Intermittent periods of healing and recrudescence may also
occur in chronically infected animals. Most horses suffering from farcy also have glan-
ders nodules in the lungs (20). Poor diet, overwork, and lack of rest are factors that can
cause a chronic infection to become acute, followed by the swift demise of the animal
(21). Attempts to isolate B. mallei from chronically infected animals are usually unsuc-
cessful.

2.2. Humans

Humans are accidental hosts of B. mallei. The majority of natural cases have been
the result of occupational contact with infected animals (stablemen, veterinarians, and
slaughterhouse employees) (/0). Whereas equines are generally infected orally, the
primary routes of infection in humans are by skin abrasions and the mucosae of the
nose and lungs (22). Because there have been no documented glanders epidemics in
humans in spite of epidemics in horses, it can be surmized that B. mallei is much less
infectious for humans in a natural setting (23). The disease is not contagious, although
human-to-human transmission has been reported (24). The presence of glanders-asso-
ciated nodules at autopsy among people who had contact with infected equines suggest
that subclinical infection is not rare (25). However, in a laboratory setting, this micro-
organism can be very infectious (24,26-32). In a laboratory specially constructed for
research on this organism, one-half of workers were infected within 1 yr (29). Besides
Francisella tularensis, B. mallei is regarded as the most dangerous microorganism to
handle in the laboratory (33). The organism may be far more infectious than its natural
history would indicate, and clinical infections tend to be very serious. Laboratory-ac-
quired infections have been by aerosol exposure and the cutaneous route and generally
result in an acute glanders infection. Culturing the microorganism from infected
patients is rare but can be accomplished during terminal stages of disease and in the
presence of purulent cutaneous lesions.

Glanders in humans can have a varied clinical picture. The disease may present as an
acute fulminating septicemia of sudden onset with a significant degree of prostration;
an acute pulmonary infection with nasal mucopurulent discharge and pneumonia; an
acute suppurative infection with multiple eruptions of the skin; a chronic suppurative
infection characterized by remission and exacerbation; a latent infection characterized
by recrudescence; and a subclinical infection consisting of encapsulated nodules, which
are generally discovered at autopsy (8,/0,20,25). Cases of human glanders are equally
divided between acute and chronic forms of disease. Symptoms associated with acute
glanders consist of fever, malaise, myalgia, fatigue, inflammation, and swelling of the
face and limbs and the development of painful nodules involving the face, arms, and
legs (23,34). These nodules develop into pustular eruptions of the skin. Physical find-
ings on initial presentation are usually unremarkable but frequently include fever and
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splenomegaly. If the infection was by aerosol, chest radiographs characteristically show
evidence of lung abscesses (22 ). The septicemic form of disease is usually fatal in 7-10d,
if untreated. In cases of aerosol-acquired glanders, an incubation period of 10-14 d is
followed by fever, myalgia, fatigue, headache, chest pain, photophobia, and diarrhea.
Chronic cases are characterized by coryza and multiple subcutaneous abscesses,
enlarged lymph nodes, nodules which may ulcerate in respiratory and alimentary
mucosa, necrotic foci in bones, and nodules in the viscera (/8). Meningitis may
develop in cases of chronic glanders (23). Patients may become symptomatic after
apparent recovery. The disease may be active for months or years, but, without treat-
ment, is almost always fatal. In the chronic form of the disease, the most frequent
clinical finding is multiple abscesses in the SC and intramuscular areas, usually involv-
ing the arms or legs (§).

The lack of human glanders cases in recent times has, until recently, hampered a
comprehensive clinical evaluation of this disease in humans. The clinical course of
infection of patients infected by the cutaneous, nasal, and alimentary routes will be
illustrated by case studies.

2.2.1. Cutaneous Route of Infection

In March 2000, a microbiologist was infected while working with B. mallei ATCC
23344 in the laboratory (37,35). The patient presented with a painful enlarged axillary
lymph node and was febrile (38.6°C). The infection was not controlled by cepha-
losporin treatment and the patient became increasingly fatigued, suffering from night
sweats, malaise, rigors, and weight loss. One month after infection, symptoms resolved
after a course of clarithromycin. Symptoms returned, 4 d after completion of the
therapy, and the patient developed severe abdominal pain. Multiple blood cultures were
negative for bacteria. A computerized tomography (CT) scan performed approx 2 mo
after infection revealed multiple abscesses in the spleen and liver. The patient was
hospitalized and given intravenous tobramycin and doxycycline. Aspiration of a liver
lesion yielded small, Gram-negative bipolar-staining rods. By determining motility and
performing cellular fatty acid analysis and 16S ribosomal sequencing, researchers iden-
tified the microorganism from the liver abscess as B. mallei. The patient was treated
with imipenem and doxycycline and symptoms improved markedly. A repeat CT scan
showed slight regression of the splenic and liver abscesses. The patient was discharged
from the hospital and treated with oral doxycycline and azithromycin. Additional CT
scans showed further resolution of the lesions in the spleen and liver. The disease was
not spread to members of the patient’s family, coworkers, or healthcare workers.

2.2.2. Nasal Route of Infection

In cases of aerosol-acquired glanders, reported by Kazantseva and Matkovskii in
1970, the incubation period ranged from 3 to 5 d. Symptoms included general intoxica-
tion, chills, temperature 39—40°C, dry cough, rhinitis, purulent rash on face, skin ulcers,
muscle abscesses, and pneumonia (36). Sanford reported an incubation period of 10—
14 d followed by fever, myalgia, fatigue, headache, chest pain, photophobia, and diar-
rhea (22). Pathological findings in the chronic suppurative form of the disease included
multiple subcutaneous and im abscesses, often involving the arms or legs.

Almost 60 yr ago, there were six cases of human glanders in a US Army laboratory
(29). Four individuals were exposed to a strain of relatively low virulence and two
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were exposed to a strain of higher virulence. These numbers represent almost 50% of
workers in that laboratory. The low virulence strain was being washed from agar plates
during the preparation of vaccines and presumably the workers were infected by the
aerosol route. The strain of higher virulence was being grown in liquid culture with
oxygen or air bubbled through the medium for aeration. On one or two occasions, the
containers were opened immediately after aeration ceased, presumably infecting the
individuals. B. mallei was not isolated from any patient. Five of six patients developed
a significant rise in their agglutinating titers and all the patients infected with the less
virulent strain became positive by the complement fixation test. Five patients also re-
sponded positively after skin testing with mallein (0.1 mL of a 1:10,000 dilution of
commercial mallein). Clinical laboratory analysis showed a persistent leukopenia and
a relative lymphocytosis. Radiographs of four patients were similar, showing circular,
well-defined, early lung abscesses. Lesions had the appearance of a diffuse and infil-
trating pneumonitis in one patient infected with the more virulent B. mallei strain. Both
patients infected with the more virulent strain complained of pain consistent with pleu-
ral irritation. All patients were treated with sulfadiazine for a course of 20 d. A single
course of treatment proved insufficient in one patient infected with the lower virulence
strain as symptoms reappeared and a second course was given. The earlier
sulphadiazine treatment was initiated in these cases, the sooner regression of pulmo-
nary lesions was noted.

2.2.3. Alimentary Route of Infection

In 1913, the first of two papers was published as a fascinating first-person account
of glanders (27). The route of infection was presumed to be oral, as the initial pain was
abdominal, and the author had no recollection of accidental inoculation and no lesions
of the respiratory tract were ever documented. The author, a veterinarian, acquired
glanders after culturing abscess material from a horse and injecting cultured bacteria
into a guinea pig. The first symptom noted was a severe headache and a temperature of
102°F followed in a few days by acute pain between the diaphragm and liver, which the
author ascribed to the formation of adhesions in the peritoneal cavity. Also noted was
pain in the intercostal mucsles on the right side. Three weeks after infection and after a
slight blow to the left hand, a painful swelling and redness were noted and accompa-
nied by a temperature of 102°F. Pus was obtained from the lesion and a bacillus was
cultured. The patient noted lines of inflammation ascending the wrist and forearm,
finally reaching the axilla. Over the next 3 mo, the patient endured several surgeries on
his hand and forearm to drain and pack the lesions with disinfectant-soaked gauze. The
patient was then given five doses of “vaccine” prepared from killed microorganisms,
which had no positive effect. Four and one-half months after infection, the axillary area
was surgically cleaned. However, the infection progressed from the wrist to the fore-
arm and the left arm was amputated below the elbow 11.5 mo after the onset of disease
in an effort to control the infection. Shortly after surgery, the author experienced a
painful swelling of his right wrist and pain in his left ankle. Fourteen months after the
original infection, the author was given 10 doses of “vaccine,” which the author thought
beneficial. In June 1913, almost 2 yr after contracting glanders, the last of the lesions
healed. The author had undergone surgery 45 times. At the conclusion of his first report,
the author states that he made a complete recovery.
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Unfortunately, the recovery was not complete and a second paper recorded his con-
tinuing battle against glanders (37). Reappearance of glanders 7 mo after the last attack
coincided with an attack of malaria and lasted 21 mo. The initial lesion involved the
shoulder, and progressed to the knee. Abscesses reoccurred on the extremities and head
and the temperature reached 104°F. A feature of this second attack was bone necrosis,
observed in seven bones. Numerous abscesses were surgically drained (37 operations)
and the abscess cavities swabbed with antiseptic solutions. Hepatomegaly and sple-
nomegaly were noted. Approximately 2 mo after reoccurrence of glanders, pain in the
head, eyes, and nose required morphine. The left nostril began bleeding and large clots
formed. Bleeding likely occurred from ulcers forming in the nasal mucosa. Abdominal
pain and diarrhea were attributed by the author as the result of swallowing infected pus
and exudate. Nine months after reappearance of glanders, the author was injected 12
times with escalating doses of a killed B. mallei ““vaccine.” The author stated that this
procedure was ineffective. Two years were required to recover from this second bout
of glanders.

2.3. Animal Models

One of the objectives of the US Army Medical Research Institute of Infectious Dis-
eases (USAMRIID) glanders research program is to develop animal models for testing
vaccines and therapeutics that simulate, as closely as possible, the disease seen in
humans. We were aided in this endeavor by a prior study of the susceptibility of vari-
ous animal species to glanders (/). Goats, dogs, ferrets, moles, cats, and hamsters were
found to be highly susceptible; monkeys, sheep, camels, and white mice were slightly
susceptible; while cattle, hogs, rats, and birds were resistant.

Golden hamsters are a traditional animal model used to study glanders because of
their uniform susceptibility to infection (LD, approx 10 microorganisms when chal-
lenged intraperitoneally or by aerosol with the most virulent strains). Infection in ham-
sters is characterized by an acute sepsis and the development of exudative granulomas
with pronounced necrosis (38,39). Bacteria were found intra- and extracellularly in all
tissues studied. Although no difference in susceptibility to infection could be corre-
lated with sex of the hamster, adult male hamsters were sometimes preferred because
of the development of the Strauss reaction, where the scrotal sac becomes enlarged
because of peritonitis. Interestingly, in a study using BALB/c mice, investigators
observed spheroplast-like structures in electron micrographs of impression smears
made from liver, spleen, and lymph nodes. The involvement of spheroplasts in the
persistence of glanders remains unclear. Destruction of the white pulp in the spleen
could contribute to the host’s inability to control infection. The authors hypothesized
that persistence of these microorganisms in the cells of the reticuloendothelial system
leads to granuloma formation, and disorders in protein (amyloidosis) and carbohydrate
metabolism.

The virulence of the strain of B. mallei can affect the clinical presentation after
infection (/). Strains of low virulence tended to produce subacute or chronic forms of
the disease, whereas strains of high virulence produced acute fulminating infections.
Cultivating B. mallei in vitro for 1-3 mo resulted in a decrease in virulence, but one to
two passages through hamsters restored full virulence. Guinea pigs were found to be
variably susceptible to infection after intraperitoneal injection of 6.9 X 103 organisms,
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some animals becoming acutely infected, although others were chronically infected.
However, the most virulent strains produced only acute glanders. Male guinea pigs
inoculated intraperitoneally with B. mallei developed the Strauss reaction. Rabbits and
white rats were resistant to infection with the organism. Although inbred mouse strains
were not available at the time of the study, black and white mice were identified as
intermediately susceptible, with a minimum lethal dose of 4.5 x 10°.

Development of glanders in monkeys was also studied (/). Six rhesus monkeys were
given graded doses of the virulent B. mallei strain C4. The animal given the largest
dose (1.5 million organisms, subcutaneously) developed an abscess at the site of inocu-
lation 4 d after injection. The abscess was 2 cm in diameter, drained spontaneously
after 4 d, and healed completely after 3 wk. During this time, there was a daily tem-
perature elevation of 1-3°C, a rapid sedimentation rate, and a marked increase in the
white blood cell count with a moderate relative lymphocytosis. There was a loss of
about 1 1b. of body weight and the animal appeared moderately ill. Specific agglutina-
tion and complement fixation tests became positive within 8—14 d after vaccination
and the titers rose progressively to a maximum 4 wk later. Agglutination titers reached
2560; complement fixation titers reached 640; intradermal skin tests with mallein were
negative 4 and 6 wk after inoculation. The animal regained normal health and vigor
after the abscess healed and appeared completely normal 2 mo after inoculation. At
necropsy, cultures of all organs were negative. Monkeys infected with lower doses of
B. mallei showed no clinical or laboratory evidence of infection and displayed no patho-
logical changes or positive bacterial cultures on autopsy.

At USAMRIID, animal models have been developed for determining the efficacy of
putative vaccines and therapeutic agents (39— /). We recently re-established mice and
hamsters as experimental models for vaccine and therapeutic efficacy testing. Histopa-
thology studies of hamsters inoculated intraperitoneally with B. mallei have shown
early lesions in spleens, mediastinal and mesenteric lymph nodes, mediastinum, liver,
and bone marrow. At later timepoints, lesions also developed in the lung, submandiblar
lymph nodes, and brain. Intraperitoneal infection in hamsters is characterized by a
pyogranulomatous inflammation. Pyogranulomas were initially seen in the lymph
nodes, spleen, bone marrow, and ultimately were widely disseminated throughout the
body. In the later stages of the disease, the inflammation and necrosis virtually de-
stroyed the organs and tissues in which they are present. The findings suggested that
intraperitoneal bacteria were rapidly transported to mediastinal lymph nodes by the
transdiaphragmatic lymphatics and ultimately seeded other tissues hematogenously.
Bacteria were cultured from the blood, spleen, liver, and lungs. Because of the high
susceptibility of hamsters to glanders infection, we do not think that hamsters are an
ideal model of human disease.

Although the exquisite sensitivity of the hamster to B. mallei (LDsy; <10 colony-
forming units [CFU]) makes it unlike human susceptibility (39), the BALB/c mouse
model may more closely simulate human infection (40). Mice infected intraperitoneally
were characterized by a pyogranulomatous inflammation and pathological changes in
mediastinal lymph nodes, spleen, liver, peripheral lymph nodes, and bone marrow.
Necrosis was not as frequently present as in hamsters. The inflammation involved most
lymphoreticular tissues early in the disease, but was more localized. A mouse model of
glanders in which B. mallei was acquired by aerosol exposure was established at
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USAMRIID. Mice were sequentially killed at 6 h postinoculation and daily for 4 d
after infection with 10 LDs, of virulent B. mallei. The characteristic change was
pyogranulomatous inflammation. Histopathologic changes were initially seen at 6 h
after exposure in the nasal cavities of all mice, which rapidly progressed to the lung,
trachea, spleen, liver, submandibular lymph node, and the brain. Pathological changes
generally reached maximal severity at day 3. Lesions found in the nasal cavity included
an acute inflammatory cell infiltrate, erosion, and ulceration of both respiratory and
olfactory epithelium and a marked serocellular exudate. Involvement of the olfactory
tract and olfactory lobe of the brain was present in all mice at day 4. The authors hypoth-
esized that the infection extended into the cranial vault from the nasal olfactory mucosa
through channels in the cribriform plate into which the olfactory nerves extend. The
severity of the nasal infection and its extension into the cranial vault was particularly
worrisome because of the poor distribution of systemic antibiotics to the nasal sinuses.
Infection and ulceration of the nasal mucosa are also characteristic of human disease.
The presence of encephalitis in human glanders cases has not been characterized, pos-
sibly because of the scarcity of glanders cases. At this point, it remains conjectural
whether glanders can cause encephalitis in humans, but the ulcerations and necrotic
nasal lesions found in infected humans makes this a distinct possibility (42).

We have noted that hamsters are exquisitely sensitive to B. mallei, regardless of the
route of infection (LDs, <10 CFU). In the BALB/c mouse model, however, mice were
much more susceptible to infection by the aerosol route than the intraperitoneal route
(LDs, approx 10° and 10°, respectively). The dose needed to infect a human by any
route is unknown.

3. MECHANISMS OF VIRULENCE

The identification of suitable vaccine candidates for preventing equine and human
glanders will require a better understanding of B. mallei virulence determinants and
pathogenesis. Some virulence factors of this pathogen have been characterized (see
Subheadings 3.1.-3.5.). The recently completed genome of B. mallei ATCC 23344
(http://www.tigr.org/) revealed putative gene products that were similar to virulence
factors in other Gram-negative bacteria, including a type II secretion system, a type II1
secretion system, type IV pili, autotransporter proteins, iron acquisition proteins, fim-
briae, quorum sensing systems, and various of transcriptional regulators (43—45). The
roles of these putative proteins as virulence factors need to be examined by construct-
ing defined mutations and examining the relative virulence of the resulting mutants in
an animal model of B. mallei infection.

3.1. Capsule

Polysaccharide capsules are highly hydrated polymers that mediate the interaction
of bacteria with their immediate surroundings (46). As aresult, these surface structures
often play integral roles in the interaction of pathogens with their hosts (47). There are
several reports, especially in the older literature, that indicate B. mallei does not pos-
sess a capsule (/0,48-50). On the other hand, numerous studies demonstrate that B.
mallei does make a capsule and that it is important for virulence (12,29,39,40,51-54).
In 1991, Popov et al. detected a capsular structure on the surface of B. mallei by trans-
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mission electron microscopy (TEM) (52). In these studies, guinea pigs were infected
intraperitoneally with B. mallei, the peritoneal cavities were washed, and the peritoneal
exudates were examined by TEM. Three hours after infection, approx 33% of the bac-
teria outside of phagocytic cells possessed an extracellular formation considered to be
a capsule. Bacteria that did not possess this capsular material appeared to be more
readily engulfed by phagocytic cells, suggesting that the capsule may protect the patho-
gen from being phagocytized (52). A similar study in 1995 confirmed this observation
and also demonstrated the presence of a capsule in B. pseudomallei (53). Another report
demonstrated that encapsulated bacteria engulfed in vivo by mononuclear phagocytes
appear undamaged inside phagosomes, phagolysosomes, and in the cytoplasm (54).
Interestingly, Fritz et al. also observed encapsulated B. mallei in the cytoplasm of
phagocytic cells (39). Taken together, these studies suggest that the B. mallei capsule
may prevent phagocytosis early in infection and may block the microbicidal action of
phagocytes after internalization. It is possible that the capsule confers resistance of the
bacteria to lysosomal enzymes and allows B. mallei to persist long enough to escape
from the phagosome and/or phagolysosome by an unknown mechanism. Note that the
chemical structure of the capsule described in these studies is unknown.

Subtractive hybridization has been used to identify genetic determinants present in
B. mallei (51) and B. pseudomallei (55), but not in Burkholderia thailandensis, a non-
pathogenic soil microbe (56-58). In both species, subtractive hybridization products
were mapped to a genetic locus encoding proteins involved in the biosynthesis, export,
and translocation of a capsular polysaccharide (57). The B. mallei capsule gene cluster
exhibited 99% nucleotide identity to a B. pseudomallei capsule gene cluster that
encodes a homopolymeric surface polysaccharide with the following structure: -3)-2-
O-acetyl-6-deoxy-P-p-manno-heptopyranose-(1- (51,55). There was a significant
decrease in the G + C content of these polysaccharide gene clusters as compared to the
rest of the B. mallei and B. pseudomallei genomes (51,55). Nucleotide sequences
acquired via lateral gene transfer often contain a G + C content that differs from that of
the rest of the recipient genome (59). It is tempting to speculate that the capsule genes
were acquired via lateral transfer after the divergence of B. mallei and B. pseudomallei
from B. thailandensis. Based on genetic and biochemical criteria, polysaccharide cap-
sules can be classified into four distinct groups (60). The B. mallei and B. pseudomallei
capsule gene clusters most closely resemble group 3 gene clusters because of their
gene arrangement and because they lack the kpsF and kpsU homologs that are present
in group 2 gene clusters (57,55).

Figure 1 shows an immunogold electron micrograph of B. mallei ATCC 23344
reacted with polyclonal capsular antibodies. The capsule forms a thick (approx 200
nm) and evenly distributed surface layer around the bacteria (see Fig. 1). A capsule-
negative mutant, termed B. mallei DD3008, is avirulent in Syrian hamsters and BALB/
c mice (5/7). There was a greater than 5 log difference in the LDsgs of B. mallei ATCC
23344 and B. mallei DD3008 in hamsters and a greater than 3 log difference in mice.
There were no deaths or signs of clinical illness in the animals challenged with B.
mallei DD3008, including those animals that received doses as high as 10° CFU. The
animal studies demonstrate that the capsular polysaccharide is a major virulence factor
of B. mallei.
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Fig. 1. Capsular polysaccharide of B. mallei ATCC 23344. The primary antibody was
polyclonal rabbit antiserum directed against the capsular polysaccharide of B. pseudomallei

and the secondary antibody was a goat anti-rabbit IgG gold conjugate (5 nm). Bar represents
500 nm.

3.2. Antigen 8

Russian scientists have described an extracellular capsule-like substance on the sur-
face of B. mallei and B. pseudomallei, which they termed antigen 8 (Ag8), which is
considered to be a pathogenicity factor because of its antiphagocytic and immunosup-
pressive properties (6/—63). Ag8 is a glycoprotein composed of 10% protein and 90%
carbohydrate and has a molecular mass of approx 800 kDa (61). In B. mallei cultures,
Ag8 production cannot be detected until the second half of exponential growth phase
and production is maximal during stationary phase (63). The carbohydrate moiety of
Ag8, a homogeneous polymer of 6-d-p-mannoheptose (62), is identical in structure to
the capsular polysaccharide of B. pseudomallei and B. mallei (see Subheading 3.1.).
Further studies are necessary to determine if Ag8 and capsule are the same molecule or
if they are distinct molecular entities.



Glanders 219

3.3. Lipopolysaccharide

B. pseudomallei strains deficient in lipopolysaccharide (LPS) O-antigen are sensi-
tive to killing by 30% normal human serum (NHS), and are less virulent than wildtype
strains in animal models of melioidosis (64). Similarly, B. mallei strains that are defi-
cient in LPS O-antigen are killed by 30% NHS (65). Previous studies revealed that B.
mallei LPS O-antigens cross-react with polyclonal antibodies raised against B.
pseudomallei LPS O-antigens (57,65,66) and that the LPS O-antigen gene clusters of
these species are 99% identical at the nucleotide level (64,65). In fact, the B. mallei
LPS O-antigen is similar to that previously described for B. pseudomallei LPS O-anti-
gen, a heteropolymer of repeating p-glucose and L-talose (65,67,68). However, changes
are apparent in the O-acetylation pattern of the B. mallei L-talose residue compared to
the pattern in B. pseudomallei. Similar to the B. pseudomallei LPS O-antigen, the B.
mallei LPS O-antigen contained an O-acetyl or O-methyl substitution at the 2' position
of the talose residue. On the other hand, the B. mallei LPS O-antigen is devoid of an
O-acetyl group at the 4' position of the talose residue (65). Thus, the structure of B. mallei
LPS O-antigen is best described as -3)-B-p-glucopyranose-(1,3)-6-deoxy-o-L-
talopyranose-(1- in which the talose residue contains 2-O-methyl or 2-O-acetyl sub-
stituents (65).

3.4. Pathoadaptive Mutations

Comparative genomic analysis of closely related bacteria has revealed that gene loss
and gene inactivation are common themes in host-adapted pathogens (69-72). These
mutations, termed pathoadaptive mutations, improve fitness by modifying traits that
interfere with survival in host tissues (69). B. mallei is a host-adapted parasite of equines
whereas B. pseudomallei is an opportunistic parasite of numerous hosts (33). The genomic
sequences of B. mallei ATCC 23344 (http://www.tigr.org/) and B. pseudomallei
K96243 (http://www.sanger.ac.uk/) are completed and can be directly compared. Although
the genes conserved between these species are approx 99% identical, B. pseudomallei
contains approx 1 megabase (Mb) of DNA that is not present in B. mallei. B. pseudomallei
may have acquired this DNA through lateral transfer after the divergence of these two
species from a common progenitor (59). Alternatively, this DNA was present in the
common progenitor and was subsequently deleted in B. mallei (71). In addition, B. mallei
has numerous insertion sequences and several of these are present within genes (gene
inactivation). Gene loss and gene inactivation probably played important roles in the
evolution of B. mallei by eliminating factors that were not required (or were inhibitory)
for a successful host—parasite interaction. Thus, it appears that pathoadaptive muta-
tions have played an important role in the evolutionary adaptation of B. mallei to a
parasitic mode of existence.

3.5. Notables
3.5.1. Exopolysaccharide

A survey of phenotypic traits that are present in B. mallei and B. pseudomallei, but
absent in B. thailandensis, may allow the identification of new virulence determinants.
One candidate virulence factor that fits these criteria is a capsule-like
exopolysaccharide (73). This exopolysaccharide is a linear tetrasaccharide repeating
unit consisting of three galactose residues, one bearing a 2-linked O-acetyl group, and
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a 3-deoxy-p-manno-2-octulosonic acid residue: -3)-B-p-Galp2Ac-(1,4)-0-p-Galp-
(1,3)-B-p-Galp-(1,5)-B-Kdo- (74). The genes encoding the exopolysaccharide have not
been identified in B. mallei and B. pseudomallei, and its role in the pathogenesis is
currently unknown.

3.5.2. R68.45 and RP4

The broad-host-range (BHR) plasmids R68, R68.45, and RP1 lead to a decrease in
virulence of Pseudomonas aeruginosa for mice and an increased susceptibility to
human serum bactericidal activity (75). The reason for the decreased virulence and
serum resistance in plasmid-bearing strains is unknown but may be caused by plasmid-
encoded proteins altering the bacterial surface (75). Verevkin et al. studied the effect of
plasmids R68.45 and RP4 on the virulence of B. mallei (76). They found that the trans-
fer (tra) systems of these plasmids played a profound role in the virulence of B. mallei
for hamsters (76). Plasmid-free strains of B. mallei exhibited a LDs of less than 10
bacteria in hamsters. In comparison, the LDs, of B. mallei strains harboring R68.45
and RP4 was greater than 108 and 105, respectively. After successive transfers in vitro,
plasmid-bearing strains were isolated that could no longer transfer (conjugate) these
plasmids to other bacteria. The hamster LD, values for the bacteria containing R68.45
(tra-) and RP4 (tra—) was similar to the value for plasmid-free strains (76). Thus, a tra
gene(s) present on R68.45 and RP4 considerably alters the virulence of B. mallei for
hamsters. The gene(s) involved in this process are unknown, but an understanding of
this phenomenon may lead to the identification of new vaccines, therapeutics, and viru-
lence factors.

3.5.3. Auxotrophy

Auxotrophic mutants of B. mallei deficient in the synthesis of different amino
acids and nitrous bases were obtained by using the alkylating agent nitrosoguanidine
(77). B. mallei mutants containing one to six markers of auxotrophy were similar to
wildtype strains regarding to their morphological and biochemical properties. There
was a decrease in hamster virulence for most of the auxotrophic mutants but there was
no correlation between the acquisition of certain markers of auxotrophy and virulence
(77). The auxotrophic mutants probably could not persist in the animal host because of
their inability to synthesize essential compounds required for growth. Whereas the
mutated proteins cannot be considered virulence factors, auxotrophic mutants could be
used in genetic mapping studies or as attenuated vaccines.

4. MOLECULAR GENETICS OF B. MALLEI

B. mallei has not been extensively studied in the Western Hemisphere since the
1940s, and relatively little is known about the genetics and molecular biology of this
organism. However, the potential use of this pathogen as a biological weapon (78,79)
has led to a resurgence in research on B. mallei. In collaboration with scientists at
USAMRIID, The Institute for Genomic Research (TIGR) determined the genomic
sequence of B. mallei ATCC 23344, a strain isolated in December 1944 from postmor-
tem cultures of knee fluid, skin pustules, and blood of a Chinese soldier who died of a
glanders-melioidosis type of infection in Burma (//7,33,80). The 5.8-Mb genome con-
sists of two circular chromosomes with an average G + C content of 68% (http://
www.tigr.org/).
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4.1. Antibiotic Resistance Markers Used for Genetic Manipulation

Genetic manipulation of bacteria often involves the use of antibiotic-resistant mark-
ers to select for the acquisition of plasmids, transposons, and mutant alleles, and to
select against donor strains after conjugation. B. mallei is sensitive to many commonly
used antibiotics in vitro (81,582), and numerous antibiotic-resistant markers have been
used to positively select genetic elements in B. mallei; these include gentamicin, kana-
mycin, streptomycin, tetracycline, chloramphenicol, trimethoprim, and zeocin
(51,65,76,83-93). However, the continued use of tetracycline-resistance determinants
is not recommended given the fact that doxycycline appears to be useful for the clinical
management of human glanders (3/). B. mallei is inherently resistant to polymyxin B
and ampicillin in vitro, and these antibiotics can be used to select against donor strains
after conjugative transfer of plasmids to B. mallei (51,81,82,89). Spontaneous naladixic
acid-, chloramphenicol-, rifampicin-, or streptomycin-resistant mutants of B. mallei
can also be used for counterselection (76,89,90,92,94).

4.2. Conjugation

Conjugation is the transfer of DNA containing an origin of transfer (oriT) from one
bacterium to another through the use of transfer (¢ra) genes. Conjugation is the most
common method for introducing DNA into B. mallei (51,65,76,84-90,92-94). Conju-
gative BHR plasmids, nonconjugative BHR plasmids, suicide plasmids, and chromo-
somal DNA have all been transferred to B. mallei by conjugation. Conjugative BHR
plasmids contain both an oriT and tra genes and are self-transmissible, but
nonconjugative BHR plasmids and suicide plasmids contain only an oriT and require
tra genes provided in trans to be transmitted. Helper plasmids that harbor the RP4 tra
genes, such as pTH10 and pRK2013 (95), have been used to mobilize nonconjugative
plasmids and suicide plasmids into B. mallei. Escherichia coli SM10 and S17-1, two
strains that have the RP4 tra genes stably integrated on the chromosome (96), have also
been used to mobilize nonconjugative plasmids and suicide plasmids into B. mallei.

4.2.1. BHR Plasmids

BHR plasmids can replicate in a wide variety of bacterial species and are useful for
cloning and expressing genes in bacteria outside of the Enterobacteriaciae. The follow-
ing conjugative and nonconjugative BHR plasmids have been transferred to B. mallei:
RP4 (76,84,86,88,90,92), RP1::Tnl0 (94), RSF1010 (84,88,90), pBS222 (90), pBS221
(90), pBS227 (90), pBS231 (90), pBS70 (90), pPBS79 (90), pBHR1 (93), R68.45 (76),
pTH10 (87,88), pSa (84), and R15 (84). The frequency of plasmid transfer
(transconjugants per recipient) varied from 103 to 102 and all plasmids replicated au-
tonomously in B. mallei. The plasmid antibiotic resistance markers are expressed and the
plasmids are stably maintained in B. mallei in the presence of the appropriate antibiotics.
R388, a BHR plasmid of the W incompatibility group, is one of the few exceptions as it
is not stably maintained in B. mallei (94). The BHR plasmids transferred to B. mallei
included representatives from several incompatibility (Inc) groups, including IncPa,
IncPB, IncQ, IncN, IncW, and several unknown Inc groups. Thus, various of commonly
available BHR plasmids can be used for genetic studies on B. mallei.
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4.2.2. Suicide Plasmids

Suicide plasmids are vectors that have a narrow-host-range and are unable to repli-
cate in a wide range of bacteria because of the absence of specific host factors or pro-
teins. Plasmids based on ColE1 or R6K are considered to be suicide plasmids in B.
mallei because they do not replicate and are not stably maintained in this species unless
they recombine into the chromosome (57,65,84,85,89).

4.2.2.1. PSUP202

The first study that explored the use of suicide plasmids in B. mallei was published
in 1995 (84). Abaev et al. demonstrated that suicide plasmids could be maintained in B.
mallei if they contained a selectable antibiotic resistance marker and a DNA insert that
allowed homologous recombination with the bacterial chromosome. The frequency of
integration into the bacterial chromosome was directly dependent on the size of the
homologous DNA insert cloned in the suicide plasmid (84). B. mallei DNA inserts of
various sizes were cloned into the suicide vector pSUP202, mobilized into B. mallei,
and transconjugants were selected. The frequency of transconjugants formed when
pSUP202 contained DNA inserts of 100, 700, 1500, and 3000 bp was 1078, 107, 10>,
and 1073, respectively. The transconjugants were relatively stable and could be main-
tained in the absence of antibiotic selection (84). No transconjugants formed when
pSUP202 alone was mobilized into B. mallei, which demonstrated the importance of
homologous recombination with the bacterial chromosome for maintenance of this sui-
cide plasmid (84).
4.2.2.2. PGSV3

The suicide plasmid pGSV3 was used in B. mallei to construct mutant strains that
contained plasmid disruptions of capsular polysaccharide genes and to clone genes
flanking the site(s) of pGSV3 integration (57,65). Nine internal gene fragments from
the B. mallei capsular polysaccharide locus were cloned into pGSV3, and the recombi-
nant derivatives were used to construct mutant strains that contained plasmid disrup-
tions in yggB, vafJ, manC, webB, webL, webM, webP, web(Q, and webR (51). These
mutants were useful for identifying the boundary of the capsule gene cluster and for
characterizing genes involved in capsule biosynthesis, export, and translocation. With
the availability of the B. mallei genome sequence (http://www.tigr.org/), it should be
relatively straightforward to PCR-amplify internal gene fragments, clone them into
pGSV3, and generate plasmid disruptions in virtually any nonessential open reading
frame. The phenotypes of the resulting mutants can be studied and the functions of the
mutated genes can be determined.

Another useful feature of suicide plasmids like pGSV3 is that the DNA flanking the
plasmid integration site can be easily cloned without having to construct and screen a
genomic library. This process has been termed “self-cloning” or “plasmid rescue” and
it involves isolating chromosomal DNA from a transconjugant strain, digesting it with
an appropriate restriction endonuclease, ligating it, and transforming it into E. coli
(where the suicide plasmid can replicate). This method was used to clone all of the
genes involved in capsular polysaccharide biosynthesis (57).

4.2.2.3. PKAS46
Allelic exchange (gene replacement) is a process in which a wildtype gene is

replaced with a gene that has been modified in vitro by a point mutation, insertion, or
deletion (97). Two homologous recombination events, one on each side of the intro-
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duced genetic mutation, are required for the acquisition of the mutant allele. The sui-
cide plasmids used for allelic exchange contain counter-selectable genetic markers that
allow for positive selection of mutants that have obtained the desired mutation and
have lost the plasmid vector (97). Burtnick et al. used the allelic exchange vector
pKAS46 to construct a mutant strain that contained both a deletion of the acid phos-
phatase gene (acpA) and a zeocin resistance cassette (89). It was not possible to use the
rpsL (streptomycin sensitivity) counterselectable marker of pKAS46 because sponta-
neous streptomycin-resistant mutants of B. mallei were streptomycin-dependent. How-
ever, they were able to identify a single double-crossover event by selecting for a
transconjugant containing zeocin resistance and lacking acid phosphatase activity (89).
Further studies will be required to identify the optimal allelic exchange vector/bacte-
rial strain combination for allelic exchange in B. mallei, particularly if allelic exchange
vectors based on rpsL (streptomycin sensitivity) cannot be used as a counter-selectable
marker in this species.

4.2.2.4. P TNMop-OGM’

Transposons are mobile DNA elements that promote their own movement from one
DNA location to another through the use of a transposase (98). The integration of a
transposon into a gene results in an insertional mutation, and transposon mutagenesis
has been used extensively to study the physiology and pathogenesis of bacteria. Dennis
et al. recently described the construction of modular, self-cloning minitransposons for
use in the genetic analysis of Gram-negative bacteria (99). Tn5 minitransposons func-
tion in a wide range of Gram-negative bacteria and exhibit virtually no preference for a
specific target DNA sequence (99—/0/). We used the Tn5 minitransposon TnMod-
OGm’ (99) to construct insertional mutations in B. mallei ATCC 23344 (DeShazer,
unpublished results). This minitransposon was delivered to B. mallei via the suicide
plasmid pTnMod-OGm’ (99) and gentamicin resistant transconjugants occured with a
frequency of 3 x 10 (per recipient cell). The minitransposon inserted randomly into
the B. mallei chromosome and DNA flanking the TnMod-OGm’ insertions were iso-
lated by self-cloning.

TnMod-OGm’ is modular in nature and reporter genes, such as [-galactosidase
(lacZ), can be added to increase its functionality (99). Burtnick et al. used a TnMod-
OGm’ derivative that contained a promoterless and truncated alkaline phosphatase gene
(‘phoA) to mutagenize B. mallei G8PN, a strain that harbored a mutation eliminating
endogenous phosphatase activity (§9). Because alkaline phosphatase is only active if it
is secreted past the inner membrane, ‘phoA can be used as a reporter gene to identify
periplasmic, outer membrane, and secreted proteins. Six phoA* B. mallei strains
were identified and the gene products included putative periplasmic and outer mem-
brane proteins (89). It appears that TnMod-OGm’ and its derivatives will be useful
for the genetic analysis of B. mallei.

4.3. Transformation
4.3.1. Cryotransformation

In 1992, Abaev et al. (83) published a report describing cryotransformation of B. mallei
with the BHR plasmids RSF1010 and pES154. Cryotransformation, a method for generat-
ing an artificial state of competence in a bacterial suspension by freezing it in liquid
nitrogen and thawing, resulted in 80-200 transformants per g of RSF1010 and 50-80
transformants per pg of pES154. RSF1010 was stably maintained in B. mallei in the
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absence of antibiotic selection, but pES154, a recombinant derivative of RSF1010, was
not maintained without antibiotic selection (83). Both RSF1010 and pES154 replicated
autonomously in B. mallei and could be reisolated using a plasmid alkaline lysis proce-
dure. This study clearly demonstrated that nonconjugative, BHR plasmids can be intro-
duced into B. mallei by cryotransformation and that RSF1010 can be used as a cloning
vector in this microbe.

4.3.2. Chemical Transformation

In an attempt to achieve a state of chemical competence, Abaev et al. (83) treated B.
mallei with solutions containing calcium ions, magnesium ions, or a combination of
rubidium and magnesium ions. They demonstrated that treating B. mallei with rubidium
chloride (RbCl) and magnesium chloride (MgCl,) in 3-[morpholino] propane sulfonic
acid (MOPS) buffer created a state of competence whereas treatment with calcium ions
or magnesium ions alone was ineffective. Three BHR plasmids were compared;
RSF1010, pBS222, and pBS355. Chemical transformation resulted in 12 transformants
per ug of RSF1010, 38 transformants per pg of pBS222, and 15 transformants per pg
of pBS355 (83). Thus, chemical transformation of B. mallei was attained, but it was
somewhat less efficient than cryotransformation. The incompatibility groups of pBS222
and pBS355 are unknown, but both were stably maintained in B. mallei in the absence
of antibiotic selection (83).

4.4, Transduction

Transduction is a process in which bacterial DNA is transferred from one bacterium
to another via a bacteriophage. Specialized transducing bacteriophages transfer DNA
close to the bacteriophage attachment site, but generalized transducing bacteriophages
can transfer essentially any region of the bacterial chromosome and are useful for
genetic manipulation of bacteria. There are several reports in the literature describing
bacteriophages that infect B. mallei (91,93,102—-104), but only one of these describes
transduction of B. mallei (91). B. pseudomallei and B. thailandensis strains spontane-
ously produce bacteriophages that infect B. mallei, and Manzeniuk et al. examined 17
B. pseudomallei bacteriophages for their ability to transduce the antibiotic-resistance
markers of TnS (kanamycin) and Tn7 (trimethoprim and streptomycin). They found
that five bacteriophages, PP16, PP25, PP32, PP61, and PP64, were able to transduce
the Tn7 antibiotic-resistance markers (9/). However, only 59% of the transductants
contained both the trimethoprim and streptomycin resistance determinants, suggesting
that only part of Tn7 was transduced. Interestingly, no kanamycin resistant transduc-
tants were identified with any of the bacteriophages. Taken together, Manzeniuk et al.
demonstrated that genetic material could be transferred to B. mallei by transduction,but
it seemed unlikely that any of the bacteriophages they described would be useful as
generalized transducing bacteriophages. Further studies are necessary to identify and
characterize generalized transducing bacteriophages for transferring genetic markers
between B. mallei strains.

4.5. High-Frequency Recombination Donor Strains

Genetic analysis of bacteria often involves the construction of donor strains that can
mobilize chromosomal DNA to recipients by conjugation. These donor strains are of-
ten referred to as high-frequency recombination (Hfr) strains because the chromosomal
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DNA they transfer can recombine with a recipient strain’s chromosomal DNA. As a
result, Hfr donor strains and are useful for mapping chromosomal genes. The conjuga-
tive plasmid pTH10 is useful for creating Hfr strains because it is temperature-sensi-
tive for maintenance and it can integrate into a bacterial chromosome by Tn/-mediated
homologous recombination at a nonpermissive temperature (/05). Ageeva et al. conju-
gated pTH10 to B. mallei and it conferred resistance to tetracycline, kanamycin, and
ampicillin and sensitivity to bacteriophage PRD-1 (/05). However, initial attempts to
construct a B. mallei Hfr donor strain with a temperature-independent drug resistance
phenotype was unsuccessful because of the inability of B. mallei to grow above 40°C
(87). An alternative method, resistance to bacteriophage PRD-1, was used to select B.
mallei strains in which pTH10 integrated into the chromosome. Approximately 3% of
the PRD-1-resistant strains lacked plasmid DNA, were impaired in conjugative trans-
fer, and displayed resistance to kanamycin, suggesting that pTH10 integrated into the
genome. The plasmid pTH10 was reintroduced into these strains and the resulting
transconjugants were able to transfer chromosomal markers to four distinct B. mallei
auxotrophic mutants (87). Thus, it is possible to create B. mallei Hfr donor strains and
such strains may be useful for mapping unmarked mutations in future studies.

4.6. Insertion Sequence Elements

Insertion sequence (IS) elements are small, mobile DNA elements that can mediate
insertions, deletions, and chromosomal rearrangements (106). B. mallei ATCC 23344
harbors greater than 87 copies of IS407A, a 1236-bp member of the IS3 family (57).
The B. mallei ATCC 23344 genome (http://www.tigr.org/) also contains 14 copies of
ISBm1 (51) and a previously uncharacterized IS/562-like element (107). Spontaneous
IS407A insertion mutations have been detected in B. mallei gene clusters that encode
surface polysaccharides, particularly after repeated subculture of the organism in vitro
(51,65,93). B. mallei DD420 contained an IS407A insertion in wcbF, resulting in a
strain that was deficient in capsular polysaccharide production (5/). Similarly, NCTC
120 and DB110795 harbored IS407A insertions in wbiE and wbiG, respectively (65,93).
These strains did not produce LPS O-antigen and were resistant to infection with the
B. mallei-specific bacteriophage E125 (93) and sensitive to the killing action of 30%
normal human serum (65). Serial subculture of B. mallei in laboratory medium results
in a loss of virulence for animals (/,25,50,79), and it is tempting to speculate that
IS407A is responsible, directly or indirectly, for this phenomenon. In addition, a com-
parative genomic analysis suggests that IS elements have mediated more deletions and
rearrangements in B. mallei than in B. pseudomallei.

5. B. MALLEI AS A BIOLOGICAL WEAPON

B. mallei has been used as a biowarfare agent. Over the years, there have been
rumors and documented cases of its use against enemy personnel and resources. In
the American Civil War, Union Colonel Samuel Ringwald told General George B.
McClellan that as the Confederates abandoned Manasses, VA, they “carefully left
behind...a number of horses infected with that horrible and contagious disease, the
glanders” (108).

During World War I, the Germans had plans to conduct covert operations in the
United States against horses and mules destined for service in Europe. In 1916 a
clandestine biological weapons laboratory was set up in Chevy Chase, MD, to pro-
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duce B. mallei for the inoculation of draft animals, horses and mules that the Allies
purchased in the United States for use by their military forces in Europe (/09). In
addition, the Germans sent B. mallei cultures to Romania in 1916 to infect sheep being
shipped to Russia; in 1917 they tried to infect Norwegian reindeer and to infect mules
used by British forces in Mesopotamia; they infected sheep, cattle, and horses, being
shipped from Argentina to Britain and to the Indian Army; they infected horses being
shipped from Argentina to France and Italy; and they tried to infect advancing allied
forces with glanders and cholera organisms during the German retreat in October 1918
(110).

In his book Biohazard, Dr. Alibek alleges that development of an offensive capabil-
ity using B. mallei was an important part of the Soviet bioweapons program (78).
Among his allegations, Dr. Alibek states that a Soviet scientist conducting weapon
trials at the Aral Sea proving grounds died of glanders in 1942. In the 1930s, 20 work-
ers were reported to have acquired glanders during experiments. In the 1980s or 1990s,
Russian scientists at Obolensk were said to have developed a multidrug-resistant strain
of B. mallei. Finally, Dr. Alibek claimed to have been told by a senior officer of a B.
mallei attack against the mujaheddin in Afghanistan between 1982 and 1984. The
Soviets viewed B. mallei as an excellent battlefield weapon. When sprayed from the
air, this microorganism could immobilize or incapacitate forces hiding in rugged ter-
rain or otherwise inaccessible to conventional munitions.

6. DEFENSIVE STRATEGIES
6.1. Vaccines

There currently is no evidence for immunity against glanders by virtue of previous
infection or vaccination (49,/11). Infections in horses that seemed to symptomatically
recover from glanders would recrudesce when the animals were challenged with
B. mallei. Numerous attempts to vaccinate horses and laboratory animals against glan-
ders were unsuccessful during 1895-1928. Farasa, a vaccine tested between 1910 and
1920, was prepared by treating whole cells with urea or glycerin (49). Vaccination
resulted in some resistance to infection, but animals still contracted glanders. Horses
were infected with virulent B. mallei and attenuated vaccine (Konev II) and were chal-
lenged by scarification with virulent organisms (/6). A majority of the controls died
from glanders within 3 mo. A majority of the vaccinated horses got glanders, but in a
chronic form. One surviving horse, which had been vaccinated, was challenged with
increasing doses of B. mallei and was clinically healthy. Attempts to transfer immunity
through serum were unsuccessful (16,49).

Others have used a vaccine prepared from a suspension of dried glanders bacilli
(2 mg/mL) obtained from the New York City Board of Health (///). Guinea pigs
received three weekly injections. However, none were resistant to challenge. Seven-
teen glanders-free horses received three or four doses of vaccine. Doses escalated from
1 to 12 mL. Two horses were infected with B. mallei via the nasal mucous membranes
1 week after the last dose. Both contracted glanders and one died of acute disease in 21 d.
The remainder were exposed to natural infection. Four animals developed disease within
8 mo. In vaccinated animals, agglutination titers fell to normal levels within 6 mo.
Complement fixation (CF) titers disappeared within 3 mo (injections with mallein
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resulted in a similar serological profile.) Of 13 horses vaccinated, 9 contracted glan-
ders naturally. Authors concluded that control and eradication of glanders was depen-
dent on the elimination of infected horses and prevention of infected horses from
entering stables that were free from disease.

In a recent study, Amemiya et al. found that nonviable B. mallei failed to protect
mice from a parenteral live challenge (//2). They examined heat-killed B. mallei, irra-
diation-inactivated B. mallei, and an irradiation-inactivated B. mallei capsule mutant in
the BALB/c model of glanders, and found a mixed T-cell helper (Th)1- and Th2-like
immune response to all of the nonviable cell preparations. Splenocytes from the vacci-
nated mice responded similarly to the different nonviable B. mallei cells, and they were
found to express interleukin (IL)-2, interferon-y, measurable amounts of IL-4 and IL-5,
and IL-10 under the same conditions. Generally, all of the nonviable cell preparations
induced high levels of IgG and moderate amounts of IgM. Further examination of the
immunoglobulin subclasses revealed that nonviable B. mallei cells induced a much
higher level of I[gG1than IgG2a. These later results were independent of the nonviable
cell type used or concentration of cells used to vaccinate the mice or the adjuvant used
in the study. It was suggested that nonviable B. mallei cell preparations did not protect
mice in the study because of the induction of a mixed cytokine response and increased
IgG1 vs IgG2a subclass response (112).

Although unsuccessful attempts to find a vaccine against glanders were initiated
more than 100 yr ago, we are hopeful that by using modern approaches to identify
virulence factors and by studying the ways putative vaccines modulate the immune
system, we can develop a glanders vaccine that is able to induce sterile immunity. Our
initial attempts to protect mice by using an irradiation-killed whole cell preparation
have resulted in an increased time to death, compared to controls, but spleens of survi-
vors were not sterile (David M. Waag, unpublished data). The most desirable vaccine
for glanders will be a recombinant protein or a biochemically purified preparation that
when administered gives long-term sterile immunity.

6.2. Diagnostics
6.2.1. Culture and Serum-Based

Diagnostic tools for glanders were developed in the early 20th century so that
infected animals could be identified and culled. These tools were especially needed for
the diagnosis of chronic glanders because isolating the etiologic agent was more diffi-
cult. The use of mallein was initiated as a diagnostic tool in the United States and
Canada in 1905 (10). It was developed in Russia in 1891 by Gelman and Kalning and
was composed of a filtrate of bacteria cultured for 4-8 mo (49). Mallein causes an
inflammatory, purulent reaction within 48 h of injection into the eyelid of infected
horses. The CF test was initially used in the diagnosis of glanders in 1909 (/13).

In equines, chronic glanders is diagnosed serologically and/or by skin testing with
mallein. CF antibodies are detectable 4—12 wk after infection. In the United States,
where glanders has been eradicated, the CF test is used for glanders screening (/3).
The mallein test is performed only on those animals that are positive for CF antibodies.
However, only 20% of mallein reactors were seropositive by the CF test (/6). Studies
have shown that mallein will induce a transient appearance of CF antibodies (/3).
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Therefore, it is recommended that CF tests follow mallein tests for a minimum of 6 wk.
If the test is equivocal, a skin test with mallein is performed. Horses sensitized to B.
pseudomallei may exhibit a positive mallein reaction (/0) and their sera may cross-
react with virulent B. mallei (49).

Mallein has been used in the diagnosis of glanders in humans, although the test does
not become positive until 3—4 wk after infection, and, therefore, may have little value
(25). There are no specific serodiagnostic tests for glanders in humans. The indirect
hemagglutination and CF tests have been used (//4,1/15). However, the CF test may
not detect chronic cases of glanders (/6). We developed an enzyme-linked
immunosorbent assay (ELISA) for human glanders by using irradiation-killed B. mal-
lei whole cells. This test is able to discriminate glanders from anthrax, brucellosis,
tularemia, Q fever, and spotted fever (unpublished data). However, because of the
antigenic similarity between B. mallei and B. pseudomallei, the ELISA is currently
unable to distinguish between cases of melioidosis and glanders. Background reactiv-
ity of normal sera is high (22). Currently, we are attempting to refine our serodiagnos-
tic reagents to increase the sensitivity of our assay and reduce the nonspecific activity.

Gram stains of lesion exudates may reveal small Gram-negative bacteria, but micro-
organisms are generally very difficult to find, even in acute abscesses (22). Blood cul-
tures are frequently negative until terminal stages of the disease (22).

6.2.2. Nucleic Acid and Bacteriophage-Based

The high level of nucleotide identity between B. mallei and B. pseudomallei makes
it challenging to use nucleic acid-based assays to discriminate between B. mallei and B.
pseudomallei (116,117). However, the availability of the genomic sequences of these
organisms should facilitate the rational design of oligodeoxyribonucleotide primers and
molecular probes for nucleic acid-based diagnostic assays. The use of a combination of
diagnostic assays may be necessary to discriminate these species, including nucleic acid-
based assays, phenotypic assays (colony morphology, motility, and carbohydrate utiliza-
tion), ELISA, intact cell MALDI-TOF, and bacteriophage susceptibility.

In 1957, Smith and Cherry described eight lysogenic B. pseudomallei strains that
produced bacteriophages that were more active on B. mallei than on B. pseudomallei
(104). In fact, bacteriophage E attacked B. mallei strains exclusively. Manzenyuk et al.
found that 91% of their B. pseudomallei strains were lysogenic and that three bacte-
riophages, PP19, PP23, and PP33, could be used in combination for identifying B.
mallei (103). A B. mallei-specific bacteriophage, termed ¢E125, was recently isolated
and characterized (93). Bacteriophage ¢E125 was spontaneously produced by B.
thailandensis E125, a strain isolated in 1991 from soil in northeastern Thailand (//8).
The host range of $E125 was examined using 139 bacterial strains, including 13 strains
of B. mallei, 50 strains of B. pseudomallei, and 32 strains of B. thailandensis. Bacte-
riophage ¢E125 formed plaques on 10 of 13 B. mallei strains but did not form plaques
on any of the B. pseudomallei or B. thailandensis strains examined (93). ¢E125 plaque
formation was also evaluated on 15 additional species of Burkholderia, 4 species of
Pandoraea, 2 species of Pseudomonas, Ralstonia solanacearum, Stenotrophomonas
maltophilia, Salmonella typhimurium, Serratia marcescens, and E. coli. None of these
bacteria formed plaques with bacteriophage ¢E125. Bacteriophage ¢E125, in conjunc-
tion with other methods, may be a useful diagnostic tool for identifying B. mallei.
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6.3. Antibiotics

There are numerous reports in the scientific literature describing the in vitro suscep-
tibilities of B. mallei to antibiotics (81,82,119-132). Generally, these studies demon-
strate that most B. mallei strains are susceptible to the following antibiotics: amikacin,
netilmicin, gentamicin, streptomycin, tobramycin, azithromycin, piperacillin,
imipenem, ceftazidime, tetracycline, oxytetracycline, minocycline, doxycycline,
ciprofloxacin, norfloxacin, ofloxacin, erythromycin, sulfadiazine, and amoxicillin-
clavulanate. Because it is likely that B. mallei is a facultative intracellular pathogen,
aminoglycosides and other antibiotics incapable of penetrating host cells probably will
not be useful in vivo (8/,82,133). Most B. mallei strains exhibit resistance to
amoxicillin, ampicillin, penicillin G, carbenicillin, oxacillin, cephalothin, cephalexin,
cefotetan, cefuroxime, cefazolin, ceftriaxone, metronidazole, and polymyxin B. A class
A B-lactamase gene (penA) has recently been identified in B. mallei ATCC 23344 and
the encoded B-lactamase is probably responsible for resistance to penicillins and cepha-
losporins (134).

Experimental chemotherapy of glanders has been performed in equines, hamsters,
guinea pigs, and monkeys (121/-123,126-128,133,135,136). Miller et al. demonstrated
that sodium sulfadiazine was effective for treating acute glanders in hamsters (/27).
Penicillin and streptomycin, on the other hand, were not useful chemotherapeutic agents
in this experimental model of glanders. Doxycycline and ciprofloxacin were also
examined in the hamster model of glanders (/33). Doxycycline therapy was superior to
ciprofloxacin therapy, but relapse did occur in some of the treated animals 4-5 wk after
challenge. In a separate study, hamsters infected subcutaneously or by aerosol with B.
mallei were treated with ofloxacin, biseptol, doxycycline, and minocycline (/23).
Whereas all of the antimicrobials exhibited some activity in animals challenged subcu-
taneously, ofloxacin was superior. None of the antimicrobials demonstrated appreciable
activity against a high dose of B. mallei delivered by aerosol, but doxycycline provided
70% protection against a low dose delivered by this route (/23). The results of other
studies demonstrate that a combination of antimicrobials are therapeutically useful in
B. mallei-infected hamsters (/26,/36). Muhammad et al. treated 13 draught equines
diagnosed with glanders using Ringer’s-lactate-dextrose + dimethyl sulfoxide and
norfloxacin (/28). The animals showed a dramatic improvement in clinical signs for 2—
3 wk, but this was followed by a relapse. The same result occurred after a second round
of treatment (/28). It is difficult to directly compare the results of different experimen-
tal chemotherapy studies because of the number of variables involved (animal model,
route of infection, challenge dose, antibiotic, treatment dose, duration of treatment, and
length of follow-up). However, these studies suggest that a prolonged course of therapy
with a combination of antimicrobials (doxycycline, ciprofloxacin, and ofloxacin) may
provide the best chance of recovery from experimental glanders.

The majority of human glanders cases occurred before the antibiotic era and the
mortality rate was above 90% (137). There have been several cases of human glanders
since the 1940s, primarily in laboratory workers, that have been successfully treated
with antibiotics (29,31,131,138,139). Six cases were successfully treated with sulfadi-
azine in 1944-1945 (29) and two additional cases were successfully treated with sul-
fadiazine in 1949-1950 (/38). Streptomycin was used to treat a patient infected with
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B. mallei and Mycobacterium tuberculosis (139). Treatment with streptomycin report-
edly cured the glanders but had little effect on the tuberculosis of the bone in this
patient. In a recent case of laboratory-acquired glanders, the patient received imipenem
and doxycycline intravenously for 1 mo followed by oral azithromycin and doxycy-
cline for 6 mo (3/). This treatment regimen was successful and there was no relapse of
disease.

6.4. Disinfection

Long ago it was recognized that an important element in preventing the spread of
glanders in livestock was disinfecting stalls, water buckets, and hay manger in areas
occupied by glanderous horses. Before initiating B. mallei studies at USAMRIID, we
needed to determine which chemical disinfectants were efficacious for surface decon-
tamination. Solutions of sodium hypochlorite, ethyl alcohol, Micro-Chem™,
Zephiran™, Lysol™, and formaldehyde (1 and 5%) were tested. Sodium hypochlorite
(12.5%), ethyl alcohol (70%), and Micro-Chem (5%) were most efficacious (D. R.
Brown, unpublished results). The chemical disinfectant routinely used in our laborato-
ries is 5% Micro-Chem.

v-irradiation is effective for sterilizing suspensions of this microorganism. In
experiments to determine an appropriate dose of gamma irradiation necessary to inac-
tivate B. mallei, microorganisms were exposed to irradiation doses ranging from 0.26
through 3.0 Mrads. Even at the lowest irradiation dose, B. mallei was completely inac-
tivated (D. R. Brown, unpublished results). We routinely use an inactivation dose of
2.1 Mrads and plate the bacterial suspension on solid medium to confirm sterility.

7. CONCLUSIONS

There has been a renewed interest in B. mallei over the past decade because of its
potential use as a biological weapon (9,78,79). Future studies on the genomics,
proteomics, and molecular biology of this intriguing pathogen should lead to a better
understanding of the factors required for virulence in animal models of infection. These
factors may be useful as vaccines for the prevention of human and equine glanders. In
addition, further studies on the host response to infection with B. mallei should allow a
more complete understanding of the pathogenesis of glanders. Equines are the only
natural reservoir for B. mallei, and the worldwide eradication of glanders is theoreti-
cally possible but would require the diagnosis and slaughter of infected animals. The
worldwide eradication of glanders would require significant funding, coordination, and
cooperation from countries with infected equines.

REFERENCES

1. Miller, W. R., Pannell, L., Cravitz, L., Tanner, W. A., and Rosebury, T. (1948) Studies
on certain biological characteristics of Malleomyces mallei and Malleomyces
pseudomallei. 11. Virulence and infectivity for animals. J. Bacteriol. 55, 127-135.

2. Marr, J. S. and Malloy, C. D. (1996) An epidemiologic analysis of the ten plagues of
Egypt. Caduceus 12, 7-23.

3. Wilkinson, L. (1981) Glanders: medicine and veterinary medicine in common pursuit of
a contagious disease. Med. Hist. 25, 363-384.

4. Loeftler, F. (1886) The etiology of glanders (in German). Arb. Kaiserl. Gesundh. 1, 141-198.



Glanders 231

10.

1.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Schadewaldt, H. (1975) 100 years in the mirror of the German Medical Weekly. The dis-
covery of the bacillus for glanders (in German). German Med. Weekly 100, 2292-2295.
Struck, D. (1882) A preliminary report on work by the Imperial Health Care Office lead-
ing to the discovery of the glanders bacillus (in German). German Medical Weekly 52,
707, 708.

Benenson, A. S. (1995) Control of Communicable Diseases Manual. American Public
Health Association, Washington, D.C.

Sanford, J. P. (1990) Pseudomonas species (including melioidosis and glanders), in
Priciples and Practice of Infectious Diseases, 3rd ed. (Mandell, G. L., Douglas, Jr., R.
G., and Bennett, J. E., eds.), Churchill Livingstone, New York, pp. 1692—-1696.

CDC. (2000) Biological and chemical terrorism: strategic plan for preparedness and re-
sponse. MMWR 49(No. RR-4), 1-14.

Steele, J. H. (ed.) (1979) Glanders, in CRC Handbook Series in Zoonoses. CRC, Boca
Raton, FL, pp. 339-362.

Yabuuchi, E., Kosako, Y., Oyaizu, H., et al. (1992) Proposal of Burkholderia gen. nov.
and transfer of seven species of the genus Pseudomonas homology group II to the new
genus, with the type species Burkholderia cepacia (Palleroni and Holmes 1981) comb.
nov. Microbiol. Immunol. 36, 1251-1275.

Miller, W. R., Pannell, L., Cravitz, L., Tanner, W. A., and Ingalls, M. S. (1948) Studies
on certain biological characteristics of Malleomyces mallei and Malleomyces
pseudomallei. 1. Morphology, cultivation, viability, and isolation from contaminated
speciments. J. Bacteriol. 55, 115-126.

Hagebock, J. M., Schlater, L. K., Frerichs, W. M., and Olson, D. P. (1993) Serologic
responses to the mallein test for glanders in solipeds. J. Vet. Diagn. Invest. §, 97-99.
Pitt, T. L. (1990) Pseudomonas mallei and Pseudomonas pseudomallei, in Topley &
Wilson’s Principles of Bacteriology, Virology and Immunity, 8th ed. (Parker, M. T. and
Collier, L. H., eds.), BC Decker, Philadelphia, PA, pp. 265-268.

Parker, M. (1990) Glanders and melioidosis, in Topley & Wilson’s Principles of Bacteri-
ology, Virology and Immunity, 8th ed. (Parker, M. T. and Collier, L. H., eds.), BC Decker,
Philadelphia, PA, pp. 392-394.

Vyshelesskii, S. N. (1974) Glanders (Equina). Trudy Vsessoiuznyi Institut
Eksperimental’ noi Veterinarii (in Russian) 42, 67-92.

Schlater, L. K. (1992) Glanders, in Current Therapy in Equine Medicine. (Robinson, N.
E., ed.), W.B. Suanders, St. Louis, MO, pp. 761, 762.

Smith, G. R. and Easman, C. S. F. (1990) Bacterial diseases, in Topley & Wilson’s Prin-
ciples of Bacteriology, Virology and Immunity. (Parke, r. M. T. and Collie, r. L. H., eds.),
B.C. Decker, Philadelphia, PA, pp. 392-397.

Arun, S., Neubauer, H., Gurel, A., et al. (1999) Equine glanders in Turkey. Vet. Rec. 144,
255-258.

Smith, G. R., Pearson, A. D., and Parker, M. T. (1990) Pasteurella infections, tularemia,
glanders and melioidosis, in Topley and Wilson’s Principles of Bacteriology, Virology
and Immunity, 8th ed. (Smith, G. R. and Easman, C. S. F., eds.), B.C. Decker, Philadel-
phia, PA, pp. 392-397.

Huidekeoper, R. S. (1907) General diseases, in Diseases of the Horse. (Melvin, A. D.,
ed.), Government Printing Office, Washington, DC, pp. 532-545.

Sanford, J. P. (1991) Melioidosis and Glanders, in Harrison’s Principles of Internal Medi-
cine, 12th ed. (Wilson, J. D., Braunwald, E., Isselbacher, K. J., et al., eds.), McGraw-
Hill, New York, pp. 606—-609.

Hornick, R. B. (1982) Diseases due to Pseudomonas mallei and Pseudomonas
pseudomallei, in Infections in Children. (Wedgewood, R. J., ed.), Harper & Row, Phila-
delphia, PA, pp. 910-913.



232

24.

25.

26.
217.
28.
29.

30.
31.

32.
33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

Waag and DeShazer

Robins, G. D. (1906) A study of chronic glanders in man. Studies from the Royal Victoria
Hospital 2, 1-98.

Redfearn, M. S. and Palleroni, N. J. (1975) Glanders and melioidosis, in Diseases Trans-
mitted from Animals to Man. (Hubbert, W. T., McCulloch, W. F., and Schnurrenberger,
P.R., eds.), Charles C. Thomas, Springfield, IL, 110-128.

Alibasoglu, M., Yesildere, T., Calislar, T., Inal, T., and Calsikan, U. (1986) Malleus out-
break in lions in the Istanbul Zoo (in German). Berl. Munch. Tierarztl. Wschr. 99, 57-63.
Gaiger, S. H. (1913) Glanders in man. J. Comp. Pathol. Ther. 26, 223-236.

(1924) Glanders. Foreign letter from Prague. J. Am. Med. Assoc. 82, 646.

Howe, C. and Miller, W. R. (1947) Human glanders: report of six cases. Ann. Intern.
Med. 26, 93-115.

Hunter, D. H. (1936) Saints and martyrs. Lancet 231, 1131-1134.

Srinivasan, A., Kraus, C. N., DeShazer, D., et al. (2001) Glanders in a military microbi-
ologist. N. Engl. J. Med. 354, 256-258.

Stewart, J. C. (1904) Pyaemic glanders in the human subject. Ann. Surg. 40, 109-113.
Redfearn, M. S., Palleroni, N. J., and Stanier, R. Y. (1966) A comparative study of
Pseudomonas pseudomallei and Bacillus mallei. J. Gen. Microbiol. 43, 293-313.
Steele, J. H. (1973) The zoonoses: an epidemiologist’s viewpoint. Prog. Clin. Pathol. 5,
239-286.

CDC. (2000) Laboratory-acquired human glanders-Maryland, May 2000. MMWR 49,
532-535.

Kantseva, A. P. and Matkovskii, V. S. (1970) Specific lung disorders is especially danger-
ous and some little studied infections (in Russian). Voennomeditsinkij Zhurnal 7, 82—86.
Gaiger, S. H. (1916) Glanders in man. A second attack after apparent recovery. J. Comp.
Path. 29, 26-46.

Ferster, L. N. and Kurilov, V. (1982) Characteristics of the infectious process in animals
susceptible and resistant to glanders (in Russian). Arkh. Patol. 44, 24-30.

Fritz, D. L., Vogel, P., Brown, D. R., and Waag, D. M. (1999) The hamster model of
intraperitoneal Burkholderia mallei (glanders). Vet. Pathol. 36, 276-291.

Fritz, D. L., Vogel, P., Brown, D. R., DeShazer, D., and Waag, D. M. (2000) Mouse
model of sublethal and lethal intraperitoneal glanders (Burkholderia mallei). Vet. Pathol.
37, 626-636.

Fritz, D., Miller, L., England, M., and Waag, D. (2001) Mouse model of aerosolized
glanders (Burkholderia mallei). Vet. Pathol. 38, 591.

Rosenbloom, M., Leikin, J. B., Vogel, S. N., and Chaudry, Z. A. (2002) Biological and
chemical agents: a brief synopsis. Am. J. Ther. 9, 5-14.

Finlay, B. B. and Falkow, S. (1997) Common themes in microbial pathogenesis revis-
ited. Microbiol. Mol. Biol. Rev. 61, 136—-169.

Henderson, I. R. and Nataro, J. P. (2001) Virulence functions of autotransporter proteins.
Infect. Immun. 69, 1231-1243.

Zhu, J., Miller, M. B., Vance, R. E., Dziejman, M., Bassler, B. L., and Mekalanos, J. J.
(2002) Quorum-sensing regulators control virulence gene expression in Vibrio cholerae.
Proc. Natl. Acad. Sci. 99, 3129-3134.

Roberts, 1. S. (1996) The biochemistry and genetics of capsular polysaccharide produc-
tion in bacteria. Annu. Rev. Microbiol. 50, 285-315.

Moxon, E. R. and Kroll, J. S. (1990) The role of bacterial polysaccharide capsules as
virulence factors. Curr. Top. Microbiol. Immunol. 150, 65-85.

Jennings, W. E. (1963) Glanders, in Diseases Transmitted from Animals to Man, 5th ed.
(Hull, T. G., ed.), Charles C. Thomas, Springfield, IL, pp. 264-292.

Kovalev, G. K. (1971) Glanders (Review) (in Russian). Zh. Mikrobiol. Epidemiol.
Immunobiol. 48, 63-70.



Glanders 233

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

Minett, F. C. (1959) Glanders (and melioidosis), in Infectious Diseases of Animals. Dis-
eases due to Bacteria. (Stableforth, A. W., ed.), Academic Press, New York, pp. 296-318.
DeShazer, D., Waag, D. M., Fritz, D. L., and Woods, D. E. (2001) Identification of a
Burkholderia mallei polysaccharide gene cluster by subtractive hybridization and dem-
onstration that the encoded capsule is an essential virulence determinant. Microb. Patho-
gen. 30, 253-269.

Popov, S. F., Mel’nikov, B. I., Lagutin, M. P., and Kurilov, V. Y. (1991) Capsule forma-
tion in the causative agent of glanders (in Russian). Mikrobiol. Zh. 53(1), 90-92.
Popov, S. F., Kurilov, V. Y., and Yakovlev, A. T. (1995) Pseudomonas pseudomallei
and Pseudomonas mallei-capsule-forming bacteria (in Russian). Zh. Mikrobiol.
Epidemiol. Immunobiol. (5), 32-36.

Popov, S. F., Tikhonov, N. G., N. N. P, Kurilov, V. Y., and Dement’ev, 1. P. (2000) The
role of capsule formation in Burkholderia mallei for its persistence in vivo (in Russian).
Zh. Mikrobiol. Epidemiol. Immunobiol. (3), 73-75.

Reckseidler, S. L., DeShazer, D., Sokol, P. A., and Woods, D. E. (2001) Detection of
bacterial virulence genes by subtractive hybridization: identification of capsular polysac-
charide of Burkholderia pseudomallei as a major virulence determinant. Infect. Immun.
69, 34-44.

Brett, P. J., DeShazer, D., and Woods, D. E. (1997) Characterization of Burkholderia
pseudomallei and Burkholderia pseudomallei-like strains. Epidemiol. Infect. 118, 137—-148.
Brett, P. J., DeShazer, D., and Woods, D. E. (1998) Burkholderia thailandensis sp.
nov., description of a Burkholderia pseudomallei-like species. Int. J. Syst. Bacteriol.
48, 317-320.

Smith, M. D., Angus, B. J,. Wuthiekanun, V., and White, N. J. (1997) Arabinose assimi-
lation defines a nonvirulent biotype of Burkholderia pseudomallei. Infect. Immun. 65,
4319-4321.

Ochman, H., Lawrence, J. G., and Groisman, E. A. (2000) Lateral gene transfer and the
nature of bacterial innovation. Nature 405, 299-304.

Whitfield, C. and Roberts, I. S. (1999) Structure, assembly and regulation of expression
of capsules in Escherichia coli. Mol. Microbiol. 31, 1307-1319.

Khrapova, N. P., Tikhonov, N. G., and Prokhvatilova, Y. V. (1998) Detection of glyco-
protein of Burkholderia pseudomallei. Emerging Infect. Dis. 4, 336, 337.

Piven, N. N., Smirnova, V. L., Viktorov, D. V_, et al. (1996) Immunogenicity and hetero-
geneity of Pseudomonas pseudomallei surface antigen 8 (in Russian). Zh. Mikrobiol.
(Moscow) 4, 75-78.

Samygin, V. M., Khrapova, N. P., Spiridonov, V. A., and Stepin, A. A. (2001) Antigen 8
biosynthesis during cultivation of Burkholderia pseudomallei and B. mallei (in Russian).
Zh. Mikrobiol. Epidemiol. Immunobiol. 4, 50-52.

DeShazer, D., Brett, P. J., and Woods, D. E. (1998) The type II O-antigenic polysaccha-
ride moiety of Burkholderia pseudomallei lipopolysaccharide is required for serum resis-
tance and virulence. Mol. Microbiol. 30, 1081-1100.

Burtnick, M. N., Brett, P. J., and Woods, D. E. (2002) Molecular and physical character-
ization of Burkholderia mallei O antigens. J. Bacteriol. 184, 849—852.

Pitt, T. L., Aucken, H., and Dance, D. A. (1992) Homogeneity of lipopolysaccharide
antigens in Pseudomonas pseudomallei. J. Infect. 25, 139—-146.

Knirel, Y. A., Paramonov, N. A., Shashkov, A. S., et al. (1992) Structure of the polysac-
charide chains of Pseudomonas pseudomallei lipopolysaccharides. Carbohydrate Res.
233, 185-193.

Perry, M. B., MacLean, L. L., Schollaardt, T., Bryan, L. E., and Ho, M. (1995) Structural
characterization of the lipopolysaccharide O antigens of Burkholderia pseudomallei. In-
fect. Immun. 63, 3348-3352.



234

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

Waag and DeShazer

Day, W. A. ], Fernandez, R. E., and Maurelli, A. T. (2001) Pathoadaptive mutations that
enhance virulence: genetic organization of the cadA regions of Shigella spp. Infect.
Immun. 69, 7471-7480.

Maurelli, A. T., Fernandez, R. E., Bloch, C. A., Rode, C. K., and Fasano, A. (1998)
“Black holes” and bacterial pathogenicity: a large genomic deletion that enhances the
virulence of Shigella spp. and enteroinvasive Escherichia coli. Proc. Natl. Acad. Sci. 95,
3943-3948.

Mira, A., Ochman, H., and Moran, N. A. (2001) Deletional bias and the evolution of
bacterial genomes. Trends Genet. 17, 589-596.

Parkhill, J., Wren, B. W., Thomson, N. R., et al. (2001) Genome sequence of Yersinia
pestis, the causative agent of plague. Nature 413, 523-527.

Steinmetz, I., Rohde, M., and Brenneke, B. (1995) Purification and characterization of an
exopolysaccharide of Burkholderia (Pseudomonas) pseudomallei. Infect. Immun. 63,
3959-3965.

Nimtz, M., Wray, V., Domke, T., Brenneke, B., Haussler, S., and Steinmetz, 1. (1997)
Structure of an acidic exopolysaccharide of Burkholderia pseudomallei. Eur.J. Biochem.
250, 608—616.

Wretlind, B., Becker, K., and Haas, D. (1985) IncP-1 R plasmids decrease the serum resis-
tance and the virulence of Pseudomonas aeruginosa. J. Gen. Microbiol. 131, 2701-2704.
Verevkin, V. V., Volozhantsev, N. V., Myakinina, V. P., and Svetoch, E. A. (1997) Ef-
fect of the TRA-system of RP4 and R68.45 plasmids on virulence of the glanders agent
(in Russian). Vestn. Ross. Akad. Med. Nauk. 6, 37-40.

Shipovskaia, N. P., Merinova, L. K., and Riapis, L. A. (1983) Properties of auxotrophic
mutants of Pseudomonas mallei (in Russian). Zh. Mikrobiol. Epidemiol. Immunobiol. 4,
36-39.

Alibek, K. and Handelman, S. (1999) Biohazard: The Chilling True Story of the Largest
Covert Biological Weapons Program in the World. Random House, New York.
Neubauer, H., Meyer, H., and Finke, E. J. (1997) Human glanders. Revue Internationale
Des Services De Sante Des Forces Armees 70, 258-265.

Evans, D. H. (1966) Colonial variation in Actinobacillus mallei. Can. J. Microbiol. 12,
609-616.

Heine, H. S., England, M. J., Waag, D. M., and Byrne, W. R. (2001) In vitro antibiotic
susceptibilities of Burkholderia mallei (causative agent of glanders) determined by broth
microdilution and E-test. Antimicrob. Agents Chemother. 45,2119-2121.

Kenny, D. J., Russell, P., Rogers, D., Eley, S. M., and Titball, R. W. (1999) In vitro
susceptibilities of Burkholderia mallei in comparison to those of other pathogenic
Burkholderia spp. Antimicrob. Agents Chemother. 43, 2773-2775.

Abaev, I. V., Akimova, L. A., Shitov, V. T., Volozhantsev, N. V., and Svetoch, E. A.
(1992) Transformation of pathogenic pseudomonads by plasmid DNA (in Russian). Mol.
Gen. Mikrobiol. Virusol. 3—4, 17-20.

Abaev, I. V., Astashkin, E. I., Pachkunov, D. M., Stagis, I. I., Shitov, V. T., and Svetoch,
E. A. (1995) Pseudomonas mallei and Pseudomonas pseudomallei: introduction and
maintenance of natural and recombinant plasmid replicons (in Russian). Mol. Gen.
Mikrobiol. Virusol. 1, 28-36.

Abaev, 1. V., Pomerantseva, O. M., Astashkin, E. L., et al. (1997) The creation of ge-
nomic DNA libraries of Pseudomonas mallei and Pseudomonas pseudomallei (in Rus-
sian). Mol. Gen. Mikrobiol. Virusol. 1, 17-22.

Ageeva, N. P. and Merinova, L. K. (1986) The effect of mating conditions on the effec-
tiveness of transmitting RP4 plasmids in Pseudomonas mallei (in Russian). Mikrobiol.
Zh. 48(5), 3-6.

Ageeva, N. P., Merinova, L. K., and Peters, M. K. (1989) The use of the plasmid pTH10
for isolating the donor strains of Pseudomonas mallei (in Russian). Mol. Gen. Mikrobiol.
Virusol. 4, 14-18.



Glanders 235

88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.

102.

103.

104.

105.

Anishchenko, M. A. and Merinova, L. K. (1992) Mobilization using incompatibility group
P1 plasmids in strains of Pseudomonas pseudomallei and Pseudomonas mallei as potential
vectors for DNA cloning (in Russian). Mol. Gen. Mikrobiol. Virusol. 5-6, 13—16.
Burtnick, M. N., Bolton, A. J., Brett, P. J., Watanabe, D., and Woods, D. E. (2001) Iden-
tification of the acid phosphatase (acpA) gene homologues in pathogenic and non-patho-
genic Burkholderia spp. facilitates TnphoA mutagenesis. Microbiology 147, 111-120.
Filonov, A. E., Manzeniuk, I. N., and Svetoch, E. A. (1996) Conjugative transfer and
expression of R plasmids of the genus Pseudomonas in the cells of Pseudomonas mallei
C-5 (in Russian). Antibiot. Khimioter. 41(3), 20-24.

Manzeniuk, O. 1., Volozhantsev, N. V., Astashkin, E. 1., and Svetoch, E. A. (1993) Trans-
duction of Pseudomonas mallei bacteria (in Russian). Mol. Gen. Mikrobiol. Virusol. 4,
37-40.

Peters, M. K., Shipovskaia, N. P., and Merinova, L. K. (1983) A study of the possibility
of conjugated transmission of the RP4 plasmid from Pseudomonas aeruginosa by strains
of Pseudomonas mallei and Pseudomonas pseudomallei (in Russian). Mikrobiol. Zh.
45(3), 11-14.

Woods, D. E., Jeddeloh, J. A., Fritz, D. F., and DeShazer, D. (2002) Burkholderia
thailandensis E125 harbors a temperate bacteriophage specific for Burkholderia mallei.
J. Bacteriol. 184, 4003-4017.

Merinova, L. K., Antonov, V. A., Zamaraev, V. S., and Viktorov, D. V. (2000) Mobiliza-
tion of a cryptic plasmid from the melioidosis pathogen in heterologous species of micro-
organisms (in Russian). Mol. Gen. Mikrobiol. Virusol. 2, 37-40.

Figurski, D. H. and Helinski, D. R. (1979) Replication of an origin-containing derivative
of plasmid RK2 dependent on a plasmid function provided in trans. Proc. Natl. Acad.
Sci. 76, 1648-1652.

Simon, R., Priefer, U., and Puhler, A. (1983) A broad host range mobilization system for
in vivo genetic engineering: tranposon mutagenesis in gram negative bacteria. Bio/Tech-
nology 1, 784-791.

Reyrat, J.-M., Pelicic, V., Gicquel, B., and Rappuoli, R. (1998) Counterselectable mark-
ers: untapped tools for bacterial genetics and pathogenesis. Infect. Immun. 66, 4011—
4017.

Berg, C. M., Berg, D. E., and Groisman, E. A. (1989) Transposable elements and the
genetic engineering of bacteria, in Mobile DNA. (Berg, D. E. and Howe, M. M., eds.),
American Society for Microbiology, Washington, DC, pp. 879-925.

Dennis, J. J. and Zylstra, G. J. (1998) Plasposons: modular self-cloning minitransposon
derivatives for rapid genetic analysis of Gram-negative bacterial genomes. Appl. Environ.
Microbiol. 64, 2710-2715.

Berg, D. E. (1989) Transposon TnJ3, in Mobile DNA. (Berg, D. E. and Howe, M. M.,
eds.), American Society for Microbiology, Washington, DC, pp. 185-210.

De Lorenzo, V., Herrero, M., Jakubzik, U., and Timmis, K. N. (1990) Mini-Tn5
transposon derivatives for insertion mutagenesis, promoter probing, and chromosomal
insertion of cloned DNA in gram-negative eubacteria. J. Bacteriol. 172, 6568—6572.
Grishkina, T. A. and Merinova, L. K. (1993) Spontaneous phage production in Pseudomo-
nas pseudomallei and in a range of hosts of melioidosis phages among representatives in
the genus Pseudomonas (in Russian). Mikrobiol. Z. 55(4), 43—47.

Manzeniuk, O. 1., Volozhantsev, N. V., and Svetoch, E. A. (1994) Identification of
Pseudomonas mallei bacteria with the help of Pseudomonas pseudomallei bacterioph-
ages (in Russian). Mikrobiologiia 63(3), 537-544.

Smith, P. B. and Cherry, W. B. (1957) Identification of Malleomyces by specific bacte-
riophages. J. Bacteriol 74, 668—672.

Harayama, S., Tsuda, M., and Lino, T. (1980) High frequency mobilization of the chro-
mosome of Escherichia coli by a mutant of plasmid RP4 temperature-sensitive for main-
tenance. Mol. Gen. Genet. 180, 47-56.



236

106.

107.

108.

109.

110.

111.

112.

113.

114.

115.

116.

117.

118.

119.

120.

121.

122.

123.

124.

125.

126.

Waag and DeShazer

Mabhillon, J. and Chandler, M. (1998) Insertion sequences. Microbiol. Mol. Biol. Rev. 62,
725-T774.

Berge, A., Rasmussen, M., and Bjorck, L. (1998) Identification of an insertion sequence
located in a region encoding virulence factors of Streptococcus pyogenes. Infect. Immun.
66, 3449-3453.

Sharrer, G. T. (1995) The great glanders epizootic, 1861-1866. Agricultural History 69,
79-97.

Witcover, J. (1989) Sabotage at Black Tom: Imperial Germany’s Secret War in America,
1914-1917. Algonquin Books of Chapel Hill, Chapel Hill, NC.

Carus, W. S. (1998) Bioterrorism and biocrimes: the illicit use of biological agents in the
20th century. National Defense University: Center for Counterproliferation Research.
Mohler, J. R. and Eichhorn, A. (1914) Immunization tests with glanders vaccine. J. Comp.
Path. 27, 183-185.

Amemiya, K., Bush, G. V., DeShazer, D., and Waag, D. M. (2002) Nonviable
Burkholderia mallei induces a mixed Thl- and Th2-like cytokine response in BALB/c
mice. Infect. Immun. 70, 2319-2325.

Schutz, K. and Schubert, O. (1909) Die Ermittelung der Rotzkrankheit mit Hilfe der
Komplementablekungsmethod (in German). Arch. Wiss. Prakt. Tierhlk. 35, 44-83.
Gangulee, P. C., Sen, G. P., and Sharma, G. L. (1966) Serological diagnosis of glanders
by haemagglutination test. Indian Vet. J. 43, 386-391.

Sen, G. P., Singh, G., and Joshi, T. P. (1968) Comparative efficacy of serological tests in
the diagnosis of glanders. Indian Vet. J. 45, 286-293.

Bauernfeind, A., Roller, C., Meyer, D., Jungwirth, R., and Schneider, 1. (1998) Molecu-
lar procedure for rapid detection of Burkholderia mallei and Burkholderia pseudomallei.
J. Clin. Microbiol. 36, 2737-2741.

Tyler, S. D., Strathdee, C. A., Rozee, K. R., and Johnson, W. M. (1995) Oligonucleotide
primers designed to differentiate pathogenic pseudomonads on the basis of the sequenc-
ing of genes coding for 16S-23S rRNA internal transcribed spacers. Clin. Diag. Lab.
Immunol. 2, 448-453.

Trakulsomboon, S., Dance, D. A. B., Smith, M. D., White, N. J., and Pitt, T. L. (1997)
Ribotype differences between clinical and environmental isolates of Burkholderia
pseudomallei. J. Med. Microbiol. 46, 565-570.

Al-Ani, F. K., Al-Rawashdeh, O. F., Ali, A. H., and Hassan, F. K. (1998) Glanders in
horses: clinical, biochemical and serological studies in Iraq. Vet. Arhiv. 68, 155—-162.
Al-Izzi, S. A. and Al-Bassam, L. S. (1989) In vitro susceptibility of Pseudomonas mallei
to antimicrobial agents. Comp. Immunol. Microbiol. Infect. Dis. 12, 5-8.

Batmanov, V. P. (1991) Sensitivity of Pseudomonas mallei to fluoroquinolones and their
efficacy in experimental glanders (in Russian). Antibiot. Khimioter. 36, 31-34.
Batmanov, V. P. (1994) Sensitivity of Pseudomonas mallei to tetracyclines and their
effectiveness in experimental glanders (in Russian). Antibiot. Khimioter. 39, 33-37.
Iliukhin, V. 1., Alekseev, V. V., Antonov, I. V., Savchenko, S. T., and Lozovaia, N. A.
(1994) Effectiveness of treatment of experimental glanders after aerogenic infection (in
Russian). Antibiot. Khimioter. 39, 45-48.

Ipatenko, N. G. (1972) Bacteriostatic and bactericidal action of some antibiotic on the
glanders bacillus, Bacillus (Actinobacillus) mallei (in Russian). Trudy Moskovskoi
Veterinarnoi Akademii 61, 142—148.

Kovalev, G. K. and Gnetnev, A. M. (1975) Antibiotic sensitivity of the causative agent of
glanders (in Russian). Antibiotiki 20, 141-144.

Manzeniuk, I. N., Dorokhin, V. V., and Svetoch, E. A. (1994) The efficacy of antibacte-
rial preparations against Pseudomonas mallei in in-vitro and in-vivo experiments (in
Russian). Antibiot. Khimioter. 39, 26-30.



Glanders 237

127.

128.

129.

130.

131.

132.

133.

134.

135.

136.

137.

138.

139.

Miller, W. R., Pannell, L., and Ingalls, M. S. (1948) Experimental chemotherapy in glan-
ders and melioidosis. Am. J. Hyg. 47, 205-213.

Muhammad, G., Khan, M. Z., and Athar, M. (1998) Clinico-microbiological and thera-
peutic aspects of glanders in equines. J. Equine Sci. 9, 93-96.

Nagy, G. and Zalay, L. (1967) Antibiotic sensitivity and biochemical properties of Bact.
mallei strains used in diagnostic preparations. Acta Vet. Acad. Sci. Hung. 17, 285-286.
Stepanshin, I. G., Manzeniuk, I. N., Svetoch, E. A., and Volkovoi, K. I. (1994) In vitro
development of fluoroquinolone resistance in the glanders pathogen (in Russian).
Antibiot. Khimioter. 39, 30-33.

Tezok, F. (1958) Three glanders strains isolated from three patients in 1956 and differing
with regard to sensitivity to antibiotics. Internat. Congr. Microbiol. Abstr. VII, 344.
Yolv, Y. (1967) Effect of certain antibiotics, sulphonamides and other substances on the
reproduction of Pfeifferella (Actinobacillus) mallei in vitro. Vet. Med. Nauki. Sofia 4,
55-59.

Russell, P., Eley, S. M., Ellis, J., et al. (2000) Comparison of efficacy of ciprofloxacin
and doxycycline against experimental melioidosis and glanders. J. Antimicrob.
Chemother. 45, 813-818.

Tribuddharat, C., Moore, R. A., Baker, P., and Woods, D. E. (2003) Burkholderia
pseudomallei class a beta-lactamase mutations that confer selective resistance against
ceftazidime or clavulanic acid inhibition. Antimicrob. Agents Chemother. 47,2082-2087.
Batmanov, V. P. (1993) Treatment of experimental glanders with combinations of
sulfazine or sulfamonomethoxine with trimethoprim (in Russian). Antibiot. Khimioter.
38, 18-22.

Manzeniuk, I. N., Manzeniuk, O. 1., Filonov, A. V., Stepanshin, I. G., and Svetoch, E. A.
(1995) Resistance of Pseudomonas mallei to tetracyclines: assessment of the feasibility
of chemotherapy (in Russian). Antibiot. Khimioter. 40, 40-44.

Howe, C. (1950) Glanders, in The Oxford Medicine. (Christian, H. A., ed.), Oxford Uni-
versity Press, New York, pp. 185-202.

Ansabi, M. and Minou, M. (1951) Two cases of chronic human glanders treated with
sulfamides (in French). Ann. Inst. Pasteur 81, 98—102.

Womack, C. R. and Wells, E. B. (1949) Co-existent chronic glanders and multiple cystic
osseous tuberculosis treated with streptomycin. Am. J. Med. 6, 267-271.






11

Medical Countermeasures for Filoviruses and Other
Viral Agents

Alan Schmaljohn and Michael Hevey

1. INTRODUCTION

Many viruses were considered historically and have been reconsidered recently as
potential agents of great harm, through intentional release as weapons of biological
warfare or bioterrorism. Two such lists, of which several circulate, are shown in Table
1. Another variation, a recent prioritization of concerns by the National Institute of
Allergy and Infectious Disease (NIAID), is shown in Table 2. The discerning reader
may note that regarding certain viral agents, different listings may appear wildly or
illogically discordant. Conflicting perspectives will not be resolved herein: a consider-
ation of the particular threat characteristics, diseases, vaccines, and treatments for even
these truncated rosters of viral agents is well beyond the scope of this chapter. It suf-
fices to note that priorities and concerns are drawn from imprecise and sometimes dis-
puted information about these viruses in myriad areas, including the medical
consequences of infection in terms of morbidity and mortality; the feasibility and ease
of agent production; the minimal viral dose required to cause disease; the stability of
the virus in storage and in aerosol form; the contagiousness or limited transmissibility
of the virus via contacts of infected persons; the current availability of medical coun-
termeasures; the ease by which individuals or groups may acquire the virus; and cred-
ible intelligence information indicating past or present weaponization. Variola virus,
causative agent of smallpox, is considered separately in this volume. Here, emphasis is
on the filoviruses Marburg virus (MARYV) and Ebola virus (EBOV); these are among
the most frightening of natural viral threat agents, not as contagious as variola virus,
but more deadly, and uncontrolled by any currently available vaccine or therapy. Ge-
netically engineered viruses are not considered here, nor are agents that have serious
but solely indirect effects on humans through their impacts on agriculture or environ-
ment.

2. A BRIEF GUIDE TO VIRAL AGENTS OF CONCERN
2.1. A World Aswarm With Viral Zoonoses

Table 3 shows a cursory guide to most of the agents in Tables 1 and 2. Diseases are
listed in order of their primary manifestation in natural circumstances. Almost all are
zoonoses—that is, diseases communicable from animals to humans under natural cir-
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Table 1

Schmaljohn and Hevey

Viral Agents of Listed Concern, CDC, and State Department

DHHS 42 CFR Part 72, Appendix A, select
agents (viruses)?

Australia group: list of biological agents
(viruses) for export control?

Crimean-Congo hemorrhagic fever virus

Eastern equine encephalitis virus
Ebola viruses
Equine morbillivirus

Herpes B virus

Lassa fever virus
South American haemorrhagic fever viruses
(Junin, Machupo, Sabia, Flexal, Guanarito)

Marburg virus

Monkeypox virus

Nipah and Hendra Complex viruses

Rift Valley fever virus

Tick-borne encephalitis complex (flavi)
viruses (Central European tick-borne
encephalitis, Far eastern tick-borne
encephalitis [Russian Spring and Summer
encephalitis, Kyasanur Forest disease,
Omsk hemorrhagic fever])

Variola major virus (smallpox virus)

Venezuelan equine encephalitis virus

Chikungunya virus

Congo-Crimean hemorrhagic fever virus
Dengue fever virus

Eastern equine encephalitis virus

Ebola virus

Hantaan virus

Japanese encephalitis virus
Junin virus
Lassa fever virus

Lymphocytic choriomeningitis virus
Machupo virus

Marburg virus

Monkeypox virus

Rift Valley fever virus
Tick-borne encephalitis virus (Russian Spring-
Summer encephalitis virus)

Variola virus

Venezuelan equine encephalitis virus

Western equine encephalitis virus

White pox

Yellow fever virus

Warning list: Kyasanur Forest, Louping ill,
Murray Valley encephalitis, Omsk
hemorrhagic fever, Oropouche, Powassan,
Rocio, and St. Louis encephalitis viruses

Also 15 viruses listed as animal pathogens

4CDC Select Agent (www.cdc.gov) Federal Register / Vol. 67, No. 164 / Friday, August 23, 2002/

Proposed Rules.

bDepartment of State Australia Group (www.state.gov) lists of viral agents subject to control.

cumstances. With a few exceptions, human infections are unnecessary or irrelevant to
the maintenance of these viruses in nature; nonetheless, some are readily transmissible
between humans, either in mosquito—human cycles or by close and unprotected contact
with infected persons. Wholly human viral diseases (e.g., polioviruses, certain herpes-
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Table 2

NIAID Category A, B, and C Priority Viral Pathogens

A B C

Variola major (smallpox)  Viral encephalitides Emerging infectious disease
and other pox viruses » West Nile Virus threats, such as Nipah virus

Viral hemorrhagic fevers » LaCrosse and additional hantaviruses.
Arenaviruses + California encephalitis NIAID priority areas:

* LCM, Junin, * VEE * Tickborne hemorrhagic
Machupo, * EEE fever viruses (Crimean-
Guanarito viruses * WEE Congo hemorrhagic fever

* Lassa fever * Japanese encephalitis virus virus)

Bunyaviruses » Kyasanur Forest virus * Tickborne encephalitis

» Hantaviruses Food and Waterborne Pathogens viruses

« Rift Valley fever « Viruses (Caliciviruses, * Yellow fever

Flaviruses Hepatitis A) ¢ Influenza
* Dengue  Rabies
Filoviruses
* Ebola
* Marburg

(From http://www.niaid.nih.gov/dmid/biodefense/bandc_priority.htm, updated 06/13/02.)

viruses, measles, mumps, rubella, and so on) are sufficiently controlled by vaccination
or are so ubiquitous that they are not usually considered in discussions of bioterrorism
or biowarfare. Smallpox is a noteworthy exception: it is highly contagious, incapable
of natural existence except by transmission in humans, and was eradicated as a natural
disease.

2.2. The Diversity of Viral Hemorrhagic Fevers

The term “viral hemorrhagic fever” (VHF) is often used as a collective term to refer
to those acute viral diseases typified by a significant incidence of vascular dysfunc-
tion and severe, life-threatening diseases in humans (/). However, VHFs should be
regarded cautiously as a term of convenience, a colloquially useful but taxonomi-
cally meaningless (2) catchall for hazardous viruses unfamiliar even to many virolo-
gists. Among the VHF are viruses of many genera and at least four families
(Filoviridae, Bunyaviridae, Flaviviridae, Arenaviridae). In terms of genetics, ecol-
ogy, physical structure, and even disease pathogenesis, the agents of VHFs have rela-
tively little in common with one another. For different VHF viruses, pathogenetic
events leading to hemorrhagic symptoms may be precipitated by various of mecha-
nisms: viral damage to liver, platelet depletion, direct viral damage to vascular epi-
thelium, disseminated intravascular coagulation, indirect consequences of cytokine
activation, and perhaps by other mechanisms. All of these mechanisms have been
implicated with filoviruses, yet hemorrhage and dehydration do not necessarily
account for the terminal shock in fatal cases (3,4).
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2.3. Natural vs Unnatural Infections

Significantly, in terms of the risks they pose, most of the agents of Tables 1 and 2 are
known or suspected (from experimental infections of animals, laboratory accidents,
nosocomial infections, and so on) to be infectious in an aerosol form. For some viruses,
dose and route of infection (e.g., inhalation) may dramatically alter the disease course,
increasing morbidity and mortality. This difference is especially problematic with
viruses that cause encephalitis, such as the alphaviruses Venezuelan, eastern, and west-
ern equine encephalitis viruses, and is also of concern with members of the Flaviviridae,
such as tick-borne encephalitis virus, the paramyxoviruses Hendra and Nipah
(Henipavirus genus), and some of the Bunyaviridae, such as Rift Valley fever virus
(5). In the case of alphaviruses, altered pathogenesis has been attributed to the capacity
of virus to infect olfactory nerves, leading to encephalitis more rapidly than would
occur with natural infection such as a mosquito bite. A corollary problem is this: vac-
cine-induced immune responses that protect against parenteral infection may be in some
cases significantly less effective against aerosol infections (6), adding a level of com-
plexity to vaccine design.

2.4. Clinical and Laboratory Diagnosis

As implied in Table 3, isolated cases of viral disease may present initially in ways
very similar to other medical events that lead patients to family doctors or emergency
rooms. Neither encephalitis nor hemorrhagic fevers are universal manifestations of the
natural viral diseases that tend toward these pathologies, and the disease courses in
humans exposed to these agents by aerosol routes is generally unknown. The small
diagnostic advantage of a careful patient history (e.g., foreign travel, exposure to ro-
dents) would be lost in the event of malicious domestic release of hazardous viruses.
Nevertheless, one might expect that insightful physicians would be the first to recog-
nize unusual symptoms or case-clusters and relay the alarm to diagnostic centers, as
happened in the United States in the examples of hantavirus pulmonary syndrome (7),
and West Nile virus (8). An improved and integrated knowledge management system
(e.g., monitoring increased hospital admissions, mortalities, and unusual diagnoses in
a more global fashion) has been proposed and may prove beneficial. However, in an
initial outbreak and before case-definition criteria can be established, laboratory evalu-
ations will be essential to identify a new or unexpected viral disease.

The reader is referred to other sources (/) for discussion of samples to be taken and
to whom they might be submitted for analysis. In brief, frozen serum, whole blood, or
tissues will usually suffice for viral isolation, for polymerase chain reaction (PCR)
detection of viral genomes, and/or for serological studies (acute and convalescent se-
rum samples are preferred in the latter case). Other embedded or fixed tissues may be
useful for diagnosis by immunohistochemistry or in situ hybridization. Propelled by
the recent increase in concern about bioterrorism, advances have been made in rapid
and miniaturized diagnostic technologies with specific application for exotic viral dis-
ease agents. State and local laboratories may soon be equipped to receive samples that
until now could only be sent to specialized laboratories, similarly to the Centers for
Disease Control and Prevention (CDC).



Table 3

Viral Agents Affecting Humans and Frequently Considered as Potential Agents of Biological Warfare or Bioterrorism

Virus Disease? Natural transmission” to humans Countermeasures®
Filoviriridae family

Ebola virus Hemorrhagic fever Blood, body fluids, and ? NONE

Marburg virus Hemorrhagic fever Blood, body fluids, and ? NONE

Alphavirus genus

Venezuelan equine encephalitis virus
Eastern equine encephalitis virus
Western equine encephalitis virus
Chikungunya virus
Bunyaviridae family
Congo-Crimean hemorrhagic fever virus
Hantaan, Seoul, Puumala viruses
Sin Nombre virus, Andes viruses
Rift Valley fever virus

ribavirin

Arenavirus genus

Lassa fever virus

Junin virus

ribavirin

Machupo virus

Flavivirus genus

Tick-borne encephalitis viruses
license, k)

Yellow fever virus

Japanese encephalitis virus
Dengue fever virus
Paramyxoviridae family

Nipah and Hendra viruses

Fever, encephalitis
Fever, encephalitis
Fever, encephalitis
Fever, arthralgia

Hemorrhagic fever

Hemorrhagic fever, renal syndrome
Fever, respiratory distress syndrome
Fever, encephalitis, hemorrhagic fever

Hemorrhagic fever
Hemorrhagic fever

Hemorrhagic fever
Fever, encephalitis
Fever, hemorrhagic fever
Fever, encephalitis

Fever, hemorrhagic fever

Fever, encephalitis

Mosquito
Mosquito
Mosquito
Mosquito

Tick, blood, body fluids
Rodents, rodent excreta
Rodents, rodent excreta
Mosquito, abattoir

Rodents, rodent excreta
Rodents, rodent excreta
Rodents, rodent excreta
Tick

Mosquito

Mosquito
Mosquito

From outbreaks in pigs, horses;

origin in bats

Vaccine (IND, I-a, k)
Vaccine (IND, k)
Vaccine (IND, k)
Vaccine (IND, 1-a)

SAUNSVIULIIFUNOD) [VILPIN

Ribavirin
Ribavirin
Ribavirin
Vaccine (IND, k),

Ribavirin

Vaccine (IND, I-a)
Ribavirin

Vaccine (European
Vaccine licensed, 1-a
Vaccine licensed, k

Vaccine (IND, I-a)

NONE?

4

(continued)



Table 3 (continued)

14744

Virus Disease? Natural transmission” to humans Countermeasures®

Orthopoxvirus genus

Variola virus Smallpox Highly contagious, respiratory Vaccine licensed, 1-a,
spread cidofovir

Monkeypox virus Smallpox-like Close contact with infected small Vaccine licensed, 1-a
mammals, humans cidofovir

“Diseases are listed in order of their primary manifestation.

PNatural Transmission refers to the manner in which humans become infected.

‘Countermeasures include vaccines with FDA status of IND (i.e., vaccines with increasing human safety data, animal efficacy data, but insufficient human efficacy
data and no supported application for licensure). Whereas newer approaches have shown great promise in laboratory studies, existing vaccines for human use are
variations of classical killed (k) or live-attenuated (I-a) formulations. In general, ribavirin is not licensed for the above indications, but is inferred from in vitro data
and incomplete clinical data to favor survival. Similarly, cidofovir (Vistide®) is licensed for treatment of cytomegalovirus (CMV) retinitis in patients with AIDS, but
also shows considerable promise in limiting orthopoxvirus replication and ameliorating disease.

h2031] puv uyolpuiydg
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2.5. Countermeasures and Resources

Table 3 shows a cursory overview of the current status of vaccines and viral thera-
peutics for many viral agents. In brief, US-licensed vaccines exist for only a few agents,
and vaccine supplies may be inadequate for immediate mass vaccinations. For other
agents, vaccines may exist under Investigational New Drug (IND) status—that is, vac-
cines shown to be efficacious and safe in laboratory animals, manufactured for human
testing, and tested (with Food and Drug Administration [FDA] oversight) for safety in
scores and sometimes thousands of persons. For some agents (filoviruses, see Section 3),
candidate vaccines are only now proceeding toward the first human trials. Among the
vaccines that remain in IND status, reasons for nonlicensure are several and different
for each vaccine but generally revolve historically around a paucity of financial com-
mitment (public or private) to the high costs of unambiguously demonstrating both
safety and efficacy in humans, as required for US licensure. In addition, some of the
IND vaccines were thought likely to be replaced by improved products, further under-
mining any willingness to incur the costs of licensure.

Ribavirin is effective in vitro against arenaviruses and hantaviruses, and clinical
studies have shown a trend toward efficacy against these viruses (9,/0). Licensed for
human use in combination therapy of hepatitis C and also as a treatment option for
respiratory syncytial virus, ribavirin has known side effects (anemia, possible teratoge-
nicity) to be weighed against the gravity of the viral infection. The drug is ineffective
against the causes of other viral hemorrhagic fevers (flaviviruses, filoviruses), and
ineffective against alphaviruses. Thus, general recommendations are to begin treating
suspected cases of viral hemorrhagic fevers with ribavirin until a diagnosis of
arenavirus or bunyavirus infection has been ruled out, at which time drug therapy is to
cease (1).

Therapeutic administration of antibodies is generally unavailable and sometimes
contraindicated. Whereas antibodies are relevant to immune clearance of many of the
viruses shown in Tables 1 and 2 (especially alphaviruses, bunyaviruses, and
flaviviruses) and may mitigate or prevent disease if given prophylactically or shortly
after exposure, the usefulness of providing additional antibodies to symptomatic,
immunocompetent patients is unclear. Nonetheless, additional research and testing may
lead to future availability of therapeutic antibodies for certain of the agents.

For more comprehensive discussions of countermeasures and associated issues, the
reader is referred to refs. / and 5. For the most recent advances in vaccination or treat-
ment, Web-based resources will likely remain most current, for example, those of the
CDC (http://www.cdc.gov/), the Infectious Diseases Society of America (http://
www.idsociety.org/bt/toc.htm), and the Johns Hopkins University’s Center for Civil-
ian Biodefense Strategies (http://www.hopkins-biodefense.org/).

3. FILOVIRUSES: FROM THE GENERAL TO THE PARTICULAR

Here, the particular case of filoviruses (EBOV and MARYV) is both important and
immensely illustrative. These characteristically filamentous viruses, which otherwise
could be disregarded on account of their relatively insignificant global impact on human
health, are among the most fearsome of biological threats. Although EBOV has
achieved greater public notoriety, it is MARYV that was allegedly weaponized in mas-
sive quantities by the former Soviet Union (//,12).
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3.1. Filovirus Background and Epidemiology

The first documented and characterized filovirus outbreak was in 1967, imported in
Ugandan nonhuman primates to the German city from which MARYV derives its name
(4). All initial cases were associated with laboratory workers engaged in processing
kidneys from African green monkeys for cell-culture production. EBOVs were first
recognized in 1976 and have been split into four species based on nucleotide sequence
homology and other characteristics. In a somewhat fluid taxonomic state (e.g., see
changes from ref. 2 to http://ictvdb.bio2.columbia.edu/), MARYV is assigned a single
species, and the four Ebola species are Zaire Ebola virus (ZEBOV), Ivory Coast Ebola
virus, Sudan Ebola virus, and Reston Ebola virus.

Historically, confirmed filovirus outbreaks have been infrequent and unpredictable
and so few in total number as to be amenable to listing in a single table (see Table 4).
Whether the result of the many factors that may cause viral emergence into human
populations (/3) or because of increased surveillance, EBOV and/or MARYV outbreaks
are now so frequent that they may be thought of as endemic diseases in equatorial
Africa (14,15). Nonetheless, filoviruses continue to defy sound epidemiological de-
scription, and their natural reservoir remains unknown. A 1999-2000 outbreak of
MARY in the Democratic Republic of Congo, involving more than 70 cases and fatal-
ity rates of around 75%, was linked to underground mining (/4), supporting but not
proving a suspicion that bats may be a natural carrier of the virus (/6). With EBOV
outbreaks, index cases have been difficult to identify, and epidemiological investigations
have been frustrated by innumerable political, cultural, and other barriers to rigorous
study (17).

Filoviral infections in humans are typically acquired by close contact with fluids or
tissues from infected patients or monkeys, by accidental exposure to infected sharps,
and by iatrogenic spread in poorly equipped hospitals.

3.2. Filovirus Clinical Presentation

The initial symptoms of filoviral infection in humans can be so nonspecific as to be
easily confused with numerous other diseases (see Table 5). Categorized as viral hem-
orrhagic fevers, the diseases caused by MARV and EBOV are not always hemorrhagic,
and they manifest in somewhat different ways in different individuals (3).

The clinical presentation for MARV was most extensively described in the first
Marburg, Germany, outbreak in 1967 (4,1/8). Because EBOV outbreaks have occurred
mostly in remote areas of the Third World, comparable data on clinical presentation in
a large cohort have not been reported. In the 1967 MARYV outbreak, disease typically
began after a 3- to 9-d incubation period with sudden marked prostration, headache,
and muscle ache. Fever followed within a few hours, accompanied by nausea, frequent
vomiting, and watery diarrhea (usually without observed blood or mucous contamina-
tion). Confusion and mental impairment were observed in many patients during acute
disease. A characteristic nonitching, macular, papular rash began 5-8 d after initial
symptoms, beginning on the face and then progressing to the trunk and extremities. An
early lymphopenia was followed by leukocytosis with atypical lymphocytes. Thromb-
ocytopenia was observed in all patients, and severe hemorrhagic diathesis in 30-50%
of patients. Also observed in all patients, and peaking after 6-9 d of illness, were
elevated liver enzymes, with nearly normal bilirubin levels. Deaths occurred on the 8th
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Table 4

Filovirus Outbreaks Documented Through 2001

Location Year Virus Cases (mortality)  Origin, epidemiology

Germany, Yugoslavia ‘67 MARYV 31 (23%) Imported monkeys
(Uganda)

Zimbabwe “75 MARV 3 (33%) Unknown. Two
S. African contacts

Northern Zaire “76 ZEBOV 318 (88%) Unknown, then iatrogenic

Southern Sudan ‘76 SEBOV 284 (53%) Unknown. Close contacts.

Tandala, Zaire “77 ZEBOV 1 (100%) Unknown.

Southern Sudan “79 SEBOV 34 (65%) Unknown. Same site as
1976.

Kenya ‘80 MARYV 2 (50%) Unknown. Physician
survived.

Kenya ‘87 MARYV 1 (100%) Unknown. Expatriate
traveler.

United States ‘89 REBOV 0 (0%) Imported monkeys

(Philippines), four
asymptomatic human

infections

Italy ‘92 REBOV 0 (0%) Imported monkeys
(Philippines)

Ivory Coast ‘94 CIEBOV 1 (0%) chimpanzee contact

Kikwit, Zaire ‘05 ZEBOV 315 (77%) Unknown. Close contacts.

Gabon ‘94-96 ZEBOV >43 dead Unknown.

Dem. Republic of ‘99-°00 MARYV 99 (68%) Diamond mine?. Multiple

Congo (former Zaire) genotypes, multiple

point sources.

Uganda ‘00-°01 SEBOV  approx 400 (62%) Unknown. From Sudan

via troops?

to 16th day of illness with the immediate cause of death being cardiovascular failure, or
cerebral coma. On autopsy, focal necroses appeared in almost all organs including
brain and kidney, were most conspicuous in the liver and lymphatic system, but were
absent from skeletal muscle. In patients displaying neurological symptoms, glial nod-
ule encephalitis in the gray and white matter of all portions of the brain was observed.
In those patients who did recover, the convalescent period was prolonged, with rapid
fatigue a common hallmark months after infection. In recovering individuals, infec-
tious virus or viral RNA may persist in some sites, and notably in semen, for weeks or
months. The overall clinical picture is very similar with EBOV, although it should also
be appreciated that there is considerable variation among individuals in both clinical
presentation and course of disease (3,/9).

3.3. Medical Treatment

The medical and public health management of viral hemorrhagic fevers, including
those caused by filoviruses, were recently reviewed in greater detail than will be pro-
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Table 5

Viral Hemorrhagic Fevers: Case Definitions That May Warrant a Cascade of
Reporting, Infection Control, Laborartory Diagnosis, and Initiation of Available
Treatments

Symptoms possibly signaling viral Ebola virus: case definitions used during
hemorrhagic fevers kikwit outbreak
Patient presents with: Probable case defined as a person with:

Fever >101°F (38.3°C) of <3 wk duration and 1) Unexplained fever and contact with another
probable case-patient, or
At least two of the following: hemorrhagic ~ 2) Unexplained fever plus 3 or more of 10

or purple rash, epistaxis, hematemesis, symptoms (abdominal pain, anorexia,
hemoptysis, blood in stools, or petechiae asthenia, simple [nonbloody] diarrhea, d
in nondependent areas and ysphagia, dyspnea, headache, hiccups,

myalgia and arthralgias, and nausea and
vomiting, or
No predisposing factors for hemorrhage and 3) Unexplained acute hemorrhagic signs or

no established alternative diagnoses symptoms, such as melena, hematemesis,
petechiae, or epistaxis
http://www.idsociety.org/bt/toc.htm Bwaka et al. (3)

vided here (/). Briefly, the only medical care that can be recommended for filoviruses
is palliative management of symptoms. In the 1967 MARYV outbreak, case fatality rate
was 22% (7 of 32) despite state-of-the-art critical care to manage hemostasis, electro-
lyte balance, and organ failure in patients (4). A 1999-2000 outbreak of MARY in the
Democratic Republic of Congo appeared to involve more than 70 cases and fatality
rates of around 75%; only minimal or no medical care was available to victims of that
outbreak (/4). The Zaire species of EBOV has caused fatality rates of approx 80% in
major outbreaks, also with little medical intervention until late in the outbreak (20). In
the example of the 1995 ZEBOV outbreak in Kikwit, case-fatality rates during the
lengthy outbreak declined from 93 to 69% (21), coincident with more aggressive
parenteral hydration of patients and decreased needlestick hazard (3).

When MARYV or EBOV is diagnosed or strongly suspected, additional precautions
for both patients and medical staff are indicated. These may include airborne agent
precautions, personal protection equipment, particular attention to hand hygiene,
appropriate handling of medical equipment, environmental decontamination, and patient
cohorting if multiple cases occur (/) (see also www.idsociety.org). Generally, the barrier
nursing practices and universal precautions instituted in the clinic because of human im-
munodeficiency virus should provide sufficient protection and have been sufficient to
arrest natural outbreaks, but the alarming clinical course and the unfamiliarity of filoviral
disease can be expected to create tension or outright fear in medical staff. Laboratory
specimens should be double-bagged and the exterior of the outer bag decontaminated
before transport to the laboratory. Excreta and other contaminated materials should be
autoclaved or decontaminated by the liberal application of hypochlorite or phenolic dis-
infectants. Clinical laboratory personnel are at risk for exposure and should employ a
biosafety cabinet (if available) and barrier precautions when handling specimens. More
specific and authoritative guidance is provided elsewhere (/).
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3.4. Diagnosis

Clinical diagnosis of viral hemorrhagic fevers can be problematic, especially with
isolated and unexpected cases. Viral hemorrhagic fever may be among the suspected
diagnoses in any patient presenting with a severe febrile illness and evidence of vascu-
lar involvement (postural hypotension, petechiae, easy bleeding, flushing of face and
chest, nondependent edema), but especially in one who has traveled to an area where
the virus is known to occur, or where information suggests that a biological attack may
have occurred. General VHF criteria are presented in Table 5, as are the particular case
definitions used during the 1995 ZEBOV outbreak in Kikwit. In the latter outbreak,
around 85% of confirmed, hospitalized patients had weakness and diarrhea, but only
41% showed signs of bleeding, and only 15% were observed to have rashes (3). The
nonpruritic, maculopapular rash was seldom identifed on black-skinned patients, who
comprised the majority of patients in Kikwit. Fever was “almost always” noted (93%)
but also went through periods of normality, especially in the last 2 d before death.
Thrombocytopenia and leukopenia were common.

While diagnosis of MARV or EBOV infection may be suspected on clinical and
epidemiological grounds, laboratory confirmation is also required; virus isolation, PCR,
serology, immunohistochemistry, and/or electron microscopy can suffice. Most patients
will have readily detectable viremia for days after onset of symptoms (22). Both the
CDC (Atlanta, GA) and the US Army Medical Research Institute of Infectious Dis-
eases (Frederick, MD) have diagnostic laboratories functioning at the highest contain-
ment level for virus isolation. Because natural outbreaks of these agents generally occur
in remote, technologically undeveloped areas of the world, there has usually been a
significant lag period between the first cases and confirmation of viral agent. Recently,
the importance of interactive partnerships among US agencies—to refine and expedite
future diagnostic capabilities for potential bioterrorism agents—has been recognized
with the establishment of a Laboratory Response Network (see http://www.bt.cdc.gov/).

3.5. Filovirus Vaccines

As of 2003, no vaccine for either MARV or EBOV had entered human testing in the
United States, although several promising vaccine candidates and approaches were
identified recently (23—-26). Earlier efforts to demonstrate the feasibility of vaccination
against MARYV were only partially successful, as inoculation with formalin-inactivated
viruses only protected about half the test animals (guinea pigs or nonhuman primates)
from fatal disease (27). Experiences with EBOV vaccines were similar to those with
MARYV, reinforcing the difficulties of classical approaches. Of the many new vaccine
technologies, two recombinant DNA approaches—a defective (e.g., single infectious
cycle) alphavirus called a replicon (24) and a defective adenovirus (28)—have been
reported efficacious in nonhuman primates, animals that are highly susceptible to lethal
infection and thought to be the most rigorous tests of filoviral vaccines. These vaccines
are expected to be among the first manufactured for testing of safety and immunologic
potency in human subjects.

Because outbreaks are too unpredictable and it would be unethical to include pla-
cebo control groups if vaccines were thought efficacious, filovirus vaccines represent
cases in which the required efficacy demonstrations for licensure of human vaccines
will likely be based on nonhuman data. To accommodate such special circumstances,
the FDA recently established a process known colloquially as the “animal rule,” by
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which vaccines may be licensed for human use under circumstances where human effi-
cacy trials are not feasible or ethical (Federal Register: Vol. 64 (192), October 5, 1999,
pp- 53,960-53,970). Briefly, the rule describes conditions for a drug or biological prod-
uct under which it may be “reasonable to expect the effect of the product in animals to
be a reliable indicator of its efficacy in humans.” Notably, this rule does not exempt the
separate requirement to establish vaccine safety in humans.

Minimally, a single vaccine for MARV and EBOV will require components of both;
additional vaccine complexity may be required to protect against all medically relevant
species and strains of both filovirus types. That is, no cross-protection between MARV
and EBOV has been observed in any animal model, nor is any shared immunity ex-
pected from available data. In the glycoprotein, independently identified as an impor-
tant vaccine antigen for both MARV and EBOV, amino acid identity between MARV
(Musoke strain) and EBOV (Zaire strain) is only 30%. Polyclonal antibodies (immune
sera) against MARYV do not cross-react unless minimally with ZEBOV, nor are anti-
EBOYV antibodies known to cross-react with MARV. The genetic and antigenic diver-
sity among EBOYV species is even greater than among MARYV isolates.

3.6. Challenges and Opportunities in the Development of Vaccines,
Other Countermeasures

Vaccines represent one vitally important approach toward mitigating the medical
consequences of viral diseases, accounting for most of the 99% or greater declines
(from baseline 20th century figures) in smallpox, measles, mumps, rubella, and para-
lytic polio (29). However, the discovery, development, manufacture, licensure, and use
of virus vaccines present some difficult challenges that are only exacerbated in the case
of vaccines against highly hazardous viral agents (see Table 6).

Regarding the prospects for alternative countermeasures, physical protection (in-
cluding HEPA-filtered breathing apparatus) can be of significant if limited value. Dis-
covery and development of new antiviral compounds would provide an important and
complementary alternative to vaccination. This too has proven a daunting task in the
past, but new technologies and new efforts have led (e.g., in the case of HIV) to more
rapid advances than previously imagined. Antibody technologies are also evolving rap-
idly, so that specific antibody therapies may someday be added to the treatments for
several viral agents.

4. PERSPECTIVES AND FUTURE DIRECTIONS

Numerous viral agents have been discussed as possible new threats to US and global
health. Fortunately, substantial progress has been made already toward countermea-
sures against virtually the entire array of such viruses. In most cases, feasibility of
vaccination has been proven in laboratory studies, protective antigens identified, and
presumptive correlates of immunity defined. Moreover, a preliminary pathway to vac-
cine production has been illuminated in many cases, and candidate vaccines have been
tested for safety in human volunteers. For some of the agents, an antiviral drug is avail-
able that may improve patient outcomes. Even with the deadly MARV and EBOV
viruses, where no therapeutic interventions are available and the most promising vac-
cines are still being refined experimentally, the first countermeasures appear immi-
nent. The United States and other nations are better prepared than ever before to
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Table 6
Some Challenges in Vaccine Development for Emerging, Zoonotic, and Hazardous
Viruses, Including Those of Special Concern as Possible Agents of Bioterrorism

Generic challenges in making vaccines Special challenges for vaccines to protect
against hazardous viruses against bioweapons

Biocontainment: increased costs, few Operational or emergency need for rapid onset
capable laboratories of immunity

Little or no commercial market: most often ~ Requirement for immunity against aerosol as
requires public funding well as parenteral infection

Antigenic and biologic variations in agents:  Possibility of unnaturally high doses
new research in some areas required

Animal models of disease are inadequate Possibility of extraordinarily virulent, selected
for many agents types

Paucity of data on human disease: focal Specter of admixed agents as weapons,
or episodic outbreaks limit data collection altering diagnosis, pathogenesis, treatment

Paucity of immunologic and pathogenetic Specter of genetically modified agents that
data to guide vaccine design circumvent vaccine

Few or no suitable study sites for vaccine Specter of benign agents or vectors engineered
efficacy trials in humans as weapons

Requirement for licensed vaccine, not
“experimental” precursor, e.g., IND product

Medical and political decisions on risk/benefit,
vaccination versus vaccine stockpiling,
long-term costs

recognize, treat, and manage the public health consequences of previously unfamiliar
viruses.

Nevertheless, a great deal remains to be done, especially in the areas of vaccines and
antiviral drugs. Many of the first-generation vaccines prepared against exotic viral
agents are not ideally suited for the 21st century. Vaccine stockpiles, where they exist,
are highly limited. Existing antiviral drugs are only moderately suitable for some vi-
ruses, and ineffective against many others; safe, effective, broad-spectrum antiviral
compounds remain highly elusive. Potential antibody-based therapies have not been
fully researched nor developed. Fortunately, new national funding has provided un-
precedented momentum to discover, improve, develop, and manufacture viral vaccines
using a set of rapidly evolving vaccine technologies. Similarly, the recognized need for
therapeutic interventions, including antiviral drugs, is coincident with both a boost in
priority and an explosion of technological advances. The interplay between basic bio-
logical research, molecular biology, unexpected medical breakthroughs, as well as com-
putational fields (genomics, proteomics, knowledge management) are likely to result
in the rapid evolution of potential countermeasures for all viruses, including those con-
sidered present and future threats. Possibly, the most important and difficult challenges
will lie in the coherent conversion of the anticipated new potentials (born of scientific
ingenuity) into truly available countermeasures.
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Medical Defense Against Protein Toxin Weapons

Review and Perspective

Charles B. Millard

1. PROTEIN TOXIN WEAPONS

The term “toxin weapon” has been used to describe poisons, classically of natural
origin but increasingly accessible by modern synthetic methods, which are suitable for
delivery on a battlefield in a form that causes death or severe incapacitation at rela-
tively low concentrations (reviewed in ref. /). Several of the most important toxin
weapons are proteins, and these molecules are the focus of this chapter. Recent techno-
logical changes have increased the importance of protein toxins for biological warfare
(BW): (a) progress in biotechnology has made large-scale production and purification
feasible for a larger number of protein toxins; (b) molecular biology techniques, espe-
cially the polymerase chain reaction, have enabled the identification, isolation and com-
parison of extended families of previously obscure natural toxins; and (c) gene
manipulation and microbiology have greatly expanded the accessible delivery vehicles
for protein toxins to include, for example, natural or genetically modified bacteria and
engineered viruses.

Advances in biotechnology notwithstanding, if we consider only those protein tox-
ins with characteristics suitable for direct use as mass-casualty weapons in the absence
of replicating, biological delivery systems, then only a small subset of known proteins
are of immediate concern (/). The list of practicable toxin weapons is small because:
(a) proteins are not volatile and generally do not persist long in the environment; (b)
simple, physical protection offers an effective natural defense against foreign proteins;
and (c) relatively sophisticated research, development, testing, and evaluation is
required to establish conclusively that each specific protein toxin is a viable open-air,
aerosol weapon.

Although small in number, toxin weapons should not be neglected. Similarly to
chemical weapons or noninfectious biological agents such as anthrax spores, toxins
offer the aggressor a tactical weapon to strike at the enemy in a controlled manner that
is difficult or impossible with infectious agents, for example by the selective contami-
nation of key terrain or high-value targets. Aerosolized protein toxins can be used both
as lethal agents and as severe incapacitating agents, thereby greatly burdening medical
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care and logistical systems. Moreover, unlike chemical nerve agents and anthrax spores,
there are no effective postexposure treatments widely available for the most dangerous
protein toxins.

In what forms can we expect to encounter protein toxin weapons? Most predictions
of the potential medical threat posed by direct delivery of protein toxin weapons are
predicated on military doctrine that assumes a trained, equipped, and healthy popula-
tion in control of its own food and water supplies. For a prepared military force, the
primary threat in an open-air battlefield environment is stable, respirable aerosols of
the most toxic molecules by weight (reviewed in ref. /). Closed-air delivery of respi-
rable aerosols, for example, within a building or other enclosed space, poses a second-
ary threat that would be expected to cause far fewer casualties but may expand the set
of potential toxin weapons to include those with lower toxicity or those lacking out-
door stability.

An accurate assessment of which protein toxins are effectively “most toxic” by aero-
sol delivery must consider complex biological and environmental variables. As a first
approximation, the most potent toxins (typically bacterial proteins) are those that are
lethal for 50% of test animals (i.e., toxin LD5;) at amounts less than 25 ng/kg by intra-
venous or intra-peritoneal exposure routes (/—4). Aerosol lethality is a function of both
toxin concentration and exposure time, and this is reported as an LCts, value with units
of mg/min/m=3.! Direct comparison among published toxin LDs, or LCts, values can
be easily confounded by numerous experimental variables, including the method of
aerosol exposure, time of exposure, breathing patterns, and other interspecies varia-
tions among animal models, as well as physical differences in the purity, stability, or
potency of the toxin employed. Furthermore, lethality data alone are unsatisfactory for
gaging the severe incapacitation caused by lung injury that may be enhanced by aero-
sol delivery routes for proinflammatory toxins.

Some bacterial protein toxins are notoriously potent food poisons (5). Sabotage of
food or beverage supplies with protein toxins is unlikely to produce mass casualties
against a military force but could have a significant disruptive effect upon unprepared
populations. Fortunately, the threat of intentional poisoning is significantly mitigated
by modern food-processing practices, dilution, and routine public health measures such
as monitoring, rapid communication, and other controls.

Protein toxins are not expected to pose a significant mass-casualty threat by percuta-
neous or ocular delivery routes because the stratified epithelial tissues of skin and cor-
nea provide barriers that limit penetration of foreign proteins, provided that the tissue
has not been compromised by injury or other means. Protein toxins may cause inca-
pacitating ocular inflammation by direct or indirect effects on exposed cornea and con-
junctiva, but these effects generally are reversible.

From even a brief assessment of the medical threat posed by protein toxin weapons,
it is apparent that respiratory protective equipment, for example, a gas mask or respira-
tor, and immediate decontamination offer the best defense. However, if natural or other
physical barriers and rapid decontamination fail to prevent internalization of a protein
toxin, then survival may depend on the availability of adequate medical countermea-

'A detailed discussion of the pathogenesis of toxin bioaersols, including selected toxin aerosol LCts
values, is presented elsewhere in this volume by Pitt and LeClaire.
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sures, including vaccines, other pretreatments, or antidotes. The purpose of this chap-
ter is to provide a review of selected medical products under development for protec-
tion against protein toxins of military significance and to offer a perspective on the
critical role of protein engineering? in the iterative process of optimizing those medical
products. In addition to medical countermeasures, the status of protein engineering of
toxins also is discussed.

2. OVERVIEW OF MEDICAL COUNTERMEASURES
2.1. Vaccines

Vaccination, the intentional induction of a lasting, protective immune response me-
diated by antibodies, offers one of the most powerful, flexible, and safe methods known
to achieve medical protection from protein toxins. Ideal vaccines to protect against BW
protein toxins would safely induce lasting levels of high-avidity IgG antibodies within
the alveolar lining fluid, as well as IgA antibodies secreted into the mucous membranes
lining the lung airway, such that toxins are neutralized before reaching their biological
targets.

There is a general, progressive strategy that has been employed for developing vac-
cines to protect against protein toxin threats. Initially, an inactivated “toxoid” vaccine
is prepared from biological homogenates or crude toxin preparations. Toxoid vaccines
provide a generally safe and effective solution, as exemplified by the enduring use of
tetanus toxoid vaccines worldwide (6). Yet, toxoid vaccines are susceptible to produc-
tion, safety, or storage limitations that stem from use of denaturants, crosslinking
agents, residual live toxin, or from the partial reversion of inactivated toxoid back to
active toxin. To improve on toxoid vaccines, effective “neutralizing epitopes” are iden-
tified within toxin structures, and this information is applied to develop recombinant
immunogens with enhanced safety and ease of production.

Protein engineering, especially recombinant DNA technology for site-specific sub-
stitutions and commercial protein expression systems, has contributed to the develop-
ment of a number of new, recombinant vaccine candidates that were inaccessible
previously because of small quantities or inherent toxicity of natural immunogens.
Recombinant immunogens are generally well-defined and suited to current Good
Manufacturing Practices. However, the limited immune system responses to purified,
recombinant proteins or polypeptide subunits, compared to responses to natural infec-
tions or attenuated vaccines, must be overcome by careful selection of epitopes and the
use of adjuvants or other activators (7).

As a more-detailed structural concept of the toxin and vaccine candidate emerges,
protein engineering methods may permit cycles of vaccine improvement, for example,
to achieve better presentation of the neutralizing epitopes or enhanced stability. Engi-
neering may result in production of new immunogens based on inactivated holotoxins,
polypeptide subunits, or independent polypeptide domains.

Because of the importance of the aerosol threat in BW, traditional vaccination strat-
egies for some toxins may benefit from additional protection of critical target organs,

ZProtein engineering is the deliberate modification of polypeptide structure to achieve a desired form or
function.
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especially the portals of toxin entry such as the respiratory tract. Alternate vaccine-
delivery methods, including transdermal, intranasal, inhalation, or oral routes for vac-
cine priming or boosting, may permit more effective administration of engineered
vaccines to induce stronger mucosal antibody responses. This approach includes the
application of novel devices or adjuvant-device combinations that also may facilitate
simultaneous delivery of multiple immunogens (§). Along with nontraditional routes
of vaccine delivery, it may be possible to enhance protection of target organs by the use
of adjunct therapeutics.

Despite the power of vaccination to protect against protein toxin weapons, there will
continue to be a limited number of military or first responder scenarios in which there
is insufficient time for vaccines to elicit a protective immune response. Additionally, it
may be impractical or undesirable to vaccinate large, healthy populations against the
relatively remote threat of all potential toxins. The vaccine candidates currently avail-
able have been developed for use in limited, volunteer military forces comprising
mostly healthy young adults subject to regular medical screening and care. Additional
optimization studies may be required to ensure safe administration to larger, more di-
verse civilian populations.

Other limitations may arise with complete reliance on vaccination as a medical solu-
tion for toxin weapons. As the clinical use of toxins themselves as medical therapies
(so-called “medicotoxins”) continues to expand, for example, the growing medical use
of botulinum neurotoxin (BoNT) injections to control the cholinergic neuromuscular
junction in various disease states (reviewed in ref. 9), it will become increasingly diffi-
cult to justify the use of vaccination against toxin weapons for the general population.
Once an individual is vaccinated against a toxin, the clinical administration of that
specific molecule as a medicotoxin becomes much more difficult (10).

Consequently, the development of antitoxin therapeutics as adjuncts to vaccines and,
in some BW scenarios, as viable replacements for vaccination is an important compo-
nent of medical defense against protein toxins. Therapeutic approaches include anti-
body-based biological therapeutics, as well as emerging biomedical research to
discover cost-effective small-molecule antidotes.

2.2. Immunotherapeutics

The use of antibody molecules before an anticipated toxin exposure, or as a therapy
immediately after exposure, is called “passive immunotherapy” or “antitoxin” therapy.
Specific antibodies or processed binding fragments of antibodies (FAbs) can be pre-
pared by various technologies, including vaccination of a suitable donor with toxin
vaccine candidates or recombinant DNA-based protein expression systems. Purified
immunotherapeutics subsequently can be administered to at-risk or exposed recipients
as “bioscavengers” to bind and eliminate toxic molecules from the body before they
reach critical target sites. The use of preformed antibodies to mitigate symptoms of
BoNT toxin, for example, has been an accepted part of the routine clinical management
of food-borne botulism in humans since the 1960s (/7).

Antitoxin antibodies historically have been captured from the polyvalent immune
serum of vaccinated or hyperimmune animals and subsequently used to treat human
patients exposed to protein toxins. Although processing to remove expendable portions
of the antibody molecule that are distal to the essential antigen combining end
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(“despeciation”) may reduce the human immune reaction, serious side effects such as
anaphylaxis and serum sickness still may occur because the animal-derived products
are recognized as foreign. Because of this immunological “rejection” of foreign pro-
tein by the human patient, animal-derived products become more dangerous if admin-
istered repeatedly; this greatly limits the utility of animal products as a pretreatment.

Antitoxin derived from human immune serum of vaccinated volunteers overcomes
the major limitations imposed by immunological rejection of animal serum. For
example, human antitoxin products would be expected to circulate longer and could be
given by repeated injections, thus opening up the possibility of a safe pretreatment for
toxin exposure. However, the production of suitable human immune serum in suffi-
cient quantities for use in mass casualty scenarios may be impractical because the num-
ber of suitable immune human donors is small. Furthermore, the widespread use of
human immune serum antitoxin carries the risk of transfer of unknown or undetectable
human pathogens or adventitious agents from donor to recipient.

Although the flexibility and specificity of an antibody-based therapeutic is unques-
tionable, the application of this approach as a routine medical solution in a field situa-
tion poses several logistical and technical challenges: (a) the success depends critically
on stability of the proper three-dimensional structure of the antibody therapeutic
employed; (b) the therapeutic window for antibody use is narrow because symptoms of
toxin exposure typically appear hours to days after exposure when the toxin already
has bound its target or has been internalized to intracellular compartments inaccessible
to antibody molecules; and (c) antibodies and FAbs are large molecules that bind
reversibly with a limited stoichiometry and, therefore, it generally will require large
amounts of therapeutic by weight to neutralize supralethal quantities of toxin.

2.3. Small-Molecule Experimental Therapeutics

Selective, low-molecular-weight drugs are unavailable at present for the most
deadly protein toxin weapons, but active research programs are underway and have
produced key resources in the past several years, including solved three-dimen-
sional X-ray structures of toxin and toxin-inhibitor complexes, cloned toxin sub-
unit genes, and specific, high-throughput toxin activity assays. In addition to
antibody-based scavenger approaches, novel toxin therapeutics may be directed
against one or more of the molecular steps required for intoxication. For those
protein toxins that achieve very high potency by enzymatic catalysis, for example,
it may be possible to develop selective, very high affinity or irreversible active-site
inhibitors as effective toxin therapeutics.

In summary, four general approaches are being taken to develop pharmaceuticals
to protect against protein toxin weapons: toxoid vaccines, engineered vaccines,
immunotherapeutics, and small-molecule therapeutics. I will expand on the relative
advantages and disadvantages of each approach through a review of past and ongo-
ing research efforts to protect against three specific protein toxin weapons: BoNT,
Staphylococcus aureus enterotoxins (SE), and ricin toxin from Ricinus communis.
BoNT, SE, and ricin are chosen on the basis of the maturity of medical product can-
didates currently under development and also because each represents an important
class of protein toxin: cholinergic toxins, immune system modulators, and ribosome
inactivating toxins, respectively.
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3. BoNT

Botulism is caused by a family of potent neurotoxins (BoNT) that are produced for
unknown reasons by Clostridium botulinum bacteria from one of at least seven differ-
ent serotypes (designated BoNT types /A through /G) (12). Four of the serotypes (/A,
/B, /E, and, less commonly, /F) are significant for human poisoning through contami-
nated food, wound infection, or infant botulism (reviewed in ref. /3). Although botu-
lism is a relatively rare disease worldwide, the extreme toxicity of BoNT makes it a
potential toxin weapon (/1,14).

Within the past few years, three-dimensional structures of holotoxins or isolated
domains of toxins from Clostridium bacteria have been solved, and consequently, a
more complete picture of toxin function is emerging (/5-18). Like the closely related
tetanus neurotoxin (TeNT), the BoNT proteins are disulfide-bonded heterodimers com-
posed of an approx 50 kD zinc metalloprotease “light chain” and an approx100 kD
receptor-binding “heavy chain” (Hc). The Hc has been subdivided structurally and
functionally into a C-terminal domain that binds the toxin to gangliosides and other
receptors on the surface of peripheral cholinergic neurons (so-called Hc domain), and
an N-terminal domain that is believed to enhance cell binding and translocation of the
catalytic light chain across the vesicular membrane (reviewed in ref. /9; see Fig. 1).
Additionally, BoNT naturally is associated with numerous nontoxic ‘“accessory pro-
teins,” some of which may stabilize the toxins in vivo (20).

The mechanism by which BoNT traverses neuron cell membranes is incompletely
understood, but it may involve a large conformational change in the toxin. A confor-
mational change or partial unfolding of the light chain has been proposed to explain
passage of the toxin catalytic portion through narrow transmembrane channels or pores
formed by the amino terminal portion of the BoNT heavy chain (2/-24).

Once inside the neuron, the catalytic subunit of BoNT acts as a selective, zinc
metalloprotease to cleave essential polypeptide components of the so-called “SNARE
complex” required for normal neurotransmitter release or membrane fusion. BoNT/A,
/C1, and /E cleave the polypeptide SNAP-25 (BoNT/C1 cleaves syntaxin), and BoNT/
B, /D, /F, and /G cleave synaptobrevin (reviewed in ref. /9). The exact mechanisms by
which the soluble N-ethyl maleimide-sensitive factor attachment protein receptors
(SNARE) complex mediates vesicle fusion or release of neurotransmitter acetylcho-
line (ACh) into the synaptic cleft remain controversial, but it is clear that the integrity
of the complex is critical for normal cholinergic nerve transmission (reviewed in refs.
25-27).

By disrupting ACh exocytosis at the peripheral neuromuscular junction, BoNT
causes cholinergic autonomic nervous system dysfunction in effected patients. Signs
and symptoms of BoNT intoxication typically manifest 12-36 h after toxin exposure
and include generalized weakness, lassitude, and dizziness. There may be decreased
salivation and dry mouth or sore throat; motor symptoms reflect cranial nerve dysfunc-
tion, including dysarthria, dysphonia, and dysphagia, followed by symmetrical de-
scending and progressive muscle paralysis (/3). Without adequate supportive care,
death may occur abruptly as a result of respiratory failure. The molecular precision of
BoNT renders it among the most toxic substances known by weight; internalized BoNT
may cause fatal paralysis in animals at nanogram/kilogram levels (3).
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3.1. BoNT Toxoid Vaccines

Preparations of inactivated, partially purified BoONT have been used as vaccines to
protect humans for many years (28). BoNT from each of the serotypes /A—/E was pre-
pared, inactivated with formalin, adsorbed to aluminum hydroxide, and blended to pro-
duce an effective pentavalent toxoid vaccine (PBT) (29—-33). The PBT vaccine currently
is administered to at-risk laboratory workers under an Investigational New Drug (IND)
protocol. An effective vaccination regimen has been found to comprise initial doses
(0.5 mL) of 10 ug of toxin protein equivalent given at 0, 2, and 12 wk, followed by
annual boosters. Annual boosters have been offered contingent on serum-neutralizing
BoNT antibody levels, as measured by mouse neutralization assays. In human volun-
teers, the available PBT induces antibodies that neutralize the toxicity of BoNT/A and
/B in mouse bioassays (34). Protective titers for other serotypes have not been estab-
lished as rigorously as for BONT/A, but neither have the exposure threshold levels of
toxin for which a laboratory worker may be at risk.

Additional BoNT toxoid vaccines have been produced and used safely in humans.
The PHLS Center for Applied Microbiology and Research, Porton Down (Salisbury,
Wiltshire, England) produced a monovalent BoNT/A vaccine. A monovalent toxoid
vaccine for BoNT/F subsequently was developed after BONT/F botulism outbreaks
were diagnosed in 1980-1990 (35). A tetravalent vaccine candidate (BoNT/A, /B, /E,
and /F) has recently been produced for human use (36).

Despite the effectiveness of BoNT toxoid vaccines, there are significant cost and
technical barriers associated with their production. Because of the sporulating nature
of C. botulinum, a dedicated, contained manufacturing facility currently is required to
produce toxoid. Additionally, the natural yields of BoNT from C. botulinum are low
relative to the quantities of toxin needed for vaccine starting material. Moreover, there
is a small but significant number of minor adverse reactions associated with toxoid
vaccine, perhaps because of the use of formalin in the manufacturing process (reviewed
in ref. 37). These concerns have led to the development of recombinant BoNT vaccines
(38—40).

3.2. Engineered BoNT Vaccines

Simpson et al. reported that TeNT Hc fragments could compete for neuron binding
and, thereby, antagonize the neuromuscular blocking properties of native TeNT and, to
a lesser extent, BONT (47,42). This observation led to the immunization of mice against
TeNT with fragments of TeNT synthesized in E. coli (38,43). A similar vaccine for
BoNT/A based on the recombinant Hc became possible once the toxin gene was cloned
and expressed (39,40,44) (see Fig. 1). Subsequent epitope mapping of BoONT/A identi-
fied two specific polypeptides, both from He (Hys5_¢5; and Hy50_1259), that were capable
of protecting mice from a supralethal challenge with the toxin (45).

The US Army Medical Research Institute of Infectious Diseases (USAMRIID)
developed recombinant BONT Hc vaccine candidates for BoONT/A, /B, and /F that con-
fer protection in mice against supralethal challenges with toxin (46—50). This approach
recently was extended to include BoONT Hc fragments from BoNT/C and /D (51).
Unlike the BoNT toxoids, the recombinant Hc vaccine candidates do not require treat-
ment with denaturants and are not susceptible to reversion of catalytic activity. If no
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Fig. 1. Topology of recombinant BoNT Hc vaccine candidates with respect to the overall
three-dimensional structure of the holotoxin. The figure shows a ribbon diagram of the BoNT/
A holotoxin structure solved by X-ray crystallography (PDB entry 3BTA) that includes the
three functional domains colored separately. A hypothetical projection of the recombinant vac-
cine candidate structure based upon the known amino acid sequence is shown as inset.

serious safety issues are identified, then the BONT Hc vaccine candidates will require
final formulation with an appropriate adjuvant, and optimization of the stability of
each vaccine during scale-up production and formulation (37,50,52). Additionally, a
strategy for effective delivery of multiple recombinant BoNT Hc subunit immunogens
is needed to ensure protection against all relevant BoNT serotypes.

Although apparently safe and effective as vaccine candidates, an inherent limitation
of the recombinant Hc fragment vaccines is their lack of cross-reactivity among BoNT
serotypes. A separate Hc fragment immunogen is required for each BoNT serotype
and, perhaps, for some different strains of each BoNT serotypes. Future protein engi-
neering studies may employ detailed structural comparisons of essential residues within
the He binding sites among the relevant BoNT serotypes to identify conserved epitopes
(53). The solved X-ray crystal structures of receptor-binding domains from TeNT and
multiple BoNT serotypes, both free and bound with receptor analogs, should facilitate
this approach by identifying critical, conserved binding features among serotypes
(18,54). Additional work is needed to explore the possibility of developing new vac-
cine candidates based on cross-reactive neutralizing epitopes within the translocation
and catalytic domains of different BONT serotypes (55).
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Fig. 2. Venn diagram depicting several complementary, mechanism-based research
approaches being undertaken to develop novel therapeutics for protection against BoNT. Cur-
rent therapeutics efforts include three primary research areas: (a) pretreatments; (b)
postexposure antidotes; and (c) cholinergic neuron drug delivery systems for delivery thera-
peutics as appropriate.

3.3. Alternate Delivery of BoONT Vaccines

Several alternate vaccine-delivery routes for recombinant BoNT Hc immunogens
have been explored recently in animal models including inhalation and oral vaccine
delivery, as well as the use of self-replicating RNA virus or DNA-based vectors (56—
59). Proof-of-concept for the use of inactivated holotoxin as an oral immungen was
reported by Simpson et al. (60,61). However, it remains unproven whether these
experimental delivery approaches offer any practical advantage for BW defense against
BoNT compared with traditional, intramuscular vaccination. More data are needed
describing the kinetics and biodistribution of BoNT after aerosol exposure in primates
to evaluate whether there is a role for boosting mucosal immunity in protecting against
supralethal BoNT exposures.

Protein engineering also may permit a combination of the toxoid and recombinant vac-
cine approaches. It has been shown that expression levels of BoONT can be increased in an E.
coli system by amplifying specific transfer RNA (tRNA) genes for rare codons (62). Addi-
tionally, progress also has been made on bacterial expression systems based on non-toxi-
genic strains of C. botulinum (63). These results suggest the possibility that superior BONT
toxoid vaccines might be produced in E. coli or other protein expression systems by intro-
ducing active-site substitutions to selectively inactivate holotoxin, without the need for
costly, dedicated production facilities or the risk of toxin reversion that limits older toxoid
technology. Similarly, these tools may facilitate the future design of stable, multivalent,
BoNT vaccines based on recombinant chimeras of multiple serotypes.



264 Millard

SE-A TOXIN VACCINE CANDIDATE

// HLA-DR
binding region

Fig. 3. Position of the three inactivating substitutions used to produce the current recombi-
nant SE vaccine candidates with respect to the overall toxin structure and HLA binding site.
The figure shows a ribbon diagram of the SE/A triple substitution structure solved by X-ray
crystallography (PDB entry 1DYQ). The side chains of the substituted amino acid residues
(Arg70, Arg48, and Ala92) are displayed with VDW surfaces.

3.4. Immunotherapeutics

Current medical treatment for BoNT intoxication is likely to involve prolonged life-
support for incapacitated survivors, including the continual use of mechanical ventila-
tion (/1). The potential of BoNT as a mass casualty weapon, combined with the high
cost and logistical burden of symptomatic medical treatment, has led to increased
emphasis on the development of selective and cost-effective BONT therapeutics. Some
of the experimental approaches being explored in this actively growing research area
are summarized in Fig. 2.

Animal and human studies suggest that the presence of preformed, neutralizing
antibodies in the serum to bind and eliminate toxin before it reaches target cells can
prevent or reduce BoNT intoxication. Several different antitoxin products for human
use to protect against BONT have been developed. A “trivalent” (serotypes /A, /B, and
/E) equine antitoxin product, as well as a monovalent BoNT/E antitoxin, are licensed
by Aventis Pateur Canada (formerly Connaught Laboratories, Ltd.) and approved for
use in the United States. Biomed of Warsaw, Poland also produces a trivalent BONT/A/
B/E anti-toxin. Additionally, an experimental, despeciated equine heptavalent (sero-
types /A-/G) product was developed at USAMRIID and currently is administered under
an IND protocol for limited use.

Several efforts have been undertaken to produce a human antibody-based therapeu-
tic since the widespread clinical recognition of infant botulism in the late 1970s (117).
In 1981-1982, the US Army, the California Department of Health Services, and the
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Fig. 4. Topology of recombinant ricin vaccine candidates with respect to the overall three-
dimensional structure of the holotoxin. The figure shows a ribbon diagram of the ricin holotoxin
structure solved by X-ray crystallography (PDB entry 2AAI). The holotoxin includes two sub-
units, RTA (light gray), and RTB (dark gray). The hypothetical structure of the domain (RTA1-
198) used for recombinant vaccine candidates is projected from the toxin structure based on the
known amino acid sequence.

University of Minnesota collaborated to produce a human botulism immune globulin
(BIG) antiserum from different pools of plasma obtained from human donors who had
been vaccinated previously with the PBT vaccine. Subsequently, a human antitoxin
(BIG-1V) was developed and distributed for treating infant botulism under a United
States Food and Drug Administration (FDA)-authorized IND protocol (/7). Intrave-
nous administration of BIG significantly reduces the hospital stay of infants diagnosed
with botulism, but it is not clear to what extent the success of BIG with infant botulism
will also apply to treating patients exposed to BoNT by aerosol. Moreover, because of
the obvious logistical barriers in production of antiserum in humans, the available BIG
supplies are not expected to meet the mass casualty demands of a BW attack.

There are several ongoing biotechnological approaches aimed at expanding the avail-
ability of anti-toxins for human use. It is beyond the scope of this chapter to review all
promising technologies underway, but we offer two examples currently being explored:
the design and production of human recombinant monoclonal antibodies (MAbs) and
the production of transgenic animals capable of producing human antibodies.

Preliminary studies showed that MAbs produced in rodents could neutralize large
amounts of BoNT toxin, at least 10-100 times the BoNT toxin LDs, doses (45,64).
Subsequent work by Marks et al. generated phage antibody libraries from mice vacci-
nated with the Hc neutralizing epitope identified in earlier studies or from human vol-
unteers previously vaccinated with PBT (65,66). The technology permits recombinant
expression of human antibodies for potential use as therapeutics. Rapidly evaluating a
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relatively large number of unique MAbs from these libraries has opened up the possi-
bility of achieving a multiplicative increase in toxin neutralization by combining high-
affinity antibodies with nonoverlapping binding sites. Using this approach under
optimal conditions, it has been possible to neutralize very large amounts of BoNT/A,
thereby providing protection in animal models against greater than 10,000—100,000
times the toxin LD, doses (67). The medical product expected from this research will
be well-defined “oligoclonal” mixtures of selected human MAbs specific for toxin
serotypes.

An alternative approach to achieve large-scale production of high-affinity therapeu-
tic antibodies for BoNT or other toxins is the use of human artificial chromosome
vectors to introduce the entire, unrearranged sequences for human Ig light- and heavy-
chain genes into livestock. Kuroiwa et al. demonstrated that a human artificial chromo-
some vector can be inserted into bovine fetal fibroblast cells, thereby allowing for the
production of cloned cattle carrying the human antibody genes (68). Such animals could
be used to produce large quantities of human polyclonal antisera against BONT or other
toxins without the side effects and logistical burden inherent in the past clinical use of
despeciated antisera.

3.5. Small-Molecule Experimental Therapeutics

There currently is no safe and effective small-molecule therapeutic for preventing or
reversing BoNT intoxication. During the past several years, however, a more-detailed
understanding of the complex steps involved in BoNT intoxication, including neuron
binding, translocation, and catalysis, has opened up the possibility for rational devel-
opment of therapeutic intervention at the molecular level.

Ongoing research has focused on BoNT active-site inhibitors, including peptide-
based captopril derivatives and other classes of zinc metalloprotease inhibitors (69—
72). Most of the inhibitors reported to date are either nonselective or bind with affinity
that is too low to be useful as a therapeutic. Iterative inhibitor design is i