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Foreword

This 21st volume of Developments in Marketing Science contains articles and abstracts of presentations
made at the 1998 Annual Conference of the Academy of Marketing Science, held May 27 - May 30, 1998, at
the Waterside Omni, Norfolk, Virginia. As this year’s Program Co-Chairs, Rajan Varadarajan and Peter Dacin,
reported in the Conference Program, there were 32 competitive paper sessions, 26 special sessions, and 4 topic
table (poster) sessions. To demonstrate the growing internationalization of the Academy of Marketing Science,
there were 23 different countries represented at this conference, and of the 112 competitive papers that were
accepted for the conference, 44 were written by authors with affiliations outside of the United States.

In order to publish this proceedings, we must thank all of the authors of the papers who submitted either
their full manuscripts or abstracts. We would especially like to recognize the authors for their efforts to revise
their papers according to the reviewer comments and in accordance with our guidelines for publication. With
so many countries represented, there were surprisingly few problems with paper formats, and where there were
difficulties noted, the authors worked quickly to correct the problems. We would certainly be remiss not to
mention the fine work of the Track Chairs and Reviewers who judged the competitive papers. These individuals
are all specifically recognized within this publication.

We would also like to thank Ms. Courtney Middleton for her hard work in putting this publication
together. She worked very hard to prepare the format of the final proceedings, and her prior experience in this
regard made her a valuable contributor. We would also like to thank the College of Business and Public
Administration at Old Dominion University, and, in particular, Dean J. Taylor Sims and Associate Dean Ali
Ardalan for their support in this project.

Finally, we would like to thank Dr. Harold Berkman and Ms. Sally Sultan at the University of Miami
for their efforts along with the officers and governing board of the Academy of Marketing Science for making
this conference possible. This truly is a team effort. We hope that you all enjoy the conference and our home
city, Norfolk, Virginia.

ol my

John B. Ford and Earl D. Honeycutt, Jr.

Co-Editors of Developments in Marketing Science, Volume 21
Department of Business Administration

College of Business and Public Administration

Old Dominion University

Norfolk, Virginia 23529
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Preface

The Academy of Marketing Science was founded in 1971, held its first Annual Conference in 1977, and

has grown and prospered ever since. The relevancy of the Academy’s mission and activities to our chosen target
market of the marketing professorate has been a key factor in attracting the discipline’s best and brightest from
all over the world.

The revised Articles of Association of the Academy, approved the Board of Governors in the spring of

1984, and by the general membership if the fall of that year, define the mission of the Academy as follows:

1.

10.

11.

Provide leadership in exploring the normative boundaries of marketing, while simultaneously seeking
new ways of bringing theory and practice into practicable conjunction.

Further the science of marketing throughout the world by promoting the conduct of research and the
dissemination of research results.

Provide a forum for the study and improvement of marketing as an economic, ethical, and social and
political force and process.

Furnish, as appropriate and available, material and other resources for the solution of marketing
problems which confront particular firms and industries, on the one hand, and society at large on the
other.

Provide publishing media and facilities for Fellows of the Academy and reviewer assistance on the
Fellows’ scholarly activities.

Sponsor one or more annual conferences to enable the Fellows of the Academy to present research
results; to learn by listening to other presentations and through interaction with other Fellows and
guests; to avail themselves of the placement process; to conduct discussion with book editors; and to
exchange other relevant information.

Assist Fellows in the better utilization of their professional marketing talents through redirection,
reassignment, and relocation.

Provide educator Fellows with insights and such resources as may be available to aid them in the
development of improved teaching methods, materials, devices, and directions.

Seek means for establishing student scholarships and professional university chairs in the field of
marketing.

Offer Fellow of the Academy status to business and institutional executives and organizations.

Modify the Academy’s purpose and direction as the influence of time and appropriate constructive
forces may dictate.
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EFFECTS OF MUSIC INDUCED AROUSAL ON COGNITIVE RESPONSES AND STORE IMAGE

Jean-Charles Chebat, HEC-Montreal
Laurette Dube, McGill University
Michael Hui, Chinese University of Hong Kong

ABSTRACT

How consumers’ mood, perceived waiting time and store atmosphere are affected by background music is analyzed
in two shopping situations : first when they wait for the salesclerk who is expected to provide them with a service in a store
(pre-service situation) and, second, once the service is performed and they wait at the cash register (post-service situation).
Hypotheses derived from Zakay’s Resource Allocation Model -RAM- (1989, 1994) and related models, lead to test whether
consumers exposed to three levels of music tempo show significantly different patterns of relations between mood, perceived
store atmosphere and waiting time. The two service situations are simulated through the use of videos. Subjects (N=249)
are exposed to three (pre-tested) equally pleasant music pieces the tempo of which is either low or moderate or high; the
arousing effects of tempo are also pre-tested. Results from linear equations systems show two very significantly different
effects of music induced arousal on store and time related thoughts and on store image. The results are interpreted in light
of RAM and the service literature.

EFFECTS OF BACKGROUND MUSIC IN A STORE ENVIRONMENT

The commercial effects of the store physical environment are extremely important: two of every three purchase
decisions are made while the consumer was within the store, that is when exposed to the store environmental cues, such as
background music (Wollenberg, 1988). Since the works and models by Kotler (1973), Baker (1986) and Bitner (1992),
anumber of studies have shown the impact of the physical characteristics of the store on consumers’ mood and cognitive
responses. The physical environment of the store is an efficient way of communicating the very mission and image of the
store (Kotler,1973 ; Bitner ,1992; Baker, Grewal and Parasuraman, 1994). It may even have an impact on consumers ==
satisfaction (Bitner, Booms and Tetreault, 1990).

However the effects of the various phases of the buying process in which the consumers find themselves
sequentially has been neglected so far, with two notable exceptions: first the study by Dube-Rioux et al. (1989), which
focused on the perceived waiting time at different phases of the service process in a restaurant and second, the study by
Bellizzi, Crowley and Hasty, (1983). The latter study showed that before the purchase decision is made, the degree of
deliberation involved in a specific phase may be hindered by the same store environmental factors (colors in this study)
which favored his/her being attracted to the store. It has been shown that customers are attracted toward a warm color
environment (yellow and red) when outside the store; however, once over-stimulated by a red environment (both
physiologically and psychologically), their purchasing deliberations and buying decisions are impaired (Bellizzi, Crowley
and Hasty, 1983). On the contrary, cold colors (such as blue or green) bring consumers greater psychological comfort,
which in turn induces consumers to take more time to shop (Bellizzi and Hite, 1992).! Consequently, it is reasoned that a
high level of arousal may not necessarily be adequate at both ends of the shopping process, that is when customers are
attracted into the store and when they are elaborating their decision.

The present study focuses on a similar question: might arousing music be adequate at both ends of the buying
process? Could it be that the same pleasant arousing music impacts positively on customers before they purchase goods and
negatively after the shopping is completed. The following literature review helps in formulating hypotheses to be tested
in an experimental study.

' The authors gratefully acknowledge the grant they received from FCAR for this study.

1



EFFECTS OF MUSIC TEMPO WITHIN A STORE ENVIRONMENT

Our study focuses on the effects of music tempo only, that is it does not consider the effects of other musical
dimensions. As pointed out by Holbrook and Anand (1990) “music entails a wide range of elements..., ultimately taken into
account. Nevertheless, some progress can be made by manipulation of one musical element at a time, holding the rest
constant “ (p.151). Tempo has been identified by several researchers as the most important musical factor (e.g. Brown,
1985; Budd, 1985; Hevner, 1935).

Music proves to be a central strategic lever in store atmospherics precisely because of the low costs involved in
choosing the right music and because of its proven effects on consumers. Music may have either direct or indirect effects
on consumers’ perception and attitudes (in addition to having behavioral impacts, as shown for instance by Milliman (1982,
1986). As reviewed below, music may directly affect consumers’ mood and store image. It may affect indirectly also
perceived waiting time. These direct-vs.-indirect effects will be reviewed in the next section.

Direct effects of background music tempo on arousal

The emotional effects of music have been documented since the early studies in the field of music psychology.
“Sadness is best expressed by...a slow tempo” and “sheer happiness...demands a faster tempo” (Hevner, 1937:627).
Sedative (or soothing) music has been shown to decrease muscle tonus (Sears,1957) and reduce anxiety (Jacobson, 1956),
whereas stimulative music (characterized among other things by a higher tempo) increases worry and emotionality (Smith
and Morris, 1976).

The precise relationship between music tempo and its affective effects have been thoroughly analyzed by Holbrook
and Anand who showed that tempo logarithm influences quadratically the affect. Holbrook and Gardner (1993) found that
the more pleasurable a musical stimulus was, the greater the level of arousal that produced the longer consumption duration
(listening time).

Some recent studies show the intricate inter-relation between the effects of tempo: it impacts on both pleasure and
arousal (Kellaris, 1992, Kellaris & Kent, 1991, 1995; Kellaris and Rice, 1993). Consequently, in the present study, the
effects of tempo on pleasure are canceled through a careful choice of musical pieces the pleasure levels of which have been
previously tested as being similar (see below the results of the pilot study by Dube, Chebat and Morin, 1995) in order to
isolate the sole effects of tempo on arousal.

Indirect effects of background music tempo on some cognitive processes

Music induced arousal may impact on (at least) two types of variables: attention to the store cues and assessment
of waiting time. In the next section, the findings of some studies on the effects of music are reviewed in light of a central
model, the Resource Allocation Model developed by Zakay (1989, 1994).

Effects of music induced arousal on attention to external cues

Based on the Mehrabian Russell paradigm, Bitner’s Servicescapes (1992) predicts that a combination of
consumers’ high pleasure and arousal enhances their desire to approach a store and/or its employees. A few studies have
shown that pleasant and arousing music enhanced the store image (Yalch & Spangenberg, 1990). However, no study has
yet tackled the question of the atfention to the store as triggered by the background music, except that by Chebat, Galenist-
Chebat and Filiatrault (1993): musical background was detrimental to the attention to visual cues in a bank setting where
consumers were waiting to be served by a teller . While waiting for service, consumers focus their attention on time, they
paid little attention to the service environment or to the range of services offered by the bank.

Musical tempo has been shown by researchers outside the field of services marketing, to influence attentional
processes. Slower movements of some classical works (e.g. Mozart’ symphonies Nos 40 and 41 or Haydn’s string Quartet)
“causes groups to talk more about an assigned topic” (Stratton and Zalanowski, 1984:23). It is concluded from this research
that ““soothing” music helps focus attention on a task and ignore distracting stimuli,” whereas “stimulating music attracts
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attention on itself and thus away from the task™ (p.24). Similar results are found elsewhere (Madsen,1970; Anand and
Sternthal, 1990) who showed the distracting effects of music. The main problem posed by this stream of research is the
confusion between the two main affective dimensions, that is pleasure and arousal, since a “soothing” music is both pleasant
and low arousing. As already pointed out, the present study distinguishes the effects of tempo on pleasure and arousal and
cancels the effects of tempo on arousal.

The confounding effects of music on both pleasure and arousal has been tackled thoroughly in a study by Dube,
Chebat and Morin (1995) who clearly distinguish between the two dimensions. They showed that when exposed to pleasant
music, consumers in a simulated bank environment generate significantly more thoughts under slow and fast tempi than
under medium tempo; positive thoughts are more likely to occur under slow and fast tempi than under medium tempo.
These results confirm that arousal and pleasure interact significantly on the production of cognitive response. Since we are
solely interested in the arousing effects of music tempo, it is essential to cancel the effects of musical tempo on pleasure.

We propose that consumers rely on musical cues to assess time when other cues are less conspicuous: a study by
Chebat, Gelinas-Chebat and Filiatrault (1993) shows that when asked to assess waiting time, consumers rely more on
musical cues when the visual stimulation is low; conversely they rely on visual cues when the musical cues are absent. They
cite several psychological studies on attentional processes (e.g. Predebon, 1988; Stelmach &Herdman, 1991) who lead them
to conclude that the more attention is paid to visual cues the lower the perceived time during which subjects are exposed
to visual stimuli. The findings by Chebat et al. (1993) support the hypothesis that consumers == attention is divided between
two focuses: the service environment (a simulated bank) and the passage of (waiting) time. The more they pay attention
to the environment, the less they pay attention to time and conversely. These results are interpreted in terms of the Resource
Allocation Model developed by Zakay (1989, 1994), which plays a central theoretical role in the development of our
hypotheses.

The Resource Allocation Model

Zakay postulates the existence of two so called “processors”: a time processor (which focuses on time assessment)
and a cognitive processor (which focuses on the environment). He proposes that a negative relation exists between the level
of attention to external cues and time perception: Since the amount of attention is limited, the more attention is devoted to
the environment, the less attention is devoted to time. “In a retrospective context (that is when subjects are asked to asses
time duration of an event after the event ended), priority of attentional resources is given to the processor of information”
and not to the time processor. Conversely, when subjects focus their attention on time they devote all the less attention to
external cues. For instance Arlin (1986) found “an inverse relationship between attentional demand (to external cues) and
time perception”; Chebat et al. (1993), Hanley and Morris (1982), Hawkins and Tedford (1989) and McClain (1983)
reported similar results which contradicted Ornstein’s theory (1969) which predicted that a positive relationship between
the amount of stored information and perceived time exists. We then conclude that the consumer processes either time cues
or store cues and that the emphasis on either processors depend on the stage of the service at which consumers are.

More precisely, it is reasoned that consumers are using either processor in the two following two service situations:

-when they enter a store to buy goods and wait for a salesclerk to be shown the range of alternatives available
-when they have chosen the merchandise and are waiting to pay at the cash register.

In the first situation, consumers focus on the store and the merchandise available more than on time. They then
have to decide if the store is the right one and if it is likely to hold the type of goods the consumer is searching for.
Consumers are likely to take advantage of the time during which they wait for the clerk to find the right goods by themselves
by browsing through the store. The “cognitive processor” is then more likely to be working than the “time processor™.
Conversely, in the second situation, once the appropriate goods have been found, the interest for the store and its
merchandise is probably much lower; consumers who wait at the cash register are likely to ask themselves how long they
have to stay at the cash register. The “time processor™ is then triggered. The greater attention to time in the second situation
(at the cash register) enhances the assessment of time so that the same objective time passed at the cash register seems
longer than in the first situation when consumers focus on the store environment. “The more attention is devoted to the
passage of time, the more subjective units are recorded in the time and, consequently, the longer the subjective duration”
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(Zakay, 1993, p.70). At the cash register if the information stored about the shopping environment is less salient and is
superseded by time information, the assessment of the shop, its merchandise and its personnel is likely to be negatively
impacted.

HYPOTHESES

The basic hypothesis tested here is the following: within a store environment, customers’ high level of arousal
stimulates their attention to and interest for the merchandise and the store (pre-purchase phase), whereas it enhances the
perceived waiting time once they are waiting to pay at the cash register for the goods they picked up (post-purchase phase).
In other words, music induced arousal is likely to enhance attitude to the store before the shopping process, whereas it may
help focus on the waiting time after.

The literature review leads us to hypothesize the following:

H1: The effects of music induced arousal on store related thoughts are significantly stronger in the pre than in the
post-purchase situation.

H2: The effects of music induced arousal on time related thoughts are significantly stronger in the post than in the
pre-purchase situation.

H3: The effects of music induced arousal on store image are significantly stronger in the pre than in the post-purchase
situation.

H4: The effects of store related thoughts on store image are significantly stronger in the pre than in the post-purchase
situation.

H5: The effects of time related thoughts on store image are significantly stronger in the post than in the pre-purchase
situation.

METHOD
Subjects

249 (56.3% females and 43.7% males) undergraduate business students in a Canadian university (average age of
28 years; minimum and maximum of 19 and 59 years) were recruited to participate in the study and were randomly assigned
to one of the experimental conditions.

Experimental conditions

Arousal was manipulated with classical music extracts having different tempi and a high pleasure induced level.
In each phase, three of the four experimental conditions had a different selected musical extract as sound background but
the same video simulation. The last condition was considered as the control (no music condition).

Pre-test

The results of the pre-test are fully reported in Dube, Chebat and Morin (1995). 15 subjects similar to those in the
main study (8 females and 7 males) were exposed to 54 musical extracts that they rated in terms of both arousal and pleasure
using the Affect Grid designed by Russell, Weiss and Mendelsohn (1989). The Affect Grid presents a good validity and
reliability and is recommended when repeated measures are necessary.(e.g. Holbrook and Gardner, 1993). The extracts
were classified in three equal categories of tempo (i.e. slow-vs.-moderate-vs.-fast) The mean ratings on the arousal
dimension were respectively 2.6, 5.4 and 8.0 for low, moderate and high arousal levels (F[2,37]=52.88, p<.001). The level
of familiarity did not vary across conditions (means = 2.6, 2.3, 3.7; p>.20). We selected three musical extracts from the
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original 54: the first movement of the horn concerto #3 in E flat major (K447) by Mozart; the Brandenburg concerto #6 in
F major BMV 1047 second movement by J.-S. Bach; the oboe concerto in C major K314 third movement by Mozart. These
three musical extracts were rated as highly pleasurable ( respectively: 6.17, 7.38 and 7.64) on a nine-point scale; they were
quite different in terms of arousal (respectively: 2,58, 5.86 and 7.64).. Since familiarity with music has been shown to
influence liking, three scales measured the degree of familiarity (alpha = ). Subjects’ familiarity with the various extracts
of classical music (described below) did not significantly between experimental groups (F=.32; p=.73). A vast majority of
respondents said that they did not know who the composer was (98%) and never heard before the musical piece (70). In
addition the degree to which subjects regarded the musical piece as adapted to the store environment. did not vary across
experimental conditions (F=.54; p=.58). Their assessment of the adaptation of the music to the store was evenly distributed
(average score of 3.6 on a 7 point scale).

Procedure

Subjects were invited to participate in a study on consumer satisfaction with retail store. They were randomly
assigned to eight approximately equal groups and exposed to one of the eight experimental conditions (3 Arousal X 2
services phases) between-subjects full factorial design with two control, i.e. no music conditions. Subjects were shown one
of the two videos of exactly the same duration (4 minutes and 36 seconds) in which they were asked to role play a customer
waiting. They were instructed to regard what they watched and heard as what they would have seen and heard if they would
have been in the store. Such a method has been widely used in the field of services research (e.g. Baker, Levy and Grewal,
1992; Chebat , Filiatrault, Gelinas-Chebat and Vaninsky 1995) and validated experimentally by Bateson and Hui (1992).

In both videos, they were exposed to a waiting situation of the same duration In the pre-process phase, subjects
waited in the retail store to be served by the salesperson. In the post-process phase, subjects were asked to imagine
themselves waiting in line to be served by the cashier. In both situations, a service interruption occurred. In the pre-service
situation, the sales clerk who was serving another customer left the store and went to the back office for a time duration
undetermined. Similarly, the employee at the cash register interrupted her operations when the phone rang and spoke for
an undetermined duration. Inn fact in both cases, the interruption lasted exactly the same time, that is one minute. During
the waiting period, the camera showed the retail store environment, the consumers and the service personal and followed
a pattern as natural as possible similar to what a consumer would have seen in these situations. After being exposed to the
video, the subjects were administered a questionnaire and invited to mention freely their cognitive responses.

Cognitive responses

Subjects were asked to take 3 minutes to list as precisely as possible all the thoughts related to the store and the
merchandise and the number of thoughts related to wait and time Two graduate students were trained to classify their
cognitive responses into two categories : those related to time (waiting time in particular) and those related to the store (that
is, the store itself; its merchandise and the sales clerks). These cognitive responses were double coded by two graduate
linguistics students (convergence rate=85%) on the topic of the cognitive responses, especially if these responses were
related to time or to the store merchandise, design, etc.

Other measures

1-The subjects’ mood was assessed by the P.A.D.(Pleasure-Arousal-Dominance) scale developed by Mehrabian and Russell
(1974) right after being exposed to the store videos. Obilimin factor analyses showed three factors: pleasure (first four items
of PAD: 40% of the variance; Cronbach’s alpha = .88), arousal (next three items of PAD: 23% of the variance; Cronbach’s
alpha = .85) and dominance (last four items of PAD: 11% of the variance; Cronbach’s alpha = .81). This structure reflects
that found by the authors of PAD , except that the fourth item of arousal forms by itself the fourth factor the eigenvalue of
which is tool low to be considered (.75).

2-The store image was measured by twenty-one 7-point Likert type scales developed by Russell and Pratt (1980) Four
factors are found: welcoming (that is a combination of friendly, warm, lively, welcoming and inviting; 25% of the variance;
Cronbach’s alpha = .87); interesting (that is a combination of interesting, boring, common; 13% of the variance; Cronbach’s
alpha = .69), quiet (that is a combination of peaceful, serene, calm; 10% of the variance; Cronbach’s alpha = . 68) and busy
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(that is a combination of interesting, boring, common;7% of the variance; Cronbach’s alpha = .66). The first two factors
were used in the analysis

3-The ecological validity was assessed by four 7-point Likert scales where subject had to express their degree of agreement
with statements such as: this video “reflects the reality”, “is similar to personal experiences”, “is realistic” and “gives the
impression of being personally involved”. A series of ANOVA’s shows that the degree of realism measured by these four

scales did not vary across experimental conditions (all p’s>.37).

RESULTS

We examine the whole set of relations in a global model through a procedure of linear structural equations
modeling called EQS (Bentler, 1995).

EQS Models

Two models were built using the EQS (Bentler, 1995) procedure and the maximum likelihood (ML) estimation
method. The two models for the two service situations (pre-v.-post-purchase) found are equally satisfactory. The levels of
goodness of fit are high (BBNFI> .94 in both cases), the chi-square are low (4.10 and 5.21) for the 5 degrees of freedom,
which means a non-significant p. value for the chi-square (.53 and .39), that is the models reflect well the respective data
of the pre-v.-post-purchase situations. Figures 1 and 2 represent the main results.

The two models found are significantly different: the procedure consists in constraining the respective couple of
relations to be identical and assess the impact on the chi-square.

H1: The effects music induced arousal on the store related thoughts are significantly stronger in the post than in the
pre-purchase situation (chi-square =15.58; df=1; p=.000 ). Note that the effects of arousal on store related thoughts are in
opposite directions in the two shopping situations: the relation is negative (-.03) in the pre-purchase situation and positive
in the post-purchase situation (+.05). H1 is partially supported, since the effects are significant (as hypothesized) but
stronger in the in the post than in the pre-purchase situation (whereas the opposite was hypothesized).

H2-The effects music induced arousal on the time related thoughts are significantly stronger in the post than in the
pre-purchase situation (chi-square =7.94; df=1; p=.005 ): the lower the arousal the more the number of time related thoughts
(-.04 vs -.13). H2 is supported.

H3-The effects of music induced arousal on the store image are stronger in the pre than in the post purchase situation (-.23
vs -.09); (chi-square = 3.99; df=1; p= .046). In both cases, the lower the arousal the better the store image. H3 is supported.

H4-The effects of the store related thoughts on the store image are significantly stronger in the post than in the pre-purchase
situation (chi-square =.4.79; df=1; p=.03): .03 vs -.12. H4 is partially supported, since the difference of effects were
hypothesized to be in the opposite direction.

HS5-The effects of time related thoughts of the store image are significantly stronger in the post than in the pre-purchase
situation (chi-square =.003; df=1; p=.96); in both cases, the more the time related thoughts the worse the store image (-.10
vs -.05). H5 is not supported.

DISCUSSION

1-The main result is that the effects of music induced arousal on both cognitive responses and on store image are
significantly different in the two purchase situations. This is an important result since so far all the studies on the atmospheric
effects of music overlooked the shopping situation: the mind set of the consumers seem to be a major moderator of the
atmospheric effects of background music.



2-Zakay’s theory receives at least a partial support. In the waiting situation, the low arousing the music is associated
with more time thoughts and less store related thoughts, as predicted by his attentional model. In the browsing situation,
the low arousing music is associated with more time thoughts and more store related thoughts, which seems to contradict
this theory; however one should keep in mind that in the browsing situation, the effects of music on time thoughts are much
reduced. In other words, in the browsing situation, such a music produces both types of thoughts whereas in the waiting
situation it produces mainly time thoughts. Consumers are not immune against wait in the browsing situation but that are
less sensitive to time.

3-The effects of music induced arousal on store image are mainly direct in the browsing situation whereas they
are moderated by store related thoughts and (more importantly) by time thoughts in the waiting situation. Consumers tend
to have more holistic impressions in the browsing situation , that is when they enter the store; they tend to “intellectualize”
their impressions in the post-purchase situation. We suggest that their attention is directed toward the outside in the browsing
situation, whereas they tend to reflect on their purchased goods, on the store and on the waiting time when they are before
the cash register.

4-The low arousing music seems to trigger very different effects in the two situations: whereas it enhances the store
image in the browsing situation, it enhances the time related thoughts, that is mainly the negative thoughts related to the wait.
It thus seems relevant to consider two differentiated types of music in the two situations.
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Pre-Purchase Situation

Method: LS
Chi-square 4.10
df 5
pvalue .5349
BBNFI .974
BBNNFI 1.019
CFI 1.000

Figure 1: the EQS model for the pre-purchase situation.

Post-Purchase Situation

Method: - LS
Chi-square 5.21
df 5
pvalue 3910
BBNFI .943
BBNNFI .992
CFI 997

Figure 2: the EQS model for the post-purchase situation.
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THE ADVERTISING EFFECTIVENESS OF DIFFERENT LEVELS OF HUMOR AND WARMTH AND THE
MODERATING ROLE OF AFFECT INTENSITY

Patrick De Pelsmacker, University of Antwerp (RUCA), Belgium
Maggie Geuens, University of Antwerp (RUCA), Belgium

ABSTRACT

The responses to three different levels of warmth and three different levels of humor are investigated as well as
the moderating role of affect intensity (Al). In general, high levels of humour and warmth seem to be more effective, and
generate significantly more positive responses in high than in low Al-respondents.

INTRODUCTION

Although the effect of the use of emotional advertising techniques such as humor and warmth, on consumers'
responses is well documented (see De Pelsmacker and Geuens, 1996 and Geuens and De Pelsmacker, 1998 for an
overview), studies on the effect of different levels of emotional appeals are very scarce. An exception is the study by
Thorson and Page (1988). They found that emotional appeals of high intensity triggered a more positive Aad than low
intensity emotional ads. Furthermore, Kroeber-Riel (1984) argues that attitudes towards mature products are predominantly
formed by emotional conditioning, at least in case of high intensity emotional appeals. Empirical studies investigating
specifically the levels of humor and warmth lead to the conclusion that warmth is linearly related to recall. However, as far
as humor is concerned, mildly humorous appeals seem to lead to better recall than stimuli without humor or with high levels
of humor (De Pelsmacker et al. 1997). Furthermore, high levels of humor also seem to lead to more irritation (De
Pelsmacker and Van den Bergh, 1997). An indirect indication of the importance of the level of emotional appeals can
perhaps also be found in the differential effects of ad-evoked feelings of different levels. Pieters and de Klerk-Warmerdam
(1996), for instance, conclude that Aad is predominantly determined by the pleasantness of the feelings while recall seems
to be most related with the intensity of feelings : ads evoking positive feelings of high rather than low intensity produce better
recall scores. Burke and Edell (1989) also conclude that upbeat, intense feelings have the most positive effect on Aad and
Ab. As far as we can assume that more intense emotional stimuli indeed lead to more intense ad-evoked feelings, the
foregoing clearly illustrates the importance of studying the response to stimuli characterised by different levels of emotional
intensity.

Affect intensity (AI) can be defined as "stable individual differences in the strength with which individuals
experience their emotions". Al can be measured by means of a 40-item scale, the affect intensity measure (AIM) (Larsen
and Diener, 1987). Research shows that high Al individuals as compared to their low Al-counterparts respond more
positively towards emotional appeals in advertising, in the sense that they report more intense ad evoked feelings, and a more
positive Aad and Ab (Moore et al., 1995, Moore and Harris, 1996). In a refinement of the analysis of Moore et al. (1995),
Geuens and De Pelsmacker (1997) indeed found that ad evoked feelings and Aad are positively influenced by Al in case
respondents are shown warm and humorous stimuli, as opposed to non-emotional stimuli, where no effect can be observed.

RESEARCH OBJECTIVES AND HYPOTHESES
The purpose of this study is to extend the fore-mentioned research in two directions: to investigate the responses
to different levels of warm and humorous advertising appeals, and to study the moderating role of affect intensity for the

responses to different levels of warmth and humor.

Indications in Aaker et al. (1986), De Pelsmacker and Van den Bergh (1997) and De Pelsmacker et al. (1997)
suggest that increasing levels of warmth seem to lead to more positive affective reactions and attitudes.

HI. Increasing levels of warmth lead to more positive affective reactions, and more positive Aad, Ab and PI

A lot of research suggests a positive influence of humor on ad-related responses. Based on the results of De
Pelsmacker and Geuens (1996) and Geuens and De Pelsmacker (1998) we even expect a greater effect of humor than of
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warmth. The effect of humour on brand-related responses is less obvious, and some results suggest a negative effect as a
result of too much humor (De Pelsmacker et al., 1997).

H2. Increasing levels of humor lead to more positive affective reactions, and more positive Aad. Moderate
levels of humor lead to the most positive brand effects, i.e. Ab and PI.

Geuens and De Pelsmacker (1997) found that the attitude towards a humorous ad is more positive if the ad is also
perceived as being warmer, and vice versa. On the other hand, as indicated above, brand effects have been observed to be
more negative when too much humor is used. This leads to the expectation that there is an interaction effect between the
levels of intensity of warmth and humor.

H3. Higher levels of intensity of both humor and warmth in the same stimulus lead to more positive responses,
with the possible exception of Ab and PI, for which high levels of humor might have a negative effect.

Since increasing levels of warmth are associated with higher levels of recall (De Pelsmacker et al., 1997) it is
reasonable to assume that they have lead to more cognitions. The same goes for increasing levels of humor, although some
results suggest that high levels of humor lead to more negative effects. Higher levels of emotional content may have
distracted the attention from the central information (about the brand) to peripheral (ad-related) cues (Baron et al., 1973,
Nelson et al., 1985). Therefore, it might be expected that cognitions about the brand are not or even negatively affected by
the level of warmth and humor used.

H4. Increasing levels of humor and warmth lead to more cognitions about the ad, but not to more cognitions
about the brand. Cognitions are more positive as a reaction to increasing levels of humor and warmth.

High affect intense individuals, as opposed to their low Al counterparts, are found to respond more positively to
warm and humorous stimuli, as might be expected (Moore et al., 1995, Moore and Harris, 1996, Geuens and De
Pelsmacker, 1997). It is reasonable to expect that, the higher the level of humor and warmth, the more positive the reaction
of high Al individuals will be. Low Al individuals are assumed not to be affected at all by the level of emotional content of
the stimuli.

HS. Higher levels of humor and warmth lead to more positive ad evoked feelings, Aad, Ab and Pi in subjects
scoring high on affect intensity, but do not affect the responses of subjects scoring low on affect intensity.

Increasing levels of emotional content are again assumed to lead to more positive cognitive reactions in high Al
individuals, as opposed to low Al subjects. However, due to the potentially distracting effect of the warm or humorous
content, brand-related cognitions are assumed to remain unaffected.

H6. Higher levels of humor and warmth lead to more ad-related but not brand-related cognitions in high Al
individuals. The cognitions are more positive with increasing levels of intensity of humor and warmth. The
cognitions of low affect intensity individuals are not affected.

RESEARCH METHOD

In the first stage of the study, a jury selected 27 commercials in 9 categories. The nine categories are all
combinations of no humor or warmth, and moderate and high levels of humor and warmth. In each category three stimuli
are selected. Spots were selected for those product categories that can be expected to appeal to students (soft drinks, fast
food restaurants, consumer durables, snacks, recreation, clothing and body care). In each category, 3 spots for 3 different
product categories were selected to avoid systematic product category effects. Six groups of approximately 27 undergraduate
and postgraduate students each were formed (166 in total). In the first group the 9 commercials for consumer durables (one
for each experimental category) were tested in random order. In the second group the same commercials were tested, but
in reversed order. Similarly, in groups 3 and 4 9 ads for body care products and clothing were tested. Groups 5 and 6 were
exposed to 9 ads for food, restaurants and soft drinks. In subsequent analysis the scores of the three spots per experimental
category are averaged to obtain one score per experimental treatment. The manipulation check reveals that ads without
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warmth, mildly warm and very warm ads are indeed perceived as significantly different from each other on this dimension.
The same applies to the humorous stimuli selected on the humor dimension.

The 40-item Affect Intensity Measure (Larsen and Diener, 1987) was included as an independent variable. On the
basis of their AIM score all respondents are divided into three equal groups, the two extreme of which are compared. The
second and third independent variables are level of humor and level of warmth. As a result, a (2X3X3) factorial design is
tested. As dependent variables the following responses were measured for each of the stimuli:

evoked cognitions about the ad and/or the brand. Respondents were asked to indicate whether the ad made them think
about the ad and/or the brand, and whether these thoughts were positive, neutral or negative.

the attitude towards the ad. Respondents reported on a 7-point scale to what extent they liked the ad and thought the ad was
persuasive, appealing, easy to forget, not effective, believable, not informative and original. Since principal components
analysis revealed one major dimension, the mean score on the eight items is used to represent overall Aad. Internal
consistency proved to be satisfactory (Cronbach alpha > 0.80).

ad-evoked feelings. Respondents scored on a 7-point scale to what extent they experienced irritation, insult, interest, cheer-
fulness and carefreeness while watching the ad. These adjectives were selected on the basis of the research results
reported by Geuens and De Pelsmacker (1998).

After the respondent had been exposed to all stimuli, the attitude towards the brand (3 items, averaged, alpha >
0.80 ) and the purchase intention (3 items, averaged, alpha > 0.75 ) were measured by means of 7 point Likert type scales
for each brand. Finally, students were asked to indicate their gender.

RESULTS

In table 1 the responses to lack of warmth and humor, and medium and high levels of warmth and humor are
presented. Higher levels of warmth lead to significantly more positive affective responses, Aad and Ab. However, pairwise
analysis reveals that this effect is almost exclusively attributable to the difference between stimuli without any warmth on
the one hand, and medium levels on the other. The difference between mildly and extremely warm stimuli is not significant.
Increasing the level of humor leads to more positive ad evoked feelings and Aad. In this case there is not only a significant
effect of the use of humor, but also of its level. The results partly support H1 and H2. The interaction effects of the level
of humor and warmth are all significant. Ad evoked feelings and Aad are invariably most positive in the case of a
combination of high levels of both humor and warmth, and H3 is largely confirmed. As to the cognitive reactions to
humorous and warm stimuli, the expectation in H4 is that more subjects will report ad-related, but not brand-related
thoughts, and that these thoughts will be significantly more positive in the case of more intense warmth or humor. The data
do not entirely support these assumptions. More ad-related as well as brand-related thoughts are reported with increasing
levels of humor, although the effect seems largely due to the use of humor as such, regardless of its level.

Except for the level of irritation and the level of interest, no interaction effects between the level of warmth and
the level of humor on the one hand, and affect intensity on the other, is significant. In the case of humor, the interaction effect
between Al and level of humor is only significant with regard to the attitude towards the ad. Increasing levels of humor lead
to more positive Aad, both in high and low Al subjects. However, the increasing appreciation of ads is significantly more
pronounced in the case of high Al individuals, as expected. The other interaction effects are similar, but not significant, and
HS5 is only marginally confirmed. In table 2 the interaction effects of affect intensity and the level of humor and warmth on
cognitions are shown. The cognitions of subjects low on affect intensity are not affected by the level of warmth. The brand
cognitions of these individuals are not affected by the level of humor, but more positive ad-related cognitions are developed
with increasing levels of humor. In other words, only the level of humor affects the ad-related cognitions of low Al
individuals. The number of ad-related and brand-related cognitions of high Al subjects is not influenced by the intensity of
the emotions used. On the other hand, the more intense the humor and warmth used, the more positive the ad-related
cognitions. H6 is partly confirmed.
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DISCUSSION

The use of warmth in advertising leads to more positive affective responses and a more positive Aad and Ab,
regardless of its level. Increasing levels of humor lead to more positive ad evoked feelings and Aad. Moderate levels of
humor result in the most favorable attitude towards the brand and purchase intention. The frequency of ad- and brand-
related cognitions is higher when humor is used (regardless of its intensity) but is unaffected by the use of warmth. The
direction of ad-related cognitions is positively affected by the use of warmth and by higher levels of humor. Warmth has
no impact on the direction of brand-related cognitions while moderate levels of humor lead to the most favorable brand-
related cognitions. The use of humor has more effect on cognitions than the use of warmth. All in all, the power of humor
to lead to more and more positive ad and brand cognitions is reconfirmed, as well as the stimulating role of increased levels
of humor. The distracting effect of increasing levels of emotional content is to a certain extent illustrated by the fact that ad-
related cognitions are positively influenced, but brand-related thoughts are less significantly affected. Although the
interaction effects between affect intensity and the level of emotional content are only partly significant, the significant results
have the expected direction: high Al individuals respond more positively to increasing levels of humour and warmth than
low Al subjects. The effect of affect intensity seems to influence the directions of ad-related and brand-related thoughts,
rather than their frequency of occurrence.

The general conclusion is that whenever warmth has an influence most positive effects can be obtained with a high
level of warmth. As far as humor is concerned, on the other hand, high levels seem to lead to the most favorable ad effects
and moderate intensity levels to the most favourable brand effects. Therefore, it would be interesting to investigate these
differential effects levels for other emotional execution types such as fear appeals, eroticism, irritation, provocation, ...
Besides affect intensity, other individual differences such as Need for Cognition, Self-Monitoring,
Extraversion/Introversion;... may play an important moderating role, as well as the level of product involvement. Finally,
some obvious extensions are to repeat the same study with other consumer segments than students and for products in
different stages of the product life cycle (new versus mature products).

Table 1. Responses to ads with different levels of warmth and humor

Warmth Humor

No Medium High signF No Medium High signF
Irritation 3.61 3.50 3.02¢« 000 3.79% 3.11 3.25 .000
Interest 2.61 2.72 3.07* .000 2.64* 2.92 2.85 .002
Cheerfulness 2.51* 333 390* .000 2.77* 3.30 3.65* .000
Insult 2.25* 2.01 1.96 001 2.17* 2.01 2.01 .101
Carefreeness 2.50* 3.21 3.29 000 2.52* 3.18 3.31 .000
Aad 3.10* 3.47 3.92* 000 3.37* 3.58 3.53 .002
Ab 451* 4.70 436* .000 4.41* 4.65 4.51 027
PI 4.22* 4.53 423*  .000 4.27 4.34 4.37 519

Significance levels refer to repeated measures ANOV A. Responses are measured on 7 point scales (1=low, 7=high). *
indicates a result that is significantly different (p= 5%) from the medium intensity level (based on pairwise tests).
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Table 2. Ad-related and brand-related cognitions of low and high affect intense subjects

Warm Humour
Low Al No Med. High Sign. No Med. High Sign.
Ad-related 858 ...846 870 817 80.1 . 88.8 88.4 041
Positive 403 453 46.1 264 427 60.7
Neutral 29.5 32.8 26.2 473 434 28.0 18.6 .000
Negative 30.2 21.9 27.7 30.2 29.4 20.7

Warm Humour
High Al No Med. High Sign. No Med. High Sign.
Ad-related
Positive 36.4 52.8 552 324 465 644
Neutral 343 26.1 25.5 .016 46.0 24.6 16.1 .000
Mative 294 21.1 19.3 21.6 28.6 19.5

Cell entries are percentage of respondents reporting cognitions. Significance levels refer to chi? tests.
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AN INVESTIGATION OF INNOVATIVENESS AND EARLY PRODUCT ADOPTION AMONG
TEENAGERS

Mario J Miranda, Victoria University, Melbourne, Australia
Glenn Flower, Victoria University, Melbourne, Australia

ABSTRACT

Marketers have always been interested in the motivations and behavior of teenagers because of their perceived
willingness to try new products and ideas. The primary objective of this paper is to examine teenage innovativeness across
age groups and socio-economic backgrounds and to determine if they subscribe to the category of early product adoption.

INTRODUCTION

According to Miller (1995), teenagers have become vitally important to marketers due to their growing expenditure
on consumer goods and their influence over family purchasing and decision making. Zollo (1994) confirms that this
consumer group has experienced increased communication, media attention and product competition as a result of five
factors that highlight the growing importance of teenagers in the market place, namely, their purchasing power, their access
to family income, their influence on family purchase decisions, their inclination to change and their ability to stay loyal to
the products they buy over the years.

The identification of innovator/early adopter membership within the teenage market segmént is the principal focus
of this paper.

The Need for Marketing Sophistication

Stipp (1993) subscribes to a reasoned logic that marketers targeting teenagers, do not take time to segment teenage
markets in the same sophisticated manner that adult consumer groups have been subjected to. To illustrate his viewpoint,
Stipp examines how teenagers are segmented in media advertising on the basis of age groups, for example 12-14, 15-17
and so forth. He states that no one really knows where or how these groups have been formed or validated except that market
research confirms the importance of age in a purchase decision.

The importance of age group is supported by Brown (1996), who believes that teenagers reach out to friends who
are conveniently aged and who share the same problems, in order to develop ways of coping with uncertainty. Lifestyle,
social class, school and recreational interests influence which sub-culture they will become attracted to. With the increased
sophistication of teenagers as consumers, it is unfortunate that many companies involved with this market have not addressed
the teenage evolution with increased marketing sophistication (Stipp 1993). Historically, marketing to teenagers used to be
easy, as companies who identified popular fads, constructed a promotional campaign to support it and were generally
successful. This is no longer the case. Teenagers have become a sophisticated consumer group with increasingly inherent
differences, cautious of marketing programs and products which are specifically directed at them. Marketers also have to
confront the increase of competition to attract the growing purchasing power of this important market segment (Shoebridge
1994).

The Effects of Social and Economic Evolution

According to Shoebridge (1994), teenagers in the 1990's are far more responsible, both in terms of their own
actions and in their role as family purchase advisors. Both Shoebridge (1994) and Zinn (1994) contend that this change in
teenage disposition is a result of dramatic change experienced by a major influence in their life - their family. They believe
that dual employed parents and consequent decreased family time together, coupled with the social acceptance of divorce
and single parent families, has meant that the older dependents have had to take more responsibility in performing household
duties and in coordinating the family into a unit. Zinn adds that the social revolution of families has meant that teenagers are
exposed to adult problems at a young age and are now able to cope with important responsibilities such as emotional support
for family members.
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Sophistication of Teenage Consumers

With increased responsibility in the family, teenagers have evolved into sophisticated consumers to enable the
selection of products most suited to their needs and their discretionary income. Marinos (1994) believes that product
selection has become a challenging process because of increased media attention, brought about by intense competition for
teenagers' discretionary income and their positive influence in family purchase decisions. Beatty and Talpade (1994) found
that teenagers have a distinct influence over family purchase decisions for products where the family perceived the teenager
as possessing expert knowledge e.g. stereo hi-fi's.

Interpersonal Communication and Media Habits

Marinos (1994), Zollo (1994) and Shoebridge (1994), also concur that teenagers are prolific consumers of
television and print media, reasons for which can be associated with their need to relieve the boredom of teenage life as a
result of not having that real independent autonomy to do as they please. Indeed Zollo (1994) noted that interpersonal
communication amongst teenagers referring to advertisements is widely prevalent and a part of everyday conversation. The
nature of teenage targeted advertising is therefore important. Mundane, lifestyle advertisements are dismissed because
they mimic and replicate everyday life.

Teenagers as Empowered Consumers

Teenagers in the 1990's have a feeling of increased empowerment and this has been realised in their spending
behavior, and how they perceive themselves in society. They have forged a range of defined sub-cultures and resist
adulthood. Thus, according to Shoebridge (1994), teenagers have become more pronounced in their behavior and possess
set social rules and values which help them to be accepted as members of a distinct consumer group.

Teenagers as a Distinctive Market

Shoebridge (1994) adds that real social and economic independence is not an option because teenagers are asked
to be responsible like adults but disallowed the luxuries of full time work or complete autonomy in their behavior. Thus,
this important value must be projected in other forms. Brown (1996) believes that teenagers display an image of
independence to be accepted as a member of their group and that unemployment has made it difficult for teenagers to obtain
real financial independence. They therefore use cultural expression to project this trait. For example, teenagers purchase
carefully selected brands and also join cultures which possess the characteristics they wish to employ to create this image.
Dressing differently is expressing a statement of independence, even if it is with the security of like minded people. With
the ever expanding and constantly changing conglomeration of sub-cultures, independence is projected through a number
of different images evident in today's teenage environment. These images are reflected in teenage groups who are known
as are skaters and skegs, surfies and homies, goths, ferals, punks, clubbers, ravers, grungers, bogans and boppets, each with
their own type of music, fashion, vernacular and venues (Brown, 1996). This concept of image projection as per Brown
(1996) and Shoebridge (1994), strongly suggests the notion that teenagers support only well known brands and cultures
which project these independent traits, as the purchase of the brand can reinforce their membership to other members of
their teenage sub-culture. Zollo (1994) established that teenagers fear switching brands as it may jeopardise their appearance
and social acceptability. Shoebridge underlines this sentiment when he states that teenagers want to be independent in every
statement they make about themselves, but they don't dare wear or use brands which do not possess popularity with other
members of their sub-culture.

New Products as ongoing Propositions
There is little or no published material on new product adoption in teenage markets. Hisrich et al. (1991) state
that in general, the failure rates of new products/brands is substantial. Hisrich et al. believe that by examining the diffusion

theory, and the consequent adopter categories, marketers can enhance the probability of new product success through
understanding how, when, why and also by whom new products or brands are accepted.
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The Diffusion Process and Teenagers as Early Adopters

There has been limited published research conducted on teenagers and the diffusion process. Rogers (1976)
identified key independent variables that influence this process (and which have the greatest correlation with specific adopter
categories), such as education, social mobility, opinion leadership, intelligence and the interconnectedness with a social
system. Hence in any investigation of teenagers and the adopter categories, it would be useful to include socio-economic
variables which will impact upon and help create such categories especially since there is little or no published research
examining profiles and the adoption categories within the specific group of 13-19 year olds.

The Need for Teenage Diffusion Research

There appears to be a lack of robust empirical research which confronts the issues of product and innovation
adoption with respect to the specific target group of teenagers. Also, there is conflicting opinion on the influence of age, with
respect to segmenting the teenage market into resource efficient, homogenous groups. Indeed, many companies involved
in the teenage market do not perceive differences amongst teenage audiences, and therefore do not employ a target market
segmentation approach. The facile belief that all teenagers are in fact early adopters confirms this assertion. New research
findings examining the adoption categories and innovativeness of teenagers could be of vital importance to future strategies
introducing new brands and products into the teen market or markets in which teens greatly influence the final purchase
decision. Such findings could also provide important insights into the reasons for immense failure rates for new products
or brands introduced into such markets. The identification of teenage early adopters would therefore be of significant
importance to companies wishing to enter or remain viable in the highly competitive teenage market as such information
could reduce the failure rate of new products or brands by identifying those most likely to adopt them.

OBJECTIVES OF STUDY

The identification of innovator/early adopter membership within the teenage market segment is the principal focus
of this paper. This research examines the correlation of causal factors of age and socio-economic membership with
innovativeness (willingness to change) and also the correlation of these factors with product trial (physical adoption of
a new product/brand ahead of the remainder of the teenage social system). This paper also seeks to probe the influences such
as family, discretionary income, technology, gender and part-time work on the innovativeness of teenagers and their
propensity to trial a product.

METHODOLOGY FOR DIFFUSION RESEARCH
Consideration of the Diffusion Process

If marketers generally perceive all teenagers to be early adopters or innovators and in fact they are not, then
naturally most products or brands they introduce will possess a high probability of failure, due to the undifferentiated
approach they adopt (Hisrich et al. 1991).

In order to obtain empirical data to refute or support this orientation, Rogers' (1976) diffusion theory can be utilised
as it offers a historical and methodological framework for identifying teenage innovators/early adopters (Bass 1990). In the
theory of diffusion there are five categories, each defined by their standard deviation from the mean time of adoption for the
population and providing information on which members of a population are likely to adopt a new product or service before
other members of that population. A notable limitation of Rogers' theory however outlined by Bass (1990) and Gatignon
& Robertson (1985), is that his method of determining innovativeness and therefore his distinction of the five categories
is based on post innovation diffusion i.e., time is the variable that is utilised to describe innovativeness and define the five
adoption sub-groups. Bass states that this limitation is detrimental to marketers wishing to plot the diffusion curve before
the product has matured. Considerable study by researchers including Hurt et al. (1977) has been conducted on the
classification of adoption categories utilising an innovativeness scale as an alternative measurement construct to time. In
determining the most pertinent innovativeness scale for teenage adopter classification, it is important to first examine the
definition of innovativeness.
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The term 'innovativeness' is a key word in all diffusion research and has often been defined as the follows: "the
degree to which an individual or unit of adoption is relatively earlier in adopting new ideas or products than other members
of a social system" (Rogers 1976). Hurt (1977) notes that there has been a number of inconsistencies relating to the
definition of innovativeness; for example risk-taking has often been synonymous with innovativeness. A more traditional
approach to a definition, is to describe innovativeness as a behavior dependant upon the individual's perceived attributes
of innovation. This thought is congruent with Katz (1961) when he states” ...an innovation must be characterised with respect
to the pattern of thought and actions of the person to whom it is directed." Thus, a robust definition of innovativeness must
Jocus on the individual rather than the product itself. Feaster (1968) states that innovativeness is an individual's need to
innovate or possess a positive disposition towards change. Indeed, research examining this concept has classified
innovativeness as a general personality trait (Hurt 1977).

This paper has chosen to describe innovativeness in Hurt's terms as "A normally distributed underlying personality
construct which may be interpreted as an individual's willingness to adopt change." Such a construct has advantages for
measuring innovativeness which is not innovation or product specific, by self-report techniques. This investigation will
employ Hurt's (1977) method of measuring innovativeness. Hurt's method differs from Rogers (1976), in that the
innovativeness measure is not derived from data gathered after the fact interviews, but by respondents giving a self report
on their own innovativeness. Hurt's Innovativeness Scale (IS) is designed to measure an individual's innovativeness or
willingness to change, thus changing the focus of diffusion research from the innovation to the individual. Witteman (1976)
when employing the IS, retained the unidimensionality of the instrument and the normality of distribution in the scores and
confirmed that the IS is a valid construct for determining the innovativeness of individual's within a sample.

Method of Defining the Adoption Categories

Moore (1991) proposed that a chasm occurs at the 10% mark of the diffusion curve between two groups, namely,
innovators/early adopters (trialers) and the early majority. Moore states this chasm is evident as a gap between the scores
of respondents. This defined break occurs in the diffusion curve at the point where product innovators/early adopters become
early majority. Thus, the results from data derived from the Innovativeness Scale can be usefully employed by
plotting the diffusion curve to predict the future adoption behavior (product trial) of individuals within a social
system.

Hypotheses
The following were the hypotheses on which the investigation was based to get an understanding of the influence

of the causal variables of age and socio-economic membership (identified earlier in this literature review as having a big
impact on teenage behaviour) on innovativeness and product trial by teenagers.

H1 All teenagers are not within the classification of product trialers

H2 Age is a significant predictor of product trialers.

H3 Age is a significant predictor of innovativeness

H4 Socio-economic membership is not a significant predictor of product trialers.

HS Socio-economic membership is not a predictor of innovativeness.
RESEARCH DESIGN

Sample

The sample of 259 respondents was derived from two schools in the western metropolitan region of Melbourne.
The schools investigated are in neighboring suburbs, with respondents living in close proximity to each other, decreasing
the probability of cultural and geographical variables impacting upon the results. The two schools involved in the research
are DP Secondary College and MB College. MB College is an privately run school requiring premium fees to attend, while
DP secondary college is supervised under government administration requiring no fees. The difference in cost to attend
these schools is an indicator of the difference in the socio-economic status of respondents from the two schools. Both schools
have classes that run from Year 7 to Year 12. The ages of students range from 12-19 years and thus ensured the investigation
covered the full teenage range. Recruitment of students was from one class of each year level, ensuring that entire class

20



also studied the core or compulsory unit subject for that year level. Respondents were administered the Innovativeness Scale
in a controlled classroom environment.

Research Methodology

Hurt's IS was administered to the sample respondents. The original terminology was simplified to enable the high
school kids to easily understand the questions asked. Also the Innovative Scale was adjusted to have a S point scale, instead
of 7 as in the original IS. This change decreases the range and distribution of scores, however it creates a robust forum for
ensuring reliability of data.

Data Analysis

The Criterion (dependent) Variable is the IS total score, which is derived from the IS questionnaire as proposed
by Hurt (1977), and this score helps determine the adoption category of the respondent.
The Independent Variables are the responses derived from data in the questionnaire. The relationship of these variables with
the criterion variable were examined to provide further insight to the adoption categories, and to prove or disprove the
hypotheses relating to demographic influences. The independent variables include the following:
Post code
Age
Position in family as a child in terms of age
Family size
Parent employment background
Respondent employment background
Socio-economic status
Discretionary income
Television and Video ownership
Computer ownership
Internet access
These variables were selected as they were considered important demographic and social variables impacting upon the
teenagers in the 1990s.

The SAS statistical package was used to analyze and test the results of the field investigation and the following
statistical methods were employed..
Test of means " T-Test": To test the relationship with independent variables and innovativeness.
Chi -square Analysis: To test the significant difference of ratios with product trialers and independent variables.
Descriptive Analysis: To compute distribution, mean, standard deviation, frequency, percentages to produce distribution
charts, adoption categories, general description of data.
Correlation Analysis: To analyse the relationship with age and innovativeness and number of children in the family and
innovativeness.
Analysis of Variance: To analyse the relationship of discretionary income and innovativeness.

Synopsis of Key Findings
All teenagers are not within the category of Product trialers.
Age was found to be a significant predictor of product trialers.

1. School curriculum rather than age was found to have a positive relationship with innovativeness.

2. Socio-economic membership was not a significant predictor of product trialers.

3. Age is a stronger predictor of product trialers than socio-economic membership.

Socio-economic membership does have a significant effect upon innovativeness with the higher socio group reporting higher
scores.

Socio-economic membership is a stronger predictor of innovativeness than age.
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DISCUSSION OF RESULTS
All Teenagers are not within the category of Product Trialers

It was found that the proposition concerning teenagers as product trialers cannot be supported as a presumed
outcome. This conclusion was corroborated by the extreme range of scores experienced in the reported results of Hurt's
Innovativeness Scale . The respondents' range of scores were from 49-89 (Mean =68.69, Mode=67, Std. Deviation=7.03),
which reflect a significant disparity amongst the teenagers who participated in the study. Such a range helps to confirm
Rogers' (1976) assumption that personality traits such as innovativeness are distributed in a normal manner. The normal
distribution is further exemplified by the skewness of the distribution of IS scores which was 0.07. With respect to the
distribution of scores, it was found that there was a slight chasm in the scores which supports the validity of Moore's method
of defining product trialers. This gap was located at the IS score of 79, which represented 9% of the sample. The chasm was
also more marked in the scores for respondents at DP Secondary College (government school). The occurrence of this abyss
strongly suggests that there is a marked difference between product trialers and the remainder of the sample. It must be noted
that a chasm also occurred with the laggards, at the opposite end of the scale, located at the scores 54-81 for both schools
involved in the study.

These results indicate that there are niche segments within the sample, each with distinct characteristics that need
to be addressed with specific marketing strategies. This result has important implications for organizations who have
teenagers as their primary target market; for example, it implies that if new product or new concept introductions are to be
given every chance of success, a sophisticated marketing strategy which considers the segmentation of the teenage market
into smaller homogenous groups must be developed. These findings also suggest the need for further research to compare
results from both teenagers and the remainder of the entire social system, to examine the position teenagers are placed in
society with respect to innovativeness.

Age is not a significant predictor of Product Trialers

An important finding of the study was the significant relationship age displayed with identified product trialers
(chi-square=0.006 and significant at 99% confidence level). Age therefore provides a useful criteria to identify and define
product trialers. The two participating schools however demonstrated different age group representations amongst the
product trialers. The private school (MB College) demonstrated strong representation among product trialers from 14-15
year olds with a total of nine which represent approximately 40 % of total product trialers and 56 % of all MB College
trialers. The government school (DP College) displayed strong representation among product trialers from 17-18 year olds
with a total of six (5 were 18 year olds) and represented 26 % of total product trialers and 85 % of DP product trialers. These
findings indicate that product trialers from different socio-economic backgrounds may vary greatly in age. Hence, the
private school product trialers displayed evidence that they are much younger than their government school counterparts,
in fact three to four years younger. This result possesses important implications for programs directed at teenagers. In the
state school system, promotional programs including community based initiatives targeting product trialers ought to be
directed at the senior school (years 11 and 12), and within the private system the programs could be directed at years 9-10,
to facilitate the efficient and rapid adoption of a new concept.

Age has a relationship with Innovativeness

Innovativeness in general terms was also found to have a significant relationship with the respondent's age. The
Analysis of Variance result (0.0010) demonstrated this strong relationship. A greater proportion of students from the private
school as opposed to the government school scored significantly higher in their early years on innovativeness.

It appears that at MB College in years 8, 9 and 10, students are given far more independence than in their previous
years through decision making and leadership activities in programs such as Outdoor Education and School Planning
Committees. On the other hand at DP College, such programs are introduced only at Senior School levels i.e. years 11 and
12, which accounts for the high innovativeness score from these years at this school. These results could be usefully
employed to establish a positive relationship of the school environment with the personality traits of teenagers and also to
design a school curriculum to have a catalytic relationship with teenage ' innovativeness' membership.

22



Socio -Economic Membership does not have as strong a relationship with Product Trialers as does Age (chi-square
= 0.207 and not significant at 10% confidence level)

The reason for this could therefore be that teenagers from different schools are exposed to curriculum activities
which promote innovativeness at different ages. It is therefore fair to conjecture that the variable which has the greatest
relationship with teenage product trialers as well as innovativeness is the actual curriculum of the school each teenager
attends, rather than family, personality or peer influence. Such a finding would have practical applications for marketers
wishing to attract teenage product trialers. If this proposition could be empirically supported, it would suggest that marketing
programs focused on product trialers, should be directed at school year levels which possess curriculums with administered
or introduced leadership programs.

Socio-Economic Membership has a significant effect upon Innovativeness with the higher Socio- Economic group
reporting higher scores (T-test =0.0514 and significant at 10% confidence level).

The T-test result of 0.0514, which is at a confidence level of 10%, underlines the proposition that the socio-
economic background of respondents possesses significant relationship with general innovativeness. The postulate of school
curriculum effecting innovativeness, is certainly well supported by this result especially since the private school ( MB
College) respondents are introduced to leadership programs at a younger age, and thus this could have a significant effect
upon their innovativeness. Also, social background may be a crucial factor with the respondents' willingness to change- a
result of the need to avert social risk. This variable is refered to in the literature where teenagers gravitate to specific sub-
culture groups and remain loyal to the social parameters developed within the group.

It is reasonable to believe that teenage students from higher socio-economic membership who demonstrate a
greater 'innovativeness' or willingness to change, would largely be empowered by a greater purchasing power. The
investigation however discovered that the average discretionary 'cash’ of government school (DP College) respondents was
higher than those from the private school (MB College). Discussion with participating teachers at DP College revealed that
a significant proportion of their older students (years 9, 10, 11, 12) are the recipients of a government education benefit
called AuStudy. The eligibility to obtain this cash benefit is means tested against their parents income. As a result of the
means test , a significant proportion of the private school students are rendered ineligible to receive the government cash
benefit. This study has established that a major proportion of students from the government school inspite of having higher
average disposable cash , scored lower in 'innovativeness' on the Innovative Scale. Therefore it is suggested that
teenagers 'willingness to change' or innovativeness is not significantly affected by their inmediate spending power
but by their higher socio-economic membership. However their higher socio -economic membership is not a
significant predictor of product trial.

It was also interesting to observe that family constructs like number of children in family, respondent's placement
in family, etc did not possess a significant relationship with general innovativeness. However, what was evident was that
extreme innovativeness membership had a significant relationship with the family construct of parents working as opposed
to being unemployed. It was found that all product trialers had either one or both parents working. Thus, those respondents
with parents unemployed or on a type of pension, were not associated with innovativeness. It appears that such a family
scenario cause conservatism due to the financial uncertainty and a subconscious need to conserve resources. In addition to
this postulate, if the parents are retired, their age and perceptions (being more conservative in nature), could have a
considerable impact on the teenagers' personality and their willingness to adopt change. This relationship is seen as
important, as it is the only family construct which yielded a significant relationship with extreme innovativeness. Further
research examining this result, would be of considerable importance as it would enable marketers to discern if parents' age
has an impact on teenage innovativeness or product trialer membership. The outcome could be utilised to screen out
geographic areas with a higher reported age, aiding in segmentation strategy targeting product trialers.

Among the independent variables the ownership of a Personal Computers has a significant relationship with general
innovativeness, in that those with PCs had a higher IS score than those without a PC.
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CONCLUSION

A key factor in today's teenagers is their immense inclination to buy and at the same time their growing
sophistication as discerning buyers. While their sophistication is challenging companies to exploit teenage patronage,
marketers are at odds to facilitate early adoption and diffusion of their new products among this audience without a full
understanding of teenagers either as innovators or as product trialers. Rogers' theory of diffusion is the cornerstone of
marketer's knowledge of new product adoption, but this theory does not explicitly address the issues of product and
innovation adoption with respect to the specific target group of teenagers. Also, there is conflicting opinion on the influence
of age, with respect to segmenting the teenage market into resource efficient, homogenous groups.

This paper is an investigation of innovativeness of teenagers from distinct backgrounds, using a modified Hurt's
scale on variables identified in the literature against their changing social roles, age, peer pressure and school environment.
This study has established unequivocally that among teenagers while age is a significant predictor of product trial
(across all socio-economic strata), it is more so in an environment where the school offers leadership and decision
making programs. A greater proportion of teenagers from higher socio- economic membership scored high in
general innovativeness or willingness to change rather than in propensity to trial a product. The study also
identified that an enhanced school curriculum could facilitate both innovativeness and product trial across teenage
age groups and socio-economic memberships.

The findings of the study could be of vital importance to future strategies introducing new brands and products into
the teen market or markets in which teens greatly influence the final purchase decision. Such findings could also provide
important insights into the reasons for inmense failure rates for new products or brands introduced into such markets. The
paper also identifies future areas of potential research.
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RECONCEPTUALIZING TRUST: AN EVOLUTIONARY PROCESS MODEL

James M. Curran, University of Rhode Island, Kingston, RI
Deborah E. Rosen, University of Rhode Island, Kingston, RI

ABSTRACT

The literature has, historically, acknowledged that trust evolves between parties, indicating a dynamic state of
affairs. Yet trust has generally been operationalized as a static state of affairs within the relationship; that is, it either exists
or does not exist between partners. One question that has been overlooked is how do the partners in a relationship come
to trust one another or fail to trust? Perhaps even more important to an understanding of trust is the question of whether trust
itself changes throughout the life of a relationship.

Existing research has yielded a myriad of variables associated with trust but has reached no consensus on the point
at which they are found in a relationship or if they are found at all in every trust based relationship. If the construct of trust
is easily defined as existent or not, then there should also be a consistency found in the underlying variables used to measure
trust. With no consistent explanation, it becomes necessary to look at alternative conceptualizations of the trust construct
to understand why certain attributes are found at some times but not others. The perspective taken in this paper is that trust
is not merely a state of being, as it has been operationalized, but is a dynamic process with distinct and identifiable stages
where different dimensions are needed to fully understand the role of trust in differing stages of the relationship.

Given that trust is a major factor in relationships, it is important to examine how trust may change over the life of
the relationship. Authors have proposed a vast number of antecedents and consequences of trust, but have been unable to
present a consistent picture of the critical elements. Different elements of trust may be more relevant to the individual stages
of development within relationships. This paper conceptualizes four stages of trust, all linked in such a way that the
outcomes of one stage are the antecedents of the next. Consideration of trust in this framework allows the explanation of
why certain attributes of trust have been found important in some studies but not others. Not all relationships are in the same
stage of development and some may never reach the level of maturity that requires fully trusting behaviors. However, as
partners progress through the development of trust, certain dimensions will assume greater importance in some stages and
have a lesser, or possibly nonexistent, impact in other stages.

It has been useful to examine trust under the accepted condition of whether it exists between partners or not, to
identify associated variables and to provide a basis for more complex conceptualizations. This dichotomous view, however,
has limited the growth of our understanding of trust. What should be of more interest to researchers is not whether trust
exists, but how it exists, once the partners have crossed the boundary into a trust based relationship. We define two
conceptually distinct levels of trust, beyond the simple existence of trust, which can more adequately explain the divergent
findings found in existing literature on trust. If this is an accurate conceptualization of the construct, it is no longer useful
to view all trusting relationships as being the same.



THE ROLE OF INTERPERSONAL TRUST IN THE CLIENT - CONSULTANCY RELATIONSHIP: AN
EXPLORATORY ANALYSIS

Mark Dibben, University of Aberdeen
Gillian Hogg, University of Stirling

ABSTRACT

As the concept of relationship marketing becomes the dominant paradigm in understanding business to business
exchange, the role of trust has received increasing attention, indeed Spekman (1988) calls it the “cornerstone” of a strategic
partnership. Trust is a word that has many interpretations. It has been considered in a number of academic disciplines, for
example social psychology, sociology, psychology and marketing each focusing on the particular elements of the concept
that they view as most salient. As a result, we can identify 3 broad categories of interpersonal trust: basic or fundamental
trust, the personality trait that disposes an individual to be trusting; general trust, an individual’s general tendency to trust
or not to trust another individual and finally, situational trust which is dependent on the situational cues that modify the
expression of generalized tendencies (Dibben, Harrison and Mason 1996). Situational based trust is posited to be the most
important of the trust types and is the focus for this research. In order to construct a framework for the understanding of
situational based trust we firstly review the three main trust typologies described in the literature and then put forward a
model of trust by (Dibben 1998) which attempts to extend the current conceptualization. This model identifies five
theoretical trust types, faith based trust (c.f. Meyerson et al, 1996), dependence based trust (c.f. Lewicki and Bunker,
1996,and Murphy and Gundlach 1997) familiarity-reliance based trust (c.f. Lewicki and Bunker, 1996), situational cue (SQ)
reliance based trust (c.f. Clark, 1993) and confidence based trust (c.f. Lewicki and Bunker, 1996, or Murphy and Gundlach
1997).

The model is then discussed in the context of a particular business service, public relations consultants. The results
indicate that there are features of the client consultancy relationship that are trust based although not all trust types could
be identified. There was no evidence for faith based trust in this relationship and very little evidence of confidence based
trust. Rather the client consultancy relationship appears to be reliant upon dependence based trust, familiarity based trust
and situational cue based trust. However, although familiarity and situational based trust both develop over time, according
to the subjective perceptions of the individual client, situational based trust would appear to lead to more frequent switching
whilst familiarity based trust is more likely to lead to long term relationships
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RELATIONSHIP STRENGTH IN BUSINESS RELATIONSHIPS AND ITS ROLE IN OBSERVED
RELATIONAL OUTCOMES

Angela Hausman, University of South Florida
INTRODUCTION

Relationship marketing is not new in either business or consumer markets; however, our theoretical understanding
of these relationships has grown since the early 1980°s when Berry (1983) and Dwyer, et al. (1987) focused academic
attention on the potential they hold. This led to a clearer understanding that all business relationships are not the same, but
differ in the degree of relationalism within the relationships. These differences in relational character may affect the level
of joint outcomes achieved by each relational partner, as well as the organizational unit, according to recent research (Mohr
and Nevin 1990; Varadarajan and Cunningham 1995). These preliminary findings suggest that we need a richer
understanding of the critical differences between relationships, since theories developed and tested in the context of one type
of relationship may not be equally valid in the context of a different type of relationship.

HYPOTHESES FOR BUILDING THE RELATIONSHIP STRENGTH CONSTRUCT

Some researchers suggest a fruitful way of forming relational schemata is using their behavioral processes (Achrol
1997). Important behavioral aspects of relational organizations are not fully developed in the literature, although several
researchers identify one or more organic-type constructs; including trust, commitment, dependence, relationalism, flexibility,
communication, and power balance (Achrol 1997; Mohr and Nevin 1990; and Morgan and Hunt 1994) Several of these
constructs, conceptually representing the strength of the relationship, are cited as key factors in relational success. Thus, the
construct relationship strength suggests that differences in the levels of trust, commitment, and relationalism between
relationships substantially impact their functionality and ability to achieve superior joint outcomes (Boyle, et al. 1992; Mohr
and Spekman 1994; and Morgan and Hunt 1994). This leads to the following propositions:.

P1: The greater the levels of (a) trust; (b) commitment, (c ) relationalism existing between members of a long-term
relationship the stronger the relationship.

P2: The greater the level of relationship strength existing between members of a long-term relationship the greater the joint
outcomes, such as cooperation, adaptation, performance, and relationships satisfaction.

Using the relationship’s ability to promote joint action on one axis and the strength of the relationship on the other,
a table has been constructed locating different types of relationships, such as franchises, strategic alliances, and arm’s length
transactions in the four quadrants formed. Thus, the concept of relationship strength adds to the emerging understanding
of what makes successful relationship and how these relationships can best be managed for maximal returns. This
conceptualization, therefore has implications for both managers involved in long-term relationships and academic
researchers trying to understand these relationships.
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OFFENSIVE VS. DEFENSIVE OPPORTUNISM IN MARKETING CHANNEL RELATIONSHIPS: AN ESSAY
ON THEIR ETHICS

Tao Gao, The College of William and Mary
ABSTRACT

The main purpose of this paper is to stimulate some discussions on the ethics of opportunistic behaviors in
marketing relationships. It proposes that the cause of opportunism may have some bearing on its ethicality. The central
argument made in the paper is that while offensive or proactive opportunistic behaviors are ethically wrong, defensive or
reactive opportunistic behaviors aiming at restoring exchange equity and preserving the exchange party's freedom may be
ethically permissable.

INTRODUCTION

In channel relationships, firms retain autonomy, have separate self-interests, yet have to cooperate with each other
to attain the common or individual goals. Perhaps the most commonly documented problem facing channel relationships
is the threat of opportunism by its members (Williamson 1985). Rather than fulfilling contractual obligations dependably
and performing functional extra-role activities, members may take advantage of their contractual rights and/or other
opportunities to engage in unrestrained self-interest seeking behavior, at the expense of the mutual benefits and its partner’s
interests (Gao and Brown 1997). This paper examines the ethical aspect of opportunistic behaviors in marketing channels.
First, the present research on ethical issues in marketing is reviewed. Then, a distinction is made between two types of
opportunistic behavior (OPB), offensive and defensive, along the cause of these behaviors. Based on the exchange equity
theory, the psychological reactance theory, and the tenets of the right-based and utilitarian perspectives of business ethics,
the paper argues that defensive (or reactive) opportunistic behaviors aiming at restoring relationship equity and maintaining
exchange freedom may be ethically permissible.

A REVIEW OF RESEARCH ON ETHICS IN MARKETING

The existing research on ethical issues in marketing has taken two separate paths. One stream of research has
attempted to provide an understanding of the ethical decision-making process. Studies of this type usually examine the
antecedent factors of ethical decision-making (Ferrell and Gresham 1985; Ford and Richardson 1994; Hunt, Chonko, and
Wilcox 1984; Kelly, Skinner, and Ferrell 1989). For example, Ferrell and Gresham (1985) proposed that ethical behaviors
of firms are influenced by individual factors such as socialization, education, and cultural backgrounds; organizational factors
such as management influence and interaction; and the opportunity to make ethical decisions. Hunt and Vitell (1986)
discussed the effects of various environmental factors (cultural, industry, and organizational) and personal experiences on
ethical behavior. Jointly, studies of this stream find that firm ethical decision-making behaviors are determined by
environmental, organizational, and personal factors (see Ford and Richardson (1994) for an excellent recent review of this
research path).

Another stream of work has predominantly focused on examining specific practices employed by marketers (Bok
1978; Dees and Cramton 1991; 1995; Hunt et al. 1984; Robin and Reidenbach 1987; Strudler 1995). Studies of this type
often discuss the ethicality of a particular practice, with the aid of one or both of the two major theoretical frameworks,
teleology and deontology (Kant 1797; Augustine 1952). For example, based on these two perspectives, authors have studied
the ethical profile of deception in advertising (Carson, Wokutch, and Cox 1985) and in negotiation (Strudler 1995). Another
example is Carr’s (1968) proactive work on the ethics of bluffing in general business. The current study falls in the second
stream of research. It examines the ethics of a conventional type of business practice in marketing channels: opportunistic
behaviors. This article will focus on the justification of certain opportunistic behaviors.



CONCEPTUALIZATIONS OF OPPORTUNISTIC BEHAVIORS

The study of opportunistic behaviors rests at the heart of transaction cost economics advocated by Coase (1937)
and Williamson (1985). Williamson (1985) defines opportunism as “self-interest seeking with guile,” which “includes but
is scarcely limited to more blatant forms, such as lying, stealing, and cheating” (p. 47). In more general terms, opportunism
refers to the “incomplete or distorted disclosure of information, especially to calculated efforts to mislead, distort, disguise,
obfuscate, or otherwise confuse” (p. 47). What distinguishes ordinary self-interest seeking from opportunism is that the
latter involves deception. Opportunism is inherently deceptive. Such well-known deceptive techniques as lying, bluffing,
information concealing, cheating, and shirking can, if used for self-interest seeking, all become forms of opportunism.
Specifically, Anderson (1988) identifies four typical forms of opportunistic behavior in a marketing channels:
misrepresenting information, activities or efforts; distorting results; misrepresenting intentions; and misrepresenting selling
costs.

Opportunism becomes possible in channel relationships under certain conditions, such as when the principal has
imperfect control over its agent, the contract is vague and incomplete, and when the performance is inherently hard to
measure and costly to monitor (Anderson 1988; John 1984; Williamson 1985). Opportunism, if left unchecked, will be
detrimental to relationship functioning since it significantly increases transaction costs. Exactly because of the potential
hazards related to opportunism, some forms of governance must be put in place. The level of transaction costs, which arise
due to agent’s opportunistic tendency, is the basis for the choice of appropriate governance structures (Williamson 1985).
Indeed, were it not for opportunism, there would be no need for comprehensive (and often costly) pre-planning.

The issue of interest in this paper is the ethics of opportunistic behaviors. Are all opportunistic behaviors unethical
under all circumstances? Can they become ethically permissible at given conditions? To approach this issue, one can
dichotomize all these behaviors into two types, along the cause or motivation of such behaviors. The cause of opportunistic
behaviors can be seen as a continuum anchored by offensive or proactive at one end and defensive or reactive at the other
end (Gao and Brown 1997).

The Offensive Opportunistic Behaviors

The traditional view of opportunism sees it as an offensive and proactive means for self-interest seeking. A
representative of this view is Williamson (1985), who categorizes opportunism as one of a more strategic kind in that human
being will behave so whenever such behavior is possible and profitable. Some authors even claim that economics is based
on the premise that rational agents shirk wherever possible (Frey 1993). Ghoshal and Moran (1996) categorize this view
of opportunism as being dispositional. Offensive opportunism is extremely harmful to the functioning of channel
relationship because an opportunistic party always put the bilateral interests in a second place, i.e., after one's own interests.
On the other hand, many researchers (Bonoma 1976; John 1984) realize that unrestrained self-interest maximization is not
characteristic of human nature. Even Williamson (1985) admits that not all actors will behave opportunistically. His
argument, however, is that due to bounded rationality and uncertainty, it is difficult to distinguish benign actors from
cheaters. So it would be safer to assume a priori that all actors would behave opportunistically. Therefore, the transaction
cost theory is nevertheless based on an assumption of unrestrained opportunism by economic players.

The Defensive Opportunistic Behaviors

Emerging in marketing is the notion that rather than behaving opportunistically whenever possible and profitable,
firms with long-term orientation may rationally choose to trust and cooperate with their partners (Hill 1990; John 1984;
Macneil 1980, 1985; Provan 1993). This recent theoretical advancement leads to the formation or consolidation of a second
view of opportunistic behavior, which sees opportunism as a variable of a situational nature (Ghoshal and Moran 1996).
According to this line of reasoning, people will not engage in opportunistic behavior unless they are compelled to do so
(Bonoma 1976; John 1984). That is, opportunism may only serve as a defensive and reactive means (Gao and Brown 1997)
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to restore exchange equity or preserve individual firm's behavioral freedom. This view has its roots in the social exchange
theory (Blau, 1964), equity theory (Adams 1965), the perspectives on psychological reactance (Eagly and Chaiken 1993),
frustration-aggression phenomenon (Child 1972), and that on “feeling for the entity” (Ghoshal and Moran 1996).

THE ETHICS OF GENERAL (OR OFFENSIVE) OPPORTUNISTIC BEHAVIORS

The philosophical traditions of teleology and deontology provide the two major frameworks used to evaluate the
ethics of deceptive behaviors. Although these two frameworks provide general ethical guidelines, there is no totally accepted
statement of what is ethical and what is unethical (Robin and Reidenbach 1987). However, some statements are more
generally agreed upon than others.

Kant (1797), perhaps the most renowned opponent of deceptive behaviors, holds that truth-telling is an
unconditional duty which holds in all circumstances. Augustine (1952) concurs with Kant by asserting that death kills but
the body, but a lie loses eternal life for the soul. With regard to lying, a particular type of deceptive behavior, Kant and
Augustine believe that there is no instance when it is appropriate to lie - even if a lie can save the life of an innocent person.
Therefore, according to these writers, deceptions must be unconditionally ruled out (cf. Bok 1978). This deontological view
of deception is also echoed in the marketing literature. Hunt et al. (1984) declare deceptive behaviors in business relations
as ethically wrong, because the performance of duties and responsibilities by an individual is inconsistent with his/her duties
and responsibilities toward another group or organization. Summarized by management scholars Carson, Wokutch, and
Murrmann (1982, p. 19), this view is a reflection of the common sense that “there is presumption against simple deception.”

There have been disagreements toward this generalization, however. An example is Carr (1968) who, in a
provocative article on bluffing in business, views bluffing as a mere rule of the game. He insists that ethics of business
practices should be seen as different from the ethical ideals of civilized human relationships. Yet, regardless of the
counterarguments, a general consensus seems to exist among scholars of business ethics, that is: deception in business
dealings is at least prima facie wrong (Bok 1978; Carson 1993; Carson, Wokutch, and Cox 1985; Carson, Wokutch, and
Murrmann 1982; Dees and Cramton 1991; Wokutch and Carson 1981). Alternatively put, deception requires some special
justification in order to be considered ethically permissible.

Extending this view to the current study, unrestrained (i.e., offensive) opportunistic behaviors, like all deceptive
behaviors, are ethically wrong, since one can hardly justify their ethics. Even Milton Friedman (1970) would declare
unrestrained deceptive acts as ethically wrong. His famous assertion on corporate social responsibility is that the only social
responsibility of businesses is to increase profits. Yet, a firm's profit-maximizing should stay "within the rules of the game,
which is to say, “ without deception or fraud" (Friedman 1970, p. 126). This argument necessarily implies that deception
out of profit maximization purposes would be ethically unacceptable.

THE ETHICS OF DEFENSIVE OPPORTUNISTIC BEHAVIORS

Carson and his colleagues have extensively examined possible justifications for deceptive behaviors, specifically
bluffing, in business (Carson 1993; Carson, Wokutch, and Cox 1985; Carson, Wokutch, and Murrmann 1982; Wokutch and
Carson 1981; ). The possible justifiable reasons for “ethical bluffing” may include oneself’s own profitability, economic
necessity, benefits to the party being lied to, the right to retain personal information, bluffing as a standard practice, and for
self-protection. Among these, they argue, only the last reason could be used to justify bluffing. That is, “when one is a
victim of violence oneself, it is permissible to use violence if doing so is necessary in order to prevent or limit harm to
oneself” (Wokutch and Carson 1981, p. 81). In other words, one might be morally allowable to use deceptive means (1)
in a defensive manner and (2) to prevent further harm to oneself or to recover the harm. This argument is adopted in the
current paper, that is, defensive opportunistic behaviors may become ethically permissible. But the above authors failed
to provide sufficient supports for their proposition. This paper draws upon the exchange equity theory and psychological
reactance theory to explore some possible supports for it.
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The Exchange Equity Theory

According to the exchange equity theory, an interaction between people will only continue as long as all parties
derive net benefits from it (Blau 1964; Walster et al. 1997). A party typically forms a perception of equity based on the
comparison between benefit it receives from the exchange and the costs (or punishments) it has to pay (or endure). It may
also compare what it spends and what it gets with those of referent others. If a relationship is perceived as inequitable by
one the party, it will likely request for more benefits or alternatively reduce inputs to restore equity (Gouldner 1960). In
marketing channel relationships, Hardy and Magrath (1989) suggest that channel members may seek to cheat on their
partner as a way of relieving built-up frustration and to repair financial inequities. For example, the dealer who is unfairly
treated by a supplier will do only what is absolutely necessary to keep the dominant party’s products, and will also cheat
occasionally by substituting competitive lines. To a larger degree, the vulnerable dealer may engage in frequent
opportunistic behaviors yet stops short of enraging the supplier who might disenfranchise itself or punish itself with more
powerful means. In extreme cases, however, a mis-treated channel member may engage in more blatant defensive reactions
such as destroying the supplier’s reputation, leaking important marketing information to its competitors, and severing the
relationship at any cost (Hardy and Magrath 1989; Gao and Brown 1997).

It might be argued that the exchange equity theory mainly explains what people will do when perceiving an
exchange as inequitable, not necessarily the ethics of the ensuing behaviors. Yet, since exchange partners are entitled the
right to engage in fair, equitable exchange relationship, there might be conditions where defensive opportunistic behaviors
aiming at restoring exchange equity become ethically permissible. Three such conditions might exist. First, the perceived
state of exchange equity itself is justifiable, that is, a clear state of exchange inequity does exist. To achieve so, a commonly
acceptable standard on equitable exchanges needs to exist to justify a party's perception of the equity of an exchange
relationship. Second, a party's defensive opportunistic behaviors should be absolutely necessary to restore equity, that s,
no amicable and clearly ethical actions are available to achieve the same purpose. Third, in any events, the defensive
practices taken to restore exchange equity should be within the limits of laws and regulations.

The Theory of Psychological Reactance

Jack Brehm’s (1966) theory of psychological reactance provides another motivational theory of resistance to
persuasion and actions. This theory holds that when individuals perceive their freedom to engage or not engage in some
behavior as threatened or eliminated, they experience reactance, a state of motivational arousal that leads them to attempt
to restore their threatened or lost freedom. According to the theory of psychological reactance and other theories of
resistance (Eagly and Chaiken 1993), people use defense mechanisms, e.g., denial, projection, aggression, repression,
reaction formation, to protect themselves against internal and external threats (to individual ffreedom). Among these
mechanisms, denial may include lying, projection and aggression may include cold “blood for blood” type of revengeful
reactions, repression may involve the concealment of relevant information. Therefore, a large part of these defensive
mechanisms can easily cross the line and become opportunistic in nature. Although these behaviors may be generally
non-detrimental to the other firm, at times, they can become totally dysfunctional to the partner and the relationship. The
central commonality among them is the motivation, that is, under all of the involved circumstances, firms take opportunistic
actions to defend their freedom (e.g., the legal freedom to think and act).

Similarly, some conditions are necessary to justify defensive opportunistic behaviors aiming at maintaining one's
exchange freedom. First, the reacting party's concept of freedom needs to be ethically and/or legally acceptable. Second,
the party's defensive opportunistic behaviors should be absolutely necessary to maintain one's freedom, that is, no amicable
and clearly ethical actions are available to achieve the same purpose. Third, in any events, the defensive practices taken
should be within the limits of laws and regulations.
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CONCLUSIONS

The main purpose of this paper is to stimulate some discussions on the ethics of opportunistic behaviors in
marketing relationships. By definition, opportunistic behaviors are deceptive means adopted for self-interest seeking. Firms
in an business exchange relationship have the right to be treated fairly by their partners. They also have certain legal rights
for behavioral freedom. What happens if these basic rights are violated by their partners who engage in unrestrained
self-interest seeking with guile? The firms which are mistreated are first advised to seek all legal means to restore exchange
equity and maintain individual freedom. On that basis, the author attempts to propose that when no other more legal and
more ethically justifiable means are available, they may rely on defensive opportunism to regain equity and preserve
freedom. Afier all, these firms have the right to be treated fairly in an exchange relationship and certain rights for freedom.
These rights are either legally protected or ethically justifiable. Given this end, certain defensive or reactive opportunistical
behaviors may be ethically permissible. This view is consistent with both the right-based and utilitarian perspectives on
business ethics.

Besides the cause or motivation dimension, there also exists another, the outcome dimension, along which
opportunistic behaviors can also be dichotomized (Gao and Brown 1997). While opportunistic behaviors are generally
engaged in to serve one’s self-interests, they may or may not harm the other party or the relationship. One thus can view
the outcome of opportunistic behaviors (to the partner) as another continuum. It is anchored at one end by not harmful, and
the other end, by totally dysfunctional to the partner. Some marketing scholars have touched on this latter dimension of
opportunism in certain contexts. For example, Kelly, Skinner, and Ferrell 1989 add this dimension to the definition of
opportunism and conceptualize opportunism as self-interest seeking with guile, at the expense of others. But this dimension
is not inherent in Williamson’s conventional definition of opportunism. Yet, treating the outcome dimension as a variable
has some potentially useful implications for studying the ethics of opportunism. For example, lying or withholding certain
information with guile may be ethically permissible if such behavior does not harm other parties. This issue might merit
further scholarly exploration.
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ORDER BIAS IN THE APPLICATION OF THE SERVQUAL INSTRUMENT

Carol W. DeMoranville, Northern Illinois University
Carol C. Bienstock, Valdosta State University

ABSTRACT

Service quality questionnaires were administered using the same questions presented in different orders. Results indicate
that questionnaire order affects both the relationships among service quality constructs and the factor structure of SERVQUAL.

INTRODUCTION

Since Parasuraman, Zeithaml, and Berry (1985, 1988) developed and modified (Parasuraman, Berry, and Zeithaml
1991) the SERVQUAL scale to define and measure perceived service quality, several issues have emerged in the measurement
of service quality. The present study is designed to investigate whether the order in which service quality questions are presented
to subjects has an effect on the relationships among service quality constructs and the replication of SERVQUAL’s five factor
structure.

QUESTION ORDER EFFECTS

Question order has been found to affect responses in various domains (Schul and Schiff 1995; Willits and Saltiel
1995; Benton and Daly 1991; Schuman, Kalton, and Ludwig 1983). One issue explored by this research concerns the order
in which specific and general questions are presented to respondents. This is particularly relevant to service quality
questionnaires, since these surveys contain both specific (SERVQUAL) items and general items (items assessing overall
quality perceptions). Assimilation effects, which result in higher correlations between SPE and GEN questions are the more
pertinent effect in the case of service quality research. When asked a series of specific items are asked prior to general items
(SPE-GEN) people are likely to summarize their responses to the specific items, increasing the correlation between the
specific questions and the general question (Carlson, Mason, Saltiel, and Sangster 1995). In service quality questionnaires,
the 22 SERVQUAL items are specific, while items evaluating overall assessment of service quality are more general in
nature. Ifthe SERVQUAL items are asked prior to the overall quality items (SPE-GEN order), the correlation between the
SERVQUAL items and overall quality should be higher than if the overall quality items were asked first. Furthermore, when
specifying a structural model for the relationship between SERVQUAL and overall service quality, the fit of the model with
the available data may vary depending on what order the questions had been asked of respondents.

Hla: The correlation between perceived service quality (operationalized by SERVQUAL) and the construct of overall
quality will be higher when the SERVQUAL items are presented to respondents prior to overall quality items (SPE-GEN
order) than if overall quality items are presented to respondents prior to SERVQUAL items (GEN-SPE).

H1b: The form of a structural model specifying the relationship between perceived service quality

(operationalized by SERVQUAL) and overall quality will vary across Group SPE-GEN (SERVQUAL items presented
prior to items evaluating overall quality) and Group GEN-SPE (overall quality items presented prior to SERVQUAL
items).

A second question order issue explored concerns the order of presentation for SERVQUAL expectations and
performance perception items. The SERVQUAL instrument requires respondents to answer a series of 22 expectations
items and a matching series of performance perceptions items, resulting in difference scores for expectations versus
performance perceptions. Since service customers are presumed to form expectations (based on past experiences with the
product, word of mouth from other service customers, and promises made by the service provider) (Parasuraman, Zeithaml,
and Berry 1985, 1988), asking service customers to remember what their expectations were prior to the service experience



after they have experienced the service can be problematic. Based on adaptation level theory (Helson 1964), if subjects
responding to a service quality questionnaire are asked about service performance prior to asking them to remember what
their expectations were before experiencing the service (P-E), their expectations) for the service will be biased in the
direction of their performance perceptions, resulting in a higher correlation between expectations and performance
perceptions responses, as well as variations in the difference between perceptions and expectations. Because SERVQUAL
is based on the difference between expectations and perceptions for the 22 SERVQUAL items, changing the order of
presentation of the expectations and performance perception items could affect the factor structure of the SERVQUAL
responses.

H2a:  Ifsubjects are asked to respond to items evaluating their expectations of a service prior to questions evaluating their
perceptions of a service’s performance (E-P), the absolute value of the correlation between expectations and performance
perceptions will be lower than if subjects are asked to evaluate perceptions of a service’s performance prior to stating their
expectations of the service (P-E).

H2b:  The differences between the expectations items and the performance perceptions items will be greater if subjects
are asked to respond to questions evaluating their expectations of a service prior to questions evaluating their perception
of the service’s performance (E-P) than if subjects are asked to respond to performance perception items prior to the
expectations (P-E). Therefore, the SERVQUAL score (sum of performance perceptions minus expectations over the 22
SERVQUAL items) will be lower (more negative) if subjects respond to expectations items, then performance perceptions
items (E-P), than when subjects respond to performance perceptions items, then expectations items (P-E).

H2c:  The form of a measurement model specifying the relationship between the second order construct of SERVQUAL
and its five factors (assurance, reliability, responsiveness, tangibles, and empathy) will vary across Group E-P (subjects
respond to expectation items prior to performance perception items) and Group P-E (subjects respond to performance
perception items prior to expectation items).

METHOD

To examine the effects of question order we developed questionnaires to measure service quality perceptions of
banking services. The questionnaires consisted of the revised SERVQUAL instrument (Parasuraman, Berry, and Zeithaml
1991): 22 items assessing expectations and 22 items assessing performance perceptions (“banking services” were
substituted for “telephone services”); three items evaluating overall service quality; and two demographic items (age and
gender). All items except the two demographic questions were rated on a 1 to 7 scale.

Four question order formats (see Table 1) were administered to the sample, which was divided into four groups,
each responding to a different questionnaire format. The sample consisted of undergraduate business students at two
universities, one in the midwest and the other in the southeast. 640 surveys were distributed (340 in the midwest and 300
in the southeast). 585 usable surveys were collected, yielding a response rate of 91%.

RESULTS

Table 2 contains comparisons based on AGE, GENDER, and COURSE for the groups that responded to the
questionnaire forms. The GEN-SPE form was administered to students at the southeastern university. The SPE-GEN form
was administered to students at the midwestern university. Students from the southeastern university sample were slightly
older that students in the midwestern university sample (significant Chi-Square for AGE distribution), and a larger number
of students from the midwestern university sample were enrolled in marketing courses versus general business courses
(significant Chi-Square for COURSE). There was no significant difference between the GENDER of the SPE-GEN
respondents and the GEN-SPE respondents. Because the EP-PE and PE-EP forms of the questionnaire were administered
to students at both universities, there were no differences in AGE, GENDER, or COURSE between the sample respondents
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for these two forms. Table 3 contains the reliability and factor loading results for the three item Overall Quality scale
demonstrating the satisfactory reliability and factor structure of the scale. To test hypothesis 1a, we compared the correlation
of the SERVQUAL score (sum of the differences between expectations and performance perceptions for 22 SERVQUAL
items) with the overall quality score (average of 3 overall quality items) between the group SPE-GEN (forms 1 and 2) and
the group GEN-SPE (forms 3 and 4). The correlation between these two scores was not significantly different between the
two forms (SPE-GEN: r=.47, GEN-SPE: r=.53, Fisher's z= -.94, p=.17). Therefore, H1a is not supported. To test
hypothesis 1b, Lisrel multigroup analyses (using Lisrel 8.12 and covariance matrices) were performed to test whether the
form of a structural model (Figure 1) was invariant across the SPE-GEN and the GEN-SPE groups of data. If model fit
varies, the two groups of data do not have the same pattern of parameter matrices and the same fixed and free parameter
estimates (Bollen 1989), suggesting that the fit of the model with the available data might vary depending on what order the
questions had been asked of respondents. Table 4 contains the results of two Lisrel multigroup analyses between the two
groups of data (SPE-GEN and GEN-SPE). The first analysis evaluated model form invariance between the SPE-GEN and
the GEN-SPE groups when the order of the specific questions was expectations, then performance perceptions (E-P); the
second analysis evaluated model form invariance between the SPE-GEN and the GEN-SPE groups when the order of the
specific questions was performance perceptions, then expectations items (P-E). The fit statistics in Table 4 indicate that
the model form is not invariant across the two groups (SPE-GEN and GEN-SPE). Hypothesis 1b is supported

To test hypothesis 2a, we computed the correlation of the expectation items with the performance perception items,
and compared these correlations for the two groups (E-P (forms 1 and 3) and P-E (forms 2 and 4)). There was no significant
difference between the correlations of the two groups (E-P: r=.16, P-E: r=.09, Fisher's Z=.80, p=.21). Hypothesis 2a is not
supported. To test hypothesis 2b, we computed the SERVQUAL score and compared this score across groups P-E and E-P.
Because expectations are generally higher than performance perceptions, the SERVQUAL score is usually negative.
Hypothesis 2b predicts that the difference between expectations and performance perception items will be greater when the
expectations items are asked before the performance perceptions items (E-P), and consequently, that the SERVQUAL score
will be lower (more negative). There was a significant difference in the value of the SERVQUAL scores across the E-P and
P-E groups, but it was opposite from our prediction. The E-P group had a higher (less negative) value than the P-E group
(E-P: Mean=-14.17, P-E: Mean=-20.39, t=2.73, p<.01). Therefore, hypothesis 2b is not supported. To test hypothesis 2c,
whether the form of a measurement model for the factor structure of SERVQUAL (Figure 2) is invariant across two groups
of data, two multigroup confirmatory factor analyses (using covariance matrices) were performed for the two groups of data
(E-P and P-E). If the form of the measurement model in Figure 2 is not invariant across groups, the factor structure of
SERVQUAL, may vary depending on the order that the expectations and performance perceptions questions are asked. In
Table 5, the results of the Lisrel multigroup analysis between the two groups of data (E-P and P-E) for both the SPE-GEN
and GEN-SPE formats indicate that the model form is not invariant across the two groups (E-P and P-E). Hypothesis 2¢
is supported.

DISCUSSION

Since our results indicated that the order of presentation for specific SERVQUAL items (SPE) and overall service
quality items (GEN) affects the fit of data to a structural model specifying a relationship between perceived service quality and
overall quality, we recommend that researchers note the effects that question order may have on model fit when comparing the
results of service quality research. Furthermore, our multigroup analyses of SERVQUAL’s factor structure indicated that
SERVQUAL’s factor structure varies with the order of presentation for expectations and performance perceptions items. Asking
respondents for their expectations, then their performance perceptions (E-P) resulted in less difference between expectations and
performance and higher SERVQUAL scores. The managerial implication of our results for practitioners who are measuring and
tracking service quality results in their businesses is the importance of making sure that service quality data collection instruments
are standardized with respect to question order when comparing and tracking service quality results.
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TABLE 1: QUESTION TABLE 2: COMPARISON OF QUESTION TABLE 3: QUALITY
ORDER ORDER SAMPLES SCALE STATISTICS
Form 1 E-P-0Q' CHI-SQUARE Coefficient 0.8718
Alpha
Form 2 P-E-0Q FORM AGE | GENDER COURSE Factor
Loadings
Form 3 OQ-E-P | EP-PE&PE-| 5.041 0.060 1.041 Item 1 0.9395
EP
Form 4 0OQ-P-E p-value 0.410 0.806 0.308 Item 2 0.9287
! Expectations; Performance SPE-GEN & 48.97 1.775 158.176 Item 3 0.8248
Perceptions GEN-SPE
' Overall Quality p-value 0.000 0.183 0.000 (One Factor)
TABLE 4: STRUCTURAL MODEL (FIG. 1) FIT TABLE 5: MEASUREMENT MODEL (FIG. 2) FIT
STATISTICS STATISTICS
Chi-Square p-value GFI Chi- p-value GFI
(538 df) Square
(408 df)
Invariance Invariance
across: SPE- across: EP
GEN & & PE
GEN-SPE Groups
Groups
EP Form 3041.06 0.000 0.7210 | SPE-GEN 1226.29 0.000 0.7686
Form
(SPE-GEN: (E-P:
n=154; n=154; P-E:
GEN-SPE: n-150)
n-140)
P-E Form 3501.22 0.000 0.6832 | GEN-SPE 2038.45 0.000 0.6933
Form
(SPE-GEN: (P-E:
n=150; n=140; P-E:
GEN-SPE: n=141)
n=141)
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THEORY DEVELOPMENT IN SERVICES MARKETING: TRANSCENDING SERVICE SPECIFICITY
Anne T. Hale, McGill University
ABSTRACT

One limitation inherent in most services research is that it is service specific. This is due to the lack of a scientific
classification scheme for services, from which generalizations resulting from empirical studies allow for the formation of theoretical
principles and paradigms. This article discusses the importance of a classification to theory development, identifies the requirements
for a valid classification, and presents suggestions for future research.

INTRODUCTION

Research in the area of services marketing has gained momentum over the past decade. Much of the early research in
services was conceptual in nature, focusing primarily on identifying those characteristics that differentiated services from products.
The services literature has evolved from these conceptual works to more empirical studies aimed at developing general concepts
or paradigms. The primary limitation inherent in most of the services literature, however, is that it is service specific, focusing
primarily on financial, health or legal services. This limitation is the result of the lack of a scientific classification scheme from which
empirical generalizations can lead to the formation of theoretical principles and paradigms for the services area as a whole. Many
scholars have recognized this problem and stated that studies that transcend service specificity should be a research priority
(Zeithaml, et al 1985; Fisk, et al 1993). It can be argued that much of the extant literature on services can be classified as normative
or applied, focusing on how managers should address the problems and issues involved in operating a service organization. For
the vast majority of these normative studies, service specificity is not a serious limitation. Service specificity is, however, the critical
roadblock for theoretical research, focusing on the development of theories, paradigms and laws aimed at providing understanding
of the phenomenon of services.

The services literature can be classified into three main groups, the first beign service specific studies. This implies the
empirical application was limited to only one type of service provider (e.g., Darden, et al 1981; Suprenant and Solomon 1987,
Bolton and Drew 1991; Oliva, Oliver and MacMillan 1992; Richard and Allaway 1993; Friedman and Smith 1993; Taylor 1994).
For example, Suprenant and Solomon (1987) examined the effectiveness of personalization strategies in the context of bank services,
while Bolton and Drew (1991) developed a theoretical model of the effect of service changes on customer attitude using telephone
services. The primary limitation of service specific studies such as these is their lack of external validity. The results of these service
specific studies cannot be generalized beyond the experimental context of the study since the population of services, or a subset of
the population, to which the results could be generalized is not currently known.

There have been studies that attempted to clear the hurdle of service specificity by using two or more different service types
in the empirical analysis. One type of study uses a generic concept of service, generally by pooling different service types, and
focuses on the more global definition of service. The major goal of these types of studies has been to empirically test for differences
in consumer response between product and service purchases. Examples of the types of hypotheses tested using a generic concept
of service include “Services purchases contain more performance risk than product purchases.” The primary limitation of using
a generic concept of service is that pooling different service types can result in the lack of internal validity, since incorrect inferences
can be drawn if the pooled services were essentially heterogeneous on the dimension or aspect under study. Thus, these types of
studies are used almost exclusively to test for differences between products and services (e.g., Hill, Garner and Hanna 1989, Hale
and Saunders 1997).

The final group of studies involves those that use two or more service types in the empirical application and make direct
comparisons of the results (Freiden and Goldsmith 1989; Bitner Booms and Tetreault 1990; Cronin and Taylor 1992; Turley and
LeBlanc 1993; Murray 1991). For example, researchers might test the impact of waiting time on banking, health and travel services
satisfaction and make direct comparisons across the three service types. Comparisons across service types, however, presents a
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problem due to the lack of a theoretical basis from which generalizations concerning the similarities or differences between service
types can be drawn.

The validity problems with the three types of studies demonstrate that service specificity, and the existing methods used
to overcome the limitations inherent with service specificity are the critical roadblock for theoretical research in the services area.
Achieving the objective of developing theories, paradigms and laws aimed at providing understanding of services requires
confronting the problem of service specificity. More specifically, researchers in the domain of services must overcome the lack of
a stable, identifiable, quantifiable classification scheme of service providers, so that studies involving a single service will have some
degree of external validity.

Classification problems are not new within the marketing domain. Researchers in the product area have also faced the
obstacle of developing classification scheme(s) required for the accumulation of comprehensive theories (e.g. Moncrief 1984;
Venkatesh 1985). Even some of the most widely accepted classifications, such as the commodity school’s classification of products
(e.g. Copeland 1923) have unresolved issues concerning the relationship between classification dimensions and the underlying
theory, as well as the extent of generalizability. These product classifications, however, have been the focus of research and
refinement over the years, and have enabled a rich body of marketing theory to develop because they allowed for empirical
generalizations which in turn led to the formation of theoretical principals and paradigms. The same cannot be said for the services
domain, since no generally accepted classification scheme has yet been proposed. While the literature provides extensive evidence
concerning the dimensions on which services differ from products, what has not been addressed are the dimensions or characteristics
that differentiate services from each other. Without such a classification system, scientific inquiry in the development of a
comprehensive body of theory for services will not be able to progress.

THE IMPORTANCE OF A CLASSIFICATION OF SERVICES

To gain understanding of the importance of taxonomy and classification to theory development, one must consider the goal
of science and the scientific process. The process by which a systematic attainment of knowledge occurs is generally referred to as
scientific theorizing, wherein generalizations and conclusions are drawn about a phenomenon based on experiments or outcomes
using only a subset of the population within the phenomenon. Services marketing, like other disciplines in the behavioral/social
sciences can be categorized as a probabilistic science - i.e., relying to some extent on human behavior, thought or action. The
difference between the exact and probabilistic sciences is most apparent in the methodology employed in knowledge attainment.
The exact sciences rely heavily on deduction or pseudo-deduction since, in most disciplines, universal laws are known or knowable
and the scientific a priori method, reason which proceeds with the natural order (from universal to specific) is most applicable
(Oldroyd 1986). Within the probabilistic sciences, however, the universals are not, and may never be known. Without the existence
of universal truths, these sciences must work a posteriori, against the natural order (from specific to universal) in order to generate
truths. In other words, these sciences rely to a much greater extent on the inductive process in order to generate hypotheses,
concepts, constructs and theory. This methodological framework, termed the “arch of knowledge” by Oldroyd (1986), contains
both an upward and downward path. The upward, or inductive path starts with data collection, hypothesis testing, and
generalizations based on the outcomes, and terminates with general concepts of principles. The downward, or pseudo-deductive
path starts with these general principles and terminates in laws, theorems or predictions. The key to this framework lies in the
generalizations of the findings of the experiment or analysis to the entire class from which the subset used in the empirical application
was drawn.

To be useful, from a theoretical perspective, the outcomes or findings from empirical studies must provide insight into
the formation of uniform generalized principles. The term “uniform” is included because the principles gained from observation
of the individual must be applicable to either the entire phenomenon, or to a specific subclass of the phenomenon. Hempel (1965)
terms this concept of uniform generalized principles as “scientific import”, since it represents the overall contribution of the
principles to the domain under investigation. This is the critical missing link that thwarts significant advances in scientific inquiry
in services marketing. Researchers in services rely upon the methodological framework described above, however a natural
classification scheme for services does not yet exist. This results in conclusions drawn from these studies having little scientific
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import because they can not be generalized. For example, a study on the formation of quality expectations for legal services may
provide empirical support for the hypothesis that consumers possess a price-quality schema that has a significant, positive influence
on pre-purchase expectations. Such evidence, however, has little scientific import because the finding cannot be generalized to other
service types or even to all legal services.

Natural vs. Artificial Classifications

The philosophy of science literature indicates there are two basic types of classifications - natural and artificial. Artificial
classifications are so termed because they are generally defined by a single characteristic that may, or may not, have any relation to
other characteristic properties of the phenomenon under study. For example, classifying products according to weight, or classifying
services according to the degree of intangibility would both be termed artificial, since it is not known whether these characteristics
have any explanatory connection with other characteristics of products or services. This is not to say that artificial classifications
have no value. They can provide insights into numerous non-scientific endeavors, such as marketing strategy formulation and
evaluation. From a scientific viewpoint, however, a classification must be natural, meaning that the characteristics which serve as
the criteria for membership are ...associated, universally or with high probability, with more or less extensive clusters of other
characteristics...and can be viewed has having objective existence in nature” (Hempel, 1965). Thus the commodity school’s product
classification is generally referred to as a natural classification because the criteria for membership such as purchase frequency, risk,
involvement, etc., are associated with a high degree of probability.

There are six basic properties that a classification must possess in order to be termed a natural classification: (1) The
classification must be collectively exhaustive. Each and every object within the domain of the phenomenon can be classified. (2)
The subclasses within the classification must be mutually exclusive. Each object must be included in one and only one of the
subclasses within the classification, with no overlap allowed. (3) The classification must exhibit heterogeneity between subclasses
and homogeneity within subclasses. (4) Each subclass must have objective criteria that define the necessary and sufficient conditions
for membership within that subclass. The term objective implies that the terms used to define the characteristics have a definite,
specified and universally accepted and recognized meaning. (5) The necessary and sufficient conditions for membership in a
subclass must lend themselves to generalization and prediction. In other words, with a natural classification, the criteria for
membership represent more than just a basis for allocation of objects. (6) The classification must be temporally stable. The
characteristics that define the classification, as well as the explanatory connections or relationships between the characteristics should
not change over time. The natural classification, therefore, provides the conceptual framework by which broad theories and
generalizations are connected within the domain of the phenomenon under investigation.

Proposed Service Classifications

The earliest of the proposed classifications involved categorizing services as either public, private or non-profit. Since
this initial categorization, numerous other classification schemes have been proposed in the literature. Some of the dimensions on
which these categorizations were based include rented goods vs. owned goods vs. non-good services (Judd 1964), services affecting
persons vs. those affecting goods (Hill 1977), the extent of customer contact required in the service delivery (Chase 1978). The
vast majority of these classifications are based upon the dimensions that differentiate services from products, i.e., intangibility,
inseparability, heterogeneity and perishability. All of these classifications do provide strategic insight, as discussed by Lovelock and
others (e.g., Lovelock 1983). At the present time, however, all would be classified as artificial classifications since all violate one
or more of the properties of natural classifications.

The most often violated property is that of mutual exclusivity. Unlike the majority of products, services are heavily
influenced by two types of variability. Time-to-time variability implies that for any one customer, the type of service desired from
a specific service provider at time period t may or may not be the same type of service desired from that same service provider at
time period t+n. Person-to-person variability implies that the type of service desired from a specific service firm by customer A
may or may not be the same type of service desired from that same service firm by customer B. The problem of non-exclusivity
is found in most every type of service because the characteristics defining the individual service encounters vary from purchase to



purchase. For example, one might visit a bank on Monday to apply for a car loan and on Tuesday, visit the same bank in order to
use the automatic teller machine. Both would be considered purchases of financial services, yet the situational characteristics
defining each purchase are quite different. Such is not the case with the traditional product classifications, where time-to-time and
person-to-person variation are virtually non-existent. This does not imply that contextual factors do not influence consumer choice,
merely that purchase context does not influence categorization of products according to the consumer/shopping/specialty good
scheme. Thus, the purchase of laundry detergent has no person-to-person variation since the overwhelming majority of consumers
make the purchase of laundry detergent to clean clothing, and this usage motivation does not change between purchase occasions.
Compare this situation to that of the provider of legal services. Consumers have a vast array of usage motivations from simple
matters that can be highly standardized with little participation from the consumer, such as preparing or reviewing legal documents,
to the complex highly customized services involving extensive customer participation, such as criminal trial or child-custody case.
Thus a major problem with the existing classification schemes is that services are situation dependent with respect to subclass
membership.

The proposed service classifications also violate the fourth property of natural classifications, in that their characteristics
are not objectively defined. What exactly is meant by consumer participation in service production and delivery, and how do we
operationalize the degree of customer contact? Is consumer participation defined as simply the presence of the consumer within
the service facility, such as a customer in a beauty salon, or must the customer be actively involved in the production and/or
consumption of the service, such as a customer’s use of an automated teller machine. Depending upon the subjective interpretation
of the classification criteria, different researchers might categorize the same service type into different subclasses. Like
non-exclusivity, the lack of objectively defined classification criteria is due to some extent to services being situation dependent.
Because the level and type of service vary depending upon the situation, development of truly objective conceépts and principles to
serve as classification criteria is extremely difficult.

Finally most of the classifications probably violate the fifth property of natural classifications. The qualifier “probably”
was included since, to date, there have not been any studies to determine whether or not any of the membership criteria lend
themselves to generalization and prediction. This is a major omission in the services literature since deriving the classification is
undoubtedly the single most important step in establishment of general laws or theories by which services can be understood
explained and predicted.

Developing a Natural Classification of Services

It has been mentioned several times that the existing classifications are based primarily on those characteristics that
differentiated services from products. There has been little investigation into the characteristics that differentiate services from each
other. Despite the wealth of possible dimensions on which to construct a natural classification, it is still unknown what differentiates
services from each other and how those differences impact consumer behavior.

Like science itself, however, the development of a natural classification is an evolutionary process. The importance of this
evolution to services researchers is that we don’t have to develop the ideal, true classification right from the start. Instead, we can
utilize the information contained in the classifications proposed in the extant literature as the point of departure in construction of
anatural taxonomy of services. There is one important point to make, however. We have been trying to classify service firms, in
much the same way that we have classified products. We need to rethink our approach to service classifications. Rather than trying
to classify service firms (i.e., beauty salons, hotels, car rental agencies, health services, etc.), we should concentrate our efforts into
identifying the determinant dimensions of services. In other words identifying those dimensions or characteristics that consumers
recognize as making one type of service purchase different from other types of service purchases. This implies classification of
individual service offerings, rather than service firms. For example, banking services may have little in common with the services
offered by your neighborhood gasoline filling station. However, the service provided by automated teller machines probably has
much more in common with self-service gasoline stations than it does with the more full service functions such as loan applications.
Thus we need to change our focus towards classifying service purchase contexts, rather than universal service classifications (i.e.,



classifications based on service SIC codes). Using purchase context as the basis for a natural classification of services will
eventually allow for greater breadth and rigor in services research.
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CUSTOMER SATISFACTION, ASSESSMENT, INTENTIONS AND OUTCOME BEHAVIORS OF DYADIC
SERVICE ENCOUNTERS: A CONCEPTUAL MODEL

Janet R. McColl-K ennedy, Graduate School of Management, The University of Queensland 4072 Australia
ABSTRACT

Customer satisfaction is rated among the top goals of most organizations today. Yet, whilst it is acknowledged that
customer satisfaction is important, and more and more firms are understanding the importance of building and maintaining good
customer-service provider relationships in order to achieve a high level of customer satisfaction, many firms do not understand how
customers arrive at outcomes, nor the interrelationships between the variables which influence these outcomes. This paper presents
an integrated conceptual model, showing the interrelationships between these importance variables in a dyadic service encounter
setting. In building this model, the paper draws from a range of concepts and models, principally from consumer behavior, services
marketing and social psychology.

INTRODUCTION

Customer satisfaction is among the top goals of most organizations (McColl-Kennedy and White 1977). In today’s highly
competitive environment, dissatisfied customers do not tend to continue to do business with the organization. Rather, they break
off their interactions with the organization and often do considerable damage, both directly and indirectly, to the organization in the
process. This damage may be loss of direct business or it may mean loss of business due to negative word of mouth passed on to
others, including potential customers. On the other hand, there are clear benefits associated with keeping existing customers. These
customers can be a source of referral, promotion (through positive word of mouth) and, potentially, they can be turned into higher
users of the service. Furthermore, retaining existing customers is generally considered less costly than obtaining new customers,
and so most organizations strive to keep their existing customers (Frankenberger and Friestad 1996).

Retaining and building up relationships with customers is particularly important with service organizations due to the
service product being intangible, perishable, inseparable and heterogeneous (Shostack 1977; Singhapakdi et al 1996). Maintaining
ahigh level of relationship quality is particularly important in services (Czepiel 1990; Singhapakdi et al. 1996; Bitner et al. 1994).
The quality of the relationship is measured by customers in many ways, but typically, being able to trust the service provider to
deliver as promised is an essential element. Indeed, Weun and Trocchia (1996) contend that trust is a key component in customer’s
perceptions of what constitutes a quality relationship. Furthermore, honesty and integrity are important components (Swan et al.
1985; Hawes et al 1993). As such, ethics play an important role in the customer’s assessment of the service experience
(Singhapakdi et al. 1996).

Whilst an increasing number of firms understand the importance of building and maintaining good customer - service
provider relationships in order to achieve a high level of customer satisfaction, (Bitner et al. 1994) many firms do not understand
the various factors which influence outcomes, nor the interrelationships between the important variables of script, attitude, service
provider-customer interaction, assessment of service, emotions, attributions, revised attitudes, intentions, recovery measures and
outcomes. In order to keep existing customers it is important to first identify potentially dissatisfying customer experiences, seek
to understand what lead up to this dissatisfying experience, and then to take actions which will prevent the potentially dissatisfying
experience occurring again. Furthermore, if a dissatisfying experience has occurred it is vital that steps are taken to recover the
problem in order to retain the customer and to prevent negative consequences to the organization. The growing literature on service
recovery highlights the importance of the manner in which the dissatisfying experience is handled as this impacts on satisfaction
(Sparks and McColl-Kennedy 1998).

Indeed, many firms do not fully appreciate the dyadic nature of the service relationship and the respective input of both
the customer and the service provider in these important interactions. Services (particularly professional services) are very different
to one off interactions relating to a physical product. Inthese circumstances assessments, attributions, emotions, intentions tend



to be made at a distance and directed at the organization as a whole not at any individual provider. Clearly, more research is required
in order to understand: (a) how customers make evaluations of service encounters; (b) the nature of the attributions (positive/
negative) customers make about the service provider and the organization; © the intentions of the customers; and (d) likely
outcomes which have resulted from the interactions with the service provider.

This paper proposes a conceptual model of customer satisfaction which highlights the dyadic nature of customer-service
provider interactions in the delivery of professional services, taking into account the scripts and attitudes customers and service
providers bring to the service interactions and the ensuing evaluations of the service, emotions, attributions, intentions and behavioral
outcomes. As such, the paper seeks to bring together a range of concepts from models in consumer behavior, services marketing
and psychology literature (principally Ajzen and Fishbein 1980; Barnes, Jacobs and Hadjimarcou 1996; Bitner et al.; Hartel et al.
1998; Weiner 1985,1986; and Zeithaml 1981), with the view to a fuller understanding of the key variables which influence
consumer satisfaction in service settings.

CONCEPTUAL FRAMEWORK
Need for a Comprehensive Model Focusing on Dyadic Relationship

Whilst customer satisfaction has been studied extensively and several concepts and models put forward, only limited
attention has been given to the dyadic nature of the relationship of many services (particularly professional services). Barnes et al.
(1996) also note this lack of attention and present a conceptual framework for considering attribution, affect and outcomes in a
dyadic service encounter setting. Their model thus forms the core of the conceptual model put forward in this paper.

In essence, Barnes et al. (1996) present a conceptual model which takes account of the actions and words of both the
customer and the service provider in the service encounter. The Barnes et al. model builds on the work of Bitner (1990); Folkes
et al. (1987); and Oliver and DeSarbo (1988), which suggests that the causal attributions made by the customer to the service
provider mediate the customer’s affective reaction to the treatment they have received by the service provider (Barnes et al. 1996).
Further, this research suggests that attribution goes before affect. Barnes et al. (1996) thus conclude that a customer’s words and
actions, which take place during the service interactions, contribute to the customer’s attribution which triggers affective reactions
to both their actions and subsequent outcome behaviors.

The Conceptual Model: Overview

Figure 1 outlines the conceptual model proposed in this paper. In brief, the model attempts to incorporate the dyadic
nature of service interactions between the customer and the service provider and tracks these interactions from just prior to the first
encounter with the service provider through to the last encounter.

Script

Essentially, the model suggests that clients and service providers both come to an encounter with a script (Bitner et al.
1994). That is, they each have expectations of how each should behave, that is, what is acceptable and unacceptable actions,
reactions and outcomes from the encounter. For example, customers of professionals expect the professional to behave in a certain
manner, to dress in a particular way, to provide information, to deal honestly with them and so on. Similarly, service providers,
expect their clients to behave in a certain way. For instance, they may well expect their clients to fully disclose information about
their financial situation, their medical background or the like, in order for them to make an appropriate assessment of the client’s
situation.

Attitudes Not only does each party come with expectations, they also come with attitudes about the service, and of each
other. For instance, a customer may come to the encounter with the attitude that this service provider will be able to solve the
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problem entirely, no matter what. Alternatively, a customer may come with the attitude that this is going to be a waste of time and
a whole lot of unnecessary expense.

Service Provider-Customer Interactions and Assessment

Next, it is expected that there will be a number of interactions between the customer and the service provider. Here, the
customer weighs up their expectations of the service with what they perceive they are receiving from the service provider and come
to an assessment of the service. Zeithaml et al.’s (1993) notion of “zone of tolerance”, originally developed as a service quality
concept, may be appropriate here. That is, it is expected that the customer could consider a range of assessed outcomes under the
category of “satisfactory” and similarly, a range which they would consider to be “dissatisfactory”. In this assessment phase each
party (customer and service provider) uses their script (with their respective expectations of the other party and the service) to make
their respective assessments.

Emotions

In the assessment process, a number of emotions and attributions may emerge. Although Barnes et al. (1996) note the
importance of emotions in their paper, they do not include it as a separate variable in their model. Nevertheless, they see emotions
as having a key role in the interactions and subsequent attributions, attitudes and actions of the customers. For instance, Barnes et
al. (1996, p. 552) claim that “attributions made to the service provider in both positive and negative encounters seemed to fuel these
often very intense emotive reactions.” In general, they found that dissatisfying encounters seemed to trigger stronger affective
reactions rather than satisfying ones.

Weun and Trocchia (1996) in their study of the relationship between relationship quality and attribution in service failure
(marriage setting), also highlight the importance of emotions. But, they too, do not specifically include it in their model. Rather,
they limit their model to the interactions between relationship quality (exogenous variable) and customer attribution, expectation
of service recovery and word-of-mouth. Yet, Weun and Trocchia (1996), drawing on the work of Bradbury and Fincham (1990),
discuss emotions and their effect on attribution in that they claim that happy couples are more likely to make
“relationship-enhancing” attributions, whilst unhappy couples are more likely to make “distress-maintaining” attributions. For
instance, with a happy couple, the following attribution is likely: “He brought me my coffee because he is a considerate person,”
and with an unhappy couple, “He only brought me flowers because all his friends were buying gifts for their wives” (Weun and
Trocchia 1996, 226). Furthermore, Weun and Trocchia (1996) found a positive relationship between the customer’s perceived
relationship quality and his or her likelihood of generating relationship enhancing attributions towards the service provider.

Attribution

Attribution theory has been used extensively in psychology to help understand how explanations are reached about
behavior and the consequences (behavioral outcomes) of these explanations (Booth Davies 1992). Weiner’s theory in particular
has been extensively used. In simple terms, the theory suggests that attributional judgements generate emotions and attitudes towards
atarget, and that these feelings and attitudes then direct behaviors (Weiner 1995). Hartel et al. (1998) provide a helpful critique
of attribution theory and then go on to present a model which highlights the importance of emotions in understanding attitude and
the attitude-behavior relationship in an organizational mishap setting. Specifically, they argue that there is a reciprocal relationship
between emotion and attribution, such that emotions associated with an organizational mishap influence attributions and vice versa.
This seems acceptable in such a “one off” organizational mishap setting where there is a significant psychological distance between
the customer and the organization, and where interactions are likely to be infrequent or non existent. However, the model presented
in this paper supports a one way interaction between emotions and attribution given the interactive nature of service settings (also
supported by Weun and Trocchia 1996).



Intentions

As aresult of the attribution process and the revision of attitudes, attribution theory suggests that behavioural outcomes
follow (Wuen and Trocchia 1996; Barnes et al 1996; Hartel et al. 1998). Yet, it is possible that, either through a complaint by the
customer or through the service provider taking the initiative and enquiring as to whether the customer is happy with the service
(customer service evaluation), that intentions will be influenced (Sparks and McColl-Kennedy 1998). For instance, through this
intervention (recovery measures) intentions may be altered such that the customer may now continue with the service provider
(assessed as satisfactory overall) or discontinue with the service provider (assessed as dissatisfactory overall).

Service Provider- Customer Interactions: Recovery Measures

Both Wuen and Trocchia (1996) and Hartel et al. (1998) suggest that emotions can then be moderated by, respectively,
the service provider’s/ organization’s actions. In a services setting this suggests that the service provider can moderate the emotions
of the customer through attempts at service recovery. In the current paper it is proposed that the link between intentions and
outcomes is moderated by service provider-customer interactions (that is, service recovery attempts). This is consistent with the work
of Sparks and McColl-Kennedy (1998) (drawing on the theories of procedural and distributive justice) who show that the'manner
in which the service provider responds to the service failure is important. Specifically, Sparks and McColl-Kennedy show that the
offer of compensation, together with an apology, and an appropriate level of compensation, is important to recover a dissatisfying
service encounter.

Intentions-Outcomes

Customer satisfaction/ dissatisfaction is considered a key determinant of future intentions (Yi 1990), including engaging
in favourable/unfavorable word or mouth, intent to return, repeat purchase and referral. The current model suggests that customer
intentions may result directly in outcomes (in the event that there is no intervention through either the customer making a complaint
or through the service provider taking the initiative to establish how satisfied the customer is the service) or be moderated by
service-provider-customer interactions (recovery measures). Similarly, the model suggests that service providers’ intentions may
result in outcomes directly or be moderated by service-provider interactions. Possible outcomes include: (1) no change (carry on
as before in terms of the way the service was delivered), (2) modify service delivery or (3)modify interactions with customers in
order to achieve a higher level of customer satisfaction.

CONCLUSION

In summary, this paper has argued for a comprehensive integrated model which incorporates both the service provider
and the customer from script (pre encounter phase) through to final outcomes of the interactions. Whilst work to date has considered
various aspects of the variables contained in this model in various combinations, the model presented in this paper attempts to
integrate these concepts into a meaningful framework in order to help us understand the process whereby customer and service
providers reach outcome behaviors as a result of dyadic service encounters. As such, the paper makes a significant contribution in
that it: (1) integrates into a comprehensive model several key variables; (2) focuses on the dynamic and dyadic nature of service
provider-customer interactions and the important role of scripts in service interactions; and (3) highlights the importance of attempts
at service recovery by either the customer (through a complaint) and/or the service provider.

Need for Further Rmrch

As this is a conceptual paper with no empirical data, there is a need for work to be undertaken which operationalizes this
model.
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Figure 1 - Conceptual Model
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EMPLOYERS’ AND STUDENTS’ PERCEPTIONS OF SERVICE QUALITY: POTENTIAL PROBLEMS FOR
MARKETING EDUCATORS

Mathew Joseph, Swinburne University, Australia
Beatriz Joseph, Melbourne, Australia
John Ford, Old Dominion University, Norfolk, USA

INTRODUCTION

Reforms in the education sector have been taking place in a number of countries since early 1970s (Ginsberg et al 1991
and Lawson 1992). The reform of the education sector in New Zealand started with the focus of achieving efficiency and increasing
competition. In order to compete, educational institutions need to differentiate themselves from competitors. But what makes one
service provider stand out in the mind of the consumer over the others providing similar services? Berry and Parasuraman (1992)
argue that the success of an organization depends on the ability of the service provider to consistently meet or exceed customers
expectations. Thus the measurement of customer perception of service quality becomes critical.

When employers and students evaluate the quality of the service they receive from an educational institution they use
different criteria which are likely to differ in importance, usually some being more important than others. The instrument used for
this study was based in the Importance/Performance paradigm developed by Martilla and James in 1977. This technique has been
successfully used by other researchers and one of its attractive features is that the mean importance and performance results can be
graphically illustrated on a two dimensional grid. Very limited research has been carried out in New Zealand to study the perceived
quality of the services provided by tertiary institutions. The objective of this study is to measure service quality in education from
the students’ and the employers’ perspective.

METHODOLOGY

The data for this study was collected in two stages. Stage one involved conducting a series of in-depth and focus group
interviews with employers and students. Based on the information obtained from the interviews two separate questionnaires were
developed and mailed out to a random sample of 280 employers and 1000 business students. Of the 280 employers surveyed for
this study, 144 usable questionnaires were returned (51%). Factor analysis showed that a four factor solution was adequate to
represent the data. The four factors identified are Personal Attributes, Well Rounded Graduate, Interpersonal Skills and
Reputable Institution/Program. This illustrates the fact that employers evaluate the quality of education from two perspectives:
the institution itself and its graduates.. Looking at the importance means for each category, employers consider Personal Attributes
as the most important element and Reputable Institution/Program as the least important. The Importance-Performance Grid
shows that educational institutions need to improve their employer-perceived service quality. The performances of all categories
fall in the “concentrate here” quadrant which indicates that employers’ needs are not being satisfied. Of the 1000 students
surveyed, 616 usable questionnaires were returned giving a response rate of 61%. Factor analysis suggested that a seven factor
solution may be adequate to represent the data (Program Issues, Academic Reputation, Career Opportunities, Location, Time
and Other). The majority of the respondents (67%) indicated that they were satisfied with their overall educational experience. The
Importance/Performance Grid gives support to the above as the majority of the categories fall into the “keep up the good work”
quadrant.

CONCLUSIONS

The results of this study show that educational institutions are putting most of their efforts in satisfying the needs of students
and overlooking the needs of employers. It is imperative for educational administrators to understand that employers and students
have different priorities and every effort should be made to satisfy both their needs.
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MANAGING ACADEMIC MISCONDUCT IN THE CLASSROOM: A DISCRIMINANT ANALYSIS OF
SUBJECT AND SITUATIONAL DIFFERENCES BETWEEN CHEATERS AND NON CHEATERS

Sarath Nonis, Arkansas State University
Cathy Owens Swift, Georgia Southern University

ABSTRACT

This paper supports earlier findings that subject variables such as gender, GPA, and neutralizing attitude are significantly
related to incidence of cheating among marketing students. Results indicate that in addition to having cheating deterrents in place,
it is also essential to change current attitudes of students towards cheating,

INTRODUCTION

Academic misconduct in higher education has received considerable attention in the last decade or so. One reason for this
has been the increasing number of college students who have admitted to cheating. In many studies of cheating among college
students that have been reported, estimates of the number of students who cheat have ranged from 30% to as high as 96% ( Sims
1993). Because of its frequency and its interference with conventional learning and evaluation process, cheating is considered a
serious problem

The purpose of this study is threefold. First, the study attempts to re-validate some of the findings of past empirical
research, specifically as they relate to marketing students. The differences between selected subject and situational variables among
students who cheat and the students who do not will be the focus of this study. Second, an attempt is made to use these variables
(subject and situational) as predictors in developing a discriminant function between students who cheat and the students who do
not. Third, based on the findings, recommendations are made to control academic misconduct, as it relates to cheating among
marketing students.

PAST RESEARCH AND DEVELOPMENT OF THE HYPOTHESES

Cheating is defined as "a fraudulent behavior involving some form of deception whereby one's work or the works of others
is misrepresented" (Prescott 1989, p.285). Wrongfully taking the information of others is synonymous with plagiarism, fraudulence,
dishonesty, and academic misconduct (Singhal and Johnson 1983). To date, literature on college cheating can generally be
categorized into two research areas. They are: (1) studies that attempt to identify subject variables that may be significantly related
to cheating (Haines, et al. 1986), and (2) research that examines the situational variables that may prompt a student to cheat or not
(Houston 1986b).

Subject Variables and Incidence of Cheating

Most of the previous research which has focused on subject variables and cheating have included a variety of demographic
variables as well as attitudinal variables. Gender is one demographic variable that has been studied frequently in relation to cheating,
with mixed results. Most studies have found males to report more cheating than females (Calabrese and Cochran 1990). However,
other studies have found no significant difference between the incidence of cheating behavior based on gender (Haines et al. 1986;
Calabrese and Cochran 1990).

In general, the more successful a student is academically, the less likely that he/she would cheat. Academic cheating is
apparently motivated by a desire to raise grades over what they would have been otherwise. Haines, et al. (1986) found that grade-
point-average (GPA) correlated negatively with the extent of reported cheating. Roig and Neaman (1994) found that students with
lower GPAs were more likely to cheat than those with higher GPAs. This leads to the following two hypotheses.



HI: Incidence of cheating will be higher for males than for females.
H2: Incidence of cheating will be higher for students with low GPAs than students with high GPAs.

Neutralizing attitude is thought of as the rationalization individuals use before, during, or after any dishonest behavior to
deflect the disapproval of others and self (Sykes and Matza 1957). For example, a typical neutralizing excuse for cheating would
be, "those around me are cheating; therefore, it is fair for me to cheat in order to compete effectively” (Haines, et al. 1986, p. 351).
In previous studies, neutralization has been found to be a common technique used by students to reduce the internal moral conflict
associated with academic misconduct (Haines, et al. 1986). These studies have found students who engage in cheating to neutralize
their dishonest behavior more often. This leads to the third hypothesis.

H3:  Incidence of cheating will be higher for students with high levels of neutralizing attitude than for students with lower
levels of neutralizing attitude.

Situational Variables and Incidence of Cheating

Cheating is most common under certain situations. Studies have found in-class cheating deterrents such as uncrowded
exam rooms and assigned seating (Houston 1986a), stern warnings and high penalties for cheating (McCabe and Trevino 1993)
to significantly reduce the rate of cheating. Therefore, students are more prone to cheat when the risk of detection is low (Leming
1980). Also, when the magnitude of rewards relative to the severity of the punishment is high, students are once again prone to cheat
(Heineke 1978). This leads to the next hypothesis.

H4:  Incidence of cheating will be higher when in-class deterrents are low compared to when in-class deterrents are high.
Moderating Effects of Situational Variables

One plausible explanation for the conflicting findings of studies that have investigated the relationship between gender and
the incidence of cheating is the possible interaction of a third variable, such as the situation. In other words, these conflicting findings
may be the result of the differences in the situational variables (e.g., level of in-class deterrents that are present) moderating the
relationship between gender and the incidence of cheating.

Second, even though cheating is apparently motivated by a desire to raise grades (e.g., GPA), it is accompanied by the
situation, such as risk of detection and punishment. Therefore, it is likely that the relationship between GPA and the incidence of
cheating is also moderated by situational variables such as in-class deterrents. Simply stated, when in-class cheating deterrents are
high, only students with low GPAs are likely to cheat. Finally, the need to neutralize is dependent on whether an individual thinks
that his/her action is dishonest. Low levels of in-class deterrents can send the wrong signal to students that the instructor does not
appear to care whether one cheats or not. As such, even if one cheats under these circumstances, the need to rationalize the dishonest
action as normal behavior is also low. High levels of in-class deterrents clearly convey that cheating is unacceptable and under these
circumstances, the need to justify a dishonest action as normal will also be high. Therefore, it can be expected that in-class deterrents
also moderate the relationship between neutralizing attitude incidence of cheating. This leads to the final hypothesis.

H5: The relationship between gender, grade-point-average, and neutralizing attitude and incidence of cheating will be
moderated by the level of in-class cheating deterrents that are present.

METHOD
The data collected in this study were obtained as a part of a larger study investigating cheating behavior. The sample was

a convenience sample consisting of 301 marketing students (56% male, 44% female) attending two AACSB accredited universities
in the south. All students who were sampled were enrolled in marketing courses such as Principles of Marketing (46%), Advertising
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(25%), International Marketing (9%), and Direct Response Marketing (6%). The surveys were administered in class and students
were assured of confidentiality and anonymity.

Measures

A single question was used to measure the incidence of cheating. The question asked the students, "In general, how often
have you cheated in exams while in college?" The responses varied from 1=Never, 2=Seldom, 3=Occasionally, 4=Often, and
5=Very Often. The presence or the absence of in-class cheating deterrents was measured using 12 deterrent items. The deterrents
were adapted from past studies (Singhal and Johnson 1983), and were confirmed by feedback from several marketing professors
regarding deterrents they used during exams. Once again, responses varied from 1=Never, 2=Seldom, 3=Occasionally, 4=Often,
and 5=Very Often. The sum of the twelve items were averaged to form a composite score of in-class cheating deterrents.
Neutralization was measured using 11 hypothetical statements used by Haines et al. (1986). The statements required the students
to respond using a 5-point Likert scale ranging from 1 (Strongly Disagree) to 5 (Strongly Agree). The scores of these 11 items were
averaged together to form a composite neutralization measure. The measures employed to characterize the demographic variables
in this study were simple. The measure used for age was the respondent's chronological age at the time of survey completion. All
females were coded as 0 and all males were coded as 1. The students’ reported GPA was employed to measure academic
achievement.

RESULTS

To determine the subject and situational determinants that were different for students who cheat (SWC) and the students
who did not cheat (SWDNC), a stepwise discriminant analysis using the Wilks test statistic was performed. To effect this analysis,
the sample was randomly assigned into two groups. The first sample (analysis sample), consisting of 40% of the sample (121
observations), was used to test the hypotheses and develop the discriminant function for prediction purposes. The second sample
(hold out sample), consisting of the balance 60% of the sample (180 observations), was used to test the predictive ability of the
resultant discriminant function. In both samples, the students who had claimed that they had "never" cheated in college were
classified as SWDNC and all others were classified as SWC. Subject variables, situation variable, and the interaction between the
subject and situational variables (e.g., the moderator variables) were included in the discriminant analysis as predictors.

For the analysis sample, the differences between means as well as F-ratios for the predictor variables (subject, situation,
and their interactions with cheating deterrents) are provided in Table 1. The magnitude of the F-ratios and the mean differences
indicate the degree of influence of the predictor variables in describing the students who cheat (SWC) and the ones who do not
(SWDNC). At the 0.05 significance level, data supported hypotheses H1, H2, and H3. Hypothesis HS is partially supported.
However, hypothesis H4 is not supported.

The discriminant function along with the standardized discriminant coefficients or weights and the structure matrix are
provided in Table 2. The structure matrix provides the correlation between the predictors and the discriminant function. Therefore,
the correlation coefficients can be interpreted as indicators of the strength of the relationship between each predictor variable and
the discriminant function, taken one at a time. For example, the size of the relationship between neutralization and the discriminant
function (.78) was much higher than the size of the correlation between in-class deterrents and the discriminant function (-.06). The
final discriminant function is composed of only 3 predictor variables, not the six predictors that were significant using the F-test
(Table2).

The discriminant function from the analysis sample also provided a Wilks-lambda of 0.80 that produced a Chi-square
value 0f 2637 at 3 degrees of freedom that was significant at p <.005. The canonical correlation for the discriminant function was
0.45 which suggested that approximately 20% of the variation in the dependent variable (whether a student cheated or not) was
explained by the three independent variables. To determine the predictive ability of this discriminant function, the hold out sample
(180 observations) was used. Results showed 73.3% of the cases to be correctly classified (132 cases). The proportional chance



criterion was 57.8%, meaning this percentage of students to be correctly classified by chance. These results add credibility to the
predictive power of the discriminant function in that a higher percentage of the cases were correctly classified from a large sample.

In summary, gender, GPA, neutralizing attitude as well their interactions with in-class cheating deterrents are significant
predictors of students who cheat and students who do not. In-class cheating deterrents by themselves are not significant. Results
show that when all predictors are taken together, only three variables are significant in predicting for SWC and SWDNC. The
remaining 3 variables (gender, GPA, and the interaction between neutralization and in-class deterrents) did not provide any
additional information in predicting and therefore, were not selected in the stepwise discriminant procedure.

IMPLICATIONS

This study supports earlier findings that subject variables such as gender, GPA, and neutralizing attitude are significantly
related to incidence of cheating among marketing students. Situational in-class deterrents were significant only as a moderator.
These findings have implications for managing cheating that takes place in the classroom. For example, hypotheses H1 and H2
show that male students as well as students with lower GPAs cheated more than females, and those with higher GPAs. Although
faculty members cannot “single out” students who fit this profile, while conducting exams, it is possible to be more alert to
incidences of cheating by male students and students with lower GPAs. Results also indicate that the relationship between gender
and GPA with cheating incidence was moderated by in-class deterrents. This finding shows cheating deterrents affect students
differently, based on their demographic profile and attitude towards cheating. It is clear from the findings that cheating deterrents
have more of an effect on females and those with high GPAs than males and those with lower GPAs. Thus, instructors will find
that in-class deterrents will have varying impacts on students. However, by using rotating types of in-class deterrents, faculty
members may keep students alert to an attempt to discourage cheating behavior.

Hypotheses H3 and H4 also show the influence of neutralization as well as the interaction between neutralization and
deterrents on incidence of cheating. Students who find it easier to rationalize that cheating is acceptable are more likely to cheat in
class. This indicates that in addition to having cheating deterrents in place, it is also essential to change current attitudes of our
students. Faculty members should be very vocal about their own attitudes toward cheating and attempt to create a better value
system for students, letting them know that cheating is unacceptable, even if one is not caught.

While the multiple discriminant function was significant in predicting for incidence of cheating, the high ratio of 73.8%
and the low R? value shows that some of the variation in the cheating behavior is still not explained. This suggests a need for
inclusion of other predictor variables that can be used to explain some of the unexplained variance in cheating behavior. For
example, theories of deviance suggest variables such as past cheating behavior (i.e. cheating is learned behavior), rewards and costs
associated with cheating behavior, and the weakening of social bonds to society, all may influence cheating behavior (Heineke 1978).
Future studies could include these variables in explaining more of the variation in cheating behavior.
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Table 1
Means Scores of Predictors of Students Who Cheat (SWC) and Students Who Do Not (SWDNC)

Mean
Predictors SWC SWDNC F-ratio
Gender 0.66 0.40 8.01
GPA 2.68 2.88 3.99!
Neutralization 2.67 1.96 18.032
In-class deterrents 3.07 3.12 0.19
Gender*In-class deterrents 2.03 1.19 8.552
GPA*In-class deterrents 821 9.00 3.67'
Neutralization*In-class deterrents 8.32 6.11 12.312
'p<.05
2p<.005
Table 2
Discriminant Analysis Comparing Students Who Cheat (SWC) and Students Who Do Not Cheat (SWDNC)
Standardized
Structure Matrix Coefficients
Predictor Variables (Correlations) (Weights)
Gender (X1) .54 NI
GPA (X2) -41 NI
Neutralization (X3) .78 77
In-class deterrents (X4) -.06 NI
Gender * In-class deterrents (X1*X4) 53 .53
GPA * In<class deterrents (X2*x4) -35 -35
Neutralization * In-class deterrents (X3*x4) .62 NI

NI = not included in the stepwise solution
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EXPERIENTIAL LEARNING: THE BRIDGE TO THE “REAL WORLD”

Alicia B. Gresham, Our Lady of the Lake University
Marlene Kahla, Stephen F. Austin State University
Kathleen H. Gruben, Stephen F. Austin State University

ABSTRACT

Academics are constantly faced with the challenge of how to most effectively bridge the gap from academia to the “real
world” for our students. These challenges present several questions. What paradigm best enables students to learn in college? Was
what was learned in the classroom meaningful to the students who graduated and started careers? When should a new paradigm
of teaching be applied in the classroom? This paper describes a unique application of experiential learning and reports the results
of implementing such a technique over a five-year period.

The teaching approach used involved partnering with Apple, Inc. to give students a chance to experience real-world
marketing decision-making. The partnership was executed in a for-credit marketing elective during each Spring semester from
1992-96. Specific tasks that students undertook included researching the computer industry, developing marketing, advertising,
and promotion strategy for on-campus promotions, developing a database of vendors, organizing and executing the on-campus trade
show, post-promotion research, and presentation to Apple executives.

A questionnaire was mailed to every participant in the Apple, Inc. course during the five years. In addition, questionnaires
were mailed to marketing alumni not participating. Part of the questionnaire measured the perceived level of preparedness of the
graduate in certain conceptual areas. The scale used was a seven-point semantic differential anchored by “extremely prepared” and
“not at all prepared.” The purpose of the study was to examine the perceived differences in preparedness by the marketing majors
and those students completing the Apple class. The marketing majors were compared to the Apple respondents on twelve items.
The items on which the Apple participants rated a significantly higher level of preparedness than the non-participating students
included: ability to develop innovative strategies to solve business problems, professional oral communication skills, preparation
for working with people of different ethnic and racial backgrounds, ability to work with people of different genders, emphasis on
teamwork, preparation for rapidly changing technological environment, and ethical decision-making skills. In addition, the Apple
participants indicated a significantly higher likelihood to recommend the College of Business to a friend or relative.
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THE EVALUATION OF FACULTY PERFORMANCE IN RESEARCH AND SERVICE:
SOME PRACTICAL BENCHMARKS

Gopala Ganesh, University of North Texas
Niranjan Tripathy, University of North Texas

ABSTRACT

This paper attempts to provide practical benchmarks for resolving four issues that are often contentious during the typically
annual merit evaluation of marketing faculty at US business schools. These are: (1) realistic weights for teaching, research and
service, (2) consistency in the evaluation of research and service performance, (3) the issue of single versus multiple authorship and,
(4) the importance given to various service activities. Specifically, the paper presents and analyzes mail survey data from chairs
as well as members of performance evaluation committees of marketing departments at US business schools with and without a
doctoral program. Similar data, obtained from finance faculty of the same schools, are also presented for comparison purposes.

INTRODUCTION

We will start with the reasons for focusing on the above four issues. Past research on the issue of evaluation of faculty at
US business schools has more or less established that this is based on their performance in three areas: teaching, research and
service. If faculty performance is determined by performance in these areas, it follows that the aggregate outcome will depend
heavily upon performance in each area as well as the weight assigned to that area. Clearly, the yardsticks for measuring performance
in Teaching, Research and Service are quite different; however, the outcome is also influenced by the weights. Next, we certainly
recognize that depending on their mission and resources, business schools can and do differ in acceptable outlets for faculty research.
While there have been numerous studies dealing with journal rankings (see Henderson et al 1991, for a comprehensive list), one
problem we have encountered is that even after agreement on relative ranking of a journal, there are no clear, defensible and
consistent guidelines on the reward structure for publication in journals of different quality. We attempt to address this issue with
empirical data. Moving on to the issue of single versus multiple authorship, the promotion and tenure guidelines in many schools,
including ours, clearly require that the junior faculty member reasonably demonstrate the ability to do “independent” research. This
has evolved into department guidelines requiring that such faculty publish at least a certain number of “single-author” papers by the
time they come up for promotion and tenure. We believe that a proper incentive for this would be an evaluation scheme that rewards
single-author research and present empirical data for implementing such a procedure. Finally, we attempt to categorize and present
an empirically derived point scheme for evaluation of various service activities that attempts consistency within the category of
service and when compared with research activities.

METHOD

Six copies of a mail survey were mailed to chairs of departments. They were requested to fill one out themselves and
distribute the remaining five to faculty serving on merit evaluation and/or promotion-tenure committees. One hundred and twenty-
three marketing faculty and eighty-nine finance faculty responded from sixty-seven and forty-four schools, respectively. Eighty-
three marketing faculty responded from forty-four Ph.D. schools, and forty from twenty-three non-Ph.D. schools. Fifty-five finance
faculty responded from twenty-five Ph.D. schools, and thirty-four from nineteen non-Ph.D. schools. For marketing, this represents
45 percent of the schools surveyed and an average of 1.84 marketing responses per school. For finance, it is nearly 50 percent of
the schools surveyed and an average of 2.02 responses per school.

CONCLUSIONS AND SUMMARY
Evaluators are found to place more emphasis on research compared to teaching or service, and this emphasis is more

pronounced in schools with PhD programs in marketing. While the quality and quantity of published articles are objective and
reliable measures of research productivity, it is much more difficult to compare performances in teaching or service across
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universities. Possibly, this ability to get external validation for research makes it the preferred activity. It also probably explains one
of our findings that the emphasis on research is stronger among untenured faculty. See Table 1.

On the issue of the relationship between the quality and quantity of research in the faculty evaluation process., we present
clear evidence that evaluators consider research quality to be important. In other words, a faculty member is expected to publish
a larger number of papers in a lower quality journal to receive the same credit as publishing fewer papers in a higher quality journal.
Similarly, single authored papers are judged to make greater contribution than multiple authored papers, even if the faculty member
is the primary author. Both these findings suggest that evaluators do indeed measure research productivity on a multi-dimensional
scale. See Tables 2 & 3.

Finally, this study also reports that faculty service is a multifaceted activity and that not all of these activities are weighted
equally by evaluators. As would be expected, those service activities, where the quality of contribution can be externally verified,
are the ones which are most highly valued by the evaluators. See Table 4.

We hope that the results presented in this paper help improve the objectivity of performance evaluation criteria used by
faculty members and administrators in marketing departments.

note: the unabridged version of the paper is available from the first author.
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THE QUALITY OF CONFERENCE PROGRAMS AND THE VALUE OF CONFERENCE PROCEEDINGS:
FUTURE DIRECTION FOR THE ACADEMY OF MARKETING SCIENCE

Clayton Hurst, Georgia Southern University
Cathy Owens Swift, Georgia Southern University
Keith Jones, Lynchburg College

David Glascoff, East Carolina University

James Grant, University of South Alabama

ABSTRACT

This paper examines the attitudes of members of the Academy of Marketing Science concerning their perceptions of its
quality and importance relative to other marketing and marketing-related conferences. Members' opinions of the value of the
Academy of Marketing Science and selected related conferences in terms of quality of program, institutional financial support, and
their influence on career and professional development also will be examined. In addition, findings will be presented on the future
role and direction of the Academy of Marketing Science.

INTRODUCTION

Attendance and publication at national and regional business education conferences will likely be a powerful factor in the
promotion and tenure of teaching professionals in schools of business in the United States (Glascoff and Jones 1990; Widing,
Browne, and Luke 1989). It is well documented in the business education literature that conference attendance and publication in
academic journals have a significant impact on career development, promotion, and tenure. Two of the first studies to examine the
role of publication in business education were the Carnegie and Ford Foundation Reports (Gordon and Howell 1959). Both studies
criticized business education faculty for being too functionally oriented as well as too vocational in nature. While approximately
63 percent of the more than 5,000 faculty surveyed indicated that they preferred teaching over research, 75 percent conceded that
it was difficult to gain tenure at their school without publishing (Gordon and Howell 1959). .

Various studies of journal articles as well as longitudinal analyses have been conducted in an attempt to measure the
perceived quality of these publications (Taylor 1992; Coe and Weinstock 1983). There has been, however, considerably less
research examining the function and relevance of attendance and publication at related conferences (Glascoff, Grant, Jones and Swift
1997). Surveys of deans, department chairs, and faculty members by Widing, Brown, and Luke (1989) indicated that participation
at conferences had a considerable role in the professional development of faculty. Specifically the publication of a paper at a national
conference was ranked fourth in relative importance, while publication at a regional meeting was ranked tenth. While promotion
and tenure are important considerations for conference members, there are other pertinent reasons for attendance. Studies by Swift,
Glascoff, Jones and Grant (1997) point out that the dissemination of scholarly ideas and networking also play a constructive role
in national and regional meetings of scholars. They also suggest that the exchange of discipline knowledge was the original intention
of conferences.

METHODOLOGY

After obtaining verbal consent from the organization, a questionnaire was mailed to those who attended the 1997 Academy
of Marketing Science conference in Miami, Florida. Attendees were asked to complete a four part questionnaire and return the
questionnaire in the self-addressed, stamped envelope that was provided. Two hundred and two surveys were distributed by mail
to U.S. and international conference members. A total of 53 usable responses was received providing a response rate of twenty-six
percent. The response rate was slightly better than average, probably due to the fact that the surveys were mailed directly to the
conference members.
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Likert-type scales were used in the first three parts of the survey. The ratings ranged from one to seven for the perceived
quality of the conference, from one to ten for the weight of the publication, and from one to five for questions concerning the future
role and direction of the Academy of Marketing Science. The first two scales had polar extremes anchored with the words "lowest"
and "highest". The third scale (role and direction) was anchored with the words "strongly agree" and "strongly disagree", with
respondents being asked to indicate their level of agreement. The variables were assumed to be interval-level data and descriptive
measures were calculated accordingly.

RESULTS

As suggested in the literature review, the perceived quality of a conference can influence the decision to attend that
conference. Respondents were asked to rank eighteen conferences in terms of quality level. The Academy of Marketing Science
conference was rated third with a mean score of 5.82. The Association of Consumer Research was ranked first, followed by
American Marketing Association Winter Educators, with scores of 5.9 and 5.82, respectively. The lowest ranked conferences were
OR.S.A/TIMS (Regional), Georgia Association of Marketing Educators, and Atlantic Marketing Association.

In an attempt to measure the perceived level of institutional support for conference attendance, attendees were asked to
respond to a series of questions that would determine the type of conference participation the school supported, the change in
financial support over the last five years, and whether the institution encouraged or discouraged conference participation. Forty-six
percent of those who responded indicate that their school would financially support just attendance at a conference without a
presentation. Of those who responded yes, fifty-five percent stated that their institution would provide full financial support.
Approximately fifteen percent indicated that their school would provide less than fifty percent support.

Respondents were asked to evaluate the conferences in terms of the value that publication of a paper at this proceeding
would have on the aforementioned career considerations at that particular institution. The conferences to be ranked are the same
that were previously ranked in terms of conference quality. Although the actual ranking changed, the top five ranked conferences
in terms of quality also were ranked in the top five as having a proceedings publication as the most valuable. The Academy of
Marketing Science, which ranked third in the conference quality rankings, was rated highest in terms of publication value to
promotion, tenure, and annual performance evaluation. The bottom four ranked conferences included three that were ranked lowest
in the quality ratings (Georgia Association of Marketing Educators, Atlantic Marketing Association, and Mid-South Marketing
Educators) as well as Western Marketing Educators.

Respondents were also asked to provide their opinions and preferences of how future Academy of Marketing Science
conferences should be conducted. Table 3 summarizes the responses to fifteen questions designed to provide qualitative data on
the role and direction of future AMS proceedings. The top 5 and bottom 5 statements are of most concern. Primarily, respondents
indicated a significant concern that future conferences be serviceable by airlines. Participants also prefer the informality prevalent
at AMS conferences as well as the courtesy and collegiality. Respondents also indicate a preference that the AMS publish short
abstracts instead of full-length papers that could be published elsewhere. Finally, respondents see a need for a computer-searchable
'lit-review’ data base for AMS papers.

CONCLUSION

According to the study conducted by Glascoff and Jones (1990), the Academy of Marketing Science was the third highest
rated conference in terms of tenure, promotion, and performance evaluation. This study confirms AMS is still a highly respected
conference among business educators, placing it at the top of that list. In addition, AMS is now ranked third in terms of conference
quality. It should be noted that over seventy percent of the respondents are heavy users, which implies that they have a competent
perspective from which to judge conference program quality and value. However, respondent bias may also have inflated the
findings.
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Table 1
Ratings of the Quality of the Conference Program

Conference Name Mean* S.D. Number | Heavy+ ﬂ
Association for Consumer Research 5.90 1.45 30 8
American Marketing Association Winter Educators 5.82 1.11 40 14
Academy of Marketing Science 5.39 1.34 51 36
American Marketing Association Summer Educators 521 1.52 42 27
Decision Sciences Institute (National) 5.20 1.21 15 1
Academy/A/C/R/A/Retailing Conference 490 1.20 10 2
O.R.S.A/TIMS (National) 4.50 1.62 12 3
Southern Marketing Association 428 1.02 32 17
Western Marketing Educators 427 1.58 15 5
National Conference on Selling and Sales Management 4.00 1.83 7 5
Decision Sciences Institute (Regional) 3.92 1.32 13 0
Southwest Marketing Association 3.70 1.08 20 12
Association of Marketing Theory and Practice 344 1.24 9 0
Marketing Management Association (MMA) 343 1.13 7 0
Mid-South Marketing Educators 2.83 1.11 12 4
O.R.S.A/TIMS (Regional) 2.80 .84 5 0
Georgia Association of Marketing Educators 2.80 1.64 5 1
Atlantic Marketing Association 2.73 1.01 11 1

*Based on semantic-type scale where 1=Lowest quality and 7=Highest quality.
**Those who have attended 2 or more of the relevant conferences during 1991-1996
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Table 2

Value Which Paper in Proceedings Would Carry at Your Institution in Terms of Promotion, Tenure, and/or Annual

Performance Evaluation
“ Conference Name Mean* S.D. Number Heavz;n
Academy of Marketing Science 6.66 232 41 26
American Marketing Association Winter Educators 6.07 2.55 35 6
Association for Consumer Research 5.78 2.89 36 6
Decision Sciences Institute (National) 5.48 241 23 1
American Marketing Association (Summer) 5.30 2.62 37 46
O.R.S.A/TIMS (National) 4.53 1.94 17 1
Association of Marketing Theory and Practice 435 2.83 17 0
National Conference on Selling and Sales Management 4.00 242 15 2
Southern Marketing Association 3.96 2.16 26 6
Decision Sciences Institute (Regional) 3.89 227 18 0
O.R.S.A/TIMS (Regional) 3.58 223 12 0
Academy/A/C/R/A/Retailing Conference 347 229 17 0
Marketing Management Association (MMA) 3.38 2.26 13 0
Southwest Marketing Association 3.14 1.86 22 3
Georgia Association of Marketing Educators 3.09 1.97 11 0
Atlantic Marketing Association 3.06 1.98 17 0
Western Marketing Educators 3.06 2.13 18 2
Mid-South Marketing Educators _ 2.92 2.14 13 0

*Based on Likert-type scale where 1=Lowest institutional weight and 10=Highest institutional weight.

**Those who have had 2 or more articles published in the proceedings of the relevant conferences during 1991-1996
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Table 3
Role and Direction of the Academy of Marketing Science

_ Statement J Mean* | S.D. | Num H

It is important that the AMS location be well served by air(lines). 1.64 1.08 53

I prefer the informality of many of paper presentations at the AMS meeting. 2.10 1.26 52

The AMS should publish short abstracts so full-length versions could be published elsewhere. 2.17 1.12 53

. Itis important that AMS papers be indexed in a computer-searchable “lit-review” data base 2.30 1.29 52

More courtesy and collegiality are shown in AMS sessions than in sessions of other regional 2.58 1.79 49

conferences

I would like more practitioner or industry related activities (tours or demonstrations) at AMS. 2.77 1.27 53

I would like to see more industry representatives/practitioners on the program or in special 2.81 1.26 53

sessions.

The AMS meeting should alternate annually from North to South 292 1.07 52

It is important that the AMS basically stay “as is.” 3.08 1.05 48

T would like to see a Journal published by the AMS (similar to the Journal of Marketing 3.08 1.87 48

Management by MMA).

1 would prefer fewer concurrent sessions at the AMS conference to allow me to visit more of 3.17 1.13 51

the sessions.

I think AMS reviewers/track chairs should be more rigorous. 3.19 1.08 52

I would prefer more emphasis on theoretical topics (less on applied topics) in the program for 3.43 1.07 51

AMS.

I would prefer fewer sessions during the day at AMS conferences to free up time for other 343 1.05 53

activities.

I would prefer having the start time for the first session at the AMS conference start later in 3.58 1.22 52
| the morning.

*Based on Likert scale where 1=Strongly Agree and 5=Strongly Disagree.
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TOURISM MARKETING AND PUBLIC POLICY IN AUSTRALIA: THE CASE OF BRAND WA.
Lance McMahon, Curtin University
ABSTRACT

This paper discusses the rise in importance of tourism to the Western Australian economy, and the need for greater
marketing activity by government and marketing sensitive policy communities. Details of the campaign’s planning and
progress to date are given, centering on the controversial role of the supermodel, Elle Macpherson.

INTRODUCTION

Tourism and associated services are currently identified as one of Australia’s key export earning industries, and
government industry policy has prioritized the area for targeted development (see, for example, Prime Minister Howard,
Address at the Queensland Chamber of Commerce and Industry Dinner, August 15th, 1997). The steady growth in industry
policy emphasis on tourism has corresponded with and it can reasonably be argued, has arisen from, the steady decline in the
terms of trade and earning capacity of Australia’s traditional commodities export industry base. This has also accompanied a
twenty year process of reduction in tariff and other regulatory protections for import substituting local manufactures, a process
set to continue under current government policy settings and also under treaty obligations to the World Trade Organization.

Evidence from the past decade is promising. The Australian tourist industry has experienced a steady rise in visitor
numbers; from 1,061,700 Short Term Visitor Arrivals in 1984-85 to 3,169,000 Short Term Visitor Arrivals in 1993-94
(Bureau of Immigration, Multicultural and Population Research, 1995, p8). Although the three-fold increase for short term
visitor arrival numbers over the decade is promising, there are two other points that should be noted in assessing the figures.
First, there has been a sustained boom in international travel on a global scale, with international air travel set to double within
the next ten years by most estimates. Second (and related to the first), figures for the same decade show that Australian Resident
Short Term Movement Departures grew by just under the same rate as for visitor arrivals; from 1,497,800 in 1984-85 to
2,304,000 in 1993-94 (Bureau of Immigration, Multicultural and Population Research 1995, p8). While there is a promising
modest net gain to Australia, the overall economic benefit of visitor arrivals should not be taken in isolation from the discounting
economic effects of resident departures.

While Australia’s tourist industry gains are laudable, it remains that Australia’s share of the total world tourist market
is small. The United Nation’s World Tourist Organization estimated that over 500 million tourists traveled in 1993, making
Australia’s share - calculated from the figures above - just 0.6%. The World Tourist Organization found that figures suggest
that tourism accounts for 8% of world exports, 31% of international trade in services, 100 million people directly employed,
and infrastructure investment of over $3 trillion (Kotler, Bowen, and Makens 1996, p635). This suggests that Australian industry
policy should focus even more heavily on the tourist industry sector, lifting the estimated input of 5% of GDP and 9% of total
export earnings (Craik 1992, p233) far further.

Success for the federal Brand Australia and its sub-federal progeny including the Western Australian Government’s
Brand WA will depend on a multitude of interdependent policy settings. Three key ones are; first, policy for the appropriate
provision and management of infrastructure and development; second, policy for the development of appropriate human
resources (especially in the promotion of hospitality and linguistic skills). The third is the core concern of this paper, policy for
the appropriate application of marketing practice.

Tourism is already an highly competitive sector, with many nations actively pursuing policies to increase their share of
the growing market. In Australia’s immediate region the competition is intense, with most notably Indonesia, Malaysia and
Philippines prioritizing tourism (4sian Trade & Investment 1996). In economic terms (after Robinson, 1933, and Chamberlin,
1933) competition in international tourism can be seen as monopolistic (imperfect) competition. This is as no national
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destination offers a perfect (identical) substitute to any other destination, conditions of imperfect competition apply. The number
of destination choices has no natural constraint and therefore market entry and expansion of market share depends heavily on
the discipline of marketing, especially in creating product or brand differentiation and developing strategic approaches to
locational and logistical factors. The development of Brand Australia and Brand WA are clearly a recognition of this.

BRAND WA

As a federal system, Australia’s policy activity requires coordination on a cooperative basis (although there are many
notable examples of federal-state cooperative breakdowns and an increasing federal centralist tendency to coercion). Federalism
also leads to competition between Australia’s six States and two Territories. The tourism policy area is a clear example of both
the cooperative and competitive aspects of Australia’s federal arrangements.

Coordinated through the framework of the national Brand Australia campaign, the States and Territories (and cities and
regions) are concerned to cooperate to lift the total visitor in-flow to Australia. However, they are also concerned to compete
to increase their share of the total visitor in-flow, and also their share of the domestic resident market (which has the added
national economic benefit of reducing the number of resident departures and effectively providing an import substitution effect,
as noted above). Competition also brings benefits through the commensalist impact of the marketing of any one Australian
destination increasing the recognition and attractiveness of Australia generally, and therefore of other Australian (competitor)
destinations in a flow-on effect.

Brand WA is the Western Australian State Government’s contribution to the tourism marketing strategy within this
federal context. Brand WA was officially launched in November 1996 by Premier Richard Court, who was then campaigning
for election for a second term for his Government (at the December 14th poll). Brand WA was seen as an electorally popular
high profile initiative. The development of Brand WA had fomented over the course of the year, with key market research
published in September (in the Partnership Western Australia: Developing Brand Western Australia booklet).

The main rationale behind the development of the strategy was to define Western Australia’s identity in marketing terms.
The State had lacked an image focal point after the international interest in defense and loss of the America’s Cup in 1987 waxed
and waned. Lacking the fiat of another event of such international interest (like Melbourne’s Grand Prix or Sydney’s 2000
Olympics), a commitment was given to the creation of a brand that ‘must portray reality’ and ‘become an integral part of the
State’s culture’ (Western Australian Tourism Commission, undated, p7).

Six key target markets were identified on a “best return for investment” basis (Western Australian Tourism Commission,
undated, p12). Two are internal Australian markets; first the promotion of the State to residents of the State (serving a joint
outcome of promoting resident tourism within the State and also of inculcating local recognition and support for Brand WA and
the culture change mentioned above). Second, the “Eastern States Market” of the other Australian States and Territories. The
choice of the term for this target market (as at Government of Western Australia, 1996, p16) reflects the parochialism and
isolation of a State occupying the Western third of a lowly populated and arid continent roughly equal in size to the continental
territory of the United States (excluding Alaska). A quote from an anonymous “Eastern States” respondent to the Brand WA
market researchers illustrates the problem of Western Australia’s isolation:

“I wonder what it’s like (Western Australia)... you see it on the weather map, it’s so far away.” (Government of Western
Australia, 1996, p16)

In 1994 568,000 visitors came to Western Australia from elsewhere in Australia (Government of Western Australia,
1996, p16), this represents 56% of the total visitor number and 48% of total visitor expenditure (Western Australian Tourism
Commission, undated, p12).The four other markets prioritized are three South East Asian regional markets, Singapore,
Indonesia and Malaysia, and one traditional market, the United Kingdom (Western Australian Parliamentary Debates
[Assembly] 11th September, 1997, p6152).
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On launching the Brand WA strategy, Premier Court was pleased to announce the securing of the New York based,
Australian (Sydney) born fashion model, business identity and actress, Elle Macpherson. In a media release Court observed that:

‘Elle Macpherson perfectly complemented the new ‘brand’ for Western Australia - fresh, natural, free and spirited - and had
the necessary international appeal to promote Brand WA.” (Premier of Western Australia, Media Release, 6th November, 1996)
Macpherson was to be the personification of Brand WA.

PROMISE AND PROBLEMS: INITIAL IMPACTS OF BRAND WA

Brand WA has been reported to have shown much promise since the November 1996 launch. Perth based advertising
agency Marketforce (who are handling much of the campaign) claimed major success for the television and print advertising
campaign, claiming that Macpherson had trebled the campaign’s exposure in the Eastern States market. Research showed that
93% of people surveyed in Sydney could instantly recall the television advertisements.

However, Brand WA also suffered from a variety of problems, some intrinsic and some extrinsic to the campaign. The
first set of problems relate to the initial contractual arrangements to secure Macpherson’s involvement in the campaign. Rather
than contracting Macpherson as an individual celebrity identity, Macpherson came as part of a contractual package involving
the company Elle Racing Pty. Ltd. The package, echoing the halcyon days of the America’s Cup defense, was to be event based
by entering an all-female crewed yacht (which, at times, would include Macpherson) in the round-the world Whitbread yacht
race (commencing on 21st September, 1997). Under the terms of the deal Macpherson’s AUD$600,000 fee was to be paid to
Elle Racing and the State Government would also sponsor the yacht with a further AUD$400,000 (West Australian 2nd July,
1997). Also the contract was not put to open tender, but rather was hidden from public scrutiny and accountability. Freedom
of Information requests by investigative journalists and Independent and Opposition Members of Parliament for the 28 key
documents have been (to date) refused. (Western Australian Parliamentary Debates [ Assembly] 9th April, 1997 p1395)

Initial criticism of the deal centered on the timing of the launch (as noted above) during the 1996 election campaign and
on the fact that Elle Racing’s co-director, and later sole director, John Harvey, had previously worked as a political adviser to
three nationally prominent members of the governing Liberal Party (Peacock, Greiner and Kennett). Also it was later revealed
that Elle Racing had capital assets of just AUD$10, and that the company’s assets had not been scrutinized by the key State
bureaucrats involved in the deal (Western Australian Parliamentary Debates [ Assembly] 9th August, 1997 p1395). Prior to
Macpherson’s arrival in Western Australia to film the scheduled eight advertisements, trouble within Elle Racing came to public
notice when the yacht’s skipper Adrienne Cahalan quit claiming AUD$97,000 in pay arrears and as a result of associated legal
action the yacht was impounded in Sydney Harbor (West Australian 8th and 15th January, 1997). The next problems arose
during the filming of the advertisements in February 1997, when a free-lance journalist was allegedly assaulted by Macpherson’s
bodyguard in an incident which also involved a senior bureaucrat from the Western Australian Tourism Commission.

The Elle Racing entry to the Whitbread race was at first delayed on June the 1st 1997 when the required AUD$600,000
entry fee was not forwarded, and subsequently the entry collapsed altogether. Despite this, Harvey demanded full payment from
the Western Australian Government and threatened legal action if the Government reneged, including action to block the
screening of the eight commercials. At the time of writing the Government has paid AUD$540,000 to Elle Racing as per the
requirements of the (publicly unseen) contract installments, the AUD$60,000 reduction calculated as the loss in value of
Macpherson not personally participating in the Whitbread race and the sponsorship of AUD$400,000 being considered void
as the yacht was not racing. (Western Australian Parliamentary Debates [Council] 11th September, 1997 pp6080-81)

Contractual secrecy was maintained, with Tourism Minister Moore stating:
‘Mr Harvey received the money owing to him and his relationship with Miss Macpherson is his business. I do not know

whether Elle Macpherson received any money.” (Western Australian Parliamentary Debates [Council] 11th September, 1997
pp. 6080-81)



Moore also stated that as the contract with Elle Racing had terminated, other arrangements such as Macpherson’s
attendance at the Brand WA London launch in September 1997 had been re-contracted for separately, but again he declined
to provide any details.

Other intrinsic problems arose from Brand WA'’s use of a celebrity source, long held to be a risky enterprise in the
marketing industry. Three problems arose with Macpherson’s image. First, health experts criticized the “fresh face of WA” for
endorsing cigar smoking in the tobacco product promoting United States publication Smoke (West Australian 9th July, 1997).
Second, there were public allegations arising from legal actions in the United States concerning an extortion attempt on
Macpherson based on a threat to release pornographic photographs of the model on the internet (Sydney Morning Herald 23rd
August, 1997). Third, the announcement in August 1997 that the unmarried Macpherson was pregnant aroused the ire of
religious leaders, with particularly strong criticism from Perth Muslim leader, Ismail Fredericks (West Australian 22nd August,
1997); important as several key target markets are predominantly Muslim nations.

There are three key extrinsic problems for the Brand WA campaign. First, two of the key target markets, Malaysia and
Indonesia, in the company of other significant South East Asian region markets, were caught in a currency crisis in the second
half of 1997 that resulted in (at the time of writing) an across-the-boards devaluation against the dollar of approximately 30%.
Second, from September 1996 there has been considerable Asian regional attention given to the racist and anti-Asian political
stance of the federal parliamentarian Pauline Hanson and her One Nation Party.

Despite the Western Australian Parliament’s strident and unequivocal condemnation of Hanson’s views (Western
Australian Parliamentary Debates [ Assembly] 30th April, 1997 pp2009-2033), disengaging negative perceptions of Western
Australia from the Queensland based Hanson statements was and remains a difficult marketing brief. The third extrinsic problem
stems from the State’s recent political history. The Court Government had been chiefly elected on a platform of opposing the
unaccountable government-business relations that were the modus operandi of the State Government in the 1980s and were
pejoritavely tagged “WA Inc”. However, as discussed above, the Elle Racing deal attracted political and journalistic opprobrium
for demonstrating a WA Inc style lack of accountability and of “playing favorites” for political purposes.

CONCLUSION

Shifting trends in global economics have pushed an agenda for change on to all nations, replacing the certainties of
industrial economies with the challenges of post-industrial service and information driven economies. Australia and Western
Australia are faced with an increasingly important imperative to develop the “new” industry sectors to offset the decline of the
“old”, and tourism is a key area for development.

Success in this process of transition is not a given, rather it is a difficult and complex process requiring the development
of new policy communities and the integration of skills not previously seen as related. In the case of the tourism industry sector,
the new policy community necessarily mixes public policy skills with marketing skills; neither side of this mix has an history
of understanding of or empathy for the other. The marketing and public policy relationship is moving beyond the narrow
confines of a regulatee and regulator relationship which has dominated academic (as in The Journal of Public Policy and
Marketing) and practitioner understanding. As in 1954 Drucker expanded the marketing concept beyond selling to be a whole
of business view permeating all areas of enterprise, so now the marketing concept is being expanded to be a whole of
government view permeating all areas of public policy. Increasingly good public policy will include marketing skills and
conversely good public marketing (and increasingly private sector based marketing) will include policy skills.

The Lilliputian example of Brand WA illustrates some of the difficulties of the new mix. Politicians and bureaucrats

showed a lack of understanding and appropriate scrutiny of the development of the marketing strategy, especially as it applied
to Elle Racing. Marketers showed a lack of understanding of the political and policy environment, of operating in what one
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observer termed ‘the goldfish bowl’ of public accountability in contrast to the private sector commercially confidential
environment which is ‘more forgiving of mistakes’ (Rumsfeld 1979, p48).

Brand WA, with its scant resources and troubled beginnings, may still prove to be an effective campaign both in terms
of tourism and as a marketing of place exercise bringing broader benefits to the State. However, there are four key lessons which
can be drawn from the campaign to date. First, the campaign should have been open to market competition rather than developed
as a closed, untendered process. Second, the launch date should not have coincided with the election campaign arousing
suspicions of political opportunism (as the strategy was, it seems, ready to be launched two months prior to the actual launch
date). Third, the contractual arrangements with Elle Racing and the attempt to link the campaign to an event (the Whitbread race)
were ill-conceived and should have been (and now be) open to the scrutiny of public accountability. Finally, the policy
community needs to be broadened (especially through the inclusion of industry and economic policy skills) and the resources
available increased if a serious attempt is to be made to reposition the State’s economy along the lines discussed above.
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AN APPLICATION OF THE DOMINANT PRODUCT - DOMINANT COUNTRY FRAMEWORK OF EXPORT
SEGMENTATION TO THE CASE OF TURKEY

Mahesh N. Shankarmahesh, Old Dominion University
Howard W. Olsen, Old Dominion University
Ceyhan Kilic, Old Dominion University

ABSTRACT

This paper seeks to validate the ‘Dominant Product - Dominant Country (DPDC)’ framework (Shankarmahesh and Olsen
1997) of export segmentation in the context of Turkey, an advanced developing country. The DPDC framework is a 2x2 framework
which varies along two dimensions, namely, the product’s share in the export portfolio (a percentage) and the target country’s share
in the export portfolio (also a percentage). These two percentage figures for Turkey for the years 1994-96 are fed into a hierarchical
cluster program and the cluster solution is externally validated using the DPDC framework. .

INTRODUCTION

Since the end of the second World War, most countries of the world especially developing countries adopted either import
substitution or export promotion as alternate paths to economic development. These two strategies are at the opposite ends of the
‘ideological spectrum’ in the sense that import substitution essentially embodies the economics of protectionism whereas export
promotion is a derivative of the free-market ideology. While countries that adopted export promotion prospered economically (e.g.
Singapore, Taiwan), countries that chose import substitution slipped into economic doldrums (e.g. India, Brazil). With the
realization that export promotion is a better vehicle to economic growth than import substitution, more and more countries are
jumping into the ‘export promotion’ bandwagon. Given the vast array of product categories and target countries, governments of
these countries will have to decide the focus of their export promotional activities given their limited budgetary resources. To be
focused, governments have to indulge in segmentation. One of the useful tools for such export market segmentation is the ‘Dominant
Product - Dominant Country’ framework (Shankarmahesh and Olsen 1997).

THE DOMINANT PRODUCT - DOMINANT COUNTRY (DPDC) FRAMEWORK

The DPDC framework uses existing products and target countries in the export portfolio as the bases for segmentation.
The framework classifies product categories into dominant and non-dominant based on their percentage shares of overall exports.
Similarly, trading partners are grouped into dominant and non-dominant based on their percentage shares as the final destination
of the source country’s exports. On the basis of a combination of low and high levels along these two dimensions, the DPDC
framework proposes a 2 x 2 matrix with four quadrants. The four quadrants are the non-dominant product - non-dominant country
cell, dominant product - non-dominant country cell, non-dominant product - dominant country cell and the dominant product -
dominant country cell. In the case of non-dominant products and non-dominant countries, government efforts should be directed
to investigate whether new product based competencies are evolving in the home country and whether such innovative products have
growth potential. As far as non-dominant countries are concerned, source governments need to collect more information about the
demand patterns in these countries and disseminate this information to home-country exporters. For dominant products and non-
dominant countries, source governments should concentrate their efforts on helping to find new country-markets for product-based
competencies embodied in the dominant products. Collection and dissemination of information about the demand patterns in non-
dominant countries and design of incentive programs are some of the steps that source governments can take in order to facilitate
market penetration in non-dominant countries. For non-dominant products and dominant countries, source governments should use
their target-country knowledge to introduce other non-dominant product categories. For dominant products and dominant countries,
the focus of government efforts should be on helping companies to maintain and enhance their position different dominant country
markets. Reaching preferential trade agreements with governments of dominant trading partners can help to further the cause of
trade between the source country and the different dominant target country markets. Source governments also need to evaluate their
own productive capacities vis a vis potential competitors from third countries.



THE CASE OF TURKEY - AN EMPIRICAL ANALYSIS

Turkey was chosen for our analysis because of its strategic importance both in political and economic terms. Midway
between Europe and Asia, Turkey has always been considered as a crucial link between the West and the East. Turkey is also vying
to become a full-fledged member of the European Union (EU). The data for testing our framework was provided directly by the
Ministry of Trade, Republic of Turkey. The ministry provided commerce statistics for the fifteen most active Turkish trading
partners for 1994, 1995 and 1996. A hierarchical cluster analysis using the centroid means technique was performed on Turkish
export data for the years 1994-96. For each year, an array consisting of combinations of percentage values of product categories
and target markets in the export portfolio was input to the cluster program. A cut off value of 0.5% was used to determine the
eligibility of products and markets to be included in the analysis. If desired, government policy makers can choose a finer cutoff
value that would make possible the inclusion of a much broader category of products and countries. For the year 1994, a nine cluster
solution was chosen on the basis of a 90% cutoff for R-Square and the subsequent convergence of R-Square percent values of
centroid means. Nine cluster solutions were also obtained for the years 1995 and 1996. Of'the nine clusters obtained, four clearly
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