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Preface

Wireless networks have experienced exponential growth during the past
few years and are gradually emerging as a new discipline. Motivated by the
demand for efficient algorithms in utilizing the scarce bandwidth, the desire
for seamless roaming, and the requirement for solid security, all the mobile
communications systems, including GSM/CDMA/3G/4G/802.11x/802.16,
have to address resource, mobility, and security management issues. Hence,
these three issues are common challenges in all wireless networks and mo-
bile computing scenarios.

The book deals with resource, mobility, and security management for
the particular standard in 802.11x/3G/4G and also the generic techniques
applicable in all wireless networks. Consequently, this book is organized
into three parts:

Part I: Resource Management
Part II: Mobility Management
Part III: Security Management

The book covers the related key challenges and solutions in mobile
ad hoc networks, wireless sensor networks, Bluetooth, Quality-of-Service
(QoS), wireless local area network (WLAN), 3G, and heterogeneous wire-
less networks. The topics include call admission control (CAC), routing,
multicast, medium access control (MAC), scheduling, bandwidth adapta-
tion, handoff management, location management, network mobility, secure
routing, key management, authentication, security, privacy, performance
simulation, and analysis, etc. It can serve as a useful reference for students,
educators, faculties, telecom service providers, research strategists, scien-
tists, researchers, and engineers in the field of wireless networks.

xiii
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This book has the following salient features:

It offers comprehensive, self-contained information on resource,
mobility, and security management in wireless networks.

It serves as an easy cross-reference owing to the broad coverage on
resource, mobility, and security management in a mobile com-
puting environment.

It details the particular techniques in efficiently eliminating band-
width insufficiency, increasing location management performance,
and decreasing the associated authentication traffic.

It presents the interaction and coupling among the three compo-
nents in wireless networks.

It provides background, application, and standard protocols.

It identifies the direction of future research.

We would like to acknowledge the effort and time invested by all con-
tributors for their excellent work. All of them are extremely professional
and cooperative. Special thanks go to Richard O’Hanley, Kimberly Hackett,
and Karen Schober of Taylor & Francis Group for their support, patience,
and professionalism from the beginning until the final stage of production.
Last but not least, a special thank you goes to our families and friends for
their constant encouragement, patience, and understanding throughout this
project.

Yan Zhang, Honglin Hu, and Masayuki Fujise
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1.1 Introduction

The increasing popularity of wireless local area networks (WLANs) based
on the TEEE 802.11 technology, due to the ease in installing access facilities
and to the affordable price of equipment, is pushing operators to deploy
WiFi WLANs as access networks to their services. However, the limita-
tions of this technology, such as the still limited radio resources, the poor
channel quality depending on relative position of mobile nodes (MNs),
the interference from hidden terminals, and the anomaly observed when
MNs transmit at different speeds, make it difficult to cope with the need to
provide a variety of services with different characteristics in terms of QoS
(Quality-of-Service) requirements. Indeed, current WLAN networks provide
best-effort services without any QoS guarantees. Due to the higher band-
width provided, multimedia services such as video and voice streaming
can perform well under low load conditions; but when traffic intensity in-
creases, the delay and bandwidth of streaming flows are severely affected,
thus degrading the received quality of service.

Solutions are therefore needed for service differentiation at the access
and for providing QoS guarantees. In particular, services can be distin-
guished in two classes based on the mechanisms employed at the transport
layer: (1) elastic flows, usually adopted to deliver data services such as file
transfer applications, correspond to traffic carried by Transmission Control
Protocol (TCP) and TCP-like protocols, that adapt the traffic generation
rate to the network working conditions, attempting in this way to reduce
network congestion; (2) streaming flows, adopted by multimedia applica-
tions, tend to generate traffic unaware and independently of the network
conditions.

Based on this differentiation, some possible solutions for guaranteeing
acceptable QoS levels consist of performing call admission control (CAC).
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Flows can be accepted as long as the total traffic is below a given threshold.
By properly choosing the threshold, QoS levels for accepted flows can be
reasonably guaranteed. Moreover, service differentiation can be achieved
by applying the scheme to streaming or elastic flows, or both.

This chapter first proposes a model of the IEEE 802.11 medium access
control (MAC) layer and investigates the performance perceived by stream-
ing and elastic flows in a hot-spot scenario. It then uses the model as the
core of a CAC scheme. Indeed, the scheme is based on a bidimensional
Markov chain describing the dynamics of flow arrivals and completions for
each class of traffic. The transition rates in the chain are set according to
the MAC layer model.

1.2 Related Work

The IEEE 802.11 MAC and the physical (PHY) layer specifications for the
802.11b standard in the 2.4 GHz band are explained in [1]. For other PHY
specifications, refer to the amendments [2] (802.11a) or [3] (802.11g). These
posterior PHY specifications allow the system to achieve higher data rates
by improving the modulation and coding techniques, the MAC specification
remaining unchanged. The current version of the MAC protocol does not
implement any QoS mechanism, which is solved with the IEEE 802.11e
standard [4].

Since the first specifications of the IEEE 802.11 appeared, a large amount
of research has been done to analytically model the IEEE 802.11 MAC
protocol. We remark the seminal articles of Bianchi [5] and Tay and Chua
[6], referred to in most posterior works. In these two articles, the authors
address the performance analysis of the MAC protocol assuming a finite
number of saturated sources (i.e., sources always have a packet ready to
be transmitted) that compete for the use of the shared channel. In both
articles, the authors find the value of the MAC parameters that maximize
the network throughput. The decoupling assumption (i.e., nodes attempt to
transmit to the channel independently of each other) is applied to simplify
the protocol analysis, which can be solved through a fixed point procedure.
The presented results can be used to understand how the MAC protocol
performs or to obtain measures such as the maximum throughput given a
number of nodes in the system. These articles are well complemented by
the delay analysis of the MAC protocol presented in [7], where Carvalho
and Garcia-Luna-Aceves obtain the first and second moment of the service
time, still in saturation conditions. It is remarkable that the authors find
closed form expressions by linearizing the fixed point equations presented
in the previously mentioned articles.

Models of the saturated system are unable to provide more detailed
information about the behavior of the network (actual load, network utiliza-
tion, etc.) or of each node individually (transmission attempt rate, collision
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probability, queueing delays, user throughput, etc.), which are of crucial
importance to compute the grade of service the traffic flows receive from
the network. Furthermore, protocol enhancements by means of dynamic
tuning of backoff parameters or other MAC parameters have marginal ef-
fects when the network is unsaturated and, therefore, the real gain is also
marginal. In recent years, several articles have addressed the modeling task
of the IEEE 802.11 MAC performance under non-saturation conditions. Two
groups of articles can be found, based on a Markovian stochastic analysis,
which are extensions of the model presented by Bianchi [5]. In [8], the au-
thors introduce new states in the Markov chain that describe the backoff
algorithm, modeling the time in which the mobile nodes are empty (i.e.,
has no packet ready to be transmitted). Another group of articles is based
on the observation that the attempt rate of a node is a regenerative process
and it can be computed using the renewal-reward theorem. This approach
is used in [9], [10], and [11]. Surprisingly, the decoupling assumption works
well also under nonsaturated conditions, and results obtained by both
type of models are accurate. One of the benefits of the unsaturated system
models is that they allow one to analyze the system performance when
nodes have different (heterogeneous) traffic profiles. For example, in [8],
the authors analyze the system under the presence of streaming and elastic
flows, respectively carried by UDP and TCP transport layer protocols.

Today, WLANs are basically used to access the Internet and download
Web pages or other types of information. Therefore, most of the data is
carried by the TCP from the Internet to the end user (i.e., most of the traffic
flows in the downlink direction). The first work that analytically addressed
the performance of a WLAN with TCP traffic is [12]. The authors consider
both the data traffic in the downlink direction and the feedback traffic in
the uplink direction due to TCP ACKs, modeling the access point and the
mobile nodes as saturated sources. To catch the effect that the number of
backlogged nodes is not constant and depends on the number of TCP con-
nections, the authors propose the use of a discrete-time Markov chain to
obtain the probability that # nodes have an ACK ready to be transmitted,
and thus compete with the AP (access point) to transmit on the channel.
The average system throughput is obtained by means of a time-scale de-
composition. A similar approach is used in [13], including the effect of
delayed ACK techniques and the presence of short-lived TCP connections.
More recently, in [14] this problem is also considered under heterogeneous
radio conditions. Similar results are obtained in the three articles. Finally, in
[15], the authors analyze the presence of downlink/uplink and bidirectional
TCP flows but under the assumption that the TCP advertisement window
is equal to one.

The introduction of VoIP (Voice-over-IP) services over WLANS is going
to further increase the use of WLANs, and it is a hot topic in the research
community. In articles such as [11], [16], [17], or [18], a capacity analysis is
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presented. Similar conclusions are presented in all of them, remarking that
the AP is the bottleneck of the network. To avoid this problem and increase
the capacity, several solutions can be considered from the IEEE 802.11e
specifications [4], for example, using the TXOP (Transmission Opportunity)
option [17].

Therefore, motivated by the expected growth of multimedia traffic in
future WLANS, a lot of work has been done in resource allocation strate-
gies and admission control with the goal to provide mechanisms that en-
sure differentiated services. To differentiate among traffic flows, three main
strategies are used in the literature, based on the specifications of [4]: (1)
different DIFS values for each QoS level, (2) setting a different CW,,;,
value to each flow [19,20], and (3) using the TXOP [17,21]. The first one
assures rigid flow differentiation, but the second and third allow for more
fine tuning of the service received by each flow. In these schemes, ad-
mission control is mandatory to ensure that the system remains always in
a stable state, blocking new flows if necessary. Two groups of admission
control schemes exist: (1) model-based schemes [20,22,23], which estimate
the future system status using mathematical models of the system; and
(2) measure-based schemes [24], which predict the future system status from
current measures. Anyway, this is a soft classification because the major part
of CAC schemes uses both models and measure information to achieve
its goal.

One of the main difficulties in admission control schemes is to pre-
dict the future system state using actual system information such as the
nonlinear behavior of the IEEE 802.11 MAC protocol parameters (condi-
tional collision probability, transmission probability, mobile node queue
utilization, etc.) with the number of flows and their traffic characteristics.
For example, in Pong and Moors [22], to compute the effect of the intro-
duction of a new flow, the admission control assigns to the new flow the
characteristics obtained from a similar throughput flow.

Banchs et al. [20] propose an admission control scheme and a parameter
tuning algorithm for the CW,;,, parameter assuming that CW,,,,, = CWyip,
or that the parameter m = 0. The rationale behind the assumption is that if
the admission control provides the optimal CW,,;,, the fact that m > 0 can
tend to suboptimal situations. The CAC is also based on the model of [5]. For
each new request, the CAC estimates the collision probability by assuming
that all nodes are saturated (thus, the conditional collision probability is
the same for all flows) and computes the system achievable throughput.
Under the assumption that the transmission probability is proportional to
the throughput requested by each flow, the CAC computes the individual
achievable throughput. It is remarkable that the derivation of optimal CW,,,;,
values allows the system to maximize the number of active flows.

In [24], the HARMONICA architecture for admission control and para-
meter tuning is presented. It uses LQI (Link Quality Indicator) to catch
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metrics such as packet dropping, link end-to-end delay, and throughput,
which are used to decide if a new flow can be admitted and the opti-
mum parameters can be assigned to each flow to maximize the network
utilization.

Finally, in [23], an admission control scheme for both streaming and
elastic flows is presented. The admission control admits or rejects stream-
ing flows and adjusts the transmitting rate of elastic flows to avoid their
interfering with streaming flows. The authors observe that the business ra-
tio (fraction of time the channel is not empty) is practically equal to the
channel utilization (fraction of time the channel is transmitting successful
frames), independently of the number of users. One of the conclusions of
the article was that, by maintaining the business ratio close to a certain
threshold, the system throughput is maximized at the same time that delay
and delay variation are minimized. The authors use the normalized through-
put, which is linear with the business ratio until the selected threshold is
reached (which is about 0.9 of the channel utilization for both RTS/CTS
and Basic Access (BA) access schemes). For the rate control operation, it
is assumed that a traffic-shaping procedure implemented at the nodes and
the access point regulates the TCP traffic offered to the network.

1.3 A Hot-Spot Wireless Scenario

A wireless cell (or hot-spot) is the coverage area provided by a single access
point (in [1] it is referred to as a Basic Service Set, BSS). The coverage
area is the geographical area where both the AP and the mobile stations
can communicate using the radio channel with an acceptable minimum
quality; this quality can be measured in terms of SNR (signal-to-noise ratio)
and other derived metrics such as the frame error ratio (FER). An Extended
Service Set (ESS) contains multiple access points and their coverage areas.
All or part of these coverage areas can overlap, so that a mobile station can
select the AP to use; we call these areas reassociation or handoff areas.

Typical scenarios with this configuration are found in public areas (such
as cafeterias, parks, airports) where users can access the Internet from their
notebooks or PDAs; company buildings where workers use WLANs to
communicate through the e-mail service, message applications, or VoIP;
individual users at their homes, etc. In all these scenarios, the WLAN
technology provides a certain grade of mobility and broadband access to
the Internet at a very low cost.

This work considers a single BSS with an AP providing access to a fixed
network to 7 MNs. Each node has a traffic profile specifying its basic con-
figuration parameters, (i.e., bandwidth, packet arrival rate, expected frame
length, etc.). The MNs and the AP use the DCF (Distributed Coordination
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Function) of the IEEE 802.11 MAC and the DSSS PHY specifications in the
2.4 GHz band [1].

1.3.1 MAC Protocol Description

The TEEE 802.11 MAC is based on a distributed CSMA/CA protocol [1].
According to the basic access (BA) mechanism, when a node has no packets
to transmit and receives a packet from the network layer, the node starts
to sense the channel to determine its state, which can be either busy or
Jfree. If the channel is detected busy, the node waits until the channel is
released. When the channel is detected free for a period of time larger than
the DIFS (distributed inter-frame spacing) duration, a new backoff instance
is generated. A backoff instance consists of a counter set to a random value
each time it is generated. The random value is picked from a uniform
distribution in the range CWA(R) = [0, min(2*CW,,;, — 1, 2" CWpyin — DI,
where kis the current attempt to transmit the packet, CW,,;,, is the minimum
size of the contention window, and m defines the maximum size of the
window. For each packet to be transmitted, k& is initially set to 0 and it
is increased by one at each failed transmission until a maximum number
of retransmissions, called the Retry Limit, is reached, and the packet is
dropped. The counter is decreased by one for each time-slot o in which
the channel is sensed free, and, when the countdown reaches zero, the
node starts the packet transmission on the channel. If during the backoff
countdown the channel is sensed busy, the backoff is suspended until the
channel is detected free again.

A collision occurs if two nodes transmit at the same time; that is, the
backoff instances from both nodes reach 0 at the same time. After the data
packet is transmitted by the sender, the receiver waits for an SIFS (short
inter-frame spacing) time and sends a MAC layer ACK to acknowledge the
correct reception of the data packet. In case the sender does not receive
the ACK frame, it starts the retransmission procedure. After discarding or
successfully transmitting a packet, if more packets are ready to be transmit-
ted, the node starts the transmission procedure again. Otherwise, it waits
for a new packet from the network layer. Figure 1.1 plots an example of
the BA mechanism with three mobile stations contending to transmit a
packet.

Alternative to the BA mechanism, nodes can employ a RTS/CTS protocol
to access the channel, so as to reduce the hidden terminal effect.

1.3.2 System Parameters

The system parameters are reported in Table 1.1, the overhead introduced
by upper layers are listed in Table 1.2. We assume ideal channel conditions;
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Figure 1.1 Example of the basic access mechanism.

that is, no packet is lost due to channel errors or the hidden terminal phe-
nomenon. Figure 1.2 presents a sketch of the considered network. The
fixed network is modeled by a simple 100 Mbps full-duplex link with a
propagation delay of 2 ms in both directions. This link is used to intercon-
nect a fixed node (server) where one endpoint of the traffic flows resides.
The other endpoints are in the mobile nodes, which are linked to the server
through the AP.

1.3.3 Frame Durations

When a node transmits a frame, two possible events can occur: a collision
or a successful transmission. The duration of both events depends on the
employed access mechanism. The successful transmission duration for the

Table 1.1 System Parameters of the IEEE 802.11b Specification [1]
Parameter Value Parameter Value

Rdata 2 MbPS Rbasic 1 MbpS

DIFS 50 s CWpin 32

SIFS 10 s Wy 1024

SLOT (o) 20 s m 5

EIFS 364 us ACK 112 bits @ Rpasic
RTS 160 bits @ Rpsic CTS 112 bits @ Rpgic
MAC header 240 bits @ R, MAC FCS 32 bits @ Ry,

PLCP preamble
Retry Limit (R)

144 bits @ Rbasic
7

PLCP header
Q (queue length)

48 bits @ Rpasic
50 packets
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Table 1.2 Protocol Overheads
from Upper Layers

Parameter Value

RTP header 12 bytes
TCP header 20 bytes
UDP header 8 bytes
IP header 20 bytes

BA and the RTS/CTS mechanisms, are, respectively, given by:

PHY, MACH + L + MACkc PHY Lac
Y;b“ _ H n H data FCS T SIFS + H n ACK + DIFS
Rpasic Raata Rpasic Rpasic
(1.1
. PHYy MACy+ L + MAC, PHY, L
7},;5 = Ot H+ H data FCS+S]F5+ H+ ACK L DIFS
Rbasic Rdam basic basic
(1.2)
where
PHY RTS PHY cTS
s = + + SIFS + + SIFS (1.3)
Rbasz’c basic basic basic

PHY iy = PLCP preamble + PLCP header (1.4)

For the BA mechanism, the duration of a collision is equal to the max-
imum successful transmission duration of the colliding frames; but for the

\ ’ ;
@ AR L, ! “« network
N . :
N .

Figure 1.2 Sketch of the considered network.
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RTS/CTS mechanism, the duration of a collision is constant and equal to:

PHYy RIS
“ 4

s __
T =
Rpasic Rpasic

+ EIFS (1.5)

The additional overhead of RTS/CTS access compensates for a low
collision duration.

1.4 A Model of the IEEE 802.11 MAC Layer

This section presents a user-centric model of the DCF function of the
802.11 MAC layer. We approximate each MN by a finite-length queue with
network-dependent service time.

1.4.1 A Mobile Node

Packets with average length L; arrive at node i with rate A;. Both the time
between packet arrivals and the service time are assumed to be exponen-
tially distributed. Therefore, an MN (the AP included) is modeled by an
M/M/1/Q; queue with Q; as the queue length measured in packets.

The offered traffic load to the MAC layer and the queue utilization for
node i are v; = A; X; and p; = A;(1 — P, ) X;, respectively, where X; and
P, ; are the mean service time and the packet blocking probability. The
node throughput is S; = p;L;/ X;.

By modeling each MN using an M/M/1/Q; queue, one can obtain
simple expressions to measure the quality of the service observed by a
node in terms of blocking probability, average queue length, and average
transmission delay (including the service time):

Ql
V; 1) EO.
Py = S EQ = S/ ED; = L

7 — (1.6)
Z] =0 1 Z] =0 1 )Li(l_Ph’i)

Finally, the probability to lose a packet is the probability that the packet is
discarded at the queue entrance due to overflow, or dropped at the MAC
layer because the number of retransmissions has exceeded the retry limit
R;. Then, a packet loss occurs with probability:

P i=Pyi+0— PPy, .7

where P;; is the probability that a packet is dropped at the MAC layer.
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1.4.2 The MAC Protocol

A node with a packet ready to transmit starts a backoff instance. Letting
EB; be the average number of slots selected by node 7 at each transmission
attempt, the steady-state probability that the node transmits in a random
slot given that a packet is ready in its transmission queue can be computed
from:

_HPHQM>0] _ p

- (1.8
EB;+ 1 EB;+ 1

T

Node ¢ transmission collides if any other node also transmits in the same
slot. Then, the conditional collision probability for node 7 is:

p=1-J[a-1p 1.9
J#

To compute EB;, two different approaches are found in the literature:
(1D a stochastic (Markovian) approach [5] and (2) an average analysis [0].
Expressions found in both articles are different but numerically equal. For
simplicity, we choose to use the expression of [6]; then EB; is computed
as:

_ 1= pi= ppD™ CWopin 1

= (1.10)

EB;
1—2p 2 2

The effect of the Retry Limit R; is considered in [25]. However, for op-
erative values of p; < 0.4, the effect of R; on the average backoff time at
each attempt is almost negligible. Using the conditional collision probabil-
ity, the dropping probability at the MAC layer is given by the probability
that a packet collides R; times: P;; = piR .

The service time (i.e., the time interval from the instant at which a packet
enters into service until it is completely transmitted or discarded) is given
by,

X; = (M — D(EB; + ET"™) + EBiov; + T (1.1D)

where M is the average number of transmissions, «; is the average slot
duration, and ET,; is the average duration of a collision of node i. We
approximate the value of ET.; by:

b g 2B T
o! Z./#fff (1.12)

ris __ s
BTy =1
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where one neglects the fact that more than two packets collide simultane-
ously. Note that if the RTS/CTS access scheme is used, ET7; is constant
and equal for all nodes. The average number of transmissions that a packet
undergoes is computed under the decoupling assumption as:
Rit1
g (1.13)
1=pi

A node freezes its backoff counter every time the channel is sensed busy
and releases it after the channel is sensed free for a DIFS period. Therefore,
the time between two backoff counter decrements is a random variable
that depends on the behavior of the other nodes. By letting «; be the
average time between two backoff counter decrements — or equivalently,

the average slot duration — one obtains:

Olz'=pe,ig'f‘ps,i(ETiﬂ;”m’*-i-O‘) +pc,i(ETfZ‘Hm’*+O') (1.14)

where ET%”’TS’* and ETfﬁ”m’* are the average durations of an observed
successful transmission and a collision for node i when it is performing
a backoff instance, respectively. To compute ETfﬁ”m‘*, consider that the
probability that more than two stations collide can be neglected; then:

~ Zj#i Zloj,k#t max(T; , T5~"‘)(Tfr’<’ Hu#(j,lm) (1_T1‘))

Z#x Z/e> J ket i (r»’rkHu#(j.k,i) (17“)) (1.15)

ba, *
ET;
IS,k rts
ETC,Z' - Tc
and

ET*  ~ > i T (T T gy 4 = )
- > it (T gy 4 = 7))

(1.16)

The probabilities pe;, psi, and p.; are related to the channel status in
a given slot when a node is in backoff: p,; is the probability that a slot is
observed empty, p; ; is the probability that in a slot a successful transmission
occurs, and p.; is the probability that a collision occurs. Note that at the
end of a successful transmission or a collision, one adds the duration of an
empty slot, because the backoff counter is only decreased after the channel
is sensed empty for the full duration of a slot. These channel probabilities
can be computed as:

pe,i:H(l_Tj) ps,izzfz H (1_7_/') DPei=1— pei— Dsi
i i et
1.17)
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Table 1.3 Model Validation: Traffic Profiles

Traffic Flow Bandwidth Frame Length  Retry Limit
Elastic (E1) Max. available 1500 bytes 7
Streaming type 1 (S1) 100 kbps 400 bytes 7
Streaming type 2 (52) 250 kbps 700 bytes 7

Due to the dependence of previous expressions on the queue utilization
of each node, p;, and the fact that Equations 1.8 and 1.9 form a set of
nonlinear equations, we have to use iterative numerical techniques to solve
the model.

1.4.3 Model Validation

To validate the model and analyze the performance of the IEEE 802.11
MAC protocol, consider a single-hop scenario with three different types
of flows whose characteristics are summarized in Table 1.3. The network
comprises #74 1 nodes, including the AP, and each node uses the BA access
scheme and carries a single traffic flow. (We refer to streaming type 1
(streaming type 2) flows with S§1 (§2) and we use E1 to refer to elastic
flows.)

Analytical results are compared against simulations performed using
the ns2 package [26]. However, we have also built a detailed simulator
of the TEEE 802.11 MAC protocol using the COST (Component Oriented
Simulation Toolkit) simulation package [27] and verified that it provides
equivalent results with respect to ns2, but allowing a higher flexibility to
monitor the dynamics of the MAC parameters.

1.4.3.1 Homogeneous Traffic Flows

A first validation is done considering that all nodes in the network have
the same traffic profile (S1, §2, or E1). Figure 1.3 shows predicted and
simulated aggregate throughput against the number of flows for the three
traffic classes specified in Table 1.3. The analytical and simulation models
bring very close results, thus showing the accuracy of the model.

As the elastic results are obtained from saturated nodes, equivalent re-
sults are obtained in [5,6]. For the unsaturated traffic flows, Tables 1.4 and
1.5 report the values of other parameters, such as the conditional colli-
sion probability p;, the queue utilization p;, the average queueing delay
ED;, and packet losses P; ;. The model captures the nonlinear dynamics
of these parameters, especially the complex transition from unsaturated to
saturated conditions. Note that under saturation conditions, as one would
expect, parameters such as the conditional collision probability are equal
and independent of the traffic load. Differences between the model and
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Figure 1.3 Homogeneous case: aggregate throughput for S7, S2, and E7 traffic

profiles.

the simulations (the model is pessimistic) are primarily motivated by the
assumption of an exponential packet length distribution in the model that

is constant in simulation.

1.4.3.2 Heterogeneous Traffic Flows

Having evaluated the model in the homogeneous scenario, one can now

define a heterogeneous scenario. We chose a configuration in which two
types of streaming flows (S1 and §2) compete for the channel in the pres-

ence of elastic flows E1.

Table 1.4 S7— Homogeneous Case: Model Validation for Several Performance

Parameters

Model

Simulation

Pi

ED;

Py

Pi

Pi

ED;

P

0.0000
0.0052
0.0185
0.0372
0.0663
0.1227
0.3188

NO OO RN =

—_ =

0.0813
0.0877
0.1044
0.1295
0.1731
0.2760
0.9979

0.0028
0.0030
0.0037
0.0047
0.0066
0.0122
1.2965

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0697

0.0000
0.0009
0.0054
0.0135
0.0305
0.0706
0.3021

0.0817
0.0862
0.0960
0.1122
0.1388
0.2075
0.9400

0.0027
0.0028
0.0032
0.0038
0.0050
0.0086
0.7747

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0587
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Table 1.5 S$2— Homogeneous Case: Model Validation for Several Performance
Parameters

Model Simulation

Nsy  pi Oi ED; Py pi Oi ED; Py

0.0000 0.1697 0.0045 0.0000 0.0000 0.1703 0.0042 0.0000
0.0120 0.2019 0.0056 0.0000 0.0038 0.1886 0.0048 0.0000
0.0560 0.3337 0.0112 0.0000 0.0266 0.2754 0.0079 0.0000
0.2066 0.9981 0.9176 0.0718 0.2042 0.9901 0.7777 0.0680
0.2534 1.0000 1.5862 0.3234 0.2511 0.9998 1.5498 0.3217
0.2897 1.0000 2.0729 0.4718 0.2843 0.9999 2.0441 0.4686
0.3191 1.0000 2.5593 0.5690 0.3097 0.9999 2.5247 0.5652

N O oo BN =

—_ =

Two basic scenarios are considered:

1. Scenario 1: a variable number of S1 flows (7 ;) and a fixed number
of nodes with 52 flows (7, = 2).

2. Scenario 2: a variable number of S1 flows (7 1), a fixed number of
nodes with 52 flows (7, = 2), and a fixed number of nodes with
E1 flows (1,1 = 2).

Figure 1.4 and Figure 1.5 report the throughput for the three types
of traffic flows in both scenarios. It is important to note that the model

x 10°

12
o S1 - Sim (scen 1)

: —— S1 - Model (scen 1)
10 . . . . . . o S2 - Sim (scen 1)
-+ - §2 — Model (scen 1)

Throughput (bps)
o

S1 Flows

Figure 1.4 Heterogeneous case: aggregate throughput for S7 and $2, nodes in
scenario 1.
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Figure 1.5 Heterogeneous case: aggregate throughput for S7, $2, and E7 nodes in
scenario 2.

can capture the point where both S1 and S2 flows fail to achieve their
bandwidth requirements. Table 1.6 compares the queue utilization of a
node with simulation results (scenario 1). Note that the model provides
pessimistic values, but matches the dynamics of the queue utilization.

Table 1.7 shows the conditional collision probability, the expected num-
ber of slots of the backoff instance before a transmission attempt, and the
channel probabilities observed by an 51 flow.

The first column of Table 1.8 includes the queue occupation for S1
nodes in the homogeneous scenario. Note how the introduction of 7, , = 2
S2 flows causes an increment of the queue utilization for S1 flows. There-
fore, a clear interaction from S2 flows exists and is added to the interac-
tion between S1 flows. The total interaction, which is nonlinear with the

Table 1.6  S1, S2 — Queue Utilization, Scenario 1

Model Simulation
Ny pi (S1) pi (82) pi (S1) pi (82)
1 0.1308 0.2190 0.1130 0.2005
2 0.1471 0.2406 0.1210 0.2118
4 0.1983 0.3082 0.1559 0.2563
6 0.3255 0.4732 0.2441 0.3634
8 0.9304 1.0000 0.8743 0.9954
10 0.9999 1.0000 0.9892 0.9996
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Table 1.7 Conditional Collision Probability, Expected Number of Slots of Each
Backoff Instance, and Channel Probabilities (S7), Scenario 2

Model Simulation

nei  pi EB; Pe.i Ps.i Pe.i pi EB; Pe.i Ps.i Pei

1 0.1785 19.91 0.8214 0.1656 0.0129 0.1789 19.84 0.8149 0.1643 0.0130
2 0.2039 20.95 0.7960 0.1858 0.0181 0.2037 20.96 0.7892 0.1839 0.0179
4 0.2525 23.39 0.7474 0.2221 0.0303 0.2477 23.91 0.7439 0.2163 0.0292
6 0.2890 25.75 0.7109 0.2472 0.0418 0.2812 26.55 0.7085 0.2409 0.0398
8 0.3185 28.07 0.6814 0.2659 0.0528 0.3088 28.91 0.6833 0.2570 0.0491
0 0.3431 30.33 0.6568 0.2805 0.0625 0.3305 31.37 0.6609 0.2710 0.0576

number of nodes, makes the queue utilization of §1 nodes saturate more
rapidly. At the same time, for a fixed number of 52 nodes (7, = 2), one
observes how their queue utilization is also correlated with the queue uti-
lization of S1 flows.

For admission control purposes, it is worth noting that in scenario 1,
with 7,1 = 7 flows, if another S1 flow is accepted, the new accepted flow
will perform correctly while the S2 flows will perform poorly. Therefore, if
the §2 service degradation is not acceptable, this new S1 should be rejected.
Notice also that one cannot evaluate independently the two types of flows
because the maximum number of flows for each type must be related to
the presence of the other type of flows.

1.4.4 Model Applications

One of the most interesting features of the model is its flexibility to repro-
duce several situations of interest:

B Complex scenarios. Because each node can be configured indepen-
dently, it is easy to model nodes with different functions in the

Table 1.8 S7, $2 — Mutual Interactions among Flows, Scenario 1

Homogeneous Heterogeneous

Ns 1 pi (S1) pi (S1) pi (1) pi (82) pi (S1) pi (52)

0.0813 0.0000 0.1308 0.2190 0.0258 0.0206
0.0877 0.0052 0.1471 0.2406 0.0364 0.0309
0.1044 0.0185 0.1983 0.3082 0.0667 0.0607
0.1295 0.0372 0.3255 0.4732 0.1270 0.1198
0.1731 0.0663 0.9304 1.0000 0.2817 0.2795
0.2760 0.1227 0.9999 1.0000 0.3191 0.3191

SO N =
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same network (AP, MNs, etc.). This flexibility was difficult to achieve
using saturated models due to their reduced parametrization.

B Multirate capabilities. The extension of the model to multirate net-
works is rather straightforward, as one can assign to each flow/node
a different value of R ,,.

B Admission control and resource scheduling. Because the model
catches the relationships between flows, it can be used to evalu-
ate different resource strategies, such as those based on setting the
CW value, and test the overall effect of this setting on network per-
formance.

1.5 User-Level Performance in Hot-Spot WLANs

The model presented in Section 1.4 is applied to a real scenario: an
infrastructured WLAN network (BSS). First, using the ns2 package [26] as a
simulation tool, one can investigate the performance of a basic WLAN cell
with two types of traffic: (1) TCP-like traffic (i.e., persistent connections
using the RENO version of the TCP protocol), and (2) VoIP CBR sources.
Both simulation and analytical results are derived considering the use of
the RTS/CTS mechanism. Performances are evaluated in terms of MAC layer
throughput, which includes the upper layers overhead. To clarify the no-
tation, we refer to every parameter related to the AP with the subscript d
(downlink), and with the subscript © (uplink), we refer to the parameters of
the MNs. The number of elastic flows in the downlink (uplink) is denoted
by #,4 (1,,,) and the number of VoIP calls by .

Currently, some articles address the issue of analytically modeling the
TCP throughput performance in WLAN networks. Basically, for the down-
link direction, Bruno et al. [12], Miorandi et al. [13], and Lebeugle and
Proutiere [14] present several models to compute WLAN throughput but
with similar theoretical basis. In the uplink direction, a model is presented
by Leith and Clifford [28] with also similar applicability. For what con-
cerns TCP flows simultaneously in both directions, Pilosof et al. [29] ex-
plain the major observed phenomena but, to the best of our knowledge,
the only work that treats it analytically is presented by Bruno et al. [15]
under the assumption that the TCP advertisement window is equal to
one.

1.5.1 A General View of TCP Performance

WLAN cells (or hot-spots) based on the IEEE 802.11 technology are de-
ployed massively in business or public areas. From [30], more than 90 per-
cent of the total traffic is TCP based. Nowadays, most traffic is due to HTTP
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transactions; however, it is worth mentioning that peer-to-peer (P2P)
traffic reaches significant levels, higher than that obtained by e-mail or
File Transfer Protocol (FTP) services. Another interesting observation is the
asymmetry of the traffic flows, where the 85 percent goes from the fixed
network to mobile nodes (downlink) and the remaining 15 percent, which
is a significant value, goes from mobile nodes to the fixed network (uplink).

One of the most important issues for hot-spot operators is to know the
grade of service that a user receives. This grade of service, in the case of
elastic traffic, can be measured in terms of delay to visualize the data ob-
ject requested (a Web page, a photograph, etc.), the time spent to receive
or send an e-mail with an attached file, to transfer some files to another
computer using FTP, a P2P transfer, etc. This delay is directly related to
the bandwidth used by each flow. Therefore, knowledge of system perfor-
mance can be used to provide service guarantees to users with different
traffic profiles. For example, in the presence of users with a minimum
bandwidth requirement and a set of users with a pure best-effort policy,
admission and rate control strategies should be used to meet the require-
ments.

To compute the performance of the wireless cell, TCP protocol behavior
should be considered. However, a detailed model of the TCP is a difficult
and complex task and is outside the scope of this chapter. We therefore
suggest a simple analysis based on the assumption that a node with a TCP
flow can be modeled as a saturated queue. This assumption, as we show,
allows one to obtain accurate results in terms of steady-state performance.

A first simulation result consisting of only downlink SLCZ and uplink S/%
TCP flows is shown in Table 1.9. The maximum TCP window size has
been fixed to W = 1 and W = 42 (as is commonly used in the opera-
tive TCP versions [29]). Two basic system throughput tendencies can be
underlined:

1. The increment in the number of downlink TCP flows does not re-
duce the aggregated throughput due to the fact that TCP reduces the

Table 1.9 Sz'fdp and S;%® — Aggregate Throughput for Persistent TCP
Flows (Mbps), L;c, = 1500 bytes (including the TCP header)

Flows S w=1)  SeWw=1)  SHw=42) S¢W=42)

1 0.896 0.896 1.285 1.286
2 1.189 1.265 1.285 1.372
4 1.282 1.275 1.284 1.455
6 1.267 1.273 1.284 1.454
8 1.277 1.267 1.280 1.453
10 1.265 1.270 1.269 1.455
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channel contention [12] (the average number of backlogged nodes
with feedback traffic is less than the number of TCP flows).

2. As the number of TCP flows in the uplink increases, the aggregate
throughput increases because the TCP window of MNs reaches its
maximum value (for W > 1) despite packet losses and the starvation
of the downlink ACK flow [28,29].

However, previously mentioned works also show that unfairness exists
among TCP flows in both the uplink and downlink directions. For the sake
of simplicity, we assume that all flows share fairly the aggregate throughput;
then each flow receives S;L/n, » bps, with z= {d, u}.

1.5.1.1 Downlink TCP Flows

In the downlink, TCP flows compete, through the AP, with their own feed-
back traffic sent by the MNs.

A single downlink TCP flow, with maximum window size equal to
W=1, has a throughput proportional to L,y/RTT, where RTT is the TCP
round-trip time. Then, the throughput is computed from:

Ligp
1?)356 + Xa(L fCP) + éﬁ + Xu(L ac) + 28

Seh(W=1) =

e,

(1.18)

where X (L) (X,(Lac)) is the service time over the WLAN for a TCP
(ACK) packet and § is the signal propagation delay. Simulation (S, Zf,:l(W: D
= 0.896 Mbps) and analytical results (Séfgzl(w/= 1) = 0.879 Mbps) show,
as one expects, a good match.

With W = 1 and a single TCP flow, there is no competition to access
the channel between the AP and the MNs because the two nodes never
simultaneously have a packet ready to be transmitted at the MAC queue.
From Table 1.9, as the number of simultaneous TCP flows increases, de-
spite keeping W = 1, the AP queue tends to always have a packet ready to
be transmitted, which justifies the assumption to model the access point
as a saturated queue [12-14], which is obviously confirmed for values
of W> 1.

For each received packet, an MN sends the correspondent ACK (we
have not considered the delayed ACK technique as in [13]). Therefore, the
number of ACK packets sent by an MN will be 1/#7, 4 per packet emitted
by the AP.

To analyze this situation, several approximations can be used:

B All sources are saturated (Model A,). In this model, both the AP and
the MNs are considered saturated with data and ACK packets, re-
spectively. This approximation provides pessimistic results because
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Figure 1.6 Discrete Markov chain describing the evolution of the number of back-
logged nodes.

the level of contention suffered by data packets is very high, as the
AP must compete with all MNs.

B A time-scale decomposition (Model By) [12,13]. Introduced in [12]
and used also in [13], this model computes the distribution of back-
logged nodes (”Z »); that is, the probability that nf 4 of the n, ; MNs
are backlogged. The system throughput is computed averaging the
throughput obtained with 72 . 4 Saturated nodes for A 0 =0...74.
We suggest a novel variant of this model, where transitions between
states are done after any successful transmission in the channel
and not only after a successful transmission of the AP as in [12].
Figure 1.6 shows the DTMC (discrete-time Markov chain), which
governs the number of backlogged nodes as a function of the num-
ber of downlink TCP flows C. Note that the DTMC changes its state
after any successful transmission over the channel, independent of
whether it was done by the AP or an MN. The probability to move
from state j — 1 to state j depends on the probability that the AP
transmits, 1/, and the probability that the packet was sent to a non-
backlogged MN, (C— j+1)/ C. The probability to remain in the same
state j is the probability that the AP transmits a packet, 1/(j + 1),
which is sent to a backlogged node with probability j/C. Finally,
the probability to move from state j to state j — 1 is the probability
that a backlogged MN transmits, j/(j + 1). Note that a single ACK
is stored in each MN queue.

B Uncorrelated ACKs (Model C,). Finally, by simply applying the MAC
model described in Section 1.4, a good approximation can also be
obtained. In this case, we configure the arrival rate of the MNs as
Aeu = Meaf Mea, Where A4 is computed as the maximum arrival
rate of the AP under the condition that v; = 1 and assuming that the
TCP packets are distributed uniformly among the destination nodes.
It is worth noting that we can model the delayed ACKs technique
by simply dividing the value of A, , by the delayed ACK factor y,
)\e,u = )"e,d/(y : ne,d)»
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Table 1.10 S.Y — Comparison of TCP Downlink Models (Mbps),

€,

L,.;, = 1500 bytes (including the TCP header)

Simulation Model Aq Model By Model Cy4

Flows W=42 W>>1
1 1.285 1.271 1.357 1.272
2 1.285 1.082 1.302 1.257
4 1.284 0.828 1.260 1.250
6 1.284 0.673 1.243 1.248
8 1.280 0.556 1.234 1.247
10 1.269 0.476 1.228 1.246

In Table 1.10 the downlink throughput obtains by simulation and com-
parison with the outcomes of the three models previously described. Note
how model A, clearly overestimates the negative effects of the feedback
traffic and, thus, the throughput obtained is less than in simulation. Model
B, provides a very good approximation. Finally, model Cy; also shows very
accurate results, despite the assumption of Poisson arrivals for the ACK
packets, which corresponds to assuming that there is no correlation with
the reception of TCP data packets. These results allow us to validate our
MAC model in this new scenario.

1.5.1.2  Uplink TCP Flows

TCP flows in the uplink compete among themselves and with the feedback
traffic from the AP ACKs. Leith and Clifford [28] show the existing unfairness
among competing uplink TCP flows. They also propose an analytical model
for the uplink TCP throughput, addressing an ACK prioritization at the AP
using the EDCF (Enhancement Distributed Coordination Function [4]) to
reduce the inherent asymmetry of the WLAN. The asymmetry is due to the
fact that MNs gain the #, ,0,/(# 04 + pa) transmission opportunities to
transmit TCP data packets and the AP only gains p4/(# uou+ pa) for the
ACK packets. Their model assumes that MNs are saturated and the AP is not.
To compute the transmission probability of the AP, they use the fact that all
TCP data packets are answered by a single ACK packet. Then, by analogy
with the model presented in this chapter, the transmission probability of
the AP is the probability that the AP observes a successful transmission in
the channel; that is, Ty = ps 4, with ps 4 computed as in Equation 1.17. This
first model is called Model A,,.

Table 1.11 compares the results obtained by simulation for W = 42 with
the results obtained by previous Model A, and an additional model that
assumes that the AP is also saturated (Model B,). Both models provide
good accuracy.
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Table 1.11 §;%? — Comparison of TCP Uplink Performance
Models (Mbps), L;., = 1500 bytes (including the TCP header)

Simulation Model A, Model B,

Flows W=42 W>> 1

1 1.286 1.271 1.271

2 1.372 1.293 1.418

4 1.455 1.298 1.500

6 1.454 1.297 1.526

8 1.453 1.295 1.538
10 1.455 1.293 1.544

1.5.1.3 Simultaneous Downlink and Uplink TCP Flows

Finally, when there are multiple TCP flows in both directions, 7, , in the
downlink and #,, in the uplink, the performance of downlink flows is
severely affected, as one can see in Table 1.12. In this configuration, the
AP queue is shared by both ACKs and data packets, while MNs only send
either TCP data packets or ACKs (in the system, there are 7, , nodes sending
TCP data packets and 7, 4 nodes sending ACKs). The results confirm those
in [29] about the different behavior of the TCP window for the uplink and
downlink flows. Pilosof et al. [29] argue that the TCP window for uplink
senders reaches the maximum value, even with high ACK losses at the
AP buffer, while downlink flows struggle with low window values (0-2
packets) caused by frequent timeouts due to data packet drops.

For W = 1 and a low number of upstream and downstream flows,
the RTT is relatively independent of whether the TCP data packet is sent
by an MN or a server in the fixed network, and, thus, the uplink and
downlink performances are the same. Beyond 7, 4 = 1, ,, = 0, differences

Table 1.12 S, %, S;& — Comparison of Simultaneous TCP Downlink/Uplink
Flows (Mbps), L;, = 1500 bytes (including the TCP header)

Model A,

Flows (in each Downlink  Uplink  Downlink ~ Uplink  Downlink  Uplink
direction) W=1 W=42 W>> 1

1 0.582 0.660 0.200 1.084 0.234 0.907

2 0.631 0.625 0.003 1.364 0.149 1.158

4 0.633 0.630 0.000 1.424 0.086 1.340

6 0.629 0.630 0.000 1.425 0.060 1.412

8 0.626 0.634 0.000 1.452 0.046 1.449
10 0.606 0.651 0.000 1.423 0.037 1.471
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between the streams become perceptible, and the tendency of the down-
link throughput S£°5 to decrease becomes clearly visible while the S,%
throughput continues growing. However, when W > 1, the results show
that the uplink TCP flows achieve much higher throughput than the down-
link flows.

Modeling this situation is very complex due to the interaction in the
AP queue of the two types of packets: ACKs and data packets. We sug-
gest a simple approximation (Model A;) that captures the main tendencies
observed in the simulations:

B The downlink queue is always saturated. The average packet length
transmitted by the AP is computed from EL; = ¢uLcp + dul ack,
where ¢, and ¢,, are the probabilities that a packet sent by the AP
is a data or an ACK packet, respectively.

B These probabilities are computed from: ¢4, = 1 — ¢, and ¢, =
Mo, u/ (Mo, + 1o, ). Note that if 7,4, = 0, this model is equivalent
to the model used for the uplink (Model B,); and if 7., = 0, the
model is equivalent to the model used for the downlink (Model C,.

B MNs with uplink data packets are always saturated.

B Nodes with uplink ACKs have Ay = Aea/Mea, Where Ao g = ¢u/
XA(ELp.

At the access point queue, ACKs controlled by the transmission oppor-
tunities of MNs compete with data packets of the downlink flows. As the
number of uplink flows increases, because MNs have more transmission
opportunities than the AP, the number of ACKs in the AP increases. Thus,
the downlink flows suffer from both contending for buffer space in the AP
and for contending on the access to the channel. Downlink TCP flows tend
to starve, as can be noticed from results in Table 1.12.

1.5.2 Voice-over-IP (VoIP)

Voice communication using WLAN technology as the access network could
be a promising alternative to traditional cellular networks (2G, 3G).
Currently, roaming problems between WLAN coverage areas must be solved
to provide continuous service to the user. However, novel proposals to in-
terconnect and manage WLAN cells using common fixed infrastructure op-
erators remain a promising reality [31]. Moreover, three major technological
issues of the IEEE 802.11 MAC protocol itself must be solved or improved
to achieve efficient use of transmission resources:

1. High protocol overheads
2. Unfairness between uplink and downlink streams
3. Fast VoIP degradation in the presence of TCP flows



Call Admission Control in Wireless LANs ® 27

Table 1.13  Typical Values of Most Used Codecs in VolP

Codec G.711 G.723.1 G.726-32 G.729
Bit Rate (kbps) 64 5.3/6.3 32 8
Framing Interval (ms) 20 30 20 2x10
Payload (bytes) 160 20/24 80 10
Packets/s 50 33 50 50

A criterion to determine the maximum number of VoIP calls that can be
transported by a network (also called the VoIP capacity), given the desired
voice quality in terms of bandwidth, delay, losses, can be found in [32]. For
good quality, the average delay must be less than 150 ms, with losses less
than 3 percent. Medium quality is achieved with delays between 150 and
400 ms and packet losses less than 7 percent. Finally, poor voice quality
corresponds to delays greater than 400 ms and losses greater than 7 percent.
Considering that the WLAN is only one hop of the whole path between the
two endpoints, for a conservative good design, the quality target should be
set to at least one third of the maximum recommended values.

Table 1.13 summarizes the basic characteristics of the most frequently
used voice codecs for VoIP. The average throughput is plotted in Figure 1.7
for the G.711 and G.729 voice codecs. The AP is the bottleneck of the
system that limits the VoIP capacity.
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Figure 1.7 VolP: throughput (AP and mobile nodes) for two voice codecs (G.711
and G.729).
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Table 1.14 VolP Efficiency over WLAN

Codec G711 G.723.1 G.726-32 G.729

Max. number of calls: C,jp 4 9/9 5 6
(no contention)

Efficiency (no contention: 12.8% 2.37%/2.85% 8% 2.4%
1, 1= Cuoip * Buoice/ RDATA)

Max. number of calls (contention) 4 7/7 4 5

1.5.2.1 Protocol Overheads

Taking into account the parameters defined by the IEEE 802.11b standard
[1], as summarized in Table 1.1, one can compute the maximum number of
voice calls without contention; that is, the channel is ideally shared among
voice calls, and with contention; see results in Table 1.14. From the results,
one can conclude that the contention to access the channel reduces the
maximum number of calls, but it is not the primary limiting factor. It is clear
that the main problem is the large overhead introduced by the higher-layer
protocols. A technique to solve this situation is header compression, such
as ROHC (RObust Header Compression, RFC 3243).

1.5.2.2 Unfairness

Because the AP carries the same data as the whole set of MNs, it must
attempt to transmit ztimes more than each MN. Therefore, it is desirable that
the transmission attempts of the AP are ntimes greater than the transmission
attempts of a single MN (or equivalently, t;, = nr,) to achieve fair access to
the channel (each node access to the channel is proportional to the traffic
volume it must send).

As a measure of the system fairness, we compare:

Wy = —Td Wy = Ml (1.19)
Ty + Ta Ty + Ta
Considering the G.729 voice codec, the first two columns of Table 1.15
show w,; and w, versus the number of mobile nodes. As the number of
voice calls (or mobile nodes) increases, the AP unfairness grows, resulting
in a fast saturation of the AP queue that limits the system capacity. To solve
this problem, a simple solution consists of updating the CW,,;, value of
MNs each time a new call arrives at the system. By computing the value of
CcwWy ., for each MN, assuming m = 0, one obtains
cwr. = WPulEBatD

min — Py (1.20)
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Table 1.15 Bandwidth Share between Uplink and Downlink VoIP Flows

Voice Calls AP (wg)  Mobile Nodes (w,,) AP (wg)  Mobile Nodes (w,)

(G.729) CWhin W,

1 0.500 0.500 0.500 0.500
2 0.482 0.517 0.501 0.498
3 0.466 0.533 0.504 0.495
4 0.450 0.549 0.506 0.493
5 0.428 0.571 0.510 0.489
6 0.352 0.647 0.514 0.485
7 0.217 0.782 0.515 0.484
8 0.210 0.789 0.516 0.483

The fairness obtained by applying this solution is shown in the two
rightmost columns of Table 1.15. Note that the AP gets equal or more
transmission opportunities than the uplink MNs.

This solution can also be combined with the one presented in [17],
where the 7XOP mechanism of EDCF [4] is used to provide fairness.
However, in both cases, a limited gain is obtained in terms of capacity
increment. Finally, another solution, similar to the use of TXOP, is presented
in [18]. In this case, several voice packets are encapsulated in only one
multicast packet, which is sent to all MNs, where each one gets its own
data.

1.5.2.3 Interaction with TCP Flows

Because the AP queue is shared by all downlink streams, the VoIP packets
must compete for the buffer space with all the other flows, which can be
streaming User Datagram Protocol (UDP) or elastic (TCP) flows (both data
and ACKs destined to an MN). In the previous section, we concluded that
TCP traffic tends to saturate the MAC queue and cause high losses if it is
shared with VoIP packets. However, uplink flows reduce the transmission
opportunities gained by the AP, especially if they are uplink TCP flows that
also tend to saturate the MNs queue.

Table 1.16 clearly shows the negative influence of TCP traffic. Note the
fast degradation of the VoIP throughput with TCP downlink flows and the
inoperability of any VoIP call with just a single TCP uplink flow. It is also
interesting to observe that, when the AP queue is saturated with VoIP traffic,
the interaction with TCP traffic is reduced due to the starvation of TCP flows.

Therefore, the presence of TCP traffic in both the downlink (buffer
losses) and the uplink (AP starvation) leads to low performance of VoIP
calls. These problems must be solved in order to deploy a successful VoIP
service over 2 WLAN.

In the downlink, a simple classification/prioritization scheme can be
used (e.g., the dual queue proposed in [33]) where the TCP and UDP
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Table 1.16 Downlink Throughput for VoIP Calls in Presence of TCP Flows (Mbps)

VolP calls TCP Downlink TCP Uplink
(G.729)  No TCP Flows 1 5 10 1 5 10

1 0.024 0.023 0.023 0.022 0.018 0.008 0.006
2 0.048 0.047 0.045 0.043 0.026 0.014 0.014
3 0.072 0.071  0.066 0.062 0.029 0.023 0.021
4 0.096 0.094 0.088 0.081 0.030 0.029 0.031
5 0.120 0.114 0.106 0.102 0.029 0.030 0.028
6 0.127 0.126  0.126  0.118 0.127 0.027 0.016

packets occupy separated buffers. However, the main problem is with TCP
uplink flows because each node acts independently of the others. The only
possible solution is to set different MAC parameters (such as CW,;,, R, m,
T X O P) for each mobile node to reduce the interaction of these TCP flows
on VoIP calls.

1.6 Call Admission Control

With the goal to solve the performance problems previously exposed about
the interaction between TCP and UDP traffic, we propose an admission
control scheme that is capable of differentiating between streaming and
elastic traffic and, at the same time, between uplink and downlink flows,
providing an acceptable grade of service for streaming flows (VoIP).

1.6.1 CAC Architecture

The CAC entity is located at the AP. When an application wants to use the
cell resources, it sends a request packet (e.g., it could be similar to the Add
Traffic Specification, ADDTS, packet [4]D to the AP with the traffic profile
required by the flow. Using the information provided by the application,
the CAC decides if the new state of the network is feasible. If so, it sends
a positive response to the request. Otherwise, it sends a negative response
and the new flow is rejected, preserving the grade of service of the active
flows already in the system.

To differentiate between TCP and UDP downstream flows, the AP uses
a dual queue [33], wherein UDP packets are isolated from TCP packets and
with a service prioritization for the UDP queue. Moreover, the upstream
flows are differentiated by setting different MAC layer parameters (CW,,;,,)
for each flow.

1.6.1.1 A Dual Queue Scheme at the Access Point

Similar to the case in [33], we propose a dual queue strategy to differentiate
between downstream TCP and UDP packets. We refer with p 4 to the UDP
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queue utilization and with p, 4 to the TCP queue utilization, respectively.
TCP packets are served only when the UDP queue is empty; then the proba-
bility of transmitting a downstream TCP packet is 1— p; 4. Note that, because
the upstream feedback traffic is proportional to the downstream TCP traffic,
one can assume minimal impact of uplink TCP ACKs over UDP packets.

Without considering the presence of TCP uplink flows at the moment,
the downlink TCP throughput can be measured as a function of the UDP
queue utilization as ES, 4 = (1—ps ) 5;_“5, using the model presented in the
previous section (Model C). Clearly, the elastic flows can suffer starvation
when p; 4 & 1. However, this can be solved by setting a maximum p;bd value
(e.g., p;‘,hd = 0.8) which ensures that at least 1 — pﬁf?d of the transmissions
are for TCP downstream flows.

1.6.1.2  Uplink Differentiation via Difterent Values of CW

To differentiate VoIP flows with respect to TCP uplink flows (which cause a
major performance degradation), we propose to use different CW,,;, values
that prioritize streaming flows over elastic flows. Let Wy be the set of
all possible CW,,;, values that can be used by uplink elastic flows, with
Weow = {32, 64, 128, 256, 1024}. When the CAC receives a new request of
a TCP uplink flow, it computes the suitable CW,,;, value for the new and
all the already active uplink elastic flows, and broadcasts the new CW,,;,
values. If there are no VoIP flows in the system, we assume that all nodes
and the AP use the standard value of CW,,;,.

1.6.2 Proposed Algorithm

We propose an algorithm based on the estimates provided by the model
presented in the previous section to predict the network behavior when
a new flow request is received. Notice that the estimates can be either
provided by another model or based on measurements. However, we be-
lieve that the proposed model is a good trade-off between simplicity and
accuracy. Each request is configured to provide at least the following infor-
mation: (1) flow type (F), which can be elastic or streaming; (2) requested
bandwidth (B); and (3) average frame length (L). Using these pieces of
information, the suggested algorithm operates as follows:

1. A new request is received by the admission control with parameters
(F, B, L).
2. Using the current system information plus the new flow request,
the new system state is estimated:
a. If the new request is for a downlink elastic flow, it is accepted if
the number of downlink elastic flows is less than the threshold
N(ff’d. The elastic downlink throughput is auto-regulated by the
dual-queue mechanism and TCP dynamics.
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b. If the new request is for an uplink elastic flow, it is accepted
if the number of uplink elastic flows is less than the threshold
Ne’f’u and if the new state is feasible. If it is not feasible, it tests
from the set of CW,,;,, values; if using another CW,,;,, value for
the elastic flows, the new state is possible.

c. If the new request is for a downlink streaming flow, the CAC
evaluates the queue utilization of the downlink UDP queue. If
Pra < ,oS’f’d, the new flow is accepted. The p{, parameter is
estimated considering also the presence of the new flow. After
accepting the new flow, the current ps 4 is also updated with
the information of the new flow.

d. If the new request is for an uplink streaming flow, the CAC
evaluates the system state. If the new state is feasible, it accepts
the flow; if not, it tests if another combination of CW,,;, for
elastic flows can make the new state feasible.

e. If the new request is for a bidirectional streaming flow, the
system evaluates if both the uplink and downlink flows can be
accepted using the previous explanations.

3. If no state is feasible, reject the new flow.

1.6.3 Performance Evaluation
1.6.3.1 Model of a Cell

Four types of flows are considered: downlink/uplink streaming flows and
downlink/uplink elastic flows. Under the assumption of exponential distri-
butions of flow arrivals and departures, the system can be described by a
continuous-time Markov chain (CTMCQ). If one also assumes that all VoIP
calls comprise one uplink and one downlink flow and uses the same codec,
then the state of the CTMC is given by the vector (7, 4, 72, ,, 175), Where 7, 4,
1,4, and 7, denote the number of elastic flows (downlink and uplink) and
VoIP calls that are active in the cell. To solve this CTMC, we suggest break-
ing the three-dimensional CTMC in two bidimensional CTMCs. First, CTMC
(CTMCy) comprises the situation where the VoIP calls compete with up-
link TCP flows and, second, CTMC (CTMCp) comprises the situation where
downlink TCP flows compete with uplink TCP flows. The partial results of
both CTMC can be averaged using the approximation that with probabil-
ity ps.a the system works in the situation described by CTMC, and with
probability 1 — p; 4 the system behavior can be modeled by CTMCj.
While the number of elastic flows can grow to infinity, the maximum
number of streaming flows is limited by the bandwidth requirements of
the voice calls to N,flgip. To solve these infinite bidimensional CTMC, we
need to truncate the state space. Without loss of generality, we introduce
a realistic minimum bandwidth B, ,;, required for an elastic flow, which
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gives a maximum number of N/,

The CTMC state space is described by:

(N!") uplink (downlink) elastic flows.

a

CIMC4: S4 = {(ne, w 1) Szc‘n(”e, w 1)/ Mo . = Be min,

L eu
S:%p(ne,m ng) > 0.97 - mBs}
CTMCB : Sp= {(ne, us ne,d)| Séfff(ne, Us ne,d)/ Ne,y = Be, min

1C
5975(7@9, > ne,d)/ Ne,d > Be, mm}

(1.2D)

For both voice and elastic flows, the user population is considered
infinite with steady-state arrival rates A., and A4 for elastic flows and
s for VOIP calls. The elastic flow duration is a function of the bandwidth
observed by the elastic flows and the flow length (amount of data to trans-
mit) FL,, with the departure rate equal to e, = S;‘fc’(..)/(nevxFLe), and u,
for streaming flows, which have a fixed average duration.

1.6.3.2 Parameters

The goal of this subsection is to evaluate the effect of elastic uplink flows
on the capacity of VoIP calls. The parameters considered to test our CAC
algorithm are the following:

1. Voice calls:

a. Voice codec: G.729 with L = 20 bytes and rate equal to 8 kbps.

b. We assume that the voice call requests follow a Poisson process
with rate ;s = 0.0083 calls/s (one call every two minutes), and
that the duration of a call is exponentially distributed with mean
1/us = 240 s (four minutes).

2. Elastic flows:

a. The arrival process of elastic flows is also assumed to be Poisson
with rates A, 4 = 1 and A, , flows/s. Because we wish to evaluate
the impact of uplink elastic flows over VoIP calls, the parameter
Ay Will vary.

b. Two elastic flow lengths are considered: FL, = 1 Mbits and
FI, = 2 Mbits, with exponential distribution (equal values for
the downlink and the uplink).

c. For the sake of simplicity, B, y;, is computed to allow a max-
imum number Ne’ﬁ4= Ng’dz 10 of active elastic flows in the
system.

1.6.3.3 Considered metrics

To evaluate the proposed mechanism, we compute the following perfor-
mance metrics:

1. Voice calls:
a. Blocking probability: B P
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2. Elastic flows:
a. Uplink (downlink) blocking probability: BP, , (BP, )
b. Uplink (downlink) elastic throughput: ES, ,, (ES, »)

The analysis of the previous metrics is straightforward from the CTMC,
which defines the system state. The averaged downlink throughput is mea-
sured as:

ESeq= 1 - ps,d)E[Sé’Cg(ne,ua ”e,d)] (1.22)

where E [Séfg(ne,u, 1, )] is the averaged downlink throughput computed
from CTMCp. The averaged uplink elastic throughput can be approxi-
mated by:

ESe = psall [Séf}u)(”e s ns)] +A - psDE [52,?:(7% u> Ve, d)} (1.23)

where E[S;%(n,,,,, n)] and E[S, (1,4, 1, »)) are computed, respectively,
from CIMC, and CIMCg. The values Séfg(ne,z,t, e, ), Seh(1e ., 1), and
Séf{j(ne, uw Mo, ) are computed using the models of the previous section. A
similar approximation is applied to compute the blocking probability, as-
suming that all downlink TCP flows are blocked if some VoIP conversations

are active.

1.6.4 Numerical Results

Here we present some numerical results to investigate the performance
of the proposed CAC scheme. Results are shown as the comparison of the
performance achieved by the WLAN using a nonadaptive CAC called simple
CAC, according to which all flows always use a fixed value of CW,,;, equal
to 32 and using the proposed CAC scheme, called adaptive CAC.

Figure 1.8 shows the voice call blocking probability BP; for two differ-
ent elastic flow lengths, with the simple CAC and the adaptive CAC. For
both CAC schemes, as we expect, the blocking probability increases as the
traffic intensity of uplink elastic flows grows. However, under the adaptive
CAC, the blocking probability exhibits substantially lower values, due to
growth in the number of feasible states deriving from the reduction of the
transmission rate of elastic flows (due to the increment of the value of their
CWnin parameter), which decreases the possibility that the arrival of a new
voice call is blocked. Observe that for values of A, , greater than A, , = 1.5
(FL, = 2 Mbits) (A, = 3.25 (FL, = 1 Mbits)), and using the simple CAC
scheme, all voice calls are blocked; while using the adaptive CAC scheme,
this probability remains rather constant at about 0.2.

Previous results show the goodness of the adaptive CAC to reduce the
blocking probability of voice calls. However, it has negative effects on
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Figure 1.8 BP;: blocking probability for VolP calls.

the elastic flows, increasing the blocking probability of them and reduc-
ing their throughput. Figure 1.9 reports the blocking probability for uplink
elastic flows. Two regions can be observed: (1) the blocking probability of
elastic flows is mainly caused by voice calls (A,, < 0.5, FL, = 2 Mbits)
or (Ayy < 1.5, FL, = 1 Mbit), and (2) the blocking probability of elastic
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Figure 1.9 BP,,: blocking probability for uplink elastic flows.
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flows is caused by their own traffic. In the first region, for low traffic in-
tensity of elastic flows, the blocking probability using the adaptive CAC
decreases as the number of uplink elastic flows that can coexist with the
VoIP calls grows. However, in the second region, as the average number
of active elastic flows is higher, the blocking probability of voice calls is
near 1 (see Figure 1.8); thus, the presence of active voice calls is negligi-
ble, and the blocking probability of elastic flows is due mainly to its own
traffic. Using the adaptive CAC, which preempts the elastic flows (reducing
their transmission rate), the blocking probability of elastic flows increases
as the output rates for uplink elastic flows decrease, which results in values
higher than the simple CAC. As a conclusion, the adaptive CAC is signif-
icantly better for both VoIP calls and elastic flows than the simple CAC
when the uplink elastic flow intensity is not enough to saturate the system.
Otherwise, for high elastic flow intensity, the scheme maintains low the
blocking probability of VoIP calls while the performance of elastic flows is
not severely reduced.

The higher number of accepted VoIP calls using the adaptive CAC
results in an increment of the VoIP throughput and then a higher utiliza-
tion (ps o) of the downlink streaming queue at the AP, thereby decreas-
ing the transmission opportunities of the TCP downlink traffic. This situa-
tion entails an increase in the blocking probability of downlink TCP flows
(Figure 1.10).

Finally, observe the uplink/downlink elastic throughput using the simple
and the adaptive CAC schemes (Figure 1.11 and Figure 1.12), which show
coherent results with previous explanations.
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Figure 1.10 BP. 4: blocking probability for downlink elastic flows.
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From the presented numerical results, we can conclude that if a CAC
is implemented for WLANs to provide QoS to multimedia traffic flows, it
must modify the MAC parameters of MNs to optimize the overall WLAN
performance.

1.7 Conclusions

In this chapter we discussed some issues related to the provision of in-
tegrated services through WiFi access networks. The popularity of WiFi
access and the common use of a variety of different services is making this
topic more and more crucial for operators in the field.

In particular, the performance of the IEEE 802.11 MAC protocol (DCF)
was investigated by means of a novel user-centric model that was vali-
dated against simulation results. The model was used to analyze the case
of heterogeneous traffic scenarios, in which elastic and streaming traffic,
representing, respectively, TCP-based applications and VoIP service, share
the common radio resources. The interaction between these two classes of
traffic was highlighted.

The analysis suggested that, in order to provide good QoS to traffic
flows whose requirements are so different from each other, CAC is needed.
A novel scheme was then proposed based on both the use of the network
state and a smart setting of the MAC layer parameters.
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2.1 Overview

Sensor networks are finding widespread use in diverse application areas
such as environmental monitoring, health care, logistics, surveillance, and
others. In most cases, the sensor network must satisfy the two simultaneous,
yet often conflicting goals of maintaining a desired packet arrival rate at the
network sink and maximizing the network lifetime. The problem is further
compounded by the fact that most of those networks operate on battery
power with as little human intervention as possible. This chapter considers
a Bluetooth scatternet operating as the sensor network with a medium data
rate sensing application. In this setup, we present an approach to activity
management in Bluetooth sensor networks that utilizes cross-layer adaptive
sleep management on a per-piconet basis. The effects of finite buffers in
individual nodes are also considered. The proposed approach is shown to
be computationally simple yet effective.

2.2 Introduction

A wireless sensor network consists of a number of wireless sensor nodes,
spread across a given area, that are used for event detection and report-
ing [1]. In the sensor network, a node (sink) issues queries that request
data from the sensing node; a group of such nodes that can provide the
requested data (known as the source) sends it to the sink [3]. Because sen-
sor networks are primarily used for event detection tasks, the rate at which
data is propagated from source node(s) to the sink must be high enough to
obtain the desired reliability R, which is commonly defined as the number
of data packets required per second for reliable event detection at the sink
[2]. At the same time, sensor networks frequently operate on battery power,
which means that energy efficiency must be maintained.

Reliable event detection using minimal energy resources requires simul-
taneous achievement of several subgoals. The packet loss along the path
from the source to the sink must be minimized. At the physical (PHY) layer,
packets can be lost due to noise and interference, while at the medium
access control (MAC) layer, losses may be incurred by collisions. Because
sensors are continuously monitoring the environment and sending data,
retransmission of lost packets is not necessary; it would use up the band-
width to send stale data, and thus impair the performance of the sensor
network in qualitative terms.

Packet delays must be minimized as well, including queueing delays
experienced in various devices along the data path and also delays due to
congestion in the network. (Queueing delays are incurred at the MAC layer,
while congestion detection and control are performed at the transport layer.)
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Finally, packet propagation should take place along the shortest paths,
while avoiding congested nodes and paths; this is the responsibility of the
network layer.

The sensor nodes are generally battery operated and have limited com-
putational capabilities, which in turn means that the protocol stack must
be as simple as possible. As a result, the simultaneous goals of minimizing
packet losses and maximizing the efficiency (and, by extension, maximizing
the lifetime of the network as well) necessitate that some of the aforemen-
tioned functions of the different layers are performed together. That is,
cross-layer optimization of network protocol operation is needed; the fea-
sibility of this optimization is determined by the communication technology
used to implement the network.

This chapter describes a Bluetooth sensor network operating under the
scheme that integrates congestion control with reliability and energy man-
agement. We investigate the performance of the proposed solution and the
ways in which its operation can be optimized. We start by discussing the
suitability of Bluetooth technology for use in sensor networks, and present
the most important among the existing solutions for congestion control
and energy management problems in sensor networks. Then we develop
two algorithms that schedule the sleep of individual slaves: the first one
maintains fixed event reliability at the sink and the second one keeps the
satisfactory event reliability by avoiding congestion. The performance of
the proposed algorithms is analyzed in detail. A note on our simulation
setup and a brief summary conclude the chapter.

2.3 Bluetooth and Sensor Networks

Bluetooth was originally intended as a simple communication technology
for cable replacement [6]. However, its use has been steadily growing in
a diverse set of applications [2]. Bluetooth operates in the Industrial, Sci-
entific and Medical band at 2.4 GHz using the Frequency Hopping Spread
Spectrum (FHSS) technique, which makes it highly resilient to the noise
and interference from other networks operating in the same band, such as
IEEE 802.11b and IEEE 802.15.4 [8]. The raw data rate of 1 Mbps (or 3 Mbps,
if the recent version 2.0 of the standard is used) and the default transmis-
sion range of 10 to 100 meters [6] make Bluetooth networks suitable for
medium-rate wireless personal area networks (WPANs). These same quali-
ties mean that Bluetooth is suitable for the construction of low-cost sensor
networks, offering coverage of sensing areas with diameters of several tens
to several hundred meters [2].
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2.3.1 Piconet Operation

Bluetooth devices are organized into piconets, small networks with up to 8
active nodes and up to 255 inactive ones [6]. Bluetooth uses a TDMA/TDD
polling protocol where all communications are performed under the control
of the piconet master. Bluetooth uses a set of RF frequencies (79 or 23, in
some countries) in the ISM band at about 2.4 GHz. The FHSS technique is
utilized to combat interference. Each piconet hops through the available RF
frequencies in a pseudo-random manner. The hopping sequence, which
is determined from the Bluetooth device address of the piconet master,
is known as the channel [0]. Each channel is divided into time slots of
T = 625 ps, which are synchronized to the clock of the piconet master. In
each time slot, a different frequency is used.

All communications in the piconet take place under the control of the
piconet master. All slaves listen to downlink transmissions from the master.
The slave can reply with an uplink transmission if and only if addressed
explicitly by the master, and only immediately after being addressed by the
master. Data is transmitted in packets, which take one, three, or five slots;
link management packets also take one slot each. The RF frequency does
not change during the transmission of the packet. However, once the packet
is sent, the transmission in the next time slot uses the next frequency from
the original hopping sequence (i.e., the two or four frequencies from the
original sequence are simply skipped). By default, all master transmissions
start in even-numbered slots, while all slave transmissions start in odd-
numbered slots. A downlink packet and the subsequent uplink packet are
commonly referred to as a frame. Therefore, the master and the addressed
slave use the same communication channel, albeit not at the same time.
This communication mechanism, known as Time Division Duplex (TDD),
is schematically shown in Figure 2.1. This approach is collision-free and,

Downlink: Uplink:
Master to a slave Addressed slave to the master
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Figure 2.1 TDD master-slave communication in Bluetooth. Gray triangles denote
data packets; white triangles denote empty (POLL and NULL) packets.
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Figure 2.2 The Bluetooth piconet and its queueing model.

consequently, more energy efficient than the collision-based MACs used in
IEEE 802.11 and IEEE 802.15.4 [11].

Because of the TDD communication mechanism, all communications
in the piconet must be routed through the master. Each slave will main-
tain (operate) a queue where the packets to be sent out are stored. The
master, on the other hand, operates several such queues, one for each
active slave in the piconet. The piconet and the corresponding queueing
model is shown in Figure 2.2. We note that these queues may not physically
exist, for example, all downlink packets might be stored in a single queue;
however, the queueing model provides a convenient modeling framework
that facilitates the performance analysis of Bluetooth networks.

2.3.2 Intra-Piconet Polling

The master polls the slave by sending the data packet from the head of the
corresponding downlink queue. The slave responds by sending the data
packet from the head of its uplink queue. When there is no data packet to
be sent, single-slot packets with zero payload are sent — POLL packets in
the downlink and NULL packets in the uplink direction [6]. As the process of
polling the slaves is actually embedded in the data transmission mechanism,
we use the term “polling” for every downlink transmission from the master
to a slave.

Because packets must wait at the slave or at the master before they can
be delivered to their destinations, the delays they experience are mainly
queueing delays. Therefore, the intra-piconet polling scheme is obviously
the main determinant of performance of Bluetooth piconets, and one of
the main determinants of performance of Bluetooth scatternets. As usual,
the main performance indicator is the end-to-end packet delay, with lower
delays being considered as better performance. There are, however, at least
two other requirements to satisfy. First, the piconet master should try to
maintain fairness among the slaves, so that all slaves in the piconet receive
equal attention in some shorter or longer time frame. (Of course, their traffic
load should be taken into account.) Second, Bluetooth devices are, by
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default, low-power devices, and the polling scheme should be sufficiently
simple in terms of computational and memory requirements.

The polling schemes can roughly be classified according to the following
criteria:

B The number of frames exchanged during a single visit to the slave
can differ; it can be set beforehand to a fixed value, or it can be
dynamically adjusted on the basis of current and historical traffic
information.

m Different slaves can receive different portions of the bandwidth;
again, the allocation can be done beforehand, or it can be dynam-
ically adapted to varying traffic conditions. The latter approach is
probably preferable in Bluetooth piconets, which are ad hoc net-
works formed by mobile users, and the traffic can exhibit consid-
erable variability. In fact, due to users’ mobility, even the topology
of the piconet can change on short notice. However, the fairness
of polling might be more difficult to maintain under dynamic band-
width allocation.

B Finally, the sequence in which slaves are visited can be set before-
hand, or it can change from one piconet cycle to another, depending
on the traffic information. In either case, slaves that had no traffic
in the previous cycle(s) can be skipped for one or more cycles, but
the polling scheme must ensure that the fairness is maintained.

The current Bluetooth specification does not specifically require or pre-
scribe any specific polling scheme [6]. This may not seem to be too big a
problem, because optimal polling schemes for a number of similar single-
server, multiple-input queueing systems are well known [17,18]. However,
the communication mechanisms used in Bluetooth are rather specific and
the existing results cannot be applied. It should come as no surprise, then,
that a number of polling schemes have been proposed and analyzed [7,13].
Many of the proposed schemes are simply variations of the well-known lim-
ited and exhaustive service scheduling [24], but several improved adaptive
schemes have been described as well [13,15].

In our work, we have chosen the so-called E-limited service polling
scheme in which the master stays with a slave for a fixed number M
of frames (M > 1), or until there are no more packets to exchange,
whichever comes first. Packets that arrive during the visit are allowed to
enter the uplink queue at the slave and can be serviced — provided the
limit of M frames is not exceeded [24]. This scheme has been found to
offer better performance than either limited or exhaustive service, and the
value of M can be chosen to achieve minimum delays for given traffic
burstiness [20].
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Figure 2.3 Connection states and modes.

2.3.3 Power-Saving Operation Modes

An active slave is assigned a three-bit active mode address AM_ADDR that is
unique within the piconet [6]. However, the slave need not listen to master
transmissions all the time; it may choose to switch to one of the so-called
modes in which it can detach itself from the piconet for prolonged periods
without having to surrender its piconet address; these modes are known
as HOLD and SNIFF. The slave can also switch to a parked state, in which
it releases its active mode address; this switch can be initiated by either
the master or the slave itself. Broadcast as well as unicast messages can
target active or parked slaves only, as appropriate. The connection states
and modes are schematically shown in Figure 2.3.

An active slave can temporarily detach itself from the piconet by entering
the so-called HOLD mode, the operation of which is shown in Figure 2.4.
In this mode, the master will not poll the slave for a specified time interval,
referred to as the holdTO, or hold timeout. The inactivity period due to the
HOLD mode affects only ACL links established between the master and the
slave; SCO and eSCO links, if any, remain operational even when the slave
is in the HOLD mode. During the HOLD mode, the slave can engage in
other activities such as scanning, paging, or joining another piconet. The
slave can also enter a low-power mode to conserve energy.

The actual duration of the HOLD mode is negotiated between the master
and the slave; the negotiation process can be initiated by either the master
or the slave itself. The initiating party proposes the switch to the HOLD
mode as well as the hold timeout; the responding party can accept it, or
respond with a counterproposal of its own.

Another mode that can be entered from the active connection state is the
SNIFF mode, the operation of which is shown in Figure 2.5. In this mode,
the slave is absent from the piconet for a specified time, during which the
master will not poll it. The slave periodically joins the piconet to listen
to master transmissions. If no transmission is initiated, or even detected,



48 W Resource, Mobility, and Security Management

Negotiation of Hold interval Ty g1q .
hold ¢ » Time —
Piconet
master Talks to H and * Talks to other slaves, Talks to H and other
other slaves but not H slaves
Slave H———— C - -
Presentinthe Y _____ _______________"“ 4+ Again present in the
piconet Free to do something else piconet

Figure 2.4 The operation of the HOLD mode.

during the predefined window, the slave again detaches itself from the
piconet for another interval of absence. During this time interval, the slave
can engage in other activities, similar to the HOLD mode described above.
Again, the inactivity due to SNIFF mode affects only the ACL link or links
that may be set between the master and the slave in question, but not the
SCO or eSCO ones, if any.

As is the case with the HOLD mode, the SNIFF mode and its parameters
are negotiated between the master and the slave. The negotiation process
can be initiated by either party; the initiating Link Manager (LM) proposes
the SNIFF mode and its parameters to the corresponding LM of the other
participant. Once the switch and the parameters are accepted, the slave can
start alternating between active and SNIFF mode. Unlike the HOLD mode,
which is a one-off event, the SNIFF mode lasts until one of the participants
explicitly requests its termination.

A connection can break down for different reasons, including power
failure, user movement, or severe interference. To detect the loss of con-
nection, the traffic on each link must be monitored on both the master
and the slave side. This is accomplished through the so-called supervision

Sniff interval T ;¢

< » Time —p
Piconet
master Talks to S and Talks to other slaves, Talks to S and
other slaves but not S other slaves
Sniff window
N... SNIFF anchor point
sniff attempt
-~ -~ .

Slave S —-7 Presentinthe T-==-=-=-=---~--—————_7 Presentin the ¥ .

piconet Free to do something else piconet

Figure 2.5 The operation of the SNIFF mode.
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timer, T, pervision, Which is reset to zero every time a valid packet is received
on the associated physical link. If the timer reaches the supervisionTO
timeout, the value of which is negotiated by the LM, the link is consid-
ered lost, and the associated active piconet member address can be reas-
signed to another device. The value of the supervision timeout should be
longer than negotiated HOLD and SNIFF periods. The same link supervi-
sion timer is used for all logical transports carried over the same physical
link.

2.3.4 Bluetooth Scatternets

A group of independent piconets interconnected through shared devices,
or bridges, forms a scatternet; this work focuses on slave-slave bridges
that act as slaves in each of the piconets they visit. As most Bluetooth
devices — bridges included — have only one radio interface, the bridge
must visit adjacent piconets in different time periods. Consequently, both
the intra-piconet polling scheme and the inter-piconet (bridge) scheduling
scheme are important factors that determine the performance of a Bluetooth
scatternet [21].

Most of the schemes are based on the concept of rendezvous points:
time instants at which the bridge should be present in the piconet to ex-
change data with its master [14]. These time instants can be fixed before
the actual data transfer, maybe even for the entire lifetime of the scatternet,
or they can be negotiated as necessary between the piconet master(s) and
the bridge(s). The rationale for the existence of a predefined rendezvous
point is to have both participants join the exchange simultaneously. If this
is not the case, the participant that switches earlier would have to wait idle
and thus waste time and, ultimately, bandwidth.

The schedule of rendezvous points can be fixed beforehand or adaptive.
The former case may be suitable for sensor networks that have compara-
tively well-known traffic requirements; it certainly is unsuitable for sensor
networks that feature activity management in which sensors are going to
sleep for prolonged periods of time. This case seems easier to handle using
the latter approach with adaptive scheduling of rendezvous points. But in
either case, the main problem with rendezvous-based bridge scheduling
remains: the overhead incurred by the construction and maintenance of
the schedule of rendezvous points.

This overhead can be avoided if the bridge (or bridges) could operate
without such a schedule. It turns out that such an approach, which will
be referred to as walk-in bridge scheduling, is indeed feasible [22]. Un-
der walk-in scheduling, the bridges can switch between piconets at will,
without any prior arrangement. The piconet masters will poll their slaves as
determined by the chosen intra-piconet polling scheme, which includes the
bridge as well as other slaves. The master will, therefore, poll the bridge in
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each piconet cycle, and the exchange will start only if the bridge is found
to be present.

The main advantage of the walk-in scheme lies in the absence of ren-
dezvous points, which means that any given piconet can accommodate sev-
eral bridge devices simultaneously, and any given bridge can visit several
piconets in sequence. Walk-in bridge scheduling can thus be applied with
ease in scatternets of arbitrary size, and there is no performance penalty due
to the construction and subsequent maintenance of the schedule of ren-
dezvous points. Neither of these features can be achieved with rendezvous-
based scheduling.

2.4 Related Work

A number of schemes have been proposed for event detection and data
transmission in wireless sensor networks, most notably the following.

Directed Diffusion (DD) has been proposed for event detection and
reliable data transfer in wireless sensor networks [12]. In this scheme, a node
requests data by sending an interest query for named data; once a match
for the required data is found, the results are transferred to the querying
node. In this process, intermediate nodes can aggregate the obtained data,
store them in their cache, and redirect them to their neighboring nodes.
However, to store the interest queries and the resulting datasets, the DD
scheme assumes that all nodes are roughly equivalent in terms of compu-
tational and memory capabilities. This might cause significant overhead for
sensor networks, which generally have serious power and processing lim-
itations [9]. Furthermore, the guaranteed end-to-end data delivery (which
DD supports) is not required for event detection, due to the fact that cor-
related data flows from several source nodes are loss tolerant as long as
event features are reliably detected [2,4].

Pump Slowly Fetch Quickly (PSFQ) scheme is based on propagation
of data from the source node by injecting data at relatively low speed
and allowing nodes that experience data loss to fetch any missing data
packets from immediate neighbors by requesting retransmission [20]. The
main source of packet loss in this scheme is the poor quality of wireless
links and the resulting transmission errors, while traffic congestion and
resulting packet blocking due to buffer overflows at various stages in the
network are not considered [2]. This is not a realistic assumption for sensor
networks, especially in view of the fact that some packet loss may be
acceptable due to correlation of sensed data.

Event-to-Sink Reliable Transport (ESRT) has been designed for reli-
able event detection [2]. ESRT utilizes the notion of event-to-sink (multipoint-
to-point) reliability, rather than the more common end-to-end (point-to-
point) reliable transport protocols. The philosophy of ESRT is to prevent
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the nodes from sending extra packets but, at the same time, from opti-
mizing the number of nodes required to sense the data for a given task.
Also, ESRT transfers raw data to the sink without any kind of in-network
processing [10,25].

In the energy-efficient CODA transport protocol [25], the proposed
congestion handling technique uses heuristic mechanisms for monitor-
ing network operations to avoid congestion. These mechanisms include
receiver-based congestion detection, open-loop hop-by-hop back-pressure,
and closed-loop multisource regulation. In receiver-based congestion de-
tection, CODA uses combinations of present and past channel loading con-
ditions and current buffer levels to predict congestion occurrence in the
network. A simple technique is used for monitoring the message queue.
Although CODA achieves congestion control, the messaging overhead re-
quired in controlling congestion leads to higher energy consumption. Also,
congestion control is not directly connected to the application reliability at
the sink.

The aforementioned approaches can be roughly classified into those
that achieve individual packet reliability using packet retransmission, and
those that try to obtain a sufficient number of packets at the sink using some
kind of feedback to inform the sensing nodes to decrease the reporting rate.
Neither of them considers the effects of finite buffer limitations of sensing
and bridging devices.

Furthermore, all these approaches either do not consider the impact
of the MAC protocol at all or assume the use of collision-based (and thus
generally inefficient) protocols such as CSMA-CA. This was the motivation
that led us to investigate the possibility of implementing wireless sensor
networks using Bluetooth and its collision-free MAC protocol.

The suitability of Bluetooth as the platform to implement sensor net-
works has been investigated by building a Bluetooth protocol stack for
the TinyOS operating system [16]. The experiments were conducted on ac-
tual Bluetooth devices, known as BTnodes, which were developed at ETH
Zurich [5]. The BTnodes were equipped with two radios to enable multi-
hop networking. The network was then tested for throughput and energy
consumption. The results suggest that Bluetooth-based sensor networks
could be appropriate for event-driven applications that exchange bursts of
data for a limited time period.

One possible limitation for the use of Bluetooth to implement sensor
networks is the limited number of slaves. As mentioned above, a Blue-
tooth piconet can have, at most, seven active slaves at any given time,
while up to 255 others can be parked [6]. Consequently, sensor networks
with a large number of nodes must be implemented either as Bluetooth
scatternets, or perhaps by combining Bluetooth with other communication
technologies such as IEEE 802.15.4 [11]. This is a promising area for further
research.



52 W Resource, Mobility, and Security Management

2.5 Congestion Control in Sensing Scatternets

Let us consider a Bluetooth sensor network implemented as a scatternet
such as the one shown in Figure 2.6. (In an earlier work, that same topol-
ogy was used to assess the impact of finite buffer size on scatternet per-
formance [21].) In this setup, one of the nodes in piconet P, acts as a sink,
while all other nodes act as sources. Each piconet represents a cluster of
sensor nodes that is controlled and coordinated by the piconet master. Each
slave maintains an uplink queue toward the master, and for each slave, the
master maintains a downlink queue. The master also maintains outgoing
downlink queues for each bridge. Each bridge has one incoming queue
and several outgoing queues, one per each piconet it visits. When the sink
needs to acquire some information from the network, it injects a query that
is propagated through the network. Once the query reaches the source
nodes, they take actions to respond to the query: they collect the data and
send it back to the sink.
The traffic model depends on the sensing application. Consider a rel-
atively high-bandwidth, low-cost, surveillance-based sensing application

P1

- ® ~-.. _ Sink
(54)

\

Control signal is passed from -
P1 to P4 via B1, P2, B4 _.--"7

\

\
/

Source equipped P1, P2, P3, P5,
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static slaves

@ Piconet master Bridge @ Slave node

Figure 2.6 Wireless sensor network with triangular topology.
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where compressed still images are taken as a result of event detection and
sent to the sink. This setup can be used in applications such as road traffic
control or asset protection. It is unlikely that the sensed data will fit in a sin-
gle Bluetooth packet — even with the Enhanced Data Rate facility defined
in Bluetooth v2.0, the largest packet size is still only 1023 bytes [6] — and,
therefore, the traffic must consist of bursts of several packets. We assume
that the packet burst size is geometrically distributed with mean burst size
B (in this case, B = 3), and each packet has a length of five Bluetooth time
slots 7. The packet burst arrival rate A to each sensing node is presented
as the number of packet burst arrivals per time slot. For example, values
used in our model are 0.002 to 0.005 packet bursts (images) per time slot,
which translates into approximately 3.2 to 8 packet bursts (images) per
second. The packet burst arrival rate and the probability of traffic locality
are uniform for all the slaves.

Furthermore, we assume that the nodes within a piconet can exchange
some other data with the master as required by the sleep management algo-
rithm. Therefore, the locality probability (i.e., the probability that the traffic
generated by the slave will have destinations in the same piconet) is set
to some small value P;; the complementary probability that the destination
is in another piconet (sink) is 1 — F. When the traffic is generated by a
slave for another piconet, the packets are routed through the intermediate
piconets, via bridges and piconet master(s), to the destination piconet by
taking the shortest path. For simplicity, we assume that neither the mas-
ters nor the bridges generate any traffic. We also assume that intra-piconet
polling uses the E-limited scheduling scheme, while bridge scheduling is
performed using the walk-in approach [19].

Considering event reliability, we can distinguish between no less than
three related, yet quite distinct concepts:

1. Absolute event reliability corresponds to the number of packets
received per second at the sink from all source piconets. We can
also introduce absolute event reliability per source piconet, which
is the number of packets per second received by the sink from the
given source piconets.

2. Relative reliability is defined as the ratio of the number of received
packets from the source piconet at the sink and the number of
transmitted packets by that piconet.

3. Finally, the desired reliability is the number of data packets required
for reliable event detection at the sink. This number is determined
by the requirements of the sensing application.

Our initial exploration focused on the relative reliability per source
piconet. When the packet arrival rate (and, consequently, the traffic load)
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increases, the reliability will increase but only up to a certain point, which
can be explained by the lack of congestion control. Namely, the increase
in traffic toward the sink will, at some point, overload the bridge buffers
along the way. As a result, bridge buffers will begin to drop packets, which
leads to a reduction in relative reliability for traffic from a given piconet.

One approach to minimizing packet losses at the bridge buffers and
maximizing relative reliability at the sink would be to control the traffic
load; this can be accomplished by controlling the number of active slaves
in all the source piconets. Because the operation of a piconet is entirely
controlled by the piconet master, it is the piconet master that needs to
instruct slaves to temporarily suspend their activities; this is performed at
the request of the network sink. (Should reliability fall below a predefined
limit, the sink can request the master to increase the number of active
slaves.) Activation and deactivation can be accomplished by unparking
some parked slaves and parking previously active slaves.

An alternative (and much faster) procedure is to put active slaves in one
of the possible power-saving modes, such as SNIFF or HOLD [6]. In both of
these, the slave in question retains its network address, although the master
will not try to poll it. In our experiments, we have assumed that the slave
will enter a low-power mode and thus conserve energy. Upon returning to
active state, the slave again begins to listen to the master’s transmissions,
while the master is free to poll the slave at will.

While both SNIFF and HOLD modes could, in theory, be utilized to
implement the power-saving mechanism, the HOLD mode has a distinct
advantage. Namely, the duration of each HOLD interval is negotiated anew
between the master and the slave in question, which opens the possibility
for adjustment to any desired time interval. The SNIFF mode, on the other
hand, entails distinct procedures for initiation and termination, which makes
it less suitable for our purposes. Overall, the use of the HOLD mode gives
us both the effectiveness and flexibility of the procedure, which is why we
have chosen to implement the activation and deactivation of slaves using
the HOLD mode.

2.6 Maintaining Fixed Reliability at the Sink

Let us assume that N, piconets are reporting the sensing information to
the master in the sink piconet. Piconets are indexed by index i =1... N,
and each piconet P; has m; ordinary slaves (i.e., slaves without the bridging
function). The upper limit of reliability of sensed information is determined
by the piconet capacity. If five slot packets are used and there is no down-
link data traffic (which, in fact, is needed to carry control information),
the maximum absolute reliability is Ry = 1/(T + 57) = 266 packets
per second, where 7' = 625 us is the duration of Bluetooth time slot.
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Figure 2.7 Blocking probability versus offered load at the slaves in P, and P4 and
the bridges B, and B;.

In practice, the maximum achievable number will be lower, due to the
losses at the bridges and presence of downlink traffic needed to send
queries and control information. In many cases it will suffice to maintain
the reliability at some application-defined level R; assuming uniform con-
ditions, the absolute reliability contributed by each piconet is R; = R/ N,,.

We also need to estimate packet losses at the slave and bridge buffers.
The bridge loss rate is a function of total piconet load, bridge load, bridge
polling parameter M,, slave polling parameter M, and bridge buffer size.
In case the topology is fixed and the polling parameters are known, we can
assume that the bridge loss rate depends on the bridge packet arrival rate
and total piconet load. In this case, the bridge loss rate can be approximated
with P,; = K;BLAj;, where B is the average burst size, L is the packet
size in slots, A, ; is the burst arrival rate toward the bridge, and K; is the
proportionality constant [19]. Measured values of blocking probabilities are
shown in Figure 2.7.

Therefore, the sink can calculate losses from source piconets and com-
municate them to source piconets to adjust the slaves’ activities. Of course,
these losses should not be too high — say, up to a few percent — other-
wise, the network is operating in the congestion regime, in which case it
is better to partition it into sections with separate (and different) sinks and
thus avoid congestion. When losses along the path are known, the source
piconet can compensate for the losses by scaling its absolute reliability to

R = ﬁ. The absolute reliability must be transformed into the
over path b

average number of active slaves per piconet. The mean number of packets
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contributed by the slave per second is Ry = A B/ T, while the mean number
. . . T
of active slaves per piconet is A;; = 1;3—3 .

Procedure LONG : managing the long activity period

Data: a, b, m;

Result: initial value of the short activity management counter Cj

begin

if a < bthen

put m; — 1 most recently used slaves to HOLD mode for bT,, seconds;
remaining slave should be active for a7, seconds;

else

put m; — [3] most recently active slaves to sleep for bT,;

among (T’j] remaining slaves, activate L%’J least recently used slaves for
next b7, seconds;

the remaining slave §* should be active for (@ mod b) T, seconds;
end

Cy = amod b,

end

The mean value of A ; slaves at any given time can be obtained in the
following manner. Assume that A4;; is a rational number: 4;; = %, where
a, b are integers. Further assume that the activity control process consists
of basic time units 7;, when the slave can be put in HOLD state. (Note that
T;, should be much larger than the Bluetooth time slot; in this work, we
assume that 7, is one second.) Then, a units of activity must be executed
by the slaves over every b time unit. The values for @ and & should be
selected according to the desired level of granularity of the sleep control.
Let us denote the long activity management period with b7, and the short
activity management period with 7;,.

Procedure SHORT : managing the long activity period

Data: Cj
begin
if C; > 0 then
| Cs = Cs - 1;
else if C; = 0 then
Cs=Cs — 1,
put slave §* to HOLD for (b — a mod b) T, seconds;
end

Within the long activity management period, we try to minimize the
number of slaves needed to accomplish this activity requirement. In effect,
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this is an attempt to minimize the protocol overhead because the slaves will
sleep in the HOLD mode and this must be negotiated; the less negotiation
we undertake, the more efficient the protocol becomes.

During the short management cycles, we will try to balance the utiliza-
tion of various slaves in an effort to extend the battery life of each slave.
Additionally, feedback from the sink can be communicated to the source
piconets to slightly decrease or increase the average number of active
slaves, which will result in decrementing or incrementing the value of a.

In this manner, we are able to maintain the reliability at the sink at the
desired level. The entire procedure is shown in Algorithm 1.

Algorithm 1: Maintaining fixed reliability at the sink

Data: total event reliability at the sink R, scatternet topology, N, nz;,
i=1...N,, packet burst arrival rate A per slave, mean burst size B

begin

for each piconet P; do

estimate event reliability R;;

estimate load through outgoing bridges;

estimate packet loss through each bridge;

estimate total packet loss toward the sink;

recalculate Rj;

find Agyl', a, b;

Cyo =0

after every T, seconds do
Co = C41;

management of long activity period,
if (Cy mod b == 0) then

| call LONG;
end
management of short activity period,
call SHORT;
end
end

end

To validate this algorithm, we performed simulation experiments with
the required event reliability of 20 packets per second at the sink from
all the piconets. The packet burst arrival rate for each slave, when active,
was set to A = 0.001. The reliability requirement was mapped into bridge
packet burst arrival rates, and losses through the bridges were estimated as
3 percent for B; and 5 percent for By, respectively. Then the source piconet
transmission rates were set to 4.3 packets per second for P, P, and P
and 4.21 packets per second from P and P;. The resulting activity of the
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Figure 2.8 Mean number of active slaves and absolute reliability at the sink, for
packets from slaves in P;: (a) number of active slaves over time, and (b) absolute
reliability from P at the sink.

slaves in piconet 7 and the reliability at the sink are shown in Figure 2.8; as
can be seen, the algorithm manages to maintain the mean value of absolute
reliability around the desired value, while the number of active slaves is
minimized.

2.7 Optimizing Reliability at the Sink

While the algorithm described above manages to maintain the reliability
at the desired level, it does so without respect for other considerations,
in particular the congestion level and the losses due to finite buffers at
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the bridges and masters through which the packets must pass. Fortunately,
a scheme can be devised to simultaneously perform sleep management
and congestion control, and thus accomplish reliable event detection while
minimizing energy consumption.

In some cases, it might be desirable to operate the network in the area
of no congestion or mild congestion so as to have minimal losses and to
extend the lifetime of the network. (This may be likely to happen when the
process being observed changes very slowly over time.) To that end, let us
define the relative reliability of the event from a piconet P; as the ratio of
the number of packets generated by the piconet and the number of those
packets that are actually received by the sink: RR; = [ erparn(1 — Po.)-
Relative reliability depends on the network load and can be used to detect
congestion.

Using the scatternet topology from Figure 2.6 as an illustration, the
algorithm, shown as Algorithm 2 on the next page, operates as follows.
Initially, the exterior piconets operate with five active slaves, while the
interior ones operate with only three, because of their higher carried load.
The desired reliability is chosen by the user; the actual reliability is pe-
riodically calculated at the sink and communicated to the source piconet
(i.e., to its master, which then manages individual slave activity).

Then, the piconet master is able to calculate the relative reliability over
the period that is a multiple of the long activity management period. Given
that the length of the long management period is b7, the length of period
for estimating reliability is ¢bT,. We have chosen b = 10, 7, = 1s, and
¢ = 6; those values give 60s as the period for estimating reliability and
10s for the period for changing total slave activity. As in the example with
fixed reliability, the total slave activity is calculated as a rational number
As; = a/b, where b = 10 for simplicity. Slave activity (expressed through
the variable a, the current value of which is denoted as «.) can be changed
only at the boundaries of reliability estimation period. The algorithm also
maintains the history of slave activity, as an exponentially weighted moving
average ap; it increases slave activity only if there is an increasing trend of
activity and the relative reliability is below the threshold. (In our case, the
smoothing constant is ¢ = 0.5.)

The number & regulates the step of algorithm progression. It can be set
to any value between 1 and b that corresponds to exclusion of one slave.
Higher values of & result in faster reactions with possible oscillations, while
smaller values lead to slow adaptation to network conditions. We found
that &= b gives satisfactory behavior of the algorithm.

When the network experiences congestion, some of the data packets
transferred from the source area to the sink are lost due to buffer overflow
at the intermediate bridges. This overflow results in a sudden drop in the
relative event reliability sensed by piconets, which is taken as a sign of
congestion and low reliability in the network. At this point of time, the
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event reliability calculated at the source master (based on the measurement
taken at the sink) will drop below the desired event reliability. Hence, the
source master must increase the duration of the hold mode for its slaves.
Once a slave is put into HOLD mode, it stops sending the sensed data
to the source master, thereby conserving its battery power and reducing
congestion in the network. Once the sleep time expires, the slave returns
from the HOLD mode and starts collecting data and is ready to be polled.

Algorithm 2: Controlling relative reliability at the sink (algorithm is
executed at each piconet)

Data: piconet index i, nmy, penalty kb, measured reliability R;
begin
while true do
after every cbT,, seconds
Co=0Cp+1
if (Cy mod b == 0) then
| call LONG,
call SHORT:
end
receive measured reliability from the sink;
calculate RR;, a. = a,
if RR; > TH then

a=a.— k,

else if (RR; < T;) AND (ay, > a.) then
a=a.+ 1,

else if (RR; < T;) AND (a < a. then

| a=a.—k

end

ay =aa,+ (1 —a)a,

end
end

end

Table 2.1 shows a representative measured trace from the simulator to
illustrate our sleep regulation technique. In this case, sleep management is
applied to all piconets.

We note that the packet transmission rates will be affected by the packet
loss caused by noise and interference. While this packet loss is indeed
possible, its effects will be negligible because of the following:

B Bluetooth uses FHSS, which makes it rather resilient to noise and
interference (27].

B Bluetooth packets can be protected using Forward Error Correction
(FEQ), at the expense of slight reduction of their information carrying
capacity.
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Table 2.1 Simulator Trace for P4

Relative  Active slaves Slaves
Interval  Reliability in Py Put on HOLD  Back from HOLD
1 55 5 0 0
2 64 5 2 0
3 75 3 2 0
4 88 1 0 0
5 86 2 1 1
6 85 3 2 2
7 90 3 2 2
8 91 2 1 1
9 88 3 2 2
10 89 3 2 2
11 91 2 1 1
12 88 3 2 2
13 92 3 2 0
14 88 1 0 1

B Furthermore, the Bluetooth polling algorithm requires that polling
be performed using full length packets (i.e., at least one time slot 7)),
which allows the nodes to acknowledge proper packet reception (or
lack thereof) without additional overhead.

B Finally, it might be argued that this packet loss will cause the algo-
rithms to mistakenly increase the number of active nodes. How-
ever, from the standpoint of the activity management algorithm,
packet loss due to noise and interference does not differ — in
qualitative terms — from the loss caused by congestion, that is, by
buffer blocking at the intermediate nodes. As long as the thresholds
and parameters of the algorithm are properly adjusted, the algo-
rithms are able to maintain the received reliability within the desired
limits.

2.8 Performance: Relative and Absolute Reliability

Simulations were carried out to explore the behavior of the relative relia-
bility observed at the sink for each source piconet when the sleep man-
agement scheme is applied in the entire scatternet. Figure 2.9 presents
the relative reliability observed at the sink for packets sent from slaves in
P; (which is an exterior piconet) for packet arrival rates of 0.002, 0.003,
and 0.004. All other parameters were set to the same values as before.
Because all piconets operate under the sleep management scheme (except
P4, which is the subject of experiment), the relative reliability at the sink is
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Figure 2.9 Relative reliability at the sink for packets from the slaves in piconet P
versus the number of active slaves in P;: packet burst arrival rates of (a) 0.002 packets
per slot, and (b) 0.005 packets per slot.

much higher than in the case when only one piconet uses the scheme; the
peak value exceeds 95 percent under a wide range of packet arrival rates.
Note that the event reliability for P; remains within limits 7; and Ty for
one to two active slaves. The average number of active slaves for which the
event reliability is within the limits decreases with the packet burst arrival
rate, which is expected.

Figure 2.10 presents the analogous dependency, only this time the rel-
ative reliability corresponds to packets sent to the sink from slaves in P,
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Figure 2.10 Relative reliability at the sink, for packets from the slaves in piconet P,
versus the number of active slaves in P,: packet burst arrival rate (a) 0.002 packets
per slot and (b) 0.005 packets per slot.

which is an interior piconet. Because the same congestion control mecha-
nism is used in all the piconets, the shape of the dependencies is almost
identical to those from the previous set of diagrams.

To calculate the dispersion of the relative reliability, its mean, variance,
and standard deviation are calculated for the data in Figures 2.9 and 2.10.
We note that the increase in arrival rate leads to a decrease in mean value
and an increase in variance, which can be used to indicate serious conges-
tion. Figure 2.11 shows the development of the number of active slaves in
P; over time, including the warm-up period of the simulator. The packet
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Figure 2.11  Fluctuation in the number of active slaves (AS) for P;.

burst arrival rate was set to A = 0.002 packet bursts per Bluetooth time
slot. We note that the algorithm maintains average number of active slaves
around 1.9.

Figure 2.12 and Figure 2.13 show absolute reliability observed at the
sink for packets originating from slaves in piconets P; and P,, respectively.
At lower packet burst arrival rates, the absolute reliability is a monotonically
increasing function of the number of slaves. While this result differs from
the corresponding dependencies of relative reliability from Figures 2.9 and
2.10, keep in mind that the sleep management scheme was designed with
the goal of maintaining the relative reliability, not its absolute counterpart,
within certain limits. Of course, congestion control could be designed the
other way around, that is, by specifying the desired absolute reliability and
trying to achieve it with the highest possible relative reliability, as shown
in Section 2.6.

2.9 Performance: Packet Loss at the Bridge Buffers

Another sign of congestion (and, by extension, a decrease in reliability) is
the increase in packet loss rates at the bridge buffers. We have measured
packet loss rates in our scatternet using the same setup as above: the sink
was in piconet P, the desired reliability was set to 60 percent, the packet
burst arrival rate was set to 0.005 (bursts per Bluetooth time slot), the
bridge residence time was set to one piconet cycle, and polling parameters
for slaves and bridges were M = 3 and M, = 12, respectively. However,
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Figure 2.12  Absolute reliability at the sink for packets from slaves in P; versus the
number of active slaves in P4: packet burst arrival rate of (a) 0.002 packets per slot
and (b) 0.005 packets per slot.

to get better insight, we varied the traffic locality probability in the range
P, =0.3...0.8 and the bridge buffer size in the range 8... 20.

Packet losses at the buffers of bridges By, By, B, and Bs; are shown in
Figure 2.14. Because of the symmetry of the network, B; and By exhibit
similar packet loss rates; we note that packet losses become significant for
high inter-piconet traffic (i.e., with 7, = 0.3 and lower), which is charac-
teristic of sensor networks. Similar conclusions hold for packet loss rates
at the buffers of “interior” bridges B; and Bs; (which carry the data from
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Figure 2.13  Absolute reliability at the sink for packets from slaves in P, versus the
number of active slaves in P,: packet burst arrival rate of (a) 0.002 packets per slot
and (b) 0.005 packets per slot.

P, B, P, and P; to Py), shown in Figures 2.14(c) and 2.14(d). Because B,
and By carry data packets from two piconets each, the loss of data packets
at these bridges is greater when compared to B; and By. We observe that
under a realistic locality probability of P, = 0.3, buffer sizes of 12 packets
or more suffice to keep the packet loss very low; this offers a substantial
advantage over the value of 40 or more, which is necessary in the network
without sleep management [21].
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Figure 2.14 Bridge buffer drop rate (in percent) for various bridges at packet burst
arrival rate of 0.005 packets per slot: (a) bridge B;, (b) bridge By, (c) bridge B;, and

(d) bridge Bs.
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Figure 2.15 End-to-end packet delays: end-to-end delays for (a) traffic from P to
P; and (b) traffic from P; to P;.
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2.10 Performance: End-to-End Delay

Finally, end-to-end packet delays for traffic from P to P and from P; to
Py, are shown in Figures 2.15(a) and 2.15(b), respectively. Both queueing
and transmission delays are taken into consideration to calculate end-to-
end delays. In this case, P varied in the range 0.3...0.8, and packet burst
arrival rates were in the range A = 0.001...0.006. Because the interior
piconets have more bridges than the exterior ones, their carried load is
higher and so are the delays.

A note on simulations. All simulation results presented were obtained
with a custom-built Bluetooth simulator implemented using the Artifex
object-oriented Petri net engine by RSoft Design, Inc. [23].

2.11 Conclusion

In this chapter we have developed and evaluated two congestion control
algorithms for Bluetooth-based sensor networks. Both algorithms are based
on sleep scheduling of Bluetooth slaves. The first algorithm maintains re-
quired (fixed) event reliability at the sink using the minimum slave activity.
It uses precalculated activity values obtained from the analytical and simu-
lation models of the network.

The second algorithm keeps the whole network within the acceptable
range of packet losses while maintaining minimum slave activity. In this
case, source piconets use the information measured at the sink to regulate
the activity of their slaves. Simulation results confirm that this sleep manage-
ment policy results in decreased bridge buffer loss rates in all downstream
bridges toward the sink, which means that bridges can be designed with
smaller buffer space.
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3.1 Introduction

Real-time communication (RTC), as one of the most popular applications,
has drawn great attention in recent years, especially in wireless multi-hop
networks [1], which is emerging due to its decentralized nature and the
popularity of wireless devices. This chapter focuses on wireless multi-hop
networks consisting of IEEE 802.11 [35] devices. Routing is the key issue
for RTC over wireless multi-hop networks, because it determines whether
the forthcoming RTC traffic' can be served on a high-quality path. There
are two major challenges for routing RTC traffic over wireless multi-hop
networks: (1) strong Quality-of-Service (QoS) provision and (2) severe in-
terference in wireless networks. On the one hand, RTC applications have
critical delay and bandwidth requirements; to ensure providing high-quality
support for the forthcoming RTC traffic, the system needs to accurately pre-
dict the path quality in advance before the traffic really being accepted in
order to select the best candidate path. On the other hand, in wireless
multi-hop networks, interference is the key factor impacting path perfor-
mance. To serve the forthcoming RTC traffic, in addition to the interference
coming from the physical environment, two types of traffic also interfere
with this RTC flow: one is neighboring traffic, including the traffic cross
the same node and adjacent nodes, and the other is the RTC traffic itself
(we call it self-traffic) along the path. Both types of interference should be
considered when estimating path quality.

Figure 3.1 illustrates the impact of self-traffic. Suppose the RTC traffic
is sending along node A to node D via node B and C sequentially. We
focus on analyzing the performance of the link from A to B. First, this RTC
flow sending from node B to node C will contend with the transmission on
node A in the same channel, thus affecting the traffic on link A—B. More-
over, when node C begins forwarding this RTC traffic to D, node B cannot
receive packets from A; thus, transmission on link A-B is also affected by
the same traffic flow on link C-D. Thus, we can see that in addition to
the neighboring traffic, self-traffic also affects the path quality, so we need
to take the self-traffic effect into account when estimating the path quality
for the forthcoming RTC traffic. However, traditional measurement-based
routing schemes cannot get an accurate estimation, especially for large-
volume RTC traffic, because when such a scheme performs probing and
measurement at the routing selection stage, in which the forthcoming traffic
is still not injected into the network. That is, the measurement results

! In this chapter, the terms “traffic” and “flow” are interchangeable.
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Figure 3.1 RTC traffic from node A to D via B and C. Traffic on link A-B will
interfere with the same flow on link B-C and link C-D, respectively.

cannot account for self-traffic interference. This weakness will cause in-
correct routing selection for large-volume RTC traffic.

Recently, people have tried to equip multiple radios with wireless nodes
to improve the capacity of the wireless network. Routing in a multi-radio
network is different than that in a traditional single-radio network. In a
multi-radio network, two adjacent nodes or links can choose two nonin-
terfering radios or channels. This means that a node can send and receive
packets on two nonoverlapping radios or channels simultaneously, and two
adjacent nodes or links can send packets at the same time without mutual
interference. The interference caused by self-traffic and neighboring traffic
will be affected by this channel diversity in multi-radio networks. Self-traffic
interference is more severe in the multi-radio scenario.

It is challenging to take both neighboring traffic and self-traffic into
account because self-traffic interference will not appear until the RTC traffic
is injected into the path. To address this issue, we analyze how neighboring
traffic and self-traffic affect path quality. Interestingly, we find that both
interferences affect packet service time, in essence. Therefore, considering
that the rate of RTC flow is well controlled (e.g., a video stream delivered
with a 256-Kbps bit rate), then to obtain an accurate estimation of path
quality, we analyze the expected RTC packet service time over IEEE 802.11
networks to account for the impact of both existing neighboring traffic
and the nonexisting self-traffic. We derive the packet service time from the
IEEE 802.11 MAC standard according to the neighboring traffic information,
which can be measured, and self-traffic information, which can be obtained
from the application layer; thus, we can predict the path quality accurately.

Based on the aforementioned idea, we propose a novel traffic-aware
routing metric to address the quality prediction issue for RTC traffic. We
use the expected end-to-end transmission time on the path as the quality
metric, which can also reflect the path bandwidth [2]. The proposed traffic-
aware metric, PPTT (Path Predicted Transmission Time), is the sum of the
delay estimation on each link along the routing path, which further consists
of packet service time and queue delay. In the PPTT scheme, when we
model the impact of the interfering traffic and link condition, we classify
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them according to the different channels they are using. In this way, we
can avoid selecting the same channel for adjacent nodes, which can lead
to bad link quality. By explicitly considering the radio characteristic, our
proposed routing metric, PPTT, is also a unified metric for both single-radio
and multi-radio networks.

We implemented the PPTT routing scheme based on the Mesh Con-
nectivity Layer (MCL) software [3] and studied its performance for both
single-radio and multi-radio scenarios in a wireless multi-hop testbed con-
sisting of 32 nodes equipped with two IEEE 802.11 a/b/g combo cards in
our building. Experiment results showed that our proposed routing metric
outperforms other non-traffic-aware routing schemes. We also conducted
simulations in network simulator (ns2 [4]) for random topologies. Rather
promising performance results were obtained.

The contributions of this chapter are as follows. First, by explicitly taking
self-traffic into account, together with neighboring traffic, we offer a uni-
fied traffic-aware routing metric to predict the path quality in both single-
radio and multi-radio multi-hop networks, which is then demonstrated to
improve network performance through real implementation. Second, we
estimate the transmission time based on the analysis of the 802.11 MAC be-
havior for the forthcoming RTC flow that needs to be served in a multi-hop
wireless network. Having such a predicted RTC transmission time, we can
offer more accurate guidance for QoS-related services.

The remainder of this chapter is organized as follows. Section 3.2 intro-
duces related schemes for RTC in wireless multi-hop networks. Section 3.3
illustrates why we need a new routing metric for RTC. The details of our
proposed new traffic-aware routing metric and the PPTT routing scheme
are described in Section 3.4, along with the prediction of the packet ser-
vice time. In Section 3.5 we discuss the issues of implementation of PPTT.
Section 3.6 demonstrates the effectiveness of our proposed scheme with ex-
periment results, both in a real testbed and in a network simulator. Finally,
we draw some conclusions and future perspective in Section 3.7.

3.2 Related Work

To support RTC traffic in wireless multi-hop networks, in the literature there
are numerous related proposals working on different layers. They mainly
focus on the MAC and network layers. There are some transportation- or
application-centric schemes for RTC. However, the most important and
challenging issues are still with MAC scheduling and routing in wireless
multi-hop networks.

On MAC layer, the proposals target serving RTC traffic with higher pri-
ority or reserving dedicated resources to access the channel. DBASE [5] lets
RTC traffic have different MAC parameters, including contention window
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size, frame size, and inter-frame size, from non-RTC traffic to contend for
the channel, and similar ideas were applied in IEEE 802.11e [6-8]. Some
protocols [1,9,10] are designed for TDMA-based MAC to reserve dedicated
timeslots for RTC traffic, and [11,12] focus on QoS-aware scheduling to
avoid the cost of time synchronization in TDMA-based schemes. Although
MAC-based schemes work well in single-hop wireless networks by con-
trolling nodes in a one-hop neighborhood, they cannot guarantee the per-
formance of RTC in a multi-hop scenario. By only enhancing the MAC
functionality, the end-to-end QoS guarantee for RTC cannot be supported
because, in a multi-hop scenario, neighbors several hops away may also
affect the performance of the current node. Thus, guidance from routing
layer, such as local delay or bandwidth indication, is quite essential to those
enhanced MAC schemes.

Several QoS routing schemes [13,14] have been proposed for wire-
less multi-hop networks. They can be classified into reservation-oriented
and reservation-less approaches. Reservation-less approaches [15,16] adopt
ideas similar to those of the DiffServ framework for the Internet to offer a
soft-QoS guarantee by serving different flows with different service classes
on each node. These approaches, however, are another type of higher-level
scheduling mechanism similar to MAC-based schemes, so they cannot pro-
vide QoS guidance such as delay or bandwidth budget to the underlying
QoS-aware MAC in multi-hop networks. On the other hand, reservation-
oriented approaches intend to offer a hard-QoS guarantee by reserving re-
sources for each flow on every node (see [17-21]). To calculate the available
resource for reservation, [22] proposed a formula to estimate the available
bandwidth, and [24] estimates links according to the prediction of existing
traffic and the location of mobile nodes. In summary, all these reservation-
oriented protocols primarily focus on estimating the available bandwidth
while not taking into account interference from all the traffic. However,
without considering the self-traffic effect, all the above-mentioned solutions
cannot offer an accurate prediction of end-to-end delay for the coming RTC
traffic.

In addition to the work-specific target for QoS support, there are also
many studies on generic routing protocols. Most traditional ad hoc routing
schemes [25-28] adopt a simple metric called HOP-COUNT to find a shortest
path from sender to receiver, but recent research results [29,30] show that
this metric may work well in mobile scenarios where the topology changes
dynamically, but results in poor performance in stationary mesh networks
because it does not consider the link quality, which may lead to select
long (in terms of distance) but error-prone routes. Recently, researchers
proposed some link quality metrics such as “Per-hop Round Trip Time”
(RTT) [31], “Per-hop Packet Pair Delay” (PktPair) [32], “Expected Transmis-
sion Count” (ETX) [30], and signal strength or signal-to-noise ratio (SNR)
[33,34] to select a path with a good quality such as high bandwidth, low
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loss ratio, and short transmission time, in order to achieve higher network
capacity.

Multi-radio networks have drawn significant attention in recent years.
Broch et al. [39] proposed a multi-interface supported routing protocol that
can be used in multi-radio networks. It uses HOP-COUNT as the routing
metric. Draves et al. [2] proposed a link-quality path metric called Weighted
Cumulative Expected Transmission Time (WCETT) for multi-radio wireless
networks, in which the channel bandwidth and channel diversity are con-
sidered. WCETT combines each link’s Expected Transmission Time (ETT)
and explicitly accounts for interference among links that use the same chan-
nel, thus having good performance in multi-radio networks.

All these link-quality routing schemes, however, use a measurement-
based scheme to probe the link conditions based on the current wireless
condition and the existing traffic in the network, and thus they do not take
into explicit consideration the self-traffic; therefore, they cannot obtain an
accurate prediction of link quality due to the combination of interferences
from the different traffic after the self-traffic is injected into the system.

3.3 Why a New Routing Metric for RTC?

Much prior research work has been conducted to propose different routing
metrics, such as “HOP COUNTS” [25-28], ETX [30], RTT [31], PktPair [32],
and WCETT [2], for wireless multi-hop networks. However, all these existing
link-quality routing metrics cannot always guarantee the selection of a good
path for RTC.

3.3.1 Single-Radio Scenario

Think about the single-radio scenario shown in Figure 3.2, where each
node has an 802.11b radio with a fixed 2-Mbps link rate. Suppose there is
a flow from node 6 to node 0 with 256-Kbps transmission rate of (flow-1).
Now we inject another 384-Kbps RTC flow from node 3 to 4 (flow-2). There
are two possible paths for flow-2. More specifically, path-1 is along nodes
set (3, 5, 1, 4), where node 5 and node 1 are in the interference range of
node 7 and node 8; path-2 is along nodes set (3, 10, 2, 9, 4), where no
node along this path is interfered by flow-1.

We use the ETX metric to illustrate why we need a new routing met-
ric because a recent report pointed out that ETX can achieve rather good
performance in a single-radio scenario. The ETX metric measures the ex-
pected number of transmissions, including retransmissions, needed to send
a unicast packet across a link. To derive ETX, each node broadcasts one
probe packet every second. Its neighbors then calculate the loss rate of the
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Figure 3.2 A scenario to show how self-traffic affects routing selection. The dotted
circles denote the interference range.

probes on the links. Let p denote the probability that packet transmission
fails. The ETX of this link then can be calculated by:

1
ETX = —— 3.D
I=p

The path metric is the sum of the ETX value of each link in the path. The
routing protocol then selects the path with minimal ETX. Specifically in this
case, the measurement shows that the packet loss rates of the three links of
path-1 are 13, 23, and 14 percent, respectively, due to neighboring traffic
6 to 0, and the packet loss rate of all links of path-2 is 0. Hence, the ETX
of path-1 is 3.61(= 1/(1 — 13%) + 1/(1 — 23%) + 1/(1 — 13%)), while ETX
of path-2is 4(=1/1 -0+ 1/ -0+ 1/(1 — 0) + 1/(1 — 0)). Therefore,
ETX will select path-1 rather than path-2 for the new incoming RTC flow.
However, if this RTC flow is delivered through path-1, it will encounter
higher contention and loss probability due to the joint inference from flow-1
and flow-2 itself. This is verified by simulation results. When we start flow-2
on path-1, the ETX value of path-1 is changed to 6.15(= 1/(1—48%)+1/(1—
59%) 4 1/(1 — 44%)); and if we start flow-2 on path-2, ETX of path-2 will be
changed to 5.92(= 1/(1 — 28%) +1/(1 — 44%) + 1/(1 — 29%) + 1 /(1 — 25%)).
So, contrary to ETX’s selection, the performance of path-1 is worse than
that of path-2 in terms of goodput to serve the RTC traffic: its goodput
along path-1 is 318 Kbps, while the goodput along path-2 is 384 Kbps. This
phenomenon results because ETX does not consider self-traffic interfer-
ence. ETX selects path-1 according to the probing results. But the probing
results do not include self-traffic interference because, at that stage, flow-
2 is not injected into the network. However, the self-traffic interference
cannot be neglected; after flow-2 is injected into path-1, the joint impact
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results in the performance of path-1 being worse than path-2. This weak-
ness is universal for measurement-based routing schemes because they
cannot measure the self-traffic interference before forthcoming traffic is
injected. Thus, measurement-based routing schemes cannot reflect path
quality accurately. The larger the RTC traffic volume, the more severe the
problem is. When the RTC traffic load is light, the self-traffic interference is
trivial. The lack of consideration for self-traffic may not cause performance
loss. However, when the RTC traffic load is heavy, the performance will
decrease significantly if self-traffic interference is ignored.

Furthermore, to study the self-traffic effect, we need to distinguish it
according to the interference impact. Let us illustrate it with Figure 3.2.
After selecting path-2 for flow-2, traffic on link (3,10) will be interfered by
flow-2 itself on link (10,2) and (2,9), but these two interfering traffic flows
have different impacts on link (3,10). Traffic on link (10,2) contends with
link (3,10) and increases the contention probability. We call this kind of
traffic — sent from nodes that are in the carrier sensing range of link’s
sender — carrier sensing (CS) traffic. For other interfering traffic on link
(2,9), it is sent from hidden terminals for link (3,10), resulting in an increase
in collision probability. We call this kind of traffic — from the sender that is
in the carrier sensing range of link’s receiver but not in the carrier sensing
range of link’s sender — hidden terminal (HT) traffic. HT traffic causes
much more severe loss than CS traffic. This is also verified by simulation.
For the 384-Kbps flow, the CS traffic on (10,2) causes a 2 percent loss ratio
for link (3,10), while the HT traffic on (2,) causes a 30 percent loss ratio.

3.3.2 Multi-Radio Scenario

In a multi-radio network, the impact of self-traffic is even more severe than
in a single-radio network. In a single-radio network, self-traffic will affect
routing selection with neighboring traffic jointly. If there is no neighboring
traffic, although self-traffic affects the path performance, it will not cause
a mistake in routing selection. However, in a multi-radio network, even
if there is no neighboring traffic, it may cause incorrect routing selection
if self-traffic is not taken into account. Consider the scenario shown in
Figure 3.3; there are two candidate multi-radio paths for a flow from node
1 to node 10. We vary the traffic rate of the flow and deliver it through
these two paths, respectively. The delay and goodput of these two paths are
compared in Figure 3.4. When the offered load is light, the self-traffic impact
is not distinct, so that path-1 and path-2 achieve similar performances.
When the offered load is heavy, the impact of self-traffic emerges. Because
there is a hidden terminal in path-1 and no hidden terminal in path-2, the
performance of path-1 is worse than that of path-2. This simple example
shows that the self-traffic should be considered when selecting the high
performance path for RTC in a multi-radio network.
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Figure 3.3 Multi-radio scenario. Each node has two radios (802.11a and 802.11g).
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Figure 3.4 (a) Delay and (b) goodput comparison of path-1 and path-2.
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From the above analysis for single-radio and multi-radio scenarios, we
can conclude that:

1. Self-traffic interference should be considered explicitly to predict
routing path quality.

2. Interfering traffic should be differentiated to reflect the different
impacts on the same link.

Therefore, a prediction-based routing metric that considers self-traffic inter-
ference explicitly and can predict the whole path performance is required.

3.4 Traffic-Aware Routing Metric: PPTT
3.4.1 Basic Idea

In this section we present a new prediction-based routing metric to ex-
plicitly consider different types of interfering traffic (i.e., neighboring traf-
fic and self-traffic) that interfere with the requested flow. We can clas-
sify this interfering traffic as CS and HT traffic, according to their relative
positions. CS traffic is the cumulative traffic of all nodes that are in the
carrier sensing range of the link’s sender (traffic sender on this link). In
802.11 wireless networks, when the sender wants to transmit a packet
across the link, it will compete with the nodes in CS range for channel
access. Thus, a larger volume of CS traffic leads to a longer channel ac-
cess time. HT traffic is the cumulative traffic of all nodes that are in the
carrier sensing range of the link’s receiver (traffic receiver on this link)
but not in the carrier sensing range of the link’s sender. A packet trans-
mitted across the link can collide with the packets from hidden terminals.
Thus, a larger volume of HT traffic causes more packet collisions, which
results in longer retransmission times. Considering the different impacts of
CS and HT traffic on link quality, we need to differentiate them by their
locations. We use a 25-node grid topology network (Figure 3.5) to illus-
trate the differentiation of interfering traffic (in this topology, we set the
interference range and transmission range of all nodes equal). There are
four flows in the network. Flow a to e is delivered via links (a,b), (b,c),
(c,d) and (d,e). It has two neighboring flows, f—g and j—m, because
nodes f and j are in nodes b’s and ¢’s CS range, respectively. Considering
link (b,c), CS traffic of this link includes flows a—b, c—d, and f—g, be-
cause they are all in the CS range of b; HT traffic includes flows d—e and
j—k because they are in receiver ¢’s CS range but out of sender b’s CS
range.

With these HT traffic and CS traffic concepts, we can further study the
twofold impact of self-traffic interference. First, self-traffic will enlarge the
CS traffic volume of each link in its delivery path. For example, traffic
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Figure 3.5 25-Node grid topology. Each node contributes CS traffic or HT traffic
according to its relative position in the network.

of links (a,b) and (c¢,d) is the increment of CS traffic of link (b,c). As a
result, self-traffic interference elongates the channel access time. Second,
self-traffic will increase the HT traffic volume of some links in this path. For
example, the traffic of link (d,e) is the increment of HT traffic of link (b,c).
As a result, self-traffic interference causes more packet collisions, which in
turn elongates the packet retransmission time.

In summary, the interfering traffic, whether it is neighboring traffic or
self-traffic, acts as either CS traffic or HT traffic to impact the link qual-
ity, which results in the increment of packet transmission time. Therefore,
by considering traffic interference, we propose a new time-based routing
metric, called PPTT, to explicitly account for different types of traffic inter-
ference. PPTT tries to predict the end-to-end delay after the traffic starts to
be delivered along the path.

To calculate PPTT, we predict the packet transmission time link by link,
which we call link predicted transmission time (LPTT). Then, summing
the LPTT of each link, we obtain the PPTT of the entire path. The LPTT
is defined as the time from the instant the packet enters the queue of the
link’s sender to the instant it successfully reaches the receiver or is dropped,
which comprises queueing delay and packet service time. Because RTC
packets can queue up in the buffer for processing, we use the M/M/1
queueing model to calculate queueing delay. (Kim and Li [38] pointed out if
the channel contains significantly less low-frequency energy than that of the
arrival process, we can simply model the queue system by an exponential
server.) The packet service time is the time span that MAC layer takes to
send out the packet, and we calculate it based on the analysis of 802.11
MAC behavior.

As we can see, the packet transmission time on a certain link is related
to its existing CS traffic, HT traffic, and self-traffic. Thus, the LPTT can
be represented as LPTT(\, Ap, ), where X is the traffic rate of this RTC
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flow, and A and Ap; denote the average CS traffic rate and HT traffic rate,
respectively. The current CS traffic and HT traffic of neighboring interfering
traffic can be obtained by a simple one-hop signaling protocol. However,
to calculate the LPTT, the CS and HT traffic obtained by exchanging the
existing traffic information is not sufficient. The potential CS and HT traffic
caused by self-traffic interference must be added to the current CS/HT
traffic; therefore, we can use (A, Ay, A) to compute the accurate PPTT.

In the following we describe how to calculate the LPTT and PPTT in
detail, as well as the packet service time for RTC traffic. Similar to other
link-quality routing metrics, our proposed path metric is also the sum of
individual link quality, so any routing protocols that use the PPTT metric
will select the path with minimum path metric and, in return, can get the
highest-quality path.

3.4.2 Path Predicted Transmission Time (PPTT) for 802.11

PPTT is calculated by summing each link’s LPTT or, more precisely,
LPTT(A¢s, Ape, A). In this subsection we focus on calculating the potential
CS traffic and HT traffic by considering the impact of self-traffic.

As mentioned above, CS traffic and HT traffic consist of two parts, neigh-
boring traffic and self-traffic. The former part can be measured and collected
periodically: along the corresponding routing path. To derive the latter part,
we begin by characterizing the impact of self-traffic on each link in the path.
The self-traffic along the path impacts each link by acting as CS and HT
traffic. We use two parameters — carrier sensing factor (CSF) and hidden
terminal factor (HTF) — to represent the self-traffic interference. The CSF
of a link is the number of links in the path that are on the same channel and
in the sender’s CS range. The HTF of a link is the number of links in the
path that are on the same channel and in the receiver’s CS range, but not in
the sender’s range. For a link from node 7 to j, the increased CS traffic due
to self-traffic interference is C'SF;; - A; and the increased HT traffic due to
self-traffic interference is HT F;;-A, where A is the traffic rate along the path.

For link (7, ), considering self-traffic interference, the CS traffic becomes
Aes+ CSFij- A, and HT traffic becomes A, + HT F;; - ». Therefore, the LPTT
of link 7 to j that has considered self-traffic interference is L PTT(As +
CSFij Ay Ay + HTFyj- &, M.

The CSF and HTF of a link are determined by link position and channel
distribution of the path. Let us illustrate this with an example. Consider
the four-hop path in Figure 3.6. First we consider the single-radio scenario
(see Figure 3.6a). Because all nodes use the same radio (i.e., 802.11a), two
adjacent links will interfere with each other and the one-hop away link
must form the hidden terminal. Taking link (b,c) as an example, it has two
CS links (a,b) and (¢,d) and one HT link (d,e). Thus, CSF, is 2 and HT F,
is 1. The CSF and HTF of other links can be calculated similarly. Second,
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Figure 3.6 Illustration of CSF and HTF: (a) single-radio and (b) multi-radio.

we consider the multi-radio scenario (see Figure 3.6b). Each node has two
radios, which can operate in 802.11a or 802.11g mode: links (a,b) and (b,c)
use 802.11a radio, and links (c,d) and (d,e) use 802.11g radio. Because links
on 802.11a mode and 802.11g do not interfere with each other, link (b,c)
is only interfered by the self-traffic of link (a,b). Thus we get the value of
CSFp. (1) and HT Fy. (0), which are smaller than that in a single-radio case.
Therefore, the channel diversity is reflected by the CSF and HTF of each
link. In this sense, our proposed PPTT metric offers a unified way to take
channel diversity into account. It can select the path with larger channel
diversity that has smaller CSF and HTF, resulting in better performance.

For an n-hop path, we can obtain the CSF and HTF of each link accord-
ing to its position in the path. Summing the LPTT of each link, we get the
predicted transmission time of the entire path:

n
PPTT() =Y LPTTi(Ov(iy i+ 1) + CSFy iy - 1,
i=1

iy i+ 1D 4+ HTF; i1 - A, 1) 3.2

where A is the average traffic rate of RTC.

3.4.3 Link Predicted Transmission Time (LPTT) for 802.11

LPTT is the prediction of packet transmission time across a link. A packet
that will be transmitted over a link first enters the sender’s queue to wait
to be sent out. When the packet departs the queue, it enters the MAC
layer. Therefore, the LPTT comprises the queueing delay and the MAC
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Figure 3.7 The link predicted transmission time (LPTT) comprises the queueing
delay and packet service time.

layer processing time, which we also call packet service time. Figure 3.7
illustrates the component of the LPTT. Considering the traffic pattern of the
RTC traffic, the queueing delay can be calculated according to a certain
queueing model, that is, the A/ M/1 model. The challenge in calculating
the LPTT then becomes how to calculate packet service time.

There is some prior work [30,37] that studied the medium access control
(MAC) layer processing time of the IEEE 802.11 protocol. All assume that
every node in the network has the same packet collision probability. This is
indeed the case in saturated networks. However, RTC traffic with the proper
rate control mechanism will not saturate the networks. Thus, each node will
have a different packet collision probability. To get an accurate estimation
of the MAC layer processing time for the coming RTC flow and taking self-
traffic interference into account, we introduce a new MAC model for RTC
derived from the IEEE 802.11 protocol, in which we estimate the packet col-
lision probability according to the given and its interfering traffic. As men-
tioned, self-traffic interference cannot be ignored for RTC. A packet may
collide with the packets of HT traffic, which includes both existing neigh-
boring traffic and coming self-traffic. We model the packet collision proba-
bility as a function of the HT traffic of each link. Thus, the packet collision
probability can reflect the impact of both neighboring traffic and self-traffic.

The packet service time is calculated according to the specific MAC
behavior and neighboring traffic conditions. An 802.11 node that wants to
send a packet first waits for channel idle and performs a backoff period to
access the channel and then sends control packets and data packets. If nec-
essary, some control packets and data packets are retransmitted. Thus, the
service time consists of channel access time, backoff time, control packets,
and data packets transmission time. The channel access time is relative to
CS traffic. The backoff time and packets transmission time are relative to
HT traffic.

There are two access methods used under 802.11: (1) Distributed Co-
ordination Function (DCF), which is more suitable for ad hoc networks,
namely the basic access method; and (2) the Request-to-Send/Clear-to-Send
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(RTS/CTS) access method. The basic access method uses only DATA and
ACK packets. It has a well-known hidden-terminal problem. The DCF ad-
dresses this problem through the RTS/CTS access method. In the RTS/CTS
access method, two more packets, RTS/CTS, are exchanged before trans-
mitting DATA packets.

Before proceeding further, we need to introduce the following notations
and assumptions. Considering a link from host i to j, we first define con-
tention link and bidden link. We call a link a contention link of link (4, ;) if
the link’s sender is in the carrier sensing range of node 7. And we call a link
a hidden link if the link’s sender is the hidden terminal of node i. Let CL;;
be the set of contention links. If host 7 wants to send a packet, it will com-
pete with the channel with links in CZ;;. Similarly, let HL;; denote the set of
hidden links. The packet sent from i to j may collide with the packets sent
along the links in HL;;. We use DIFS, SIFS, EIFS, and slot to denote the time
interval of the DCF Inter-Frame Space, Short Inter-Frame Space, Extended
Inter-Frame Space, and a slot [35], respectively. And we use Sp, S, Sk, and
Sc to denote the size of DATA, ACK, RTS, and CTS packets, respectively. Let
B and C Hj denote the bandwidth and channel number of link (i, ;), re-
spectively. In a 802.11 network, RTS, CTS, and ACK packets are transmitted
at the basic rate; we use By, to denote this. And we use the notations ACK,
RTS, and CTS for the required time periods of transmitting ACK, RTC, and
CTS packets, respectively. In addition, we use DATA;; to denote the DATA
packet transmission time along link (7, j). We assume that all the nodes in
the network send packets exponentially. In our scheme, for simplicity of
implementation, we use the Poisson traffic model. Despite the inaccuracies
of this approximation, note that in Section 3.6, we can get rather good per-
formance. In fact, our scheme is independent of the traffic model. We can
use other traffic models, (e.g., MMPP [Markov Modulated Poisson Process]
model) in our scheme. We use Ay to denote the packet transmitting rate
along a certain link (&, /). We list all the notations in our analysis in Table 3.1.

Because both access methods are used in practical networks, we calcu-
late the packet service time for these basic access methods in the following,
and a similar derivation is given for the RTS/CTS access method in the Ap-
pendices (see Section 3.8.1).

In the basic access method, a node transmits a DATA packet if the
channel is idle for a period of time that exceeds distributed interframe
spacing (DIFS). If the channel is busy, it will wait until the end of the cur-
rent transmission. It will further wait for an additional DIFS and a random
backoff period determined by binary exponential backoff algorithm before
transmission. The receiver replies with an ACK to the sender after success-
fully receiving the DATA packet. If the transmitter does not receive the ACK
within a predefined time period, the entire process will be repeated.

Figure 3.8(a) shows the simplified state transmit diagram of the basic
access method for transmitting a DATA packet from node i to node j. SO is
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Table 3.1 Notations in Our Analysis

(i, J) Link from node i to node j
CLi]- The set of contention links of link (i, j)
HL,-/ The set of hidden links of link (i, j)
DIFS, SIFS, EIFS DCF Inter-Frame Space,

and slot Short Inter-Frame Space,

Extended Inter-Frame Space, and slot
Sp, Sa, Sg, and Sc Sp represents the size of DATA packet,
and others are likewise

Bij Bandwidth of link (i, j)

CHj; Channel used by link (i, )

Bpasic Basic rate of 802.11 link

DATA; DATA packet transmission time
along link (i, j)

RTS, CTS, and ACK  RTS represents transmission
time of RTS packet,
and others are likewise
Akl Packet transmitting rate
along link (k, /)

the initial state, S1 is the state in which node 7 senses channel idle for DIFS
and starts backoff with a random backoff time, S2 is the state in which the
backoff timer of node i reaches zero and node i sends out the DATA packet,
S3 is the state in which node j receives the DATA packet, and S4 is the
state in which the retransmission time exceeds the LongRetryLimit (LRL).
When host ¢ wants to send packet to host j, it first enters state SO.
In this state, host i senses the channel, if the channel is idle for the DIFS
period, it enters state S1, after delaying a random backoff time interval until

Data/ACK

Channel exchange fail
busy Data/ACK
exchange
/‘\ success
S1 S3

S2
Channel\‘/backoff 0 Exceed P(DIFS) 1-P(slot)
idle for DIFS long retry limit
n n-1
\__/P(siot
(a) (b)

Figure 3.8 State transition of IEEE 802.11 MAC in the basic access method: (a) basic
access and (b) backoff counter from nto n —1.
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Figure 3.9 Two possible cases cause channel busy.

its backoff counter becomes 0, and then enters state S2. Otherwise, if the
channel is busy in the DIFS period, it goes back to state SO. In state S2,
host i sends a DATA packet to host j; if the DATA/ACK pair exchange
successfully, it will enter state S3. If the exchange is failed, it will return to
state SO. If the retransmission times exceed the LRL, it transits to state S4
and drops this packet. Thus, the average transition time from SO to S3 and
S4 is the service time of each packet.

For convenience, let Pl and Pj, denote the probabilities of host i
successes in sensing channel idle for the time interval DIFS and slot, respec-
tively. And Pl is used to denote the probability of host i successfully
sending the DATA packet.

There are two possible cases that node i will sense the channel busy in
the DIFS period. These two cases are shown in Figure 3.9. Assume node
i starts to sense channel at time ¢. First, if a neighbor node & sent packet
in DATA period before ¢, the transmission will not be finished at ¢; thus,
node 7 will sense the channel as busy. Second, if a neighbor node m starts
to send packet in DIFS period after ¢, node i will also sense the channel as
busy. Therefore, Pl is equivalent to the probability that no link of CL;; is
transmitting packets in the time interval of DATA + DIFS. For a certain link
(k, D, the probability of no packet transmitting along it in DATA + DIFS is:

Sp
exp |:— (— + D[FS) . )\Iel:| (3.3)
By
Thus,

) N
Phes= ] exp {— (B—D + DJFS) -m]
(k,DeCL;; Kl

A
=exp|— S Y “Z4DIFS- Y hu (3.4)
(kDeCL Br (kDeCL
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Figure 3.10 Two possible cases cause DATA packet collision.

Here, >, Dect, A is the CS traffic of link (4, 7), that is:

)Lcs(iy ]): Z )‘«kl (35)
(k,DeCL;;
Let
normy ; Akl
AOTG = Y (3.6)

(k,DeCLy Br

We call A" (4, ) the nomalized CS traffic of link (4, ).
Similarly, we get:

sliot = CXP[—SlOf : )‘Cs(i’ ])] 3.7

Two possible cases that cause DATA packet collision are shown in Fig-
ure 3.10. The DATA packet successful transmission probability P}, is
equivalent to the probability that no link of HL;; transmits a packet in the
time interval of two DATA packets transmission.

: SD Sp
Piata = H eXp {— <B— + B, Ml)}
(k,De HL;; kl ij

A N
=exp|—| S Z ﬂ-l——D- Z Akl 3.8

(k,DeHL; Bu By DeHL;

Here, > per,, Aur i the HT traffic of link (7, ), that is:

Ane(d, ) = Z Akl (3.9

(k,DeHL;;
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Let

M

(3.10)
By

WG p= Y

(k,DeHL;;

We call ApP™ (4, j) the normalized HT traffic of link (4, ).
To obtain the packet service time, we consider the kth retransmission of
the packet from node 7 to j. First, the node waits to ensure that the medium

is idle for a DIFS period of time. This costs ’;—,),[ LS period of time. The backoff

counter then selects a random number of backoff slots. Figure 3.8(b) shows
the state transit diagram of a backoff counter.

At the state in which the backoff counter is #, if the channel is idle
in the slot, it will transit to the next state in which the backoff counter is
decreased by 1. If there are transmissions by other stations during the slot,
then the station will freeze its backoff counter and will resume the count
where it leaves off, after the DIFS interval in which channel is idle. Thus,
considering the freezing of the backoff counter, the expected time duration
of one backoff slot is:
slot  1— P}, DIFS

slot

(3.1D

T=— . .
Sllot Sllot PbIFS
In 802.11, the backoff counter value is chosen randomly between 0 and
the contention window C' W. C W is an integer between C W,,;;,, and C Wy,
with typical values being 31 and 1023, respectively. Initially, CW is equal
to C W1, Upon unsuccessful transmission, C Wis doubled, until it reaches
C Wiax- After successful transmission, C W is again set to C W,,;,,. Thus, the
average number of backoff slots at the kh retransmission is % 2k
If the transmission of a DATA packet is failed at the kth attempt, the
time cost is:

o _ DIFS  CWyy
b= 5 T —
P BIFS 2

2K v+ DATA; + EIFS (3.12)

If the DATA packet is transmitted successfully at the kth attempt, the total
spent time is:

. DIFS CW,,;
tz N n min

= S 2870 T+ DATA + SIFS + ACK (3.13)
DIFS

The probability that the kth retransmission is successful is P, - (1 —
P} 0% 1. Then the average packet service time of basic access method is:

IRL k-1 IRI
Thac = Z Ppa(1 = PIQATA)k_l (Z i + tz> + (1= Ph)"™ Z i (314
k=1 i=1 k=1
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To obtain the queueing delay, we use the M/M/1 queueing model.
Let A denote the packet transmission rate across link (7, /), and the packet
service rate is u, where u = 1/ Tyc.

The queueing delay of the M/M/1 queue is:

A
Tovere = ——— 1
quette - X (3.15)

Thus, substituting u into Equation 3.15, we obtain:

AT,

— .16
1= A Tie (3.16)

queue =

Thus, summing the queueing delay and packet service time, we obtain the
final result for LPTT as:

1)
LPTT (s, Aty A) = Tqueue + Tyac = e (3.17)
1 — A Tyac

Therefore, using Equations 3.2, 3.14 and 3.17, we can predict the trans-
mission time along the path with the estimated traffic, including both neigh-
bor traffic and self-traffic.

3.5 Implementation

In this section we discuss the implementation of the routing scheme with
the new prediction-based routing metric, PPTT.

We have implemented our PPTT metric in an ad hoc routing framework
called the MCL [3]. The MCL is a loadable Windows driver and is imple-
mented as a 2.5 layer protocol. The MCL routes packets using the LQSR
protocol, which is a link-state source routing protocol. We implemented
our proposed PPTT metric in LQSR. We introduced a Link Info exchange
scheme to exchange neighboring- and self-traffic information. The data
structure of Link Info Message is shown in Figure 3.11(a). There are five
fields in the Link Info Message. “Link Target Address” is a network address
of the node where the link ends. That is, a Link Info Message contains
some information on the link, which is from the node sending the Link
Info Message to the “Link Target Address” node. In our implementation,
we have considered the compatibility for both single-radio and multi-radio
networks. In a multi-radio network, different links can use different chan-
nels and have different link bandwidths. We use the “Channel Number”
and “Link BW” fields to deliver the channel number that the link used and
the link bandwidth, respectively. “Ix Pkt Rate” is the packet sending rate
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Figure 3.11 Message format in the PPTT routing scheme: (a) link information
message and (b) RREP message.

along this link, and “Rx Pkt Rate” is the packet receiving rate along this
link.

Each node maintains two tables: “Local Link Info Table” (LLI Table)
and “Neighboring Link Info Table” (NLI Table). We use a sample network
shown in Figure 3.12 to illustrate these two tables. The LLI Table contains
each link starting from the local node. For example, in the transmission
range of node i, there are nodes b, j, a1, &, a; thus, the LLI Table of
node i looks like Table 3.2. Each node periodically broadcasts a Link Info
Message that contains all its local links.

Each node can receive its neighbors’ Link Info Message by gathering
these Link Info Messages, the NLI Table can be constructed. For node i, it
can receive the Link Info of nodes a4y, @, a3, b, and j. Thus, the NLI Table
of node 7 looks like Table 3.3. Based on this table, we can calculate the CS
traffic and HT traffic of a link.

When a source node wants to send packets to a destination node, it
generates and broadcasts an RREQ. When the destination node receives

Figure 3.12 Sample network to illustrate LLI and NLI Tables.
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Table 3.2 Local Link Info Table

Link Bandwidth  Channel  Tx Pkt Rate  Rx Pkt Rate

(i, ) Bij CHij Arxi, ) Arx(i, )
(i,h) Bin CHip Arx(i,h) Arx(i,h)
(i,a1) Bia1 CHia1 Arxli,ag) Arx(i,aq)

the RREQ, it generates and sends an RREP to the source node. The RREP
contains the link info of each hop in the path. The data structure of RREP is
shown in Figure 3.11(b). “Address 77’ is the address of 7th node in the path;
other fields are the traffic information of link (7, n+ 1). When the RREP ar-
rives at node 7, node ncalculates A(13, 124 1), A" (1, n+ D), Ap(n, n4 1),
and ApP™(n, n+ 1), and then fills these parameters into the RREP.

Aes(m, 4+ 1) and AZ™(m, n+ 1) are calculated according to NLI Tables.
Because all links in the NLI Table are contention links of node 7, they can
be calculated as follows:

hes(my n+1) = > A (i, ) (3.18)
(L]‘)EIVL 1, CI{UZCI{HJH-I
1 )\D((Z, ])
)"gso ", n+1) = Z 431” (3.19)

(i, 7)6 NLIy CI"Ii,/:CI"I?L, 1

where NLI, is the set of links in the NLI Table of node 7.

Ap(n, n+ 1) is the HT traffic rate of link (7, 1+ 1). It is the sum of traffic
rates of nodes that are neighbors of n+ 1, but not n. When RREP arrives
at node 7, it already contains As(72+ 1, 7+ 2). Therefore, by eliminating
the traffic rate of nodes that are neighbors of both nand n+ 1, we can get
Ap(n, n+1). By the lookup NLI Table of node 7, we can know which node
is a neighbor of node 7+ 1, because the NLI Table contains the link info

Table 3.3 Neighboring Link Info Table

Link Bandwidth  Channel  Tx Pkt Rate  Rx Pkt Rate

(j.k Bk CHj Arx(j, k) Arx(j, k)
(h,s) Bps C Hps )‘TX(h,S) ARX(h,S)
(ar,¢p) Ba, ¢ CHye  Arxlar,a)  Agrx(ag,cp)




Traffic-Aware Routing for RTC in Wireless Multi-Hop Networks B 95

of node n+ 1. Thus, we can know which node is a neighbor of both 7 and
n+ 1. We use A4, and A,41 to denote the set of neighbor nodes of node n
and n+ 1, respectively. Hence, we can calculate A,,(n, 74 1) as follows:

A, n+ 1) = Ah(n+1, n+2) — > Ax(i, ) (3.20)
i€ AN Apr, C Hy=C Hn, 1

Similarly, AjP™ (5, n+4 1) can be calculated as follows:

Arx (i, j
W, nt D) = A1, net2) — > M (32D

i€ Ay Apy1, C Hyy=C Hn, 11 1

When a source node receives an RREP, it gets the CS and HT traffic in-
formation of each link in the path. In a multi-radio network, we also get the
channel distribution of the entire path. We can calculate the CSF and HTF of
each link according to the link position and channel distribution of the path.
In the calculation of A and A, we only calculate those links that are on
the same channel, because the links on different channels do not intefere
with each other. Thus, the PPTT can be calculated based on this traffic infor-
mation. The source node selects the min-PPTT path for coming traffic flow.

Moreover, in practice, wireless network interface cards (NICs) support
the “autorate” feature. The NIC automatically selects the bandwidth for
every packet. Thus we can get an accurate bandwidth of link only by mea-
suring it empirically. In our implementation, we measure the bandwidth
using the technique of packet pairs [32]. The accuracy of packet-pair mea-
surement is studied in Draves et al. [2]. It can be concluded, despite some
inaccuracies, that it is able to unambiguously distinguish between various
channel bandwidths.

Because PPTT needs nodes to exchange traffic information between
each other, this causes some overhead. In our implementation, each node
broadcasts a Link Info Message periodically with the same frequency as
that in WCETT. The size of each item in the Link Info Message is 12 bytes,
and the complexity of broadcast is O(7). Thus we can estimate the PPTT
without incurring too much overhead.

3.6 Performance Evaluation

We evaluate the performance of the PPTT scheme in both single-radio
and multi-radio scenarios. In this section we describe the results of our
experiments on a real testbed and simulations by ns-2. First, we illustrate
the accuracy of PPTT by simulation. Then we present experimental results
of the PPTT scheme in our testbed and compare the performance of PPTT
to ETX in the single-radio scenario. We evaluate PPTT in random topology
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Figure 3.13 Our testbed, consisting of 32 nodes placed in fixed locations inside an
office building.

through extensive simulations. Finally, we study the performance of PPTT
in a multi-radio scenario by both experiments in testbed and simulations.

3.6.1 Testbed Experiments

We built a 32-node wireless testbed. Our testbed is located on one floor
of a fairly typical office building. All nodes were placed in fixed locations
and did not move during testing. The topology of the testbed is shown
in Figure 3.13. The nodes are all DELL PCs equipped with a LinkSys Dual-
Band Wireless A+G Adapter and an ORINOCO 802.11abg ComboCard Gold
card. In our experiments, each card runs on 802.11a and/or 802.11g radios.
The cards all perform autorate selection and have RTS/CTS disabled.

We installed an MCL driver in which the PPTT metric is implemented on
each PC in our testbed. The experimental data in this chapter is the result
of measurements from our testbed.

3.6.2 Accuracy of PPTT

To verify the accuracy of PPTT, we conducted the following simulations.
The topology is shown in Figure 3.14. There are two paths connected:
1 with 6 and 7 with 11, respectively. The transmission range and the
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Figure 3.14 Two paths interfere with each other. Flow from node 1 to node 6 is
background traffic, and we study the end-to-end delay of traffic from node 7 to
node 11 by prediction and measurement.

interference range are equal. Nodes 8, 9, and 10 are interfered by the path
1 to 6. Each node has an 802.11b radio with 2-Mbps bandwidth.

We first only consider the self-traffic interference. We inject a flow from
node 7 to node 11. There is no other neighboring traffic. Thus, only self-
traffic will impact the end-to-end path delay. We vary the traffic sending
rate and compare the end-to-end path delay with the computed PPTT.
Figure 3.15(a) shows the comparison. It is shown that PPTT is well matched
with the real end-to-end delay. We can also observe that as the traffic rate
increases, the end-to-end delay increases exponentially. This is because as
the traffic rate increases, the packet collision probability increases, which
leads to the backoff time increasing exponentially.

Then we set the interfering traffic from 1 to 6 as 128 Kbps, and we
also vary the traffic rate from node 7 to 11 and compare the prediction of
path transmission time with the end-to-end path delay measured from the
testbed. Figure 3.15(b) shows that PPTT is also well matched with real path
delay.

3.6.3 Single-Radio Scenario

We first conduct some experiments to illustrate the self-traffic effect and
PPTT performance in our testbed. We add two flows to our testbed: one is
from node 26 to 10 and the other is from node 11 to 21 (Figure 3.16). The
flow from node 11 to 21 starts earlier than flow from node 26 to 10 and
acts as background traffic. From node 26 to 10, there are two paths: pathl
(26, 30, 12, 10) and path2 (26, 8, 9, 13, 4, 10). Path1 is interfered by the
background traffic. We begin by setting flow 11 to 21 as a fixed traffic rate,
2 Mbps, and varying the traffic rate from 26 to 10. The goodput comparison
of PPTT to ETX is shown in Figure 3.17(a). We can see that when traffic rate
from 11 to 21 is between 2.2 and 5 Mbps, PPTT can achieve larger goodput
than ETX; and at other traffic rates, PPTT has comparable goodput with
ETX.
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Figure 3.15 Comparison of PPTT with real end-to-end delay: (a) no neighboring

traffic and (b) with neighboring traffic.

The better performance of PPTT derives from the consideration of both
neighboring traffic interference and self-traffic interference. When the traffic
rate is less than 2.2 Mbps, the self-interference is not serious. Although
pathl is interfered by flow 11 to 21, it performs better than pathl because
it is shorter. When the traffic rate is more than 2.2 Mbps, self-interference
cannot be ignored. The performance of path2 is better than pathl. ETX
does not take self-interference into account, nor does it attempt to select
path2. This is reflected in the fact that the goodput using ETX is lower than

PPTT.
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Figure 3.16 Our testbed, consisting of 32 nodes placed in fixed locations inside an
office building.

Next we set the traffic rate from node 26 to 10 at a fixed 3.8 Mbps and
vary the traffic rate from node 11 to 21. The comparison of goodput is
shown in Figure 3.17(b).

The plots in Figure 3.17 show that PPTT outperforms ETX. When back-
ground traffic exceeds 512 Kbps, the cumulative interference of both neigh-
boring traffic and self-traffic leads to a poorer performance of pathl than
path2. Because PPTT takes both types of traffic interference into account,
it can select the better one. This is reflected in the fact that the delay using
PPTT is lower than in ETX and the goodput is better.

The main conclusion from these experiments is that PPTT performs
better than ETX. The increase in performance is a result of the fact that PPTT
takes both neighboring interference and self-interference into account. This
sometimes leads it to select a longer path than ETX; however, these longer
paths result in better performance.

Then we use the ns-2 simulator to evaluate PPTT in a random topology
wireless network. The DCF of IEEE 802.11 is used as the MAC layer pro-
tocol. RTS/CTS are disabled. The bandwidth of each node is 2 Mbps. The
carrier sensing range is 300 meters and transmission range is 250 meters.

We generate a random topology with 30 nodes in 1000 x 1000-meter
rectangular field. All nodes are static. The source-destination pairs are
spread randomly over the network. We establish 20 constant bit rate (CBR)
connections by choosing source and destination randomly and ensure that
there are at least two connections active at the same time. Each connection
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Figure 3.17 Goodput comparison of PPTT to ETX with varying (a) self-traffic and
(b) neighboring traffic.

lasts for 20 seconds. The order in which the connections are established is
randomized. The waiting time between the start of two successive connec-
tions is 5 seconds. Simulations last for 500 simulated seconds. To compare
the performance under different circumstances of traffic load, we set traffic
rate of each CBR connection as 128, 256, or 384 Kbps.

For each simulation, we calculate the average goodput and delay of all
CBR connections. In Figures 3.18(a) and 3.18(b), compare goodput and
end-to-end delay of ETX to PPTT. From these figures we can see that
in the 128-Kbps case, ETX can achieve the same performance as PPTT.
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Figure 3.18 Comparison of (a) goodput and (b) delay of ETX to PPTT.

But in the 256-Kbps and 384-Kbps cases, the performance of PPTT is much
better than that of ETX. The average goodput using the PPTT metric is up
to 28 percent higher than for ETX. And the average end-to-end delay of
each connection using PPTT metric is up to 52 percent less than for ETX.
The gain is a result of the fact that PPTT takes self-traffic interference into
account as well as neighboring traffic interference. Two simultaneous con-
nections possibly interfere with each other. Because ETX does not consider
self-traffic interference, it may not select the high-quality path. The ability
of PPTT to select good paths is illustrated in Figure 3.19. This figure shows
the relationship between path length and throughput for ETX and PPTT.
We can see that ETX might select paths in a sub-optimal manner. For exam-
ple, considering the three-hop path in both plots, ETX sometimes selects
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Figure 3.19 Relationship between path length and throughput of individual con-
nections in a single-radio scenario: (a) ETX and (b) PPTT. Each dot represents a
candidate path.

a low-throughput path. However, PPTT always selects higher-throughput
paths.

3.6.4 Multi-Radio Scenario

Our proposed PPTT scheme has considered the channel diversity of a multi-
radio network, so it can also serve as a multi-radio routing metric.

We first test the PPTT scheme in our testbed. Each node equips two
wireless network cards: one operates on 802.11a mode and the other
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Figure 3.20 Performance comparison of PPTT and WCETT in a multi-radio testbed:
(a) goodput and (b) delay.

operates on 802.11g mode. We randomly carry out User Datagram Protocol
(UDP) connections in the testbed and vary the traffic rate of each con-
nection to emulate different loaded cases, both for WCETT and PPTT. The
comparison of goodput and delay with different traffic load are shown in
Figures 3.20(a) and 3.20(b), respectively. The average goodput using PPTT
is up to 30 percent higher than WCETT. And the average end-to-end delay
using PPTT is up to 57 percent less than WCETT.

The ability of PPTT to select a high-performance path is illustrated in Fig-
ure 3.21. WCETT sometimes selects some low-throughput path, while PPTT
always selects better paths. For example, let us think about an individual
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Figure 3.21 Relationship between path length and throughput of individual con-

nections in a multi-radio scenario: (a) WCETT and (b) PPTT. Each dot represents a
candidate path.
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Figure 3.22 One flow from node 23 to node 26; two-candidate multi-radio path.

flow from node 23 to node 26. As Figure 3.22 shows, there are two can-
didate paths: Path-1 (23a, 17a, 8ag, 16g, 24ga, 28a, 26a)* and Path-2 (23g,
8g, 16g, 24ga, 28a, 26a). WCETT of path-2 is less than that of path-1; thus
path-2 is selected by WCETT. However, there is a hidden terminal in path-2
while there is no hidden terminal in path-1. The self-traffic impact of path-
2 is more serious than that of path-1. Therefore, the goodput of path-1 is
1.2 Mbps while that of path-2 is 900 Kbps. Because self-traffic is explic-
itly considered in the PPTT scheme, PPTT will select path-1 rather than
path-2.

We then compare the performance of PPTT and WCETT by simulations.
We generate a random topology with 30 static two-radio nodes in 1000 x
1000-meter rectangular field. We establish 20 CBR connections randomly
over the network. We adjust the traffic rate of each CBR connection to
compare the performance under different traffic-load cases. The simulation
results are shown in Figure 3.23. The results show that PPTT achieves better
performance in terms of goodput (Figure 3.23a) and delay (Figure 3.23b)
than WCETT.

Both the experimental testbed and simulation results show that in light-
loaded cases, PPTT can achieve performance similar to WCETT.

2 23a means the packet is incoming and outgoing both from 802.11a radio of node 23.
8ag means the packet is incoming from 802.11a radio of node 8 and outgoing from
802.11g radio of node 8. The others are likewise.
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Figure 3.23 Performance comparison of PPTT and WCETT in a multi-radio sce-
nario: (a) goodput and (b) delay.

In light-loaded cases, self-traffic interference is trivial; the path performance
is determined by channel diversity. Because PPTT takes channel diver-
sity into account, it can achieve comparable performance to WCETT. In
heavy-loaded cases, PPTT can achieve lower delay and higher goodput
than WCETT. This is because PPTT considers both channel diversity and
self-traffic interference, while WCETT considers channel diversity only.

3.7 Conclusions

The self-traffic effect should be taken into account in the routing metric
to get a more accurate estimation of the transmission time along a path,
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especially for the RTC flow, which has critical delay and bandwidth re-
quirements. This chapter proposes a new prediction-based routing metric
called PPTT to deduce the transmission time for the new given traffic be-
fore it is injected into the wireless mesh network, and tends to select the
route with minimal PPTT. We analyze packet service time for rate-controlled
RTC traffic to deduce the expected transmission time on the correspond-
ing link. Based on this model, we estimate the LPTT according to the in-
terfering traffic from neighbors, including both carrier sensing nodes and
hidden terminal nodes. The calculation of LPTT reflects the effect of neigh-
boring traffic, while the PPTT reflects the effect of self-traffic; thus, PPTT
offers a unified traffic-aware routing metric for wireless mesh networks.
Results from both real testbed and network simulator (ns2) experiments
show that our PPTT algorithm out-performs other routing schemes with-
out considering the self-traffic effect for RTC traffic. The average goodput
improvement is about 28 percent, while the delay improvement is about
52 percent.

PPTT can also serve as a multi-radio routing metric because it calculates
the interference effect for different channels accordingly, instead of putting
them together. In our experiment, PPTT outperforms WCETT for RTC traffic
in a multi-radio environment. As a next step, we are going to evaluate the
performance of our proposed scheme in a larger wireless mesh network.

3.8 Appendices
3.8.1 Packet Service Time under RTS/CTS Access Method

In the RTS/CTS access method, the station that wants to send a DATA frame
first transmits an RTS packet after the channel is available for a period longer
than DIFS or the backoff time reaches zero. When the receiver receives the
RTS, it transmits a CTS packet. If the CTS packet is not received within
a predefined time interval, the sender retransmits the RTS packet. After
successful reception of the CTS packet, the sender will send out the DATA
packet.

Figure 3.24 shows a simplified diagram of host 7 attempting to send a
packet to host j using the RTS/CTS access method.

Compared with the basic access method, the RTS/CTS access method
uses a four-phase RTS-CTS-DATA-ACK handshake. When host i senses
channel idle for a DIFS period and the backoff counter reaches zero, it en-
ters into state S2 and sends RTS instead of DATA to node j. If the RTS/CTS
exchange is successful, it will enter state S3. If the exchange is failed, it will
return to state SO. We assume that if RTS/CTS exchanges successfully, the
DATA will be sent successfully. Thus from S3, it will enter state S4. If the
retransmission times exceed the SRL, it transits to state S5 and drops this
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Figure 3.24 RTS/CTS access method of IEEE 802.11 MAC.

packet. The packet service time is the average transition time from SO to S4
and S5.

Pp is used to denote the probability of host i sending the RTS packet
successfully to host j. Similarly, this is equivalent to the probability that no
packet is sent from the hosts of Hj; in the time of DATA+ RTS. Thus:

; S
Prrs = exp[— (Sn TGN+ g ~ 'kmu’,ﬂﬂ (3.22)
DasiC

We consider the kth retransmission of the packet from node i to j. The
channel access process and the backoff process are the same as in the
basic access method. If the transmission of the RTS packet is failed at the
kth attempt, the time spent for the Ath attempt is:

; s DIFS — CWpin
b = i
P [l)IES‘ 2

x 281 x © + RTS + EIFS (3.23)

If the RTS packet is transmitted successfully at the Akth attempt, the spent
time of the kh attempt is:

DIFS = C Wy,
f = "2 x 287N X T 4 RTS + SIFS

PD]FS 2

+ CTS + SIFS + DATA; + SIFS + ACK (3.24)

The probability that the kth retransmission is successful is:

P]éTS X (1 - PIQTS) o



Traffic-Aware Routing for RTC in Wireless Multi-Hop Networks ® 109

Thus, the average packet service time of RTS/CTS access method is:

SRL
Tyac = Z Prys(1 — leus <Z i + tk:)
k=1
+ (1 = Pig) SR’Z i/ (3.25)
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4.1 Overview

Prevailing TEEE 802.11 wireless local area network (WLAN) today does
not support any medium access control (MAC) protocol for reliable multi-
cast (RM). It only provides unreliable multicast without any feedback from
receivers and reliable unicast with positive acknowledgment (ACK) from
the receiver. This chapter delves into parity-based multicast protocols. To
support RM over the 802.11 WLAN, two different RM MAC protocols —
a polling-based feedback protocol and a contention-based feedback
protocol — are developed. Both protocols improve the efficiency of mul-
ticast as well as the reliability by supporting the per-group feedback based
on negative ACK (NAK). That is, combined with the reliable MAC protocols
that support per-group feedback, parity-based loss recovery can improve
multicast efficiency. Therefore, we investigate how the proposed RM MAC
protocols can be combined with forward error correction (FEC) of the upper
layer to achieve reliable and efficient multicast. For the performance eval-
uation, we consider multicasting scenarios using MAC-level reliable proto-
cols and upper-layer-level FEC. The simulation results demonstrate that our
multicast schemes substantially outperform the existing scheme based on
per-packet feedback in terms of efficiency, and guarantee the RM, which
the 802.11 cannot provide.

4.2 Introduction

RM is an efficient transmission scheme to deliver data from a sender to
multiple receivers or “destinations.” RM requires lower bandwidth and com-
plexity than unicast to individual destinations in the network. Multicast can
also be used by different applications, such as data distribution, video con-
ferencing, shared whiteboards, online games, and distributed computing
while guaranteeing the reliability.

A typical multicast scenario in wireless network is depicted in Figure 4.1.
To distinguish between the original sender of the multicast data and the
node transmitting multicast data to receivers in a single wireless cell, we
refer to the former as the “original source” (e.g., a remote node multicasting
stocked data) and to the latter as the “multicast source” (e.g., the access
point of the cell). We consider the multicast environment, where a multi-
cast source transmits multicast data to receivers in the same wireless link.
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Figure 4.1 Network topology for reliable multicast.

We also assume that the speed of the link between the original source and
multicast source is so high that the multicast source can be considered the
original source.

In many wireless networks, including IEEE 802.11 WLAN, wireless nodes
transmit data in broadcast manner due to their omni-directional antenna
property. This transmission property is useful for accessing multiple nodes
at one time, but prohibits collecting the response (e.g., ACK) from multi-
ple nodes efficiently. Therefore, the main challenge in providing RM in a
WLAN is the development of an efficient feedback scheme that is needed
to provide the reliability.

A clear distinction between the multicasts in the WLAN and the tradi-
tional (wireline) network environment is that multiple nodes in the WLAN
share a single medium so that a node can access other nodes in the same
basic network in one-hop, while traditional networks often assume dedi-
cated routes for each node. IEEE 802.11 WLAN, however, does not provide
any MAC-layer protocol for RM. The IEEE 802.11 standard only defines
unreliable multicast MAC protocol without any feedback and reliable uni-
cast MAC protocol with ACK [1]. Unreliable multicast MAC protocol can
exploit the omni-directional antenna property, but cannot guarantee the
reliability of multicast. Reliable unicast MAC protocol supports reliability
via automatic repeat request (ARQ) with ACK feedback.

To provide the reliability of multicast, we consider MAC-level multicast
protocol with per-group feedback using NAK. Per-group feeback collects
feedback information on the transmitted packets after transmission of a
group of packets, while per-packet feedback collects feedback information
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on the transmitted packet after the transmission of each packet. The rea-
son why we adopt NAK for feedback is that NAK facilitates forward error
correction (FEC) of the upper layer, while drastically reducing the feed-
back congestion. Previous work [3,06] supports the combination of FEC and
ARQ using NAK can improve the performance of RM by reducing band-
width waste. Although FEC by itself cannot provide an efficient multicast,
e.g., layered FEC in [3], FEC combined with ARQ has very high repair ef-
ficiency, thus substantially reducing the network bandwidth requirements
for RM.

This chapter delves into two MAC-level ARQ protocols with per-group
feedback using NAK for RM, and combines the protocols with the upper-
layer FEC for efficient multicast. We propose two MAC protocols to avoid
feedback collision: one uses polling-based NAK feedback and the other
uses contention-based NAK feedback. First, with polling-based feedback,
the multicast source calls each receiver so that the receiver transmits its own
NAK to the source. After the multicast source receives a NAK from a re-
ceiver, the source transmits parity packets, where the number of additional
parity packets is determined by the received NAK. The multicast source re-
peats the inquiry of NAK frames, and replies until the source recognizes that
all receivers do not need to receive packets anymore. On the other hand,
with contention-based feedback, the receivers transmit their NAK frames in
a contentious manner based on carrier-sense multiple access with collision
avoidance (CSMA/CA). When the multicast source successfully receives a
NAK from a receiver, it transmits the corresponding number of packets to
the receiver. With the proposed protocols, the multicast source can exploit
the information of the received NAK, such as the number of additionally
requested packets. Using the information, the multicast source prepares
additional parity packets to satisfy the receivers. Because additional parity
packets are transmitted based on the demands of receivers, we can avoid
redundant medium access, which is a critical weakness of FEC.

We consider the multicast transmission from access point (AP) to stations
in the infrastructure mode although the proposed protocols can be applied
to the ad hoc mode with minor changes in the frame format. Therefore,
the multicast source is always the AP and the receivers are the stations
associated with the AP. This situation is a typical multicast environment,
where AP is highly loaded for real-time multicast such as video broadcast.

4.3 Related Work

There is a large amount of literature on RM; some articles focus on the
use of FEC. An iterative polling for feedback to enhance the efficiency
of multicast is suggested in [9]. An early work [3] studied the use of FEC
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integrated with ARQ for RM. It assumed that the RM layer exists on the FEC
layer or the RM layer can be integrated with the FEC layer. However, for
WLAN, MAC-level RM can exploit the medium access property but IEEE
802.11 standard does not provide any MAC protocol for RM. In addition,
MAC-level FEC is not rational because RM is not the only target service of
WLAN and the cost of the implementation of FEC is too high.

Several RM MAC protocols for WLAN have been proposed [4,5,7]. To
reserve medium for multicast and arrange the feedback order, RTS/CTS
exchange is considered in [4]. Tone signaling to indicate the failure of mul-
ticast is proposed in [5]. In addition, a multicast protocol with leader-based
feedback using intentional absence and collision of ACK is suggested to
avoid feedback collision [7]. However, the feedback for each transmitted
packet introduces considerable overhead, especially when the multicast
source has a number of multicast packets. To reduce the feedback over-
head, FEC and per-group feedback using NAK is considered for general
networks [3]. They refer to the feedback system of ARQ-based multicast as
per-packet feedback, and to the feedback system of FEC-based multicast as
per-group feedback. Ideally, the source only needs to collect the maximum
number of requested packets and respond with additional parity packets
corresponding to the maximum number of requests. Moreover, per-group
feedback can be equivalent to per-packet feedback when the transmission
group consists of only a single packet.

4.4 Background

4.4.1 IEEE 802.11 MAC

IEEE 802.11 MAC [1] is based on logical functions called coordination func-
tions, which determine when a station (STA) operating within a Basic Ser-
vice Set (BSS)! is permitted to transmit and may be able to receive frames
via the wireless medium. Two coordination functions are defined, namely,
(1) the mandatory distributed coordination function (DCF), for a distributed,
contention-based channel access, based on CSMA/CA, and (2) the optional
point coordination function (PCF), for a centralized, contention-free chan-
nel access, based on the poll-and-response mechanism. Most of today’s
802.11 devices operate in DCF mode only. We briefly explain in this section
how the DCF and PCF work.

! There are two types of BSSs. An infrastructure BSS is composed of an access point (AP)
and multiple STAs associated with the AP, where the AP works as a bridge between the
wireless and wired domains; and an independent BSS (IBSS) is composed of multiple
STAs.
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4.4.1.1 Distributed Coordination Function (DCF)

The 802.11 DCF works with a single first-in-first-out (FIFO) transmission
queue. The CSMA/CA constitutes a distributed MAC based on a local as-
sessment of the channel status, that is, whether the channel is busy (.e.,
somebody is transmitting a frame) or idle (i.e., no transmission). Basically,
the CSMA/CA of the DCF works as follows.

When a frame arrives at the head of the transmission queue, and if the
channel is busy, the MAC waits until the medium becomes idle and then
defers for an extra time interval, called the DCF Distributed Inter-frame
Space (DIFS). If the channel stays idle during the DIFS deference, the MAC
then starts the backoff process by selecting a random backoff count. For
each slot time interval during which the medium stays idle, the random
backoff (BO) counter is decremented. When the counter reaches zero, the
frame is transmitted. On the other hand, when a frame arrives at the head
of the queue, if the MAC is in either the DIFS deference or the random
BO process, the processes described above are applied again. That is, the
frame is transmitted only when the random BO has finished successfully.
When a frame arrives at an empty queue and the medium has been idle
longer than the DIFS time interval, the frame is transmitted immediately.

Each STA maintains a contention window (CW), which is used to select
the random BO count. The BO count is determined as a pseudo-random
integer drawn from a uniform distribution over the interval [0,CW]. How
to determine the CW value is further detailed below. If the channel be-
comes busy during a BO process, the BO is suspended. When the channel
becomes idle again, and stays idle for an extra DIFS time interval, the BO
process resumes with the latest BO counter value. The timing of DCF chan-
nel access is illustrated in Figure 4.2.

For each successful reception of a frame, the receiving STA immediately
acknowledges the frame reception by sending an ACK frame. The ACK
frame is transmitted after a short inter-frame space (SIFS), which is shorter
than the DIFS. Other STAs resume the BO process after the DIFS idle time.
Thanks to the SIFS interval between the data and ACK frames, the ACK

Immediate access when DIFS
medium is idle >= DIFS Contention window
PIFS
DIFS
Busy SIFS Backoff
. . Next frame
medium window
Slot time
Defer access Select slot and decrement backoff
as long as medium stays idle

Figure 4.2 IEEE 802.11 DCF channel access.
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frame transmission is protected from other STAs’ contention. If an ACK
frame is not received after the data transmission, the frame is retransmitted
after another random BO.

The CW size is initially assigned CW ,,;,,, and increases when a transmis-
sion fails, that is, the transmitted data frame has not been acknowledged.
After any unsuccessful transmission attempt, another BO is performed using
a new CW value updated by:

CW:=2(CW+1—1

with an upper bound of CW . This reduces the collision probability
in case there are multiple STAs attempting to access the channel. After
each successful transmission, the CW value is reset to CW,,;,,, and the
transmission-completing STA performs the DIFS deference and a random
BO even if there is no other pending frame in the queue. This is often
referred to as “post” BO, as this BO is done after, not before, a transmission.
This post BO ensures that there is at least one BO interval between two
consecutive MAC service data unit (MSDU) transmissions.

In WLAN environments, there may be hidden stations. Two stations,
which can transmit to and receive from a common station while they
cannot see each other, are hidden from each other. Because the DCF
operates based on carrier sensing, the existence of such hidden stations
can degrade network performance severely. To reduce the hidden station
problem, IEEE 802.11 defines a Request-to-Send/Clear-to-Send (RTS/CTS)
mechanism. That is, if the transmitting STA opts to use the RTS/CTS mecha-
nism, before transmitting a data frame, the STA transmits a short RTS frame,
followed by a CTS frame transmitted by the receiving STA. The RTS and CTS
frames include information on how long it takes to transmit the subsequent
data frame and the corresponding ACK response. Thus, other STAs hearing
the transmitting STA and hidden STAs close to the receiving STA will not
start any transmissions; their timer, called Network Allocation Vector (NAV),
is set, and as long as the NAV value is non-zero, a STA does not contend
for the medium. Between two consecutive frames in the sequence of RTS,
CTS, data, and ACK frames, a SIFS is used. Figure 4.3 shows the timing
diagram involved in an RTS/CTS frame exchange.

| DIES
Source | RTS Data
[ [t [t
Destination SIFS| CTS |SIFS SIFS| ACK
DIES
Others NAV (RTS) Backoff
NAV (CTS) Backoff after defer

Figure 4.3 RTS-CTS frame exchange.
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Table 4.1 MAC Parameters for 802.11a PHY

Parameters SIFS (usec)  DIFS (usec)  Slot (usec) CW,. — CW,

max

802.11a PHY 16 34 9 15 1023

All of the MAC parameters, including SIFS, DIFS, Slot Time, CW ,,
and CW ..y, depend on the underlying physical (PHY) layer. Table 4.1
shows these values for the 802.11a PHY [2]. Irrespective of the PHY, DIFS is
determined by SIFS+2-SlotTime; and another important IFS, called the PCF
IFS (PIFS), is determined by SIFS+SlotTime. With 802.11a, the transmission
rate is up to 54 Mbps. There are other PHYs such as IEEE 802.11b PHY
with rates of up to 11 Mbps. As we are discussing reliable multicast MAC
in this chapter, our evaluation results in the following are relatively valid,
irrespective of the underlying PHY.

4.4.1.2 Point Coordination Function (PCF)

To support time-bounded services, the IEEE 802.11 standard also option-
ally defines the PCF to let STAs have contention-free access to the wire-
less medium, coordinated by a point coordinator (PC), which is collocated
within the AP. The PCF has higher priority than the DCF because the pe-
riod during which the PCF is used is protected from the DCF contention via
the NAV set. Under the PCF, the time axis is divided into repeated periods,
called superframes, wherein each superframe is composed of a contention-
free period (CFP) and a subsequent contention period (CP). During a CFP,
the PCF is used for accessing the medium, while the DCF is used during
a CP. It is mandatory that a superframe includes a CP of minimum length
that allows at least one MSDU delivery under the DCF. See Figure 4.4 for
the CFP and CP coexistence.

A superframe starts with a beacon frame, which is a management frame
that maintains the synchronization of the local timers in the STAs and deliv-
ers protocol-related parameters. The AP generates beacon frames at regular
beacon frame intervals; thus, every STA knows when the next beacon frame
will arrive. This instance is called the target beacon transition time (TBTT),
and is announced in every beacon frame. During a CFP, there is no con-
tention among STAs; instead, STAs are polled. See Figure 4.4 for typical
frame exchange sequences during a CFP. The PC polls an STA asking for
a pending frame. If the PC itself has pending data for this STA, it uses a
combined date and poll frame by piggybacking the CF-Poll frame into the
data frame.

Upon being polled, the polled STA acknowledges the successful recep-
tion along with data. If the PC receives no response from a polled STA after
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Contention Free Period Repetition Interval (CFPRI) or Superframe

Contention Free Period (CFP) for PCF
SIFS SIFS SIFS Contention
|- — |- - f-— Period (CP)
Downlink | Beacon | [D1 + Poll D2 + Ack + Poll CF-End| for DCF
Uplink Ul + Ack U2 + Ack
PIFS SIFS SIFS ese
NAV |

Dx - Downlink frame to STA x

Ux - Uplink frame from STA x CE_MAX Duration

Figure 4.4 IEEE 802.11 PCF channel access during a CFP.

waiting for a PIFS interval, it polls the next STA or ends the CFP. There-
fore, no idle period longer than PIFS occurs during CFP. The PC continues
polling other STAs until the CFP expires. A specific control frame, called
CF-End, is transmitted by the PC as the last frame within the CFP to signal
the end of the CFP.

4.4.2 Upper-Layer FEC

FEC across packets is a well-known type of error control scheme to resist
channel error causing packet erasures [3,8,13]. We consider the usage of
Reed-Solomon (RS) codes for the upper-layer FEC. In general, an (7, k)
RS code is used to encode k symbols of m bits into blocks composed of
n (= 2™ — 1) symbols, where m > 1. Therefore, the encoding algorithm
expands a block of & symbols to 7 symbols by adding 7 — %k redundant
symbols.
An e-erasure-correcting RS code has the following parameters:

Block length : n= 2" —1 symbols
Message size : k symbols
Parity-checksize : n— k= e symbols

Minimum distance :  dy;,, = n— k+ 1 symbols

By puncturing and shortening, (7, &) RS code can be reduced to (7, ¥)
RS code with the same symbol size, where # and ¥ are smaller than or
equal to 7 and k, respectively. We assume punctured/shortened RS code
with an 8-bit symbol (i.e., one byte) for our upper-layer FEC. For more
details on coding theory, readers are encouraged to see Reference [15].

When the FEC is used at the upper layer, it is necessary to apply the
RS coding across data packets. This is due to the fact that the nominal
802.11 MAC implementations discard the entire MAC frame in the event of
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Figure 4.5 Upper-layer RS coding across packets.

an erroneous reception of the frame. The erroneous frame at the receiving
MAC is never passed on to the higher layer. For this reason, if RS coding
is applied within a single packet at the upper layer, the erroneous packet
will not be available for error detection or correction at the upper layer.

Therefore, RS coding at the upper layer is applied across packets using
an interleaver, that is, K data packets (of L, length bytes) are buffered
at the interleaver shown in Figure 4.5. The first symbol (byte) from each
of the K data packets are sent through an (N, K) punctured RS coder,
resulting in (N—K) parity symbols each of which forms the first byte of
the (N-K) parity packets, respectively. This is repeated for the L, bytes
resulting in (N-K) parity packets. Each packet of length L, is generated by
the RS encoder. Each data or parity packet is transmitted via a MAC frame;
if this frame is discarded at the receiving MAC layer due to channel errors,
it results in a symbol erasure at the RS decoder in the upper layer. Because
the positions of lost packets are already known by counting the sequence
numbers of the packets, we can apply RS erasure-correcting decode, which
can correct up to (N—K) packet losses (or erasures) out of N packets over
which the RS coding was applied. The procedure of RS coding across data
packets is depicted in Figure 4.5. As mentioned above, the block length,
N, of the punctured RS code is smaller than or equal to 255 because the
size of the RS code symbol is one byte.

4.5 MAC Protocol Description

As discussed in Section 4.2, per-group feedback collects feedback informa-
tion after the transmission of a group of packets, while per-packet feedback
collects feedback information after each packet transmission. For example,
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the standard DCF, which collects feedback information such as CTS or ACK
from a receiver after transmission of a packet, as illustrated in Figure 4.3, isa
typical per-packet feedback MAC protocol. In this section, we describe two
types of multicast MAC protocols that use per-group feedback schemes.
Both protocols adopt NAK feedback to reduce performance degradation
caused by a large number of multicast receivers. However, each protocol
exploits different feedback schemes to avoid excessive collision for NAK
frame collection. One is based on iterative polling, while the other is based
on contention to collect NAK frames from receivers without collision. From
now on we refer to the former protocol as the polling-based feedback pro-
tocol (PBP), and to the latter protocol as the contention-based feedback
protocol (CBP).

Before delving into our proposed MAC protocols, we define two terms:
“packet” and “frame.” We refer to a packet as the transmission unit at the
layers above MAC. A packet from the upper layer can be seen as an MSDU
by the MAC layer. On the other hand, we refer to a frame as the transmis-
sion unit at the MAC layer. A frame can be also referred to as an MPDU
(MAC protocol data unit). Therefore, data packets are packetized into data
frames, and parity packets are packetized into FEC frames by the MAC
layer, respectively. In addition, we refer to a multicast period as the time
period from when the multicast source starts to send a group of packets for
multicast to when the multicast source finalizes the packet transmissions
for multicast.

The proposed reliable multicast protocols work as follows. The upper
layer of a multicast source puts down N packets to the MAC layer along
with such additional information as the number of data packets, the number
of parity packets, and the destinations for multicast. Then the MAC layer
transforms packets to frames and transmits them to multiple destinations.
To reconstruct data packets at the upper layer of each multicast receiver,
the proposed MAC protocols continue transmitting frames until the number
of frames received by each multicast receiver corresponds to the number
of data packets informed at the beginning of multicast period.

A notable point is that the MAC of the multicast source does not transmit
frames that have ever been transmitted. That is, a frame is transmitted once.
After the multicast source transmits all N frames, there remains no FEC
frame to transmit for upcoming NAK. If a receiver fails to receive more
than or equal to K frames, it cannot overcome the packet erasure by using
additional parity packets. To handle this severe frame erasure, we propose
a possible solution based on retransmission Section 4.5.3.

The MAC frame formats used by our protocols are depicted in Fig-
ures 4.6 through 4.9. Figure 4.6 depicts the frame format of the RM frame,
which is used to initiate a multicast period. The N field in the RM frame
denotes the number of combined data and FEC frames, and the K field
denotes the number of data frames. Because we assume that the length of
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Octets: 2 2 32 6 2 1 1 4
Frame | ration | RA | o | Seauence | | x| Ecs
control bitmap control

Figure 4.6 MAC frame format of RM.

the RS code symbol is one byte, N and K are less than 255. We also as-
sume that the number of multicast receivers is less than 256, which should
be a large enough number for a single BSS (basic service set) of the typ-
ical WLAN. The length of the RA bitmap field in an RM frame is 256 bits,
or 32 octets, each of which corresponds to the Association ID of the sta-
tion. To inform the values of NV and K, a 1-octet field is used for each, as
shown in Figure 4.6. Figure 4.7 depicts the RNAK (request for NAK frames)
frame, which is used for multicast source to request NAK frames from re-
ceivers. In an RNAK frame, the NV field denotes the number of remaining
packets out of N. Figure 4.8 describes the NAK frame format. There are
two types of NAK frames: one contains a 1-octet “feedback” field and the
other NAK contains a 32-octet “feedback” field. The 1-octet “feedback”
field presents the number of necessary packets; the 32-octet “feedback” is
used as the bitmap of the received packets when parity-based recovery
turns out to have failed. We discuss the issue of using 32-octet “feedback”
in Section 4.5.3. (Figure 4.9 describes the CF-END frame format.) The CF-
END frame is originally used to announce the end of a CFP, in the standard
PCF, as illustrated in Figure 4.4. In our protocols, the CF-END frame is used
to finalize a multicast period.

4.5.1 Reliable Multicast MAC Protocol with Polling-Based
Feedback

We now present a multicast MAC protocol with polling-based feedback.
We assume that the multicast source is an AP and it tries to transmit at
least K packets out of N packets to all receivers. Basically, according to
this protocol, the AP asks the receivers in a round-robin fashion to find
if they need additional parity packets. When an AP polls a receiver and
responds to it by sending more parity packets, the other receivers are also
able to receive these extra parity packets and exploit them to reconstruct

Octets: 2 2 6 6 1 1 4
Frame |, ation| RA | TA | CW | N |ECS
control

Figure 4.7 MAC frame format of RNAK.
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Octets: 2 2 6 6 lor32 4

Frame Duration| RA TA | Feedback | FCS
control

Figure 4.8 MAC frame format of NAK.

the original data packets. Each receiver replies to an RNAK from the AP
with a NAK. Once an AP receives a NAK asking for no more packets from
a specific receiver, the AP does not send an RNAK to the receivers again
until the end of the multicast period. We refer to the NAK frame with zero
of feedback field as “0-NAK.” The reliable multicast MAC protocol with
polling-based feedback, referred to as PBP, works as follows:

[A] AP —> Receivers
The AP sends an RM frame and K frames with SIFS interval.

[B] AP —> Receiver
The AP sends an RNAK to a receiver in the polling entry.

[C] Receiver —> AP
The receiver that received RNAK sends a NAK frame to the AP.

[D] AP — Receiver
If the NAK is not a 0-NAK, the AP sends additional frames according
to the received NAK, and goes to step [Bl. If the NAK is a 0-NAK,
the AP assigns the next receiver in the receiver entry to the polling
entry, and step [B]. If there is no receiver for the AP to assign to the
polling entry, the AP finalizes the multicast period by transmitting
a CF-END frame.

Figure 4.10 shows an example of a multicast period using PBP. The AP
can access the medium with PIFS (point inter-frame space) idle time, and
initiate a multicast period by sending an RM frame. From the RM frame,
receivers can collect the necessary information for multicast such as the
number of data frames, the number of FEC frames, and the entry of multicast
destinations. If a receiver is one of the multicast destinations, the receiver
counts the number of received data and FEC frames, and updates its NAK
for the feedback. When the AP asks the receiver to transmit its NAK by
transmitting RNAK, the receiver sends a NAK frame and starts to receive
additional FEC frames after SIFS. Because the AP transmits additional FEC

octets: 2 2 6 6 4

Frame
Control

Duration RA | BSSID| FCS

Figure 4.9 MAC frame format of CF-END.
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Figure 4.10 Reliable multicast with PBP.

frames with broadcast address, all of the receivers can receive the frames
and update their own NAK frames for feedback.

Of course, control frames, such as NAK, RM, and RNAK, can suffer from
channel error and hence be erroneously transmitted. To handle this prob-
lem, the protocol can include more a reliable response and retry process
despite additional overhead. We describe this issue in Section 4.5.3.

4.5.2 Reliable Multicast MAC Protocol with Contention-Based
Feedback

The polling-based protocol is simple and reliable but can introduce addi-
tional overhead, especially when channel error is scarce and the number of
multicast receivers is large. In this section, we propose a contention-based
feedback protocol to reduce the feedback overhead. The RM MAC protocol
with contention-based feeback, referred to as CBP, works as follows:

[A] Main Transmission Period (AP — Receivers)
Send an RM frame and K data frames with SIFS interval. The RM
contains the bitmap of the multicast destinations.

[B] Contention Round (AP — Receiver)
The AP sends an RNAK frame, which contains the contention win-
dow size. Each of the receivers sets its BO counter randomly using
the contention window size specified in the RNAK. If there is no
busy medium during a contention round, the AP finalizes the mul-
ticast period by transmission of a CF-END frame.

[C] NAK Transmission Round (Receiver —> AP)
The receivers that need additional FEC frames try to transmit NAK
frames using CSMA/CA. If a receiver’'s BO counter becomes zero,
it sends a NAK to the AP. The NAK is transmitted once in a con-
tention round even if the NAK does not reach the AP
successfully.

[D] NAK Transmission Round (AP — Receivers)
The AP transmits additional frames with a broadcast MAC address
corresponding to the number of requested frames in the received
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Figure 4.11 Frame diagram of main transmission period of CBP.

NAK. If the AP has counted down all its counters corresponding
to contention window size, go to Step [B]. After the AP transmits
additional FEC frames, receivers update their NAK frames, resume
counting down their BO counter, and go to step [C].

Now, we explain each step in detail.

4.5.2.1 Main Transmission Period

The AP can start an RM period with PIFS access. The first part of an RM
period is called the “main transmission period.” In a main transmission
period, the AP broadcasts an RM, K data frames with SIFS interval. At the
beginning of a main transmission period, NAV is announced to reserve the
medium for multicast period. All these are illustrated in Figure 4.11.

4.5.2.2 Contention Round

After a main transmission period, the AP can transmit additional FEC frames
to support RM using parity-based recovery. First, the AP transmits an RNAK
frame after SIFS from the main transmission to receive NAK frames from
receivers. The receivers access the medium with contention to exchange
NAK and FEC frames with the AP. We refer to this process as a “contention
round,” and the beginning of a contention round is depicted in Figure 4.12.

An RNAK frame contains the size of the contention window, which is
used by receivers to set their BO counter for NAK transmissions in the
contention round. After a receiver receives an RNAK, it randomly selects
a slot from [0, CW — 1], where CW is announced via an RNAK. Then,
it counts down its BO counter and transmits NAK based on CSMA/CA.
The important difference between CBP and the standard DCF BO process
is that CBP does not retransmit a NAK frame after a failure of NAK and
FEC exchange. This difference is based on the fact that DCF can increase
the contention window size, while CBP uses the announced contention
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Figure 4.12 Frame diagram of the beginning of a contention round of CBP.

window size. We postpone how CBP determines the size of the contention
window to Section 4.5.2.0.

4.5.2.3 NAK Transmission Round

Each contention round consists of several NAK transmission rounds. Af-
ter SIFS time interval from receiving an RNAK, receivers start to transmit
their NAK frames to the AP in a contentious manner, with the contention
window size announced in the RNAK. This is called a “NAK transmission
round.” When a receiver transmits its NAK to the AP successfully, the AP in
turn transmits FEC frames corresponding to the requested number of the
received NAK. Not only the receiver, which transmitted the NAK, but all the
multicast receivers receive and use these FEC frames from the AP because
all the receivers have the identical RS decoder at the upper layer and the
receiver address of FEC frames is the broadcast MAC address.

When the AP transmits additional FEC frames, the receivers should up-
date their NAK frames considering the number of received FEC frames. If
a receiver transmitted its NAK successfully but has not received enough
additional FEC frames, the receiver should prepare another NAK for the
next contention round, and then update it to reflect additionally received
FEC frames that are initiated by the other receivers.

After the AP transmits FEC frames as a response to a NAK, receivers
that have pending NAK frames resume BO and transmit their own updated
NAK frames. This is another NAK transmission round, and it lasts until the
next successful NAK transmission. NAK transmission rounds are repeated,
exchanging NAK and FEC frames until the contention window, which is
announced in the RNAK frame, is all counted down.

4.5.2.4 Last NAK Transmission Round

When the contention window is counted down to zero by the AP, it trans-
mits the next RNAK, including a new contention window size to initiate
another contention round as shown in Figure 4.13.
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Figure 4.13 Frame diagram of consecutive contention rounds of CBP.

4.5.2.5 Last Contention Round

If the medium is idle during the entire contention round, then the AP rec-
ognizes that there is no station to transmit NAK and finalizes the RM session
by transmitting a CF-END frame to reset NAV. That is, the last contention
round consists of a single NAK transmission round with no busy medium.
Figure 4.14 shows that the end of the last contention round is the end of
the multicast period. The frame format of CF-END is depicted in the IEEE
802.11 standard [1].

4.5.2.6 Contention Window Size in RNAK

The contention window size for the contention-based feedback process
should be announced at the beginning of each contention round. There-
fore, we here develop an algorithm to determine the contention window
size for each contention round. Although other algorithms can determine
the optimal window size, the proposed algorithm is so simple that the
multicast source determines the contention window size without complex
calculation.

For simplicity of notation, we define that CW is the contention window
size of the contention round, puccess 15 the probability that an arbitrary

Former contention round .
Last contention round

Contention Period (CP)
Source RNAK for NAK CF-End
Destinations SIFS / Backoft / /
Backoff after defer
.
Others NAV

Figure 4.14 Frame diagram of the end of a contention round of CBP.
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receiver accesses the medium in a slot time, 7, is the estimated number
of receivers from the previous contention round, and 7, is the expected
number of receivers in the next contention round, respectively.

Now we estimate the number of receivers through backtracking. During
a contention round, three types of medium access are possible: (1) success-
ful NAK transmission, (2) NAK collision, and (3) an idle slot time. Both NAK
transmission and NAK collision result in a busy medium but the multicsat
source transmits FEC frames only when a successful NAK-transmission oc-
curs. For a simple estimation, we assume that there are only two receivers,
which transmit NAK frames at each NAK-collision. For the last busy medium
of the previous contention round was a NAK collision, let 7,; = 2.

As tracking backward, for each NAK collision, #,;4 is updated by:

Notd = Nojq + 2 4.1
and for each NAK transmission, 7, is updated by:
Nold = Noig X 2 (4.2)

Because the probability that the number of packets a receiver needs
is more than that of another receiver, it can be assumed to be 1/2, and
Equation 4.2 makes sense.

Considering that the typical frame loss probability is a small number,
we can expect that additional parity packets can be transmitted to receivers
successfully with quite a large probability. From this assumption, we can
estimate 72, as:

e [24]
where m is the number of NAK transmission rounds (i.e., successful NAK
transmissions) in the previous contention round.

The expected number, 7,,,, of receivers should be in [1, R], where R is
the number of total multicast receivers (already known by the AP from the
upper layer). Then we can determine CW for the next contention round
as follows. First, we find pyccess, which maximizes the probability for the
success of NAK transmissions. By approximating the contention round to
p-persistent CSMA, we can find puccess : MaX(er Paccess(l — Paccess) ™ ™)
by differentiation.

The differentiation results in:

Daccess * Tpew = 1 (4.4)

When the RNAK is announced by the AP, NAK pending stations schedule
their own NAK frames randomly by selecting one out of [0, CW — 1]. This
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implies that puecess = ﬁ Therefore, we can determine the contention

window size for the next contention round as:
CW = 1yew (4.5)

From the fact that 72, cannot exceed R, we assign CW = R when #,,,, > R.
In addition, we can assign R to the CW for the first contention round
because of no previous contention round.

4.5.3 Discussion
4.5.3.1 Loss of Control Frame

Even short control frames can be corrupted for some receivers, especially
when the group size of the receivers is large or the channel error rate is
high. If a receiver did not receive an RM frame, the receiver cannot realize
the initiated multicast session and it cannot prepare to receive packets from
the source. To avoid this erroneous operation, an RM can be acknowledged
similar to Group RTS (GRTS) [10]. That is, the multicast source sends an RM
frame, including the order of CTS transmissions; then, all receivers included
in the RM frame reply to the RM with CTS, respectively, with SIFS interval.
Although the original idea of using GRTS was channel probing to measure
the signal strength, we can adopt GRTS to establish a handshake for reliable
multicast.

For PBP, all frames are exchanged with SIFS interval. There is no idle
time longer than SIFS when PBP works. If an RNAK is erroneous and the
polled receiver cannot send its NAK, the multicast source can transmit an
RNAK again after PIFS idle time. If a NAK is erroneous, the multicast source
can retransmit the RNAK after SIFS because the received erroneous frame
might be a NAK responding to the previous RNAK.

However, CBP needs an additional action to prevent abnormal opera-
tions. First, idle time can be longer than DIFS, which can allow the medium
access of other stations. Idle time longer than DIFS appears when the con-
tention period contains a bulk of idle slots, and receivers resume their BO
count with DIFS idle time. Second, the medium can be idle during the entire
contention round because all receivers lost RNAK frames in CBP. For these
cases, the multicast source might terminate the multicast session although
several NAK frames remain for the reception of additional FEC frames.
Therefore, additional RNAK transmissions are necessary to convince the
multicast source to finalize the multicast period. Finally, an erroneous NAK
might be perceived as a collision when the multicast source determines
contention window size for CBP. Such a case can result in over-estimation
of the number of the receivers, which implies excessively large contention
window size and overhead.
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4.5.3.2 Selective Retransmission

Because the number of data and FEC frames is finite, parity-based recov-
ery can fail, especially when the error rate is high and the number, K, of
data frames is relatively large compared with the number of FEC frames.
To manage a parity-based recovery failure, selective retransmission, which
transmits FEC frames more than once, can be considered. Assume that a
receiver accepts an RNAK, which indicates that the remaining number of
FEC frames is less than the number of frames that the receiver needs for the
parity-based recovery. To reconstruct the original data packets, the receiver
can request the multicast source to retransmit the lost frames. For the re-
transmission, the receiver can send a NAK with the bitmap of the received
frames to inform whether each frame is received successfully. Because we
assume that N and K are less than 256, the bitmap is 256 bits, or 32 octets,
enough to indicate the reception information. If the multicast source re-
ceives a NAK with a bitmap from a receiver, it transmits all remaining FEC
frames and retransmits the transmitted FEC frames referring to the bitmap
of the NAK.

4.6 Performance Evaluation

In this section we evaluate the performance of the proposed and exist-
ing protocols in terms of multicast throughput. First we determine the
idealized performance of retransmission-based multicast and parity-based
multicast by mathematical analysis. Retransmission-based multicast adopts
per-packet feedback for retransmission of packets, while parity-based multi-
cast adpots per-group feedback for transmission of additional parity
packets. We assume an ideal multicast environment in which the cost of
feedback is zero. The more efficient this practical protocol we have pro-
posed, the closer its performance reaches idealized performance. Then,
simulation results of the proposed protocols will be compared with the
retransmission-based multicast protocol using tone [5], which minimizes
feedback overhead but requires additional hardware and bandwidth.

To evaluate performance, we exploit multicast throughput, which is
defined as:

_ E[L]
O E[T)

3 (4.6)

where L, is the size of a packet and 7, is the elapsed time for an arbi-
trary data packet to be recovered by all receivers. The WLAN parameters
used in the evaluation, such as transmission rate and SIFS, correspond to
IEEE 802.11a [2], which supports basic transmission rate of 6 Mbps for
broadcast.
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For the evaluation, we use default parameter values respecting the typ-
ical WLAN environment; that is, the number of receivers is 10, the packet
error rate (PER) is 0.1, the size of a packet is 1,000 bytes, and the environ-
ment of IEEE 802.11a is assumed. Unless specified otherwise, the param-
eters correspond to these default values. We use the term “PER” for the
loss probability of data or parity frame. In other work, it is often referred
to as “FER” (frame error rate). For simplicity, we assume that management
frames such as RNAK, NAK, and RM are not corrupted by the channel errors.
Each receiver suffers from the channel error independently. An indepen-
dent channel condition for each receiver is common in a typical WLAN
indoor environment [11].

4.6.1 Mathematical Analysis of Idealized Performance

If the cost of the feedback process is zero and N = oo, then multicast using
parity-based loss recovery can achieve its idealized performance. Here we
derive multicast throughput mathematically assuming that the feedback cost
can be ignored.

We first derive an unachievable lower bound to the expected number
of packet transmissions required to transmit an arbitrary packet to all re-
ceivers. We assume all receivers experience independent homogeneous
channel error. Let p be the packet error rate of receivers and L, the num-
ber of additional packet transmissions required by a certain receiver. The
distribution of L, is:

P(L,=0)=1—-pX 4.7
Pu¢=m=<K;?f3me—m? m=1,- (48

Let L denote the maximum number of additional packets that are trans-
mitted and R the number of multicast receivers. Its cumulative distribution
is given by:

P(L<m=[PL,<m]", m=0,1, - (4.9)
where
P(L,<m=)Y P(L,=1i, m=01, - (4.10)
i=0

Finally, we define M as the number of transmission times an arbitrary data
packet is transmitted before all receivers recover it accounting for parity
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packets. The mean number of transmission per arbitrary packet is [3]:
E[Ml=(E[Ll+ K)/K (41D
Therefore, idealized multicast throughput above MAC is given by:

L,
E[M]- (PHYW,-+A£ACW+LM N S[FS)

&ideal = (4.12)

where L, is the size of the packet, » denotes the packet transmission rate,
PHY 4 is the length of physical layer header size, MAC)y, is the length
of physical layer header size, and SIFS is a necessary interval between
consecutive transmissions.

We can determine the idealized throughput of the retransmission-based
multicast by setting N = oo and K = 1. Figure 4.15 shows the idealized
throughput of retransmission-based multicast and parity-based multicast
with varying PER. Parity-based multicast outperforms retransmission-based
multicast across the entire PER range in Figure 4.15. One interesting case of
this result is when PER is around 0.1, which corresponds to a typical channel
error rate in WLANSs; the gain of parity-based multicast protocol is signifi-
cant. The parity-based multicast protocol outperforms the retransmission-
based multicast protocol by up to 50 percent in terms of multicast through-
put. The scalability of the idealized multicas