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1
Introduction: Advances and
Challenges in Macroeconomics
Jacques Drèze
Université Catholique de Louvain, Belgium

This volume collects the 16 invited lectures on macroeconomics delivered
at the Twelfth World Congress of the International Economic Association
in Buenos Aires, 23–27 August 1999. Responsibility for issuing the invita-
tions and suggesting topics rested with me, so I am fully accountable for
selection bias. Authors knew that they were addressing a general audience.
They were urged to cover a broad topic rather than a sharp contribution,
and to present their own views rather than a balanced survey. The typical
lecture summarized, with a minimum of technicality, the main conclusions
of the author’s research over a decade or more in some broad area of
relevance to macroeconomics. Beyond the value of the individual lectures,
this volume offers a selective but largely spread-out picture of ongoing
research in macroeconomics. I first summarize the lectures (section 1.1),
then offer some speculative conclusions of my own on the state of the dis-
cipline (section 1.2).

1.1 Advances in macroeconomics

1.1.1 Growth and fluctuations

Robert Solow (Chapter 2) reminds us that the neoclassical growth model
was initially designed (in particular by himself) to study long-run equilib-
rium. He then expresses surprise that the same basic model is used now-
adays to study short-run fluctuations, labelled ‘real business cycles’ (RBC).
With the benign wit to which he has accustomed his readers, Solow dis-
cusses how this diversion came about. He stresses the role assigned to prices
in bringing about equilibrium, and voices reservations about the ability of
prices to adjust fully at business cycle frequencies. Extending Keynesian
ideas in the direction of microeconomic foundations, while adding market
imperfections to RBCs, is conducive to some convergence. A more ambi-
tious programme calls for developing a macroeconomic theory of the
middle run, a programme to the definition of which Solow contributes a
few thoughts of his own.



Among his suggestions for characterizing short-run equilibria and under-
standing the occasional persistence of under-utilization of resources (the
Depression of the 1930s, European unemployment over the last quarter-
century, Japan in the 1990s), Solow also lists (with muted conviction) the
possibility of multiple equilibria reflecting coordination failures. That pos-
sibility is developed in my own lecture (Chapter 3), as an implication of
market incompleteness. Under downward real rigidity of some (not all)
wages and prices, there typically exists a continuum of supply-constrained
equilibria, where the extent of supply rationing reflects history (path
dependency) and expectations of future developments, including future
supply rationing. I first explain how incomplete markets introduce volatil-
ity in aggregate demand, especially investment, leading to alternative equi-
libria under price and wage rigidities. Next, I review how uncertainty with
incomplete markets justifies second-best real wage rigidities, forces firms to
cover fixed costs at all demand realizations (with associated downward
price rigidities) and leads risk-averse firms to behave as if they faced kinked
demand curves. Under-utilization of labour and of fixed capacities come in.

The existence of a continuum of supply-constrained equilibria is estab-
lished in two theorems. The emergence of supply-constrained equilibria
(how they come about) is accounted for by a tâtonnement process in 
prices and quantities allowing for downward rigidity of some prices and 
wages along the adjustment. The process converges to supply-constrained
equilibria.

Turning to policy, I note that coordination failures not only magnify the
consequences of price–wage rigidities but are also endowed with persis-
tence, and subject to continuous recurrence. This suggests sustainable poli-
cies of demand stabilization (for instance through counter-cyclical
investments with adequate social returns), and policies addressed to by-pass
the wage–price rigidities linked to incomplete markets (for instance
through cyclically adjusted labour taxes or financial innovation).

An assessment by insiders of the accomplishments to date of real busi-
ness cycle theory (RBC) is offered by Jean-Pierre Danthine and John
Donaldson (Chapter 4). The RBC ongoing research programme aims at
identifying empirically the market imperfections that have clear macroeco-
nomic significance. This search is largely guided by the shortcomings of
simpler formulations in matching data, the so-called ‘puzzles’. The authors
review stylized facts relating to labour markets, prominent among which is
the ‘employment variability puzzle’, to which several answers have been
investigated (contracts, efficiency wages, but also labour–time indivisibil-
ity). Other facts, relating to productivity or unemployment, permit some
discrimination, but inconclusively so, regret the authors. Turning to
money, the negative impact of an unanticipated increase of money supply
on nominal interest rates is treated as a stylized fact, explained only in part
by sluggish adjustments in prices and/or portfolios. Regarding the
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celebrated ‘equity premium puzzle’, the authors refer to models of habit
formation, also considered by de la Croix (Chapter 13), and to their own
research on ‘peso-effects’ and factor share variability. They also refer to pre-
sumed imperfections, such as imperfect competition or expectational
errors; and to recent models combining several imperfections, a feature that
seems required to account for some of the empirical evidence within the
postulated framework. The authors’ conclusions on which combination of
market imperfections may survive in a convincing new macroeconomic
paradigm are guarded – we are not yet there, but (unlike Solow (Chapter 2)
or Pagan (Chapter 11)) they are confident that the path is right.

1.1.2 Money, finance and inflation

John Taylor (Chapter 5) writes about an approach to macroeconomic
policy evaluation (labelled the ‘new normative macroeconomics’) which
uses dynamic stochastic policy models, policy rules (including ‘Taylor
rules’) and policy trade-offs. ‘A policy rule is a description of how the
instruments of policy should be changed in response to observable events’
(p. 3). The distinctive feature of this avenue of policy evaluation research is
that it permits a simple formulation of rational expectations: agents know
the rule followed by monetary authorities. Alternative rules are then com-
pared on the basis of simulations of their steady-state stochastic implica-
tions. The author reports on extensive simulations, within alternative
macro-models, of a few interest-rate setting rules (differing as to the numer-
ical coefficients assigned to deviations of inflation and output from target
values). Performance is assessed, both in terms of summary measures and
with reference to specific policy questions. Current attention is focused on
the trade-off between inflation variability and output variability. This line
of research is presented as compatible with alternative underlying theoret-
ical specifications (though typically embodying some nominal frictions 
and a specific monetary transmission mechanism, the interest channel),
and as susceptible of implementation through a variety of econometric
specifications.

Bruce Greenwald (Chapter 6), also building on joint work with Joseph
Stiglitz, sees in a specific imperfection of financial markets a distinct source
of aggregate fluctuations. The argument is simple. The inside information
of a firm’s management creates an asymmetry relative to investors, which
limits the scope for equity financing and assigns a role to the firm’s net
wealth. Output decisions made under uncertainty about selling prices will
respond positively to net worth. The income effect (for firms) of price
increases exacerbates fluctuations. Because net worth evolves with retained
earnings, a persistence mechanism emerges. Also transfers of wealth from
households to firms (for instance due to income effects of lower interest
rates) become expansionary.

Drèze: Advances and Challenges in Macroeconomics 3



The same reasoning applies to banks, a special case of firms with output
taking the form of loans. The net worth of banks, evolving with earnings
linked to interest rate differentials, becomes a determinant of the supply of
loans. Transfers of wealth from depositors to banks are expansionary. Also,
the net worth of banks is influenced by asset prices, which defines yet
another channel of monetary transmission. The chapter ends on an appli-
cation to small open economies.

Increased use of inflation targeting in the conduct of monetary policy
stresses the importance of understanding inflation, the issue addressed by
Stephen Cecchetti and Erica Groshen (Chapter 7). The first problem is to
measure trend inflation. Statistical and theoretical arguments concur to
favour the use of trimmed means (averages of individual price changes omit-
ting the tails of the distribution). The second problem is to estimate both
future inflation and the (lagged) impact of monetary policy (interest rates)
on inflation. Path dependency and non-linearities are unavoidable sources
of imprecision. The third problem is to set an optimal inflation target, bal-
ancing negative ‘sand effects’ and positive ‘grease effects’. Inflation intro-
duces rising uncertainty and distortions in relative prices (sand); but
moderate inflation mitigates the impact of downward nominal rigidities
(grease). There exist statistical procedures to distinguish the two empirically
– namely, the distinction between symmetrical, intra-market relative price
movements (sand) and asymmetrical, inter-market movements. The
authors suggest a target of 2.5 per cent for CPI inflation, or a band of 
0–2 per cent for bias-adjusted inflation. The target could be adjusted
negatively to the rate of productivity growth and positively to the stability
of monetary policy.

1.1.3 Labour markets

Part III of this volume, devoted to labour markets, opens with the provoca-
tive lecture of Richard Freeman (Chapter 8) on ‘the relation between eco-
nomic institutions and outcomes’. Labour market institutions and social
policies differ markedly across such countries as the US, Japan, Scandinavia,
Germany and Italy. Freeman asks, and answers, three questions: (i) Do
these different institutions and policies affect economic outcomes? They
have identifiable large effects on distribution, but modest hard-to-uncover
effects on efficiency. (ii) Can institutional differences persist in a global
economy? Yes. (iii) Has the current lead candidate for peak economy, the
US, found the right institutions for the twenty-first century? Too soon to
tell.

Evidence that institutions do affect distribution comes from the lower dis-
persion of wages and benefits associated with unionization or collective bar-
gaining, confirmed by the changes in dispersion for workers moving between
union and non-union jobs; it also comes from cross-country comparisons,
confirmed by the changes in dispersion following regime changes.
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The set of modest or inconclusive results on efficiency implications
includes the following: profit-sharing raises productivity by 3–4 per cent;
two-thirds of unionized firms are more productive than non-unionized
firms, but not enough to absorb the extra costs linked to unionization;
minimum wages have at most modest effects on employment; employment
protection laws do not affect employment but result in longer spells of
both job tenure and unemployment; cross-country comparisons have led
to different rankings of institutions in the 1970s, 1980s and 1990s. As for
current trends, they reveal divergence across countries of the rates of
unionization and collective bargaining coverage; the convergence of
incomes per capita is unrelated to labour market institutions.

Finally Freeman notes that several candidates for peak overall perform-
ance among capitalist economies have replaced each other at short inter-
vals. The US candidacy today, almost entirely based on employment
performance in the 1990s, and easily challenged on the inequality front,
needs confirmation through a few more years of full employment accom-
panied by reduction in poverty.

Freeman advances two hypotheses as potential explanations of the
strong impact on distribution, weak impact on efficiency; namely: (i) there
exist rents to the joint use of factors of production and the division of these
rents matters little to efficiency; (ii) no matter how rents are appropriated,
capital and labour will reach an efficient outcome through non-wage
bargains (Coase Theorem).

It is an unplanned but fortunate coincidence that the other two lectures
in Part III have bearing on these two hypotheses. In a set of recent papers,
Ricardo Caballero and Mohamad Hammour have investigated the implica-
tions of specificity in production: ‘a factor is specific with respect to a pro-
duction arrangement … when it would lose part of its value if used outside
this arrangement’ (Chapter 9, p. 173). Specificity generates precisely the
kind of (quasi-) rents listed by Freeman as a possible explanation of his
findings. Caballero and Hammour do, however, reach substantially differ-
ent conclusions about the relevance of labour market institutions for
efficiency.

‘Institutional arrangements are mechanisms that help address the prob-
lems that arise from the need to cooperate’ (Chapter 9, p. 175).
Cooperation gives rise to specificity, hence to division and possibly to
appropriation of rents – with implications for both distribution and
efficiency. ‘A poor institutional environment discourages cooperation
between factors of production. In equilibrium, this results in under-employ-
ment, market-segmentation and technological exclusion of the “appropriating”
factor’ (Chapter 9, p. 177). A factor is ‘appropriating’ when it captures a
larger share of the rents than warranted by its ex ante terms of trade.
Caballero and Hammour apply these ideas to an interpretation of French
unemployment, 1975–95. They identify an ‘institutional push’ in favour of

Drèze: Advances and Challenges in Macroeconomics 5



labour, starting in 1968 and culminating in 1981. The appropriation of
rents by labour resulted in rising wages and a declining profit rate. From
1983 on, trends are reversed, because newly invested capital is no longer
‘appropriated’. The authors conclude ‘that institutions are the main culprit
behind persistent unemployment in Europe’ (Chapter 9, p. 182).

Turning to technological restructuring, Caballero and Hammour first
argue that ‘a poor institutional environment results in sclerosis – the
inefficient survival of low-productivity jobs. Moreover, it causes the restruc-
turing process to be unbalanced; given the level of creation, destruction is
excessively high’ (Chapter 9, p. 191). Accordingly, the destruction process
during recessions is not conducive to significant restructuring. They find
confirmation of their theory in the observation that merger waves are con-
centrated in periods of rising, not declining, stock-market valuation. The
limited restructuring during recessions is imputed to financial market
imperfections, of the kind also stressed by Greenwald (Chapter 6) and
Easterly, Islam and Stiglitz (Chapter 17).

Francis Kramarz (Chapter 10) surveys the results of recent empirical research
on (nominal) wage rigidities in the United States and Europe. The survey bears
on a dozen studies, and Kramarz finds that results vary between countries,
time periods, data sources, categories of workers or even econometric
techniques. Accordingly, the evidence of nominal wage rigidities might
appear mixed, were it not for the consistent finding that inflation matters: dis-
tributions of wage changes in years of high inflation strongly differ from those
observed in years of low inflation, with higher spikes at zero in the latter. A
corroborating finding from France is that 60 per cent of nominal pay cuts in a
given firm either come from a lower annual bonus or reflect a change in
working conditions. From this, and the survey evidence collected by Bewley
to the effect that employers are extremely reluctant to cut pay, Kramarz
concludes: ‘I believe that evidence of wage rigidity exists, or to be more
specific, firms appear to prefer to cut employment rather than cut wages in a
downturn’ (Chapter 10, p. 215).

Two studies of firm-level data for France in the 1990s suggest that firms
control their wage bills through entry and exit, with little adjustment 
in the pay of stayers, especially low-skilled stayers. In particular, wage bill
contractions bear disproportionately on entry. Kramarz concludes that
firms find ways of circumventing wage rigidities, as hypothesized by
Freeman.

1.1.4 Econometrics

Econometric research of significance to macroeconomics has advanced
along several lines in the recent past. One line concerns the analysis of
richer bases of microeconomic data, as illustrated in the lectures of
Cecchetti and Groshen, Freeman or Kramarz. Macroeconometrics has also
evolved significantly, as growing attention was paid to the time-series
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nature of aggregate data. Adrian Pagan (Chapter 11) reviews developments
along that second line. His lecture is organized around the distinction
between the complementary steps of summarizing the data and interpreting
the data, a distinction of which he stresses the logical as well as method-
ological importance.

Statistical fit is the guideline for summarizing data. Economic reasoning
enters only to guide the choice of data series to be investigated. The early
focus on first and second moments has been enriched significantly by the
computation of auto-correlation functions. For univariate series, simple linear
parametric models, like first and second order auto-regression, often provide
parsimonious representations with suitable dynamics. Hetero-skedasticity can
be added, for instance to account for ‘clustering of volatility’. Vector auto-
regression provides a natural extension to multivariate series, leading also to
study impulse responses and co-integration. In both cases, the contribution of
non-linear extensions remains uncertain.

Turning to interpretation, Pagan concentrates mostly on the multivariate
models, which occupy centre stage in macroeconometric research. He
reviews successively structural vector auto-regressions (SVAR), simultaneous
equations (SEM) and calibrated models. The popularity of SVAR is linked to
the view that fluctuations are driven by shocks. Economic theory then
bears on the properties of the error terms (shocks), in particular their
covariances and propagation. Because many SVAR models are exactly
identified, the distinction between summary and interpretation is blurred,
possibly resulting in invalid interpretations. These models have their own
limitations for policy analysis, which explains why institutions concerned
with policy formation still rely extensively on SEMs, now typically incor-
porating rational expectations.

Pagan divides his discussion of calibrated models into academic models
and policy models. The specification of academic calibrated models is typi-
cally derived from the behaviour of optimizing agents. A weakness of the
approach concerns the verification of how well the models fit the data – an
issue on which Pagan offers several suggestions. Calibrated policy models
typically come on a larger scale, but share many features with the academic
variety. It is sometimes possible to use a small-scale approximation of a
large model to check the empirical validity of the latter.

1.1.5 Dynamics

Part V, devoted to dynamics, contains two chapters (two more suffered from
late withdrawals). Honkapohja (Chapter 12) treats the important topic of
learning dynamics, successively under complete and incomplete learning. The
distinction is that in the former case, but not in the latter, there is conver-
gence to a rational expectations equilibrium. Which case obtains depends
upon properties of both the economic model and the learning rule followed
by the agents. Alternative specifications entail rich dynamic possibilities,
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which are illustrated by Honkapohja for a simple overlapping generations
model with a continuum of agents and a positive production externality: each
agent’s productivity increases with aggregate labour input. Agents form expec-
tations (about next period’s aggregate labour input) on the basis of past data.
An instance of complete learning is obtained if each forecast is given by the
updated mean of past observations, a simple illustration of ‘econometric
learning’. Under suitable specifications, there exist three Pareto-ranked steady-
state equilibria – low (L), intermediate (U) and high (H), with (L) and (H)
locally stable under the assumed learning rule and (U) unstable. The stable
equilibrium (L) is an instance of coordination failure. Policies can be devised
to move the economy from (L) to (H) – but there also exist misguided policies
with the opposite effect.

In order to illustrate the richer dynamics permitted by incomplete learn-
ing, Honkapohja introduces productivity shocks in the same model, and
considers a learning rule corresponding to adaptive expectations. These
specifications introduce the possibility of endogenous fluctuations: for
‘small’ shocks, (L) and (H) remain locally stable; for larger shocks, there exist
positive probabilities of transition from the (L) neighbourhood to the (H)
neighbourhood and vice versa (endogenous fluctuations). Honkapohja con-
cludes with a discussion of the choice by agents of the parameter defining
the adaptive-expectations learning rule and introduces the concept of
(Nash-)equilibrium in learning rules. Overall, learning equilibria are viewed
as more appealing than exogenously postulated rational expectations.

David de la Croix (Chapter 13) reviews some macroeconomic implications
of alternative dynamic specifications of preferences. A central objective is to
generate more persistent propagation mechanisms in real business cycle
models, where the standard specification rests on inter-temporal preferences
that are additively separable and stationary. A first generalization, labelled
‘personal capital’ by de la Croix, introduces lagged consumption as an
argument of instantaneous consumption preferences. This increases the
propensity to smooth consumption, a welcome feature given the ‘excess
smoothness puzzle’ in standard RBC models; it requires adjustments to port-
folios, increasing the volatility of asset returns, and to savings, increasing the
volatility of investment. A second generalization, labelled ‘social capital’,
introduces lagged aggregate consumption as an argument of individual
preferences. This leads to a ‘consumption externality’, which could be
corrected by taxes and/or additional provision of public goods. A third
generalization, labelled ‘family capital’, introduces parents’ consumption as
an argument of children’s preferences, in an overlapping generations frame-
work. Under specific assumptions, this feature opens the door to rich
dynamics: oscillations, a poverty trap and a decline scenario.

Turning to the supply of effort, de la Croix and his co-authors have
introduced a worker’s past wages in the effort supply functions of an
efficiency wage model, thereby obtaining the high variability of employ-
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ment and low variability of wages which standard RBC models fail to
reproduce. They have similarly introduced to advantage the wages and past
wages of peers.

1.1.6 Development

Both Vittorio Corbo of Chile and Carlos Rodriguez of Argentina draw from
their Latin-American experience clear conclusions about economic policies
conducive to stability and growth. Both have witnessed, perhaps more
vividly in Latin America than elsewhere, the radical reorientation of think-
ing about development. In the words of Corbo,

the old import-substitution-cum-government-intervention model of the
1950s and 1960s, with a weak concern for macroeconomic stability, has
been replaced by a model where restoring and maintaining macro-
economic stability is a central element and where the role of markets and
government have been radically changed … to ensure macroeconomic sta-
bility, to provide a regulatory and institutional infrastructure for the devel-
opment of a competitive market economy, and to improve the supply of
public goods, especially social services for the poorest groups in the popu-
lation (ch. 14, p. 286).

Restoring and maintaining macroeconomic stability is the theme devel-
oped by Rodriguez (Chapter 15). He starts from the observation that macro-
economic imbalances – current or prospective – result in substantial and
costly country-risk premia. Controlling fiscal deficits and inflation, both
current and prospective, is essential to reduce the country-risk premia –
there is no other way. In particular, nominal devaluations in the presence
of unsustainable fiscal deficits are useless and counterproductive. Successful
stabilization need not be contractionary, because it reduces the country
premia hence real interest rates. But the premia of individual countries are
contaminated by those of comparable countries (contagion effect) and by
financial developments worldwide.

In Latin America, financial instability has resulted in ‘dollarization’, the
use of the US dollar instead of the local currency. The phenomenon has
not receded as inflation abated, and Rodriguez regards it as irreversible. He
notes that dollarization deprives the central bank of its role as lender of last
resort. The extreme form of dollarization calls for the central bank to
behave like a currency board, as has been the case in Argentina since 1991.
The function of lender of last resort was restored there through credit lines
with foreign banks. Currency boards are not a panacea – certainly not a
substitute for fiscal discipline. But they enable a country to break out of the
vicious circle of inadequate tax collection under high inflation, as was the
case for Argentina. Still, Rodriguez argues that a monetary union with the
United States would entail additional benefits to both countries.
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Corbo (Chapter 14) regards stabilization and trade opening as the first
phase of policy reform; he looks at the next deeper phase of stepping up
growth and improving the access of the poor to social services; he then
returns to new issues of macroeconomic management.

Endogenous growth theory stresses the role of infrastructure. Insufficient
investment during the years of macroeconomic instability and limited
funding opportunities suggest concentrating public investment on public
services for the poor (such as health care and education) while encouraging
private provision of other public goods (such as toll roads and airports).
This calls for developing a suitable regulatory framework, starting with
improved training of regulators. It also calls for eliminating unnecessary
drains on public budgets: Corbo singles out pension reform as a significant
instance.

Corbo finds that much remains to be done towards improving the
quality of education and equality of opportunities. Information is scanty,
an argument in favour of decentralization. There is resistance to change,
though some specific avenues of promising reform can be defined. Broadly
similar remarks apply to health services.

Corbo’s discussion of new issues of macroeconomic management com-
plements that of Rodriguez. On the choice of an exchange-rate regime, he
sees flexible exchange rates as the remaining alternative to a fully credible
fixed-rate system of the currency board family. Under the latter option, the
exchange rate provides the nominal anchor. Under the former, inflation
targeting through an interest rate instrument is gaining favour also in Latin
America; but the single instrument does not permit adjoining either an
exchange-rate target, or a (generally desirable) current-account target;
hence, the central bank may face a trade-off between conflicting objectives.

Danny Quah (Chapter 16) reports on cross-country growth comparisons,
a relatively recent concern on which research has been stimulated by avail-
ability of better and richer data, in particular the Penn World Tables assem-
bled by Summers and Heston. In a simple non-stochastic, neoclassical
growth model, each individual country converges to its own steady-state
growth path. For a cross-section of countries, these paths are not identical;
neither are the initial positions relative to the growth paths. The cross-
section therefore shows considerable diversity, and the underlying struc-
ture has important implications for empirical analysis.

Quah devotes his attention to technology (productivity), first as a factor
contributing to an explanation of the large cross-sectional variation of per-
formance across countries, second to enquire about the process governing
its dissemination between countries. He ends with an open question:
which theoretical considerations will validate his empirical finding that
patterns of trade (who trades with whom) are relevant to the clustering of
countries into subgroups characterized by a common path of technological
evolution?
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William Easterly, Roumeen Islam and Joseph Stiglitz (Chapter 17) treat
short-term fluctuations under the heading ‘volatility’. A first assertion
(empirically documented elsewhere) is that volatility of output growth is
more pronounced in developing than in developed countries: the former are
both more exposed to, and less able to cope with, volatility. The central tenet
is that volatility is associated with (shocks are intensified by) short-run
dynamic adjustments triggered by wealth or cash-flow effects on financial
intermediaries; these dynamic adjustments are described as dominating the
short-run behaviour of economies where institutional safeguards are weak. As
also explained by Greenwald (Chapter 6), the direct implication of negative
wealth or liquidity shocks affecting financial intermediaries is a contraction
in the supply of credit, curtailing investment and transmitting the shock to
the rest of the economy. A chain of liquidity shocks may cause systemic
bankruptcies. Credit rationing has wealth and liquidity implications for
firms, leading them to contract output and employment. Liquidity
constraints on governments help explain the surprising observation that
developing countries tend to conduct pro-cyclical fiscal policies, in contrast
to developed countries.

Another example of perverse short-run adjustments concerns wages. Real
wages are reported to be more flexible in developing than in developed
countries. But the income effects of wage adjustments have destabilizing
consequences for aggregate demand, and these may dominate the substitu-
tion effects. It is the authors’ conviction that incorporating these dynamic
effects will produce macroeconomic paradigms general enough to encom-
pass the specificity of different sets of countries.

1.2 Challenges in macroeconomics

So much for the trees. What about the forest? The diversity of the material
covered in this book invites the search for common threads. I offer a few
very personal suggestions, with the warning that they emanate from
someone who approached macroeconomics from a general equilibrium
background.1

Definition. I start from the definition of macroeconomics in the Lectures on
Macroeconomics by Olivier Blanchard and Stanley Fischer (1989, p. 27):
‘dynamic general equilibrium under uncertainty, with incomplete (and poss-
ibly imperfect) markets’. That definition combines concisely five important
features. My subjective count reveals that, on average, between three and four
of these features play a significant role in the lectures below. I surmise that all
authors in this volume implicitly or explicitly accept such a definition.

The definition is unquestionably demanding. ‘Dynamic … under-
uncertainty’ means that agents must solve sequential decision problems
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under uncertainty. The analytical complexity of these problems is well
known, calling for numerical solutions. This is clearly a dimension along
which microeconomic research is important to the advancement of macro-
economics.2 ‘General equilibrium … with incomplete markets’ raises
conceptual difficulties: with what decision criteria should firms be
endowed? What should be assumed about the coordination of individual
expectations? And so on. There are also technical difficulties: even for
simplified equilibrium concepts, existence theory is more demanding than
with complete markets (degree theory instead of fixed points); cardinality
and stability of equilibria largely remain to be studied, especially for
monetary economies; and so on.

The definition makes no reference to macro as such. I understand macro-
economics to be concerned with aggregate quantities (output, employment,
inflation).3 Beyond the challenge of developing a suitable general equilibrium
theory lies the further challenge of extracting from it some condensed
operational model(s) of the interaction among a few key aggregate variables.

Methodology. All the lectures in this volume deal with market economies
and somewhere in the back – or in the front – of the minds of all authors
lies the theory of first-best efficient competitive equilibria in real
economies, i.e. Walrasian general equilibrium theory (WGET). I regard as a
unifying thread that most, perhaps all, authors are concerned with specific
departures from that theoretical model, departures which have significant macro-
economic implications.4 Diversity comes from the methodological path along
which the investigation is conducted and from the nature of the market
imperfections selected for investigation.

Aside from those lectures which bear upon a specific topic (Chapters 7, 8,
10 and 11) or which proceed from a reduced form (Chapters 5 and 15), I
see two methodological options at work, namely: (i) start from the first-best
theory, and introduce imperfections as needed to accommodate facts
(Chapters 4, 13, 14 and 16); or (ii) start from specific departures from the
first-best model, and investigate their macroeconomic implications
(Chapters 3, 6, 9, 12 and 17).5 To illustrate, Danthine and Donaldson
(Chapter 4) state (in an unpublished abstract) that the RBC research pro-
gramme is ‘meant to identify and incorporate into dynamic general equi-
librium models those market imperfections which are most relevant for
macroeconomic theory and policy’. This is almost exactly the definition of
my category (i). In contrast, Honkapohja (Chapter 12) starts from incom-
plete markets (today’s young do not trade today with tomorrow’s young),
recognizes that agents’ expectations (which substitute for price informa-
tion) must be based upon learning, and obtains unexpectedly rich dynam-
ics – a clear illustration of my category (ii). Similarly, I note that incomplete
markets breed price rigidities and demand volatility, and obtain unexpect-
edly ubiquitous coordination failure equilibria.
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I feel inclined to contrast the methodological stances of my categories (i)
and (ii) by labelling them respectively (i) top-down and (ii) bottom-up.
Both approaches face the same central difficulty: how to cope with a multi-
plicity of imperfections.

Imperfections. I identify three themes as recurring: imperfect information,
incomplete markets and the role of institutions. These appear significantly in
respectively seven, five and four lectures (out of ten candidates).
Information and incomplete markets are linked, since the latter automatic-
ally raise the issue of what substitute exists for the missing price informa-
tion. The role of expectations is rooted in these information problems.
Note also that some institutions (e.g. contracts) are developed to generate
information or to address problems arising from market incompleteness.6

The search for macroeconomic implications of such imperfections is a
welcome recent development, mostly conducted in bottom-up fashion.7

(A likely explanation is that my three themes concern interactions among
heterogeneous agents, a source of conceptual as well as technical
difficulties in the RBC top-down methodology.)

Of course, many other imperfections appear below, and more generally
in macroeconomic research: externalities, increasing returns, market power,
and so on. Going from Walrasian general equilibrium theory to an encom-
passing framework in which all these imperfections can be fitted requires
revisions of the three basic ingredients of WGET: the primitives of the
model, the assumptions about primitives and the equilibrium concept. In
as much as possible, one would like to trace imperfections back to the
primitives, but there is some unavoidable compromise in drawing the line.
Thus, in standard WGET, a set of firms is introduced among the primitives,
whereas the births and deaths of firms result from an economic process.
Similarly, the gathering and transmission of information is a process with
an economic dimension, as stressed by Quah (Chapter 16); but authors like
Radner (1982) start, understandably, from an exogenous information struc-
ture. Which markets exist and which do not, given some transactions tech-
nology, is an economic problem on which little progress has been made to
date – and similarly for institutions.

It should be added that condensed operational macro-models, and espe-
cially their reduced forms, typically proceed from derived imperfections, like
price–wage rigidities. This is methodologically justified, so long as a frame-
work exists within which these imperfections can be derived from more
basic considerations.

Encompassing framework. The reason why WGET provides a ubiquitous
reference, also for macroeconomics, is the strength and generality of the two
welfare theorems. Because an equilibrium is an optimum, and every optimum
can be sustained as an equilibrium after lump-sum transfers, we may reduce
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the problem of achieving an optimum to the simpler one of implementing an
equilibrium. But the primitives, assumptions and equilibrium concept of
WGET are special. When we modify the model, either in search of modifica-
tions that reconcile predictions with observations (top-down), or because we
identify directly some modifications as relevant (bottom-up), the welfare
theorems no longer hold. For instance, without markets for trading contingently
on future events, efficient risk-sharing does not result from decentralized
market transactions. In what sense can the modified model still be useful as a
reference benchmark for macroeconomics? The key step is to define, and
hopefully characterize, ‘constrained Pareto optima’: allocations that are Pareto
optimal relative to the set of allocations that remain feasible in the modified
model. The important result concerning economies with incomplete markets
is not that the set of feasible allocations generically fails to contain first-best
optima. It is that equilibrium allocations generically fail to be constrained Pareto
optima, even for permissive concepts of equilibria (such as those assuming
perfect foresight, as in Magill and Shafer (1991).

A sensible programme then combines a positive side – studying the
equilibrium allocations of a suitably modified general equilibrium model
and verifying their empirical validity – and a normative side – finding ways
of improving upon these equilibria to attain a constrained Pareto optimum.
That programme might be viewed as an abstract description of ongoing
research efforts in macroeconomics, as seen by a general equilibrium
theorist.

The task of defining sensible equilibria, and of characterizing constrained
Pareto optima, is demanding enough for imperfections introduced one by
one. Dealing simultaneously with several imperfections will occupy theorists
for a while. Some obvious extensions of WGET are at hand or in sight:
infinite horizons with overlapping generations, money, increasing returns,
equilibria with monopolistic competition, auctions, bargaining or quantity
constraints. It remains to handle them simultaneously. The hard core prob-
ably consists of the trilogy identified above: imperfect information and
incomplete markets, two themes actively pursued; and the role of institu-
tions, which remains more elusive.

Condensed operational models. Turning to condensed operational models,
the lectures noted below suggest a need for versatility, to accommodate
diversity (between developed and developing countries, between
economies with different institutions, between short run and more persis-
tent fluctuations, etc.). The current practice concentrates on three markets:
output, labour and money; and models their imperfections on a derived
basis (like nominal rigidities). It seems clear that money is giving way to
‘money and assets’. The distinction between skilled and unskilled labour
may or may not have staying power. Dynamics but also versatility invite
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explicit attention to the stock of physical capital. One could easily end up
with, say, five markets. There is another important route towards versatil-
ity, namely initial conditions. These concern stocks (physical capital, the
unemployed with attention to distributions of duration), but also proper-
ties of the temporary equilibrium inherited from yesterday: the extent of
resource under-utilization, the extent to which relative prices may be out of
line, trend inflation, and possibly more.

Initial conditions for static models come as a by-product of dynamic
models. Condensed dynamic models, more or less operational, are the
subject matter of a flourishing industry. Often the ‘condensation’ is more
extreme than macro-theorists would wish. In that industry, as elsewhere in
macroeconomics, we are limited by our technical abilities, while technical
requirements limit entry. The interplay of statics and dynamics in the
search for condensed operational models has a distinguished history that is
far from closed.

The scope for developing versatile condensed models is wide. The merits
of versatile models is that they obviate the need to introduce multiple
imperfections at once; it is enough that the model structure allows for the
multiplicity. The selection of relevant imperfections will then come in part
from the assumed characteristics of an economy (e.g. its labour market
institutions), in part from the initial conditions – to be endogenized by
dynamics.

Broad challenges surround both the extension of the general reference
framework for macroeconomics and the development of more versatile
condensed operational models. I invite users of this volume to reflect on
these broad challenges as they read individual chapters.

Notes
1. For a different, but not divergent perspective, see Blanchard (2000).
2. In (Chapter 3, p.35), I refer to the work of Dixit and Pindyck (1994) on Investment

under Uncertainty, which offers a nice illustration.
3. Blanchard (2000, fn. 2) concentrates on ‘macroeconomics as the study of fluctua-

tions, mundane … or sustained’.
4. Blanchard (2000) similarly writes: ‘much of the current work is focused on the

role of imperfections’.
5. My references do not include Solow (Chapter 2), who might fancy to be classified

under (i) in the long run, under (ii) in the short (and probably also the medium)
run.

6. See also Caballero and Hammour (Chapter 9, section 9.2.1).
7. Mostly – not invariably, witness the interest of the RBC school in efficiency

wages, which arise from an information asymmetry (Chapters 4 and 12).
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Part I

The General Framework





2
From Neoclassical Growth Theory to
New Classical Macroeconomics
Robert M. Solow
Massachusetts Institute of Technology, USA

The puzzle I want to discuss – at least it seems to me to be a puzzle, though
part of the puzzle is why it does not seem to be a puzzle to many of my
younger colleagues – is this. More than forty years ago, I – and many
others, especially Trevor Swan and James Tobin – worked out what has
since come to be called neoclassical growth theory. It may not be clear
exactly what we or I – I had better speak for myself – thought growth
theory applied to, what it was trying to describe. We may have to talk more
about that later. But it was clear from the very beginning what I thought it
did not apply to, namely short-run fluctuations in aggregate output and
employment, what used to be called the business cycle and is now often
called that again. In those days I thought growth theory was about the
supply side of the economy, whereas the business cycle was mostly to be
analysed in terms of changes in aggregate demand.

The puzzle I spoke of a moment ago now arises: if you pick up an article
today with the words ‘business cycle’ in the title, there is a fairly high prob-
ability that its basic theoretical orientation will be what is called ‘real busi-
ness cycle theory’ and the underlying model will be … a slightly dressed up
version of the neoclassical growth model. The question I want to circle
around is: how did that happen? I am not at all concerned with who wrote
what when; my interest is in the formal assumptions or the informal back-
ground presumptions or perhaps the judgements of fact that encouraged
this transformation of a theory without business cycles into a theory of
business cycles.

There are several stages to this story, and I want to follow them all
because each stage represents an implicit choice about what is the best way
to think about macroeconomics. Students brought up in a particular tradi-
tion often do not even see that a choice has been made. By the way, I am
emphatically not suggesting that these choices are matters of taste, like the
choice of what to have for breakfast. Some ways of doing macroeconomics
are better than others, at least for particular classes of problem. We may not
know for sure what the best currently available way happens to be; but
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when we choose we are consulting arguable criteria like empirical plausibil-
ity, analytical power and practical utility, not an essentially undiscussable
preference for brown bread over white bread.

2.1 The Harrod-Domar problem

I want to start the story one stage before neoclassical growth theory, that is,
with the Harrod-Domar model. Roy Harrod and Evsey Domar were by no
means identical thinkers. They both concluded, however, that any equilib-
rium growth path would have to satisfy a certain condition: sv = n + m. The
product of the fraction of aggregate output saved and the reciprocal of the
capital–output ratio would have to equal the sum of the rate of growth of
the working population and the rate of labour-augmenting (‘Harrod-
neutral’) technical progress. If that were not so, smooth growth could not
possibly persist.

But both Harrod and Domar treated those four key numbers as indepen-
dent parameters. They did seem to represent quite separate aspects of the
economic system: the psychological and sociological propensity to save,
technologically determined capital intensity, the demography and sociol-
ogy of the labour force, and the rate of innovation. In that case, however,
the odds that four independent parameters would satisfy the Harrod-
Domar condition must be negligibly small, and steady-state growth a
virtual impossibility.

Of course the way out of this box – and history suggests looking for a
way out – is that one or more of those parameters could be an endogenous
variable. That is not far-fetched; after all, there is precedent for regarding
any or all of them as economic variables: saving behaviour, capital inten-
sity, technical progress, even population growth. That is only half the
battle, however. In order to make a theory of growth rather than a theory
of disaster, there had better be good economic reason for believing that the
variable parameter is likely to adjust in the right direction to satisfy the
Harrod-Domar condition.

2.2 The neoclassical response and prices

As everyone knows, the earliest neoclassical growth model chose capital
intensity as the primary adjustable parameter. (Some of the others, espe-
cially the saving rate, also figured in the literature from the beginning.)
Now comes the point I am really aiming to emphasize. Why might capital
intensity actually do the job? One striking thing about the Harrod-Domar
model is that it made no serious connection with the price mechanism.
The path of the neoclassical model, on the other hand, can quite naturally
be supported by a corresponding path for prices, the relevant ones being
the real wage and the real interest rate. So the transition from Harrod-
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Domar to the neoclassical growth model did two things. It introduced
enough flexibility to make steady-state growth something other than an
anomaly, and it at least allowed for the possibility that price-guided adjust-
ment might make steady-state growth a robust outcome. Later elaboration,
especially the introduction of a representative immortal consumer who
maximizes a time-additive utility over an infinite horizon, only made the
price-mechanism more important and made further demands on its
flawless operation.

2.3 Prices and quantities in the short run

Now leave growth aside for a while, and think about short-run macroeco-
nomics, and fluctuations in output and employment. For a while the dom-
inant framework for thinking about the short run was roughly ‘Keynesian’.
I use that label for convenience; I have absolutely no interest in ‘what
Keynes really meant’. To be more specific, the framework I mean is what is
sometimes called ‘American Keynesianism’ as taught to many thousands of
students by Paul Samuelson’s textbook and a long line of followers.

One way of characterizing this framework is to say that it regarded quan-
tities – such as real consumption and investment, and employment – as the
rapidly adjusting endogenous variables of the economy, and prices – espe-
cially relative prices – as slowly adjusting. If you had asked a pre-Keynesian
economist a canonical question – what would happen if there were a
sudden, unexpected increase in the desire to save – the answer would have
run primarily in terms of induced changes in interest rates and perhaps
some other prices, with a fall in the interest rate reducing saving and
increasing investment so that shifts in production and employment can
then react to move the economy to a new equilibrium with less consump-
tion and more investment, but of course with full employment.

After Keynes the answer would have focused more on the likelihood that
the initial fall in consumer spending might lead immediately to lower sales,
lower profits, lower investment, lower employment, less income generally,
and very likely further induced reductions in consumption and investment.
Things would probably get worse before they got better. Prices might react
slowly and even perversely: for example, unemployment and excess capac-
ity might induce reductions in nominal wages and prices, but if prices fell
faster than wages, the real wage could stay unchanged or even rise. It is not
important, except to theorists, whether we are looking at some new sort of
equilibrium or just an intolerably slow return to full employment.

This sort of model involved an unconventional dichotomy. Part of the
time, maybe but not necessarily most of the time, economy-wide produc-
tion and employment are limited by aggregate demand; there is excess
supply of labour and productive capacity. Part of the time, the immediate
limitation to current production and employment comes from the supply
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side. There is excess demand for output. (It goes without saying that, on a
sector-by-sector basis, some parts of the economy will be demand-limited
while simultaneously other parts will be supply-limited. There have been
attempts to model this kind of situation; and the important recent empiri-
cal work of Davis and Haltiwanger documents its existence within US man-
ufacturing. But that is a digression.) The thing to keep in mind is that this
dichotomy violates the standard, almost defining, neoclassical presumption
that sector by sector, and therefore as a whole, the economy is usually at
the intersection of demand and supply curves, kept there by the prompt
equilibrating movement of prices.

This way of looking at short-run macroeconomics was hotly opposed,
even during the time when it was the majority view. Naturally some of the
hostility to it was ideological in origin, because the Keynesian type of
model justified some kinds of government intervention in the economy. I
am not now concerned with that sort of thing. Another source of heated
opposition within the economics profession arose mainly from resistance
to the downgrading of the role of prices in the short-run macrodynamic
story told in the Keynesian style. That is what I want to concentrate on.
(No doubt the ideological and analytical issues get mixed up on both sides
in individual instances, maybe even typically; but that comes under the
heading of ‘human, all too human’.) I believe that the subtext of the
tremendous academic fuss about ‘microfoundations’ for macroeconomics
was really all about the market-clearing function of prices. There were
always at least informal microfoundations for Keynesian models, just the
wrong sort of micro-foundations.

2.4 Another neoclassical reponse – real business cycles

In much the same way that one reaction to Harrod-Domar was the elabora-
tion of the neoclassical growth model, one reaction to Keynesian ideas was
a reassertion of some sort of short-run neoclassical macro-model. There did
not seem to be one readily available, however. Straightforward insistence
on Walrasian general equilibrium did not seem like a promising approach
to macroeconomics. Anyhow, in view of a natural affinity between short-
run macroeconomics and dynamics – the business cycle, after all – and
perhaps also an aesthetic impulse to avoid any sharp split between short-
run and long-run modelling strategies, the reaction took the form of an
adaptation of – guess what – the neoclassical growth model.

The prototypical real-business-cycle model goes like this. There is a
single, immortal household – a representative consumer – that earns wages
from supplying labour; it also owns the single price-taking firm, so the
household receives the net income of the firm. The household takes
present and future wage rates and present and future dividends as given,
and formulates an optimal infinite-horizon consumption-saving (and

22 The General Framework



possibly labour-saving) plan. The whole sequence of wages and prices
matters to the household and affects the timing of its consumption and
labour supply.

The firm looks at the same prices, and maximizes current profit by
employing labour, renting capital and producing and selling output. In the
simplest models of this kind, the firm needs only to maximize period by
period. In the ordinary way, an equilibrium is a sequence of inter-temporal
prices and wage rates that make the decisions of household and firm con-
sistent with each other. This is nothing but the neoclassical growth model.
It would make no fundamental difference to its operation if the household
followed some simple behavioural rules of thumb, such as saving a fixed
fraction of its income, supplying labour inelastically, and so on, and then it
would be exactly like the prototypical neoclassical growth model.

The embellishment of an additive-intertemporal-utility-maximizing
household makes some difference to the usual interpretation of the model.
It is easy to see that the competitive equilibrium actually solves a techno-
cratic maximization problem. The equilibrium consumption path is the
one that a would-be planner would choose to maximize the household’s
inter-temporal utility, constrained only by initial conditions, the technol-
ogy for producing output from labour and capital, and the usual account-
ing identities. Under ideal conditions, the productive side of the economy
carries out the household’s desired programme (as if guided by an Invisible
Hand, one might say).

In other words, the competitive equilibrium path solves exactly the
problem Frank Ramsey solved in 1928. The only difference is that Ramsey
thought of himself as solving a problem of inter-temporal maximization of
social welfare. What Ramsey formulated as a normative problem of welfare
economics has been transformed by real-business-cycle theory into a
problem of positive economics. The central model of today’s macroeco-
nomics assumes that the economy you see is actually tracing out, before
your very eyes, the path that maximizes infinite-horizon social welfare as
seen from the point of view of the representative consumer-producer.

Where is the business cycle in all of this? I have described the model as if
it were exact and deterministic. In that case there might be no business
cycle, though there might be fluctuations. The theory actually imagines
that the model economy is disturbed from time to time by unforeseeable
shocks to the technology and to the household’s tastes. Then a more elabo-
rate dynamic-programming apparatus is required, but the general idea is
the same. The economy adapts as well as it possibly can to those shocks,
always trying to optimize – this time in terms of expected value – on behalf
of the representative consumer.

There is thus nothing pathological or remediable about observed fluctua-
tions. Unforeseeable disturbances are by definition unforeseen; after one of
them has happened, the economy is already making optimal adjustments,
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given its technology and the inter-temporal preferences of its single inhab-
itant or identical inhabitants. There is no role for macroeconomic policy in
this world. If the government is better at foreseeing shocks or assembling
information than the private sector, it should of course share its know-
ledge. Otherwise the best it can do is to perform its necessary functions in
the most regular, predictable way, so as not to add unnecessary variance to
the environment.

This does not strike an observer as a wholly plausible description of a
modern capitalist economy, so I should emphasize in fairness that it is
merely the crudest version of real-business-cycle theory. A lot has been
added to that basic structure, but the prototype is useful precisely because it
leaves the basic structure visible. The point I want to make is one I men-
tioned earlier: an important intellectual function of this model is to restore
price-mediated market clearing to the centre of the stage, in contrast to
macro-models that downplay the role of the price system. In this it is like
the earlier versions of neoclassical growth theory, only more so.

I mean the phrase ‘even more so’ in two senses, one important and the
other trivial. The trivial point is that neoclassical growth theory, at least as
I understand it, rests on the relatively weak proposition that there is a cal-
culable sequence of prices – real wage and interest rate – that will support
the convergent trajectory and the steady state to which it converges. (There
is some vague handwaving about possible market imperfections.) The real-
business-cycle use of the model provides it with an institutional framework
– consumer optimization, perfect competition, perfect foresight or rational
expectations, and insists on it minute by minute.

2.5 Short and long run

The important difference is that neoclassical growth theory is explicitly
only meant to hold in the long run, whatever that may mean, whereas real-
business-cycle theory is explicitly meant to hold on the business-cycle time
scale, which must mean quarter-by-quarter. Criteria such as empirical plau-
sibility and practical utility, as applied to these stories, must apply with
respect to different sets of facts and different social purposes.

What does it mean to say that a growth model is only supposed to apply
in the long run? After all, a decade is made up of 40 quarters. Is it logically
possible to be a Keynesian in the short run and a neoclassical in the long
run, or is that something like claiming to believe that the sun revolves
around the earth in the short run but the earth revolves around the sun in
the long run? (Keep in mind that there is an alternative analogy from
science: everyone agrees that Newtonian physics is perfectly adequate at
low velocities, but relativistic physics is right and Newtonian physics is
wrong at high velocities. Presumably that means that relativistic physics
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would be accurate at low velocities, too, but would just give the same
answers as Newtonian physics.)

I propose to report what I now think about this question. Naturally 
I tend to extrapolate backwards and presume that I held the same view 
45 years ago. In fact I think I did, but that hardly matters now.

2.6 The function of growth theory

We have an intuitively reasonable aggregative concept of ‘potential GDP’,
characterized by reasonably full employment, reasonably full use of capac-
ity. It is not completely independent of prices as long as there is more than
one variable factor of production or more than one producible good. But
we have various empirical ways of estimating potential GDP or deviations
from it, and we do not think of it as being terribly sensitive to minor varia-
tions in prices. However, there can be wide and significant gaps between
alternative estimates of potential GDP at crucial times.

Sometimes the economy operates below potential for non-trivial inter-
vals of time, and sometimes it operates above potential. Here is where
measurement methods can matter: I happen to think that the standard
Hodrick-Prescott filter tends to understate potential GDP today in
Germany, say, by enough to give bad signals to monetary policy in Europe.
Any reasonable measure, however, would lead to the following broad
statement: if you measure the total (cumulative not annual) growth of a
modern industrial economy over an interval of, say, 20 years, it is very
large compared with the size of observed deviations from potential. 
For example, an economy growing at 2 per cent a year will grow by almost
50 per cent in 20 years. Except at the bottom of bad recessions or the top 
of unsustainable booms, the deviation from potential GDP is usually
considerably less than 10 per cent.

The conclusion to be drawn from this observation is that the track 
of such an economy over, say, 20–50-year intervals is reasonably
approximated by the track of potential GDP. My notion is that growth
theory is the attempt to model the track of potential GDP on the 20–50-
year time scale. In doing this one uses the appropriate average rates of
saving and investment, population growth, technological progress, and
whatever else matters. The role of the price system, in conjunction with
prevailing economic institutions and prevailing macroeconomic policies, is to
ward off very large deviations of actual from potential GDP. One would not
want to use a growth model to track an economy in deep depression or in a
runaway boom.

An alternative answer to the same question is to say that the function of
a growth model is to track the path of an economy that just happens never
to stray from full use of its potential. You could imagine, for instance, a
planning board that successfully carries out the instructions: ‘Invest x
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per cent of GDP, and maintain full employment and full capacity utiliza-
tion all the time.’ You could go one step further and instruct the planning
board to maximize the standard sort of inter-temporal social welfare func-
tion defined on the stream of consumption per capita. Then we are back to
the Ramsey problem pure and simple.

Of course there are no planning boards any more, certainly not success-
ful ones. So the likeliest field of application for aggregative growth models
is the one that I mentioned first: the description and analysis of the average
behaviour of an economy over a long-enough period that business cycles
can be seen as minor deviations.

This way of looking at it casts an interesting light on the real-business-
cycle model. One possible interpretation is the planning board again. 
In the face of unanticipated shocks, the board is to manage the economy so
as to maximize the forward-looking expected value of a standard inter-
temporal social welfare function. The stumbling-block in my mind is
whether this construction can hope to describe the quarter-by-quarter or
year-by-year behaviour of a fluctuating market economy, like yours or
mine. If we think that the price system can do the job required by the
neoclassical growth model – to keep the economy from straying too far
from the path of potential GDP – should we also believe that it can keep
the economy always near an optimal path, on the much shorter time scale
required by the real-business-cycle model?

2.7 Convergence

That seems to me to be asking too much. So I am inclined to be more
Keynesian in the short run, more neoclassical in the longer run. But there
is more to be said, from both points of view. The short-run Keynesian
model certainly needs to allow more scope for wages and prices to do their
thing. Just as the crudest C + I + G model gave way to highly elaborated
versions of IS–LM, so the rather loosely attached supply side needs some-
thing deeper than rigid nominal wages, a short-run production function
and the real-balance effect. That would move it a little closer to the real-
business-cycle way of thinking, but only part of the way.

The other side of the fence has been getting much more academic atten-
tion. The simpler sort of RBC model that I have been using for expository
purposes has had little or no empirical success, even with a very unde-
manding notion of ‘empirical success’. As a result, some of the freer spirits
in the RBC school have begun to loosen up the basic framework by allow-
ing for ‘imperfections’ in the labour market, in the goods market, and even
in the capital market. The model then sounds better and fits the data
better. This is not surprising: these imperfections were chosen by intelli-
gent economists to make the model work better; and anyway we all think
we know that the world is full of such imperfections.
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The more interesting consequence is – or might be – a bit of convergence.
Some of those imperfections, especially but not only in the labour market,
play an important role in Keynesian models, and will lead in that direction.
Correspondingly, when more price-mediated adjustments are introduced
into a generally Keynesian model, the result is bound to look a little more
like a model of the RBC persuasion. I do not want to make too much of
this. My guess is that for a while macroeconomics will continue to be more
like the Balkans than like the Elysian Fields. Why? For several reasons: a bit
of ideology here, a bit of testosterone there, plus the very great difficulty of
getting decisive empirical tests from a handful of highly correlated but still
noisy time series.

2.8 Short and long runs again

This brings me back to a question already touched on, but only briefly. You
will have gathered some of the reasons why my own preferred stance in
macroeconomics is to be a sort of eclectic Keynesian in the short run and a
sort of eclectic neoclassical in the long run. The question is whether that is
merely a self-contradictory daydream. I gave two analogies earlier, neither
of which seems quite right. Obviously you cannot be a Ptolemaic
astronomer in the short run and a Copernican in the long run, not logi-
cally. Obviously you can be Newtonian at low velocities and Einsteinian at
high velocities; every physicist does just that. But the second case is easy to
understand even if, like me, you know zero about physics. Relativity is
believed to be true at every velocity, but at low velocity it gives answers
that are so indistinguishably close to Newton’s as not to be worth the
trouble.

The case of macroeconomics is not exactly analogous. Maybe there is a
unified theory that is valid in every run; but I do not pretend to know what
it is. A convinced RBC theorist must believe that the Ramsey model is that
overarching theory; but that seems wholly implausible. Presumably what is
wanted is a model in which, given enough time and enough tranquillity,
the price system allocates resources, surely not efficiently, but well enough
to hold deviations from potential GDP within reasonable limits. Over
shorter intervals, and more disturbed intervals, however, quantities move
faster than prices, and income-driven processes may dominate price-driven
corrections. If I am right, such a theory would look more Keynesian if you
watched it on a short time scale, more neoclassical if you watched it on a
long time scale.

Actually, lapse of time, mere length of run, may not be the only factor
that governs which approximation is better. The size of a disturbance may
be more important in determining whether price or quantity reactions
dominate macro-behaviour. Even RBC theorists have tended to treat the
Great Depression of the 1930s as sui generis, or at least as not representing
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an optimal adjustment to some unspecified shock. The case of Japan in the
1990s may be another example of an economy that was allowed to sink too
far (as well as too long) to be rescued by normal processes, or normal poli-
cies for that matter. If I am on the right track, construction of macro-
models with varying and endogenous speeds of adjustment belongs high
on the agenda of current macroeconomic theory. The idea of a ‘corridor’
within which the economy behaves stably, but outside which the rules are
different, was floated by Axel Leijonhufvud years ago, but did not catch on.

It may well be that formal unification of short-run and long-run macro-
economics is not going to happen because it is in practice impossible. The
precise nature of the connections between short and long run may depend
too much on changeable beliefs and expectations of differently placed
agents in the economy. It is not a step forward to assume away the hetero-
geneity of agents and endow the one that remains with model-based
rational expectations. (I would agree strongly, however, that one of the
defining characteristics of a longer-run equilibrium is that the expectations
on which behaviour is based should not be blatantly contradicted by the
observed outcome.) In the end, there may be no practicable alternative to
living with the uncomfortable dualism of short and long run, all the while
looking for little ways to stitch them together. Maybe this is the macro-
economics of the medium run.

One unifying thread is certainly the evolution of the capital stock. We
have always realized that investment is a source of both current demand
and future supply. This is surely one important route by which short-run
fluctuations have an effect on the medium-run or even the long-run path
of potential output. Reciprocally, the relation between potential output
and current demand is one determinant of investment spending. So there
is just the sort of dynamic interaction of demand and supply that is needed
to knit together the Keynesian short run and the neoclassical long run, if
only it can be worked out, as Jacques Drèze has suggested.

The last notion I want to introduce, or question I want to raise, has to do
with the idea of multiple equilibria. We all know that Keynes claimed to
have provided a theory of unemployment equilibrium. That was the
significance of the ‘General’ in The General Theory: an equilibrium in which
the labour market cleared was supposed to be only one among a contin-
uum of equilibrium possibilities. Most of us think that Keynes was unable
to make good on that claim. He lacked the analytical equipment that is
required to do the job. Today, however, we have been there and done that.
Starting with John Bryant’s simple 1983 mechanism and branching out
from there, a whole variety of models has been created with two key prop-
erties: they can exhibit multiple equilibria, and those equilibrium
configurations can be Pareto ranked. In the macroeconomically most inter-
esting models, equilibria with more output are better than those with less.

28 The General Framework



The generic characterization of such models is that they are about ‘coor-
dination failures’. Many of them are important elaborations of an ancient
scenario: universally held pessimistic expectations lead to defensive deci-
sions that sum to a bad low-level outcome and confirm the expectations
that brought it about in the first place. If all agents had started with opti-
mistic expectations, all would have made aggressive decisions – about pro-
duction, employment, and so on – and the resulting good aggregate
outcome would have confirmed the expectations that brought it about in
the first place. Any such model needs a ‘story line’ to explain why the ordi-
nary price mechanism cannot be relied upon to coordinate agents’ agree-
ment on the socially (and eventually individually) desirable decisions. It is
worth emphasizing that this requires attention to out-of-equilibrium
behaviour. Russell Cooper has categorized most such stories as ‘macroeco-
nomic complementarities’. Real-business-cycle theory and related stories
eliminate these possibilities by writing a script in which the economy
solves a nice convex optimization problem.

All this is interesting, no doubt, but why bring it up now? What I have in
mind is too vague to be called a conjecture, but might perhaps be dignified
with the label of a thought. Another way that the macroeconomic short
and long runs might be stitched together is to allow that, on the business-
cycle time scale, the coordination-failure sort of scenario is the relevant
one. It may even be that the longer it lasts and the worse it is, the harder it
is to break out of. Ordinarily, however, through learning or policy inter-
vention or institutional innovation or maybe even sometimes with the
help of the insights of economists, coordination occurs. If it is successful,
the economy behaves more like a neoclassical growth model, at least until
another major shock generates another coordination failure.

One difficulty with all accounts resting on the availability of several equi-
libria is that it is hard to imagine what would constitute an empirical test
of the underlying model. Maybe the secret of getting more agreement
about macroeconomics is to make use of observational material that goes
beyond the prices and quantities recorded in the national accounts.
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3
On the Macroeconomics of
Uncertainty and Incomplete Markets*
Jacques Drèze
CORE, Université Catholique de Louvain, Belgium

3.1 Macroeconomics, uncertainty and incomplete markets

As a full-time academic, I have led a rather uneventful life. Yet, I 
have engaged in two venturesome explorations. On my 65th birthday, my
wife and I took off in our 42-ft sloop and sailed around the world. Also, I
have explored some macroeconomic issues. That second venture proved
more hazardous, more demanding and rather less rewarding than the
first.

My interest in macroeconomics arose in the late 1970s, as the recession
lingered on. Over the following decade, I travelled across the spectrum of
theoretical, econometric and policy studies (cf. Drèze (1991)). The European
policy debate convinced me that the main stumbling block on the road to
effective policies came from the shortcomings of macroeconomic theory, in
particular, the relative neglect of the demand side. I thus decided to con-
centrate on theoretical research, an orientation visible in this address, which
articulates semi-formally the main themes which have haunted me lately.
But I wish to stress at the outset the practical and policy-based motivation
behind sometimes abstract theorizing.

There is a distinctly European flavour to my concerns. Let me bring out
some salient facts. Figure 3.1 displays the evolution of unemployment
and capacity utilization in EC12 over the period 1973–93. The striped area
corresponds to the waste of non-storable resources (labour and capacity)
over the period 1974–89. The idleness of both labour and capital suggests
that more output was at hand, if only the idle resources could be
mobilized.

Another indication of the waste of resources is provided by output,
whose growth rate displays substantial volatility. Table 3.1 splits the period

* Presidential Address to the XIIth World Congress of the International Economic
Association.
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1976–95 into sub-periods of 5 years each. For Europe, though not for the
US, the table reveals differentials of 1.5 per cent among successive averages,
that is, of 7.5 per cent among overall growth for successive sub-periods. Yet
3 per cent annual growth was within reach throughout. Volatility, with
persistence of underactivity over several years, is part of the picture to be
understood. So is the Europe–US contrast.
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Figure 3.1 Under-utilization of productive factors in the European Economic
Community

Table 3.1 GNP growth, real average rates, 1976–95

1976–80 1981–85 1986–90 1991–95

EC12 3 1.5 2.9 1.3
US 3 2.7 2.5 2.3
Japan 4.4 3.8 4.5 1.4
Belgium 3 .8 3 1.4
France 3.1 1.5 3.2 1.1
Italy 4.8 1.6 3 2.5
Netherlands 2.6 1 3.1 1.8
Spain 2.6 1 3.1 1.8
UK 1.8 2.5 3.4 1.2
West Germany 3.3 1.2 3.4 1.9
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Figure 3.2 brings out the role of investment in that volatility. It displays
the growth rates of output and investment in EC12, 1980–94. It confirms
the simultaneity of the output and investment cycles1 and the volatility of
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Figure 3.2a Growth rate of real GDP, EC12, 1971–94

Figure 3.2b Growth rate of real investment, EC12, 1971–94



investment (the scale of the bottom panel is four times the scale of the
upper panel).

Uncertainty and incomplete markets belong intimately in a realistic
treatment of most economic problems. Macroeconomics is no exception.
Uncertainty means that the economic environment tomorrow is not known
today. At best, there exists a set of alternative, mutually exclusive, states of the
environment, one and only one of which will materialize. This reflects our
uncertainties about fundamentals – such as tastes, resources and technology –
but also about developments beyond the purely economic sphere: Will
Mercosur lead to a monetary union? Will agreement on pollution charges
come about? Will confidence in the monetary institutions of South-East Asia
be restored?

Complete markets are an idealization under which it is imagined that
agents can trade all commodities (goods and services) contingently on future
states of the environment. That is, hedging opportunities are unlimited.
Instead markets are incomplete when consumers save more, as they did in
1990, but firms do not know whether they intend to retire sooner, to pay
more taxes or to consume more. Markets are incomplete when firms do not
know how future consumption will be allocated between tourism in Latin
America, housing or gadgets. Markets are incomplete when workers do not
know on what terms they might find alternative employment, should their
firm be downsized. Markets are incomplete when currently inactive or unborn
agents are concerned, as with forest management. And so on.

Figure 3.3 depicts the structure of this chapter. I shall outline two
implications of market incompleteness: volatility of demand, especially
investment; then wage and price rigidities. These are microeconomic issues,
so land is in sight and navigation is easy. Afterwards, I shall turn to macro-
economic considerations.

3.2 Incomplete markets breed demand volatility

At a point in time, economic agents observe some, but not all, aspects of
the economic environment. Their information is asymmetric. Based on
what they observe, they hold expectations about future states and associ-
ated economic developments. Economists are seldom unanimous, to say
the least, so expectations are bound to be multivalued. Information is
asymmetric, so expectations are heterogeneous. All this is fully consistent
with rationality.

Current observations and expectations determine the market behaviour
of agents. Because the information of individual agents is not fully observ-
able, revisions of expectations may be triggered by new information not
previously recognized as significant – as when publication of the monthly
trade statistics caused a minor panic on Wall Street in November 1987.
Such phenomena generate volatility of expectations, hence of market

Drèze: Macroeconomics of Uncertainty 33



34 The General Framework

Uncertainty and
incomplete markets

Breed
demand
volatility

the conjuction
 of which

with specific policy implications

as documented by
 three supporting 

theorems

Breed wage 
and price
rigidities

leads to multiple, volatile
supply-constrained equilibria,

typically reflecting
coordination failures,

apt to display persistence

6

4

5

32

1

Figure 3.3 Outline of the chapter



behaviour, relative to observed data – relative to ‘fundamentals’, some
would say.2

Let me spell out two specific illustrations of how future uncertainties
breed volatility. Uncertainty about future incomes (more variance at
unchanged mean) reduces consumption and increases savings, under the
generally accepted condition of (endogenously) diminishing absolute risk
aversion (cf. Drèze and Modigliani (1972)). A parallel result concerning
investment appears in the book of Dixit and Pindyck (1994) on Investment
under Uncertainty, which extends and integrates several earlier contribu-
tions, like Bernanke (1983) or McDonald and Siegel (1986). An irreversible
investment should be undertaken, not whenever the net present value of
the associated profit stream is positive (as often taught), but when that
value is higher than the value of an option to carry out the same invest-
ment at a later date – possibly with more information. But the option value
increases with the uncertainty about future cost or demand conditions. So,
greater uncertainty encourages postponement and reduces current invest-
ment demand.

Thus, the equilibrium of savings and investment will be upset by a change
in the uncertainty perceived by economic agents. A fundamental macro-
economic relation is thus recurrently perturbed.

The insistence by Dixit and Pindyck that investments should be timed
optimally also implies that a small displacement in time will usually have a
second-order effect on utility or profits, at equilibrium. An event entailing a
small incentive for households or firms to postpone investment could thus
lead to a significant reduction of aggregate investment demand, with
macroeconomic consequences of the first order. This is a sort of ‘menu
costs’ argument in reverse. It contributes to our understanding of the
volatility of investment (as illustrated in Figure 3.2b).

A clear example of increased uncertainty is provided by the Gulf War of
1990. When the conflict erupted, taxpayers realized that in some way they
would foot a bill, of unknown severity. So, consumption expenditures,
especially for durables, were curtailed. Investment, by households as well as
business firms, had better be postponed pending more information about
how long and costly the war might be. In the US, gross capital formation
fell by 9 per cent in 1990–91, while real private consumption deviated from
its 3 per cent trend growth and declined slightly. Unemployment rose by 
2 percentage points, at unchanged real wages, with inflation staying on
trend.

The foregoing rests on uncertainty, without explicit reference to incom-
plete markets. The idealization of complete markets would attenuate both
the volatility of market behaviour and its consequences. First, complete
markets would bring out the circumstances leading to revisions of behav-
iour, eliminating surprises and improving common information. Second,
contingent markets cleared ex ante would permit immediate equilibrium
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when an event occurs. Otherwise, the adjustment evolves in real time, with
temporary disequilibrium along the process. (Of course, the reasoning
assumes universal ex ante clearing, an idealization that would be infinitely
costly to implement!)

3.3 Incomplete markets breed wage and price rigidities

Because weather forecasts span only a few days, risk-averse sailors embark-
ing on long passages base their schedules on statistical regularities, which
impose rigidities. When the absence of markets prevents agents from
hedging price variations, it may be second-best efficient to limit price
variations in the first place.3 The second-best efficiency defines an optimal
trade-off between ex post allocative efficiency, which requires price
flexibility, and ex ante risk-sharing efficiency, which is enhanced by
bounded price flexibility, under incomplete markets. The gains in ex ante
risk-sharing efficiency originate in the fact that, under incomplete markets,
the degree of risk aversion varies across agents, often in a systematic way;
for instance, it is higher for workers or consumers than for firms.
Reconciling the two goals is sometimes possible in the framework of long-
term contracts.

A transparent example is provided by mortgage loans, for which standard
contracts stipulate a fixed nominal interest rate, not adjusted to future vari-
ations of nominal rates. In this way, the borrower is insured against these
variations. In principle (i.e. the savings-and-loans disaster in the US
notwithstanding), lenders are in a better position to bear the risk of interest
rate variations, because they have better access to hedging on financial
markets and because their equity is held by investors with diversified
portfolios.4

I may mention in passing that a similar argument applies to country
loans. Emerging countries are more sensitive to risk than such lenders as
rich countries, multilateral institutions or large banks. The practice in the
seventies of issuing loans at variable rates was an inefficient risk-sharing
arrangement, which left the borrowers exposed when interest rates sky-
rocketed in the late seventies and early eighties. There remains scope for
corrective action today; see Drèze (1999d).

How does this reasoning explain wage rigidities in the face of unemploy-
ment? We know from the literature on implicit labour contracts5 that
employment in a firm facing cost or demand uncertainties is efficient pro-
vided the marginal value product of labour matches in all states its oppor-
tunity cost, which is equal to market wages under full employment, to
reservation wages otherwise. The spread between the two can be substan-
tial, perhaps 40 to 50 per cent.6 Instead, wages should fluctuate less than
marginal value products, to provide income insurance to risk-averse
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workers. If the firm were risk neutral, wages should be constant across
macroeconomic fluctuations. This is the same idea as fixed nominal rates in
mortgage contracts. But many workers are not covered by long-term con-
tracts. Some are employed under temporary contracts. Some will enter the
market tomorrow (as in the case of today’s students) or re-enter it (as in the
case of workers temporarily withdrawn from work or threatened with dis-
missal). These workers-to-be bear the uncertainties surrounding future
labour-market conditions.7

In states unfavourable to labour, market clearing tomorrow might call for
wages falling to reservation levels and ‘voluntary’ unemployment. In other
states, competitive wages might result in low profitability or inflationary
pressures. Containing wage flexibility through downward rigidity in low-
wage states and incremental labour or income taxes in states more
favourable to labour, enhances risk-sharing efficiency for prospective job
seekers.

The argument for second-best wage rigidities cum unemployment
benefits is spelled out in Drèze and Gollier (1993).8 It provides an explana-
tion of downward real-wage rigidities complementary to other theories, like
efficiency wages, union bargaining or insider power, but more sharply
focused on macroeconomic fluctuations.9

In practice, downward wage rigidity at the low end of the scale is imple-
mented through unemployment benefits and minimum wages, which are
themselves downward rigid, either in nominal terms (in the US) or in real
terms (in Europe). These legalize a form of social consensus, often seen as
redistributive, but also interpretable as a form of ex ante insurance.10 Higher
in the scale, downward wage rigidity for new recruits inherits whatever
rigidity prevails for workers under contract, because wage discrimination by
hiring date (two-tier contracts) is notoriously unpopular and seldom prac-
tised.11 The implicit-contracts argument thus operates indirectly also for
new recruits.12

Regarding downward price rigidity in the face of unused capacity, there is
an argument to which I assign significance, even though my analytical
work on this topic is still in progress. The standard explanation of this phe-
nomenon is imperfect competition, see, for example, Bénassy (1995). (More
on this below.) An alternative, or complementary explanation relates to
incomplete markets. Excess capacity means capacity, hence prior invest-
ment, hence fixed costs and more often than not, debt service. Fixed costs
and debt service must be covered under all states of the environment, if the
firm is to survive. And firm survival matters, due to the costs of bankrupt-
cies and reorganizations. Under complete markets, it would suffice to cover
fixed costs on average: profits could be transferred ex ante from good states
to bad states through financial transactions. It would then be possible to
price at marginal cost in all states: the profits earned when operating at full
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capacity could be used to cover fixed charges in all states (through contin-
gent transfers). This is the stochastic analogue of peak-load pricing: prices
equal to marginal costs at all times, fixed costs covered entirely from the
mark-up at peak times.

Under incomplete markets, it is not possible to transfer profits freely
across alternative states, so fixed charges must be covered in each state from
the receipts in that state. Hence prices in each state must exceed marginal
cost by a mark-up sufficient to cover fixed charges.13 Broadly speaking, 
this means average cost pricing, hence downward price rigidity below
capacity.14

Adding imperfect competition, I record that firms setting prices so as to
equate marginal costs and marginal revenues are often uncertain about the
price elasticity of the demand for their products. Greenwald and Stiglitz
(1989) argue that price adjustments may be riskier than output adjust-
ments. Under any kind of menu costs leading to finite price adjustments,
uncertainty about the demand elasticity leads risk-averse firms to behave as
if they faced a kinked demand curve (see Drèze (1979b)). This feature is
interpretable as an incomplete markets phenomenon.15 It provides an addi-
tional rationale for demand kinks, distinct from the traditional argument
in terms of reactions by competitors (Sweezy (1939)) and from the search-
theoretic argument developed by Stiglitz (1984). The kink leads directly to
price rigidity.

An important side implication of average-cost pricing – whether due to
constant returns or to fixed costs – concerns the reaction of output and
employment to demand shocks. Under diminishing returns and market-
clearing output prices, demand shocks affect the price level at unchanged
output and employment under rigid real wages, but affect output and
employment under rigid nominal wages; see Grandmont (1989). Under
average-cost pricing with non-increasing average cost, demand shocks
affect output and employment in both cases. The mix of firms operating
under diminishing returns on the one hand, constant or increasing returns
on the other hand, is thus relevant to the operating characteristics of real
economies. There are always some quantity effects when the latter firms
matter, as they do in reality.

3.4 From volatility and rigidities to coordination failures

With experienced sailors, serious mishaps result only from the conjunction
of several problems – like a dragging anchor compounded by a wind shift
near a lee shore. I wish to bring together wage–price rigidities and aggre-
gate-demand volatility, expecting some mishaps from the conjunction. My
task is more conveniently carried out after a digression, which provision-
ally ignores the price rigidities.
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With incomplete markets, an economy goes through a sequence of tem-
porary equilibria, in the terminology of Hicks (1936) and Grandmont
(1974, 1977, 1982, 1988). At a point in time, economic agents make some
idiosyncratic observations, hold expectations about future states of the
economy and define accordingly their supply or demand schedules for
trading on spot markets. Spot markets concern contemporaneous goods
and services, and assets; they are complemented by a few markets for
futures and options on the same.

The supplies and demands of individual agents are brought into agree-
ment through some adjustment process. Hopefully, an equilibrium exists
and is obtained as rest point of a stable adjustment process.

When new information arrives, individual expectations are revised. Spot
markets are reopened. The adjustment process starts all over again, and a
new temporary equilibrium is reached. The path followed by the economy
through time is a sequence of temporary equilibria (see Grandmont (1982,
1988) for a survey of properties).

There is one idealized case where the sequence is always well defined and
Pareto efficient. It is a special case of what Radner (1972) calls ‘equilibrium
of plans, prices and price expectations in a sequence of markets’. Two very
strong assumptions are needed, sequentially complete markets and perfect
foresight. The first assumption (not used by Radner) states that, although
markets are incomplete, they permit agents at any date to transfer wealth
across all the events at the following date; that is, markets are ‘one-period
ahead complete’, and will be so again in the future. The second assumption
(used by Radner) asserts that, at any point in time, price expectations for all
markets to be opened in the future are single valued, common to all agents,
and such that the transactions planned by the agents will clear these
markets.16

Under these very strong assumptions, the sequence of temporary equilib-
ria implements an equilibrium with complete markets. Hence, Arrow-
Debreu existence theorems carry over, as do stability theorems for
Walrasian tâtonnement. But the coordination of plans and price expecta-
tions in the absence of markets is a dark mystery, even darkened by the
possibility of multiple equilibria.17 Yet, for all I can tell, this is also the
model underlying ‘new classical macroeconomics’.

Relaxing somewhat my two precious assumptions can open the door to
multiple sequences of equilibria. As stressed by Keynes, all agents hold
expectations about each other’s expectations, now and later. There 
results an interdependence conducive to multiple, equally consistent
equilibria: formal examples are easy to construct. Today, other sources of
multiplicity are being discovered left and right. Some are surveyed in a
classic paper by Cooper and John (1988), stressing strategic comple-
mentaries and spillovers. A standard source is monopolistic competition;
see Dixon and Rankin (1995). Woodford (1991) derives multiplicity from
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kinked demand curves. A parallel literature studies multiple paths, chaos
and endogenous cycles in aggregated dynamic models (see Benhabib and
Farmer (1997)).

It is common practice in that literature to associate multiplicity with
‘self-fulfilling expectations’: when there exist multiple equilibria, it is
enough that all agents expect one of them to come about, and their expec-
tations will be realized. Again, the coordination of expectations without
markets is a dark mystery.

When equilibria are multiple but some are in a sense better than others,
the possibility of a coordination failure arises. An inferior equilibrium may
obtain, that could only give way to a superior one through a coordinated
modification of the plans, or expectations, of some or all agents. A clear-cut
concept of ‘better’ is Pareto ranking, which requires special assumptions;
macroeconomists are usually satisfied with ranking of such aggregates as
output or employment.18

So, by coordination failure I refer to equilibria for which there exist supe-
rior feasible alternatives. A stronger concept refers to existence of a superior
alternative implementable through a well-defined feasible policy.

Sailors often follow roundabout courses, such as going from Panama to San
Francisco by way of Hawaii. My digression places me in a position to sail
downwind through the core argument of this address. I extend step by step
the reasoning of my digression to price rigidities and supply constraints.19

I start again from asymmetrically informed agents addressing to the
market supply and demand schedules reflecting their expectations. The
equilibrium concept and adjustment process are no longer Walrasian tâton-
nement, as some prices are, say, downward rigid. When a price is down-
ward rigid, quantity constraints come in to ration excess supply – workers
are unemployed or capacities unused. Following van der Laan (1982, 1984),
I define a ‘supply-constrained equilibrium’ by:

• a vector of prices for all commodities, consistent with a priori given
bounds on some prices

• a set of vectors of quantity constraints, one for each agent,20 limiting the
supply of commodities with downward-rigid prices

• a set of optimizing choices by all agents, compatible with these signals,
such that all markets clear.21

Hopefully again, such an equilibrium exists and can be obtained as rest
point of a stable adjustment process. My first and third theorems below
address these two issues.

As new information arrives, the process restarts, taking the economy
through a sequence of supply-constrained equilibria, that is of temporary
equilibria with supply rationing.
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Individual agents rationally anticipate such a sequence, so their expecta-
tions concern quantity constraints on par with prices. The expectations are
idiosyncratic, if only because the constraints are idiosyncratic.

In the idealized model, existence and stability followed from Walrasian
theory. I extend these results to price rigidities and idiosyncratic expecta-
tions of quantity constraints in three theorems. Now, incomplete markets
introduce conceptual and technical complications, like defining decision
criteria for business firms or using degree theory to prove existence. To
avoid these, I retain provisionally the repugnant assumptions of sequen-
tially complete markets and perfect price foresight. But I use these assump-
tions to establish the existence of multiple equilibria and coordination
failures even in that idealized case; thus not at all to conclude that an equi-
librium is an optimum. It is my conjecture, backed by one elementary
example, that a formal treatment of incomplete markets and imperfect
foresight will reinforce my conclusions.22 What I offer today is barely
sufficient to bring out some specific implications of uncertainty and incom-
plete markets for macroeconomics – barely sufficient, like when you sneak
into the lagoon of a Polynesian atoll with half-a-foot clearance under your
keel.

The next step in my digression was to consider multiple sequences of
temporary equilibria, and coordination failures. Supply-constrained equi-
libria are natural candidates for coordination failures, due to the aggregate
demand externality. Relaxation of the constraints on one commodity leads
through income effects to relax the constraints on other commodities. As a
firm hires more workers, the demand for output increases somewhere,
leading to more hirings, and conversely. A multiplier operates. My second
theorem asserts existence of a continuum of supply-constrained equilibria,
sometimes Pareto ranked, hence of coordination failures.

These equilibria are associated with alternative levels of supply con-
straints inherited from the past or expected to prevail in the future. The
selection of a specific equilibrium depends in particular upon the unob-
served state of information of the agents. Regarding tomorrow’s equilib-
rium, multiplicity and volatility are two sides of the same coin. When
resources are under-utilized, there typically exist other equilibria at less
restrictive levels of current and future constraints but still compatible with
the fundamentals of the economy (physical assets and technology, demand
and supply behaviour) and with the price rigidities. In such a case, there is
a coordination failure, and the issue of devising a corrective policy arises.
The policy might aim at lifting today’s constraints or at raising expecta-
tions about tomorrow’s constraints. Multiplicity says that feasible alterna-
tives exist – neither more nor less.

This is my own interpretation of the flourishing literature on multiple
equilibria, sunspots, animal spirits, self-fulfilling expectations, endogenous
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business cycles and the like, to which I am adding a chapter on incomplete
markets and price rigidities.

The link from volatility to under-utilization of resources and persistence
has a static and a dynamic aspect. First, availability of inputs sets an upper
limit to output, but there is no lower limit, so that volatility manifests itself
as under-utilization (or else as inflationary pressure). Once the under-
utilization is there, it will persist as a coordination failure until conditions
change. Second, under-utilization is apt to generate persistence, for three
identifiable reasons: lower activity today reinforces the expectation of low
activity tomorrow; low investment today contracts supply possibilities
tomorrow; low activity today influences adversely financial positions
tomorrow.23

The picture is thus complete, and may be summarized as follows:
Given that some prices are downward rigid, we observe supply-constrained equi-

libria, where the extent of rationing is linked to history (path dependency) and to
idiosyncratic unobserved expectations about future quantity constraints. These
equilibria and associated expectations are multiple and volatile. They typically
reflect coordination failures, and they are subject to persistence.

This is not the alpha and omega of macroeconomics. It is a tentative pre-
sentation of an intriguing and probably useful emerging chapter. My ana-
lytical results require extension and generalization. The feedbacks, whereby
potential coordination failures exacerbate volatility and rigidities, deserve
explicit analysis. My treatment undoubtedly neglects many macro-
economic implications of uncertainty and incomplete markets that others
will bring out. Also, it badly needs extension to expectation formation and
learning.

3.5 Three theorems

On ocean passages, no landmarks are in sight, and sailors rely on celestial
or satellite navigation. They share faith in abstract calculations with math-
ematical economists. My core argument is backed by three theorems. Two
bear on existence, the third bears on dynamic adjustment. They are proved
for real economies extending over time under uncertainty and defined by
the same primitives as in Arrow-Debreu. The real nature of the model is an
obvious limitation, given my interest in nominal as well as real rigidities. I
have satisfied myself that all three theorems extend naturally to suitably
defined monetary economies,24 as confirmed by research in progress with
Jean-Jacques Herings (1998). Otherwise, the framework is general and
flexible.

My distinctive modelling assumption is an a priori given partition of
commodities into two groups. Commodities in group I have flexible prices,
their supplies or demands are never subject to quantity rationing.
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Commodities in group II have fixed prices in the existence theorems,
downward rigid prices in the stability theorem.25

Think about group II as including labour services, in particular unskilled
labour, and goods which are produced from facilities entailing fixed costs.
Think about the latter prices as equal to marginal cost plus a mark-up. The
mark-up is precisely the price of the input ‘capacity’. Thus, the price rigidi-
ties concern non-storable inputs, for which recurrent under-utilization is
empirically documented. The exogenous partition and bounds on prices
are not a fully general specification, but one that has proved usefully
tractable.

The equilibrium concept is always the supply-constrained equilibrium, as
defined above.

Now for the first theorem. Take as given the partition into group I and
group II commodities, with group I non-empty; and take as given the prices
of group II commodities, positive but arbitrary. Consider then an exo-
genous set of supply constraints for the group II commodities, that is, one
vector for each agent. Again these vectors are strictly positive, but
otherwise arbitrary.

Theorem 1: Under standard assumptions, there exists a supply-constrained
equilibrium, with the group II prices as given, and with supply constraints for group
II commodities at least as severe as stipulated by the exogenous vectors.26

Think about these exogenous vectors as representing constraints inher-
ited from the past or expected in the future. There always exists a supply-
constrained equilibrium where these constraints, whatever they may be, are
validated, possibly with room to spare. The result holds if the rigid prices
are compatible with a competitive equilibrium and again if they are not. In
either case, markets for flex-price commodities clear through prices.
Nothing is said by the theorem about how the flexible prices adjust to the
supply rationing – but they do.27

The generality of the result may surprise. Let me guide your intuition.
The challenge, in the fix-price case, is to eliminate excess demand for those
commodities whose prices might be too low relative to other fixed prices.
Income effects see to that. Real incomes can be depressed both by con-
straining the supply of other group II commodities or by adjusting the
prices of group I commodities. After all, that is also the logic of fighting
demand-pull inflation through tight fiscal policies or high interest rates.
Tightening the income constraints generates the supply-constrained equi-
libria, with a multiplier process at work.28

Supply-constrained equilibria are thus pervasive. That does not make them
arbitrary. Demand is never constrained, so that all the standard equilibrium
conditions associated with the demand side are satisfied. Broadly speaking,
the supply constraints affect the levels of income and income expectations of
households, the levels of demand and demand expectations of firms. In an
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aggregated macro-model, which ignores micro-level substitutions or com-
plementarities, there is a one-dimensional continuum of equilibria, indexed
by the perceived aggregate wealth of the households, a macroeconomic
determinant of aggregate demand and activity.29

The first theorem does not establish multiplicity.30 Additional assumptions
see to that. Thus theorem 3.1 (ii) in Herings and Drèze (1998) reads as
follows:31

Theorem 2.1: Under standard assumptions plus differentiability of the supply
and demand functions of individual agents, there exists a connected set (i.e. con-
tinuum) of different supply-constrained equilibria – except for a null set of
initial endowments (i.e. generically in initial endowments).32

Actually, when the rigid prices are compatible with a competitive equilib-
rium, a stronger result follows from an assumption of extended substi-
tutability, that is, the net demand for any commodity does not increase
when the prices and/or supply possibilities of other commodities are
decreased.33 The stronger result is:

Theorem 2.2: Under standard assumptions plus differentiability and extended
substitutability, when the fixed prices for group II commodities are compatible
with a competitive equilibrium, there exists a continuum of supply-constrained
equilibria, ranging from the competitive equilibrium to an arbitrarily small supply
of the fix-price commodities.34

The conclusion entails Pareto-ranked equilibria, that is, coordination fail-
ures. When the rigid prices are incompatible with a competitive equilib-
rium, the continuum of equilibria is still there; but the Pareto reference is
lacking, pending further research.

It remains to explain how supply-constrained equilibria come about. 
When new information arrives, an economy does not find itself automati-
cally at a supply-constrained equilibrium. Some adjustment process, bring-
ing about orderly rationing of supplies and no rationing of demands, is
necessary to that end. I now describe such a process, thereby completing
the picture sketched so far. It is an extension to downward price rigidities
and supply rationing of the Walrasian tâtonnement process, which oper-
ates through prices alone. A significant first result is reported in Drèze
(1999a), following the earlier contribution in Drèze (1991b), also extended
in Herings et al. (1999). It is in the spirit of the existence theorem stated
above, which it complements naturally, though with a less general
specification.

There are again two groups of commodities, group I with flexible prices
and group II with prices downward rigid along the process (thus, lower
bounds are defined sequentially). My published paper concerns a real
exchange economy, where resources are supplied inelastically to the market
(they cannot be consumed directly, as with specialized labour and capaci-
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ties). But the extension to production and elastic supply of resources
should prove straightforward.35

Participants in the exchange receive two kinds of signals: prices for all
commodities, and quantity constraints on the supply of group II commodi-
ties.36 The process starts from arbitrary vectors of prices and supply con-
straints, say inherited from yesterday’s allocation and today’s revised
expectations; these signals define the constrained budget sets of the agents.
These agents express effective demands, the aggregation of which defines
market excess demands. Prices of group I commodities adjust up or down,
proportionately to excess demands, as under Walrasian tâtonnement.
Supply constraints for group II commodities adjust up or down, propor-
tionately to excess demands. These constraints are bounded below by zero
and above by unconstrained supply. In case of excess demand at uncon-
strained supply, prices of group II commodities adjust upward. That is,
prices of group II commodities are not raised until all possible quantity
adjustments have been performed. This reflects the idea that ‘quantities
move faster than prices’, as suggested by Keynes (1936) and Leijonhufvud
(1968).

These adjustment rules for the signals, and the reactions of the agents
expressing the effective demands corresponding to the prevailing signals,
define together a tâtonnement process in continuous time.37

Theorem 3: Under standard assumptions, plus differentiability and extended
substitutability, the process is quasi stable, that is, any limit point of a trajectory
is a rest point of the process; and every limit point of a trajectory is a supply-
constrained equilibrium.

This is theorem 4.1 in Drèze (1999a). It provides a simple answer to the
question: how do supply-constrained equilibria come about – for instance
after a (positive or negative) shock to expectations? Answer: through
progressive adjustments of prices and quantities, as stipulated by the
process.

It helps intuition to visualize how the process operates in an economy
with given labour supply and productive capacities. Firms hire or fire
labour as needed to satisfy effective demand. At full use of capacities, prices
(i.e. mark-ups) are raised as needed to choke off excess demands. Similarly,
wages are raised for types of labour in excess demand. All along, the
markets for goods and services with flexible prices are progressively brought
to clear through prices.

One advantage of this dynamic model over the static one underlying the
existence theorems is that the initial quantity constraints for some goods
are raised along the adjustment. That is, initially pessimistic expectations
can be revised upward in the light of market observations. The multiplier
process works up and down – though with an asymmetry: it can be
stronger downward than upward, but never the other way around.
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3.6 Landfall: some policy conclusions

Landfall after an ocean crossing is always exciting, relieving, and conducive
to reflection upon the lessons of the passage. I draw three lessons from this
lecture: (i) we should take coordination failures seriously; (ii) we should try
to obviate demand volatility; (iii) we should try to by-pass wage–price
rigidities.

First, we should at all times be aware of the possibility of under-utilization of
resources, labour and production capacities, reflecting coordination failures,
sustained by price rigidities, as distinct from incorrect prices. This is where
I depart from the work of the 1970s, centred on price distortions. We tend
to think about real rigidities as keeping prices and wages at levels inconsis-
tent with attainment of a first-best allocation, mostly due to market power.
The consequences of these distortions are then viewed as proportional to
the distance at which prices stand from market-clearing levels, and to elas-
ticities of supply and/or demand. Under coordination failures, the price dis-
tortion may be modest – in the limit inexistent – yet the inefficiencies
sustained by the rigid prices may be substantial, according to the theorems.
Coordination problems magnify the consequences of price rigidities.

The possibility of coordination failure is always there. It may not be easy
to detect, as the under-utilization may be partly or wholly due to other
causes, including wrong prices, including also the need to adjust progress-
ively to major shocks such as oil price hikes, a war, a major political transi-
tion or a currency crisis. There is thus an identification problem, of which
again we should be aware, and we should rely on econometric models
detailed enough to recognize that problem and progress towards its resolu-
tion. I note with interest that some recent macroeconometric work by
Henri Sneessens and his associates38 concludes with multiple equilibria and
path dependency, suggesting an empirical extension of the theory.

The dual of the identification problem is that we cannot infer from the
observation of unemployment or excess capacities that prices are wrong –
more worries for econometricians and policy makers.

Second, my coordination failures operate through the aggregate demand
externality. So, we should at all times be aware of the importance of the demand
side – a timely warning to European theorists and policy makers. Let me at
once dispel a possible misconception. There is no immediate link from the
recognition of the aggregate-demand externality to Keynesian fiscal or
monetary stimulation. The nagging problem with coordination failures is
their potential recurrence. If overcome today, they may reappear tomor-
row, should expectations so dictate. Debt-financed fiscal stimulation may
need to be repeated over and over again, leading to unsustainable debt
accumulation. As for monetary stimulation, interest rates may be right at a
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coordination failure. And there is a natural limit to successive reductions of
nominal interest rates, namely zero; beyond that limit, expected inflation
must take over to sustain negative real rates; current obsession with price
stability does not favour that route. In coping with demand volatility, the
challenge is to define repeatedly sustainable policies, the only policies apt to
maintain longer-run expectations at levels compatible with full employ-
ment today. This much we have learned definitively from the rational
expectations revolution.

The recurring threat of coordination failures suggests attempting to
maintain continuously a slight demand pressure, while forestalling
inflationary tendencies through a dynamic supply response.39 Returning to
a question raised at the outset, I have wondered whether the recent US per-
formance might be due, in part, to greater immunity from coordination
failures, owing precisely to the demand pressure resulting from a low
savings rate, permitted by the current account deficit, and accompanied
with low inflation pressure, permitted by the stagnation of real wages.
European economies in contrast might be more exposed to coordination
failures, due no doubt to more entrenched rigidities, also due to the uncer-
tainties surrounding European integration. You cannot possibly pursue a
project of such ambition without creating institutional uncertainties – but
you should attempt to minimize these. There is a lesson here for Mercosur.

One natural way of guaranteeing that demand-stimulation policies are
sustainable is to concentrate them on investments with adequate social
returns – not on digging holes and filling them again! The challenge is to
identify investment projects that remain justified across the vagaries of
private investment and its timing. Six years ago, a group of French and
Belgian economists, convened by Edmond Malinvaud and myself,40 out-
lined a ‘European initiative for growth and employment’ in which we
advocated additional investments in low-income housing, urban renewal,
urban transportation and trans-European networks of transportation and
communication. These seem to meet precisely the requirement of positive
long-run social returns, little affected by short-run information flows.41

Promoting these at times when other private investments are temporarily
curtailed is an effective way of coping with volatility and even with persis-
tent deficiency of aggregate demand. An operational proposal for housing
is detailed in Drèze, Durré and Sneessens (1998). But the full long-run
implications of the proposal remain to be investigated.

Third, I have established a solid link between price–wage rigidities and coor-
dination failures, within a very general model and without special assump-
tions other than the obvious market incompleteness.

We must ask ourselves whether and how flexibility contributes to over-
come coordination failures. Stiglitz (1999) argues that abrupt changes in
relative prices, especially wages, have been destabilizing during the recent
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East Asia crisis. Drèze (1997) contains simple RBC-type examples where
wage flexibility has no effect on employment, and my discussion there
leads to the conclusion:

I thus see three cogent reasons why organised labour would resist the
idea of fighting coordination-failure unemployment through wage flexi-
bility:
(i) uncertain effectiveness, specific to the context of coordination fail-

ures;
(ii) inefficient risk sharing, compounded by the volatility of employment

associated with coordination failures;
(iii) adverse redistributive transfers, compounded by the potential recur-

rence of coordination failures.

I have adduced above specific reasons why incomplete markets breed
rigidities. We should address these reasons squarely. To begin with wages,
the objective is to retain the merits of bounded flexibility of net earnings
for ex ante risk-sharing efficiency, while restoring flexibility of wage costs to
firms. This can in principle be attempted by adjusting to circumstances the
substantial wedge (40 per cent or more) between net earnings and wage
costs. Labour taxes, mainly social insurance contributions, could vary as a
function of the level of unemployment – with low contributions when
unemployment is high and conversely. See Drèze (1993) for a specific pro-
posal. An altogether different alternative, equally worthy of attention,
would proceed through a basic income obviating the need for downward
wage rigidity; see for example Atkinson (1995).42

Regarding prices, I have stressed the problem of maintaining firm sol-
vency in the face of unfavourable demand conditions when fixed charges
are substantial – leading to some kind of average-cost pricing, whereas
efficiency would call for marginal-cost pricing. Cyclically adjusted labour
taxes would reduce labour costs in recessions, hence contributing to down-
ward price flexibility there. I have also wondered whether more efficient
financial arrangements could increase price flexibility, a theme already
explored inventively by Greenwald and Stiglitz (1990, 1993) and authors
concerned with the credit channel of monetary transmission.

Equity financing does not impose debt service in all states. Thus, promot-
ing access to equity financing by small and medium firms should be on the
agenda. But equity financing raises the issue of control, and carries a puz-
zling equity premium. New forms of bonds could be devised, namely cycli-
cally indexed bonds which call for lower repayments under unfavourable
macroeconomic conditions, against higher repayments when they are
favourable.43 Creating assets indexed on macroeconomic aggregates, as
advocated on independent grounds by Shiller (1993) or Drèze (1999b,
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section 5), could yield the unexpected dividend of facilitating marginal-
cost pricing.44

There is thus scope for targeted policy intervention both on the demand
volatility front and on the wage–price rigidities front. What is more, there
is scope for operating on both fronts simultaneously. In the ‘European
initiative’ proposal referred to above, we advocated targeted investments,
and we advocated promoting these through temporary, counter-cyclical
labour-tax cuts. We were thus outlining precisely the combination of poli-
cies which emerges from my discussion today. With six years of hindsight,
I marvel at how closely a collective policy proposal could anticipate the
conclusions of theoretical research still in the making. I now realize that
the research outlined here was not only motivated by policy issues, as
announced at the outset. It was also inspired by the policy discussions. This
illustrates the benefits from interaction between policy concerns and
theoretical research. I regard that interaction as crucial for the long-term
programme of integrating micro- and macroeconomics into a unified
discipline.

Notes
1. Standard correlation .9 in Real Business Cycles calibrations.
2. I avoid the words ‘sunspots’ and ‘animal spirits’, because the information at

stake is genuine, even if its significance is not fully recognized.
3. This was also the motivation behind my early work on equilibria with price

rigidities, Drèze (1975).
4. More recently, a variety of contracts, differing as to initial rates and scope for

future revisions, have been offered. Borrowers are free to choose their preferred
combination of expected rates and variability of future rates, on the basis of
their own constraints and risk aversion. This enhances overall market efficiency.
Note that it all happens in the framework of long-term contracts.

5. See Baily (1974), Gordon (1974), Azariadis (1975), the informal introduction in
Drèze (1979a) or the survey by Rosen (1985); individual labour contracts are
introduced in Drèze (1989b) and general equilibrium with incomplete markets
and labour contracts is treated in Drèze (1989a).

6. Granting that the disutility of being unemployed typically exceeds the disutility
of working, unemployment benefits provide an approximate measure of reserva-
tion wages.

7. We hardly ever see future or contingent labour contracts (whereby for instance a
first-year law student signs up with a Brussels law firm four years ahead contin-
gently on graduating and not marrying a foreigner …).

8. See also Bean (1984).
9. Efficiency wage theories argue that wages may not adjust to changes in labour

supply, but leave them free to adjust to other circumstances. Insiders are
assumed insensitive to unemployment. Instead, unions are assumed concerned
with the unemployed as well; see Oswald (1985) or Pencavel (1985).

10. See Drèze (1999b).
11. This is in violation of second-best efficiency; see Drèze and Gollier (1993, section

4). On the rationale for absence of wage discrimination, see Drèze (1986, section
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2.3.3), Bewley (1998) or the ‘hiring scenario’ of the insiders–outsiders theory,
e.g. Lindbeck and Snower (1988) or Lindbeck (1993, p. 41).

12. The incremental labour or income taxes recommended by the second-best analy-
sis in states particularly favourable to labour are seldom implemented. This
feature need not detain us, as my interest focuses on downward rigidities.

13. For instance, Hall (1987) reports mark-ups of 50 per cent in more than half the
industries he studies, and Bils (1987) concludes that mark-ups are ‘very counter-
cyclical’.

14. Technically, incomplete markets turn an ex ante convex technology into an ex
post non-convex one – with well-known associated difficulties. The rationale for
average-cost pricing under fixed costs in competitive environments is presented
in Dehez and Drèze (1988).

15. Firms cannot quote prices contingent on demand elasticity, which is not observ-
able.

16. Because Radner (1972) does not assume sequentially complete markets, he only
obtains existence of a ‘pseudo equilibrium’ which need not be Pareto efficient;
see also Radner (1982, section 5.4).

17. See Hahn (1999), Chichilnisky (1999b) or Drèze (1999c, section 6 and appen-
dix).

18. The presumption is that such aggregates could be translated into Pareto ranking
through suitable transfers; but suitable transfers are not always identified,
seldom implementable and never fully implemented.

19. The seminal paper on this topic is Grandmont and Laroque (1976).
20. You may be unemployed whereas your neighbour is not.
21. Technically, van der Laan also imposes that at least one (unspecified) commod-

ity be free from quantity constraints; the property holds trivially when at least
one commodity is free from price rigidity.

22. See footnote 29.
23. This in particular hardens tomorrow’s price rigidities, as suggested in section 3.3

above.
24. Suitably defined: there is lack of unanimous agreement about modelling money

in general equilibrium; I favour the approach developed in Drèze and
Polemarchakis (1998, 2001).

25. I am satisfied that existence holds under downward rigidities, as confirmed by
research in progress with Jean-Jacques Herings.

26. This is theorem 3.2 in Drèze (1997), building upon Dehez and Drèze (1984).
27. For instance you would expect lower real-estate values in regions of high unem-

ployment.
28. Technically, the fixed prices of some number n of fix-price commodities freezes 

n – 1 relative prices; but the specification allows for n quantity constraints,
leaving one degree of freedom towards accommodating the exogenous supply
constraints. That degree of freedom corresponds to the relative price of group I
and group II commodities.

29. In a two-period model with S states and J < S assets, there is an (S – J + 1)-dimen-
sional continuum of equilibria, revealing that indeterminacy increases directly
with the degree of market incompleteness (S – J).

30. Jean-Jacques Herings and I (see the appendix of Drèze (1997) and section 4 of
Herings and Drèze (1998)) have produced examples where the rigid prices are
compatible with competitive equilibria, yet all supply-constrained equilibria
constrain to zero the supply of the fix-price commodities. (One worker is sick, or
one machine breaks, and the whole manufacturing sector comes to a standstill!)
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These examples are extreme, but they proved helpful in identifying sufficient
conditions for a more realistic structure of equilibria.

31. The proof relies on a fixed-point theorem due to Felix Browder (not Brouwer!)
(1960) published in Summae Brassiliensis Matematicae and extended to corre-
spondences by Mas-Colell (1974).

32. If there is a hidden rock in the middle of a bay, generically you can sail any-
where – but prudent sailors do not. Unlike that case, the genericity in theorem
2.1 is innocuous.

33. This is equivalent to gross substitutability plus non-inferiority.
34. This is theorem 3.1 (iii) in Herings and Drèze (1998). A similar result, proved by

John Roberts (1987, 1989), for the special case of homothetic consumer prefer-
ences and constant-returns production, provided the inspiration for Drèze
(1997).

35. The result also holds in a monetary economy, with a mixture of real and
nominal downward rigidities.

36. The paper is written for the case of proportional rationing, germane to inelastic
supply, but the result should hold for any allocation of the constraints among
the agents defined by Lipschitz-continuous functions; see also Drèze (1991b) for
a very general, discrete specification.

37. The process is defined by a system of differential equations with discontinuous
right-hand sides; appropriate techniques are described in Champsaur et al.
(1977); the complications associated with discontinuities led me to analyse first
the special case of fixed supplies.

38. Cf. Lubrano et al. (1996), Shadman-Mehta and Sneessens (1997).
39. This was the parting theme of my late friend William Vickrey (1993), and I am

pleased to help keep his concern alive.
40. See Drèze and Malinvaud et al. (1994).
41. In particular, megacities raise problems that will be with us for many years.
42. This link with macroeconomic stability should inspire the advocates of basic

income. …
43. In Belgium, some mortgage contracts stipulate postponement of repayments of

the principal if the borrower becomes unemployed, and loans indexed on the
gross operating surplus of not-for-profit firms are being considered.

44. Translating that idea to the firm level no doubt raises issues of moral hazard and
observability. Similar difficulties would arise if loans were indexed on prices
charged by firms – an otherwise attractive idea, since it would be equivalent, for
pricing purposes, to blowing up demand elasticities.
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4
Macroeconomic Frictions: What
Have We Learned from the Real
Business Cycle Research Programme?
Jean-Pierre Danthine
University of Lausanne, Switzerland and CEPR
and
John B. Donaldson
Columbia University, New York, USA

4.1 Two quick answers to the question at hand …

Two extreme, definitive, answers to the question posed in the title and one
more murky and incomplete can be contemplated. The first holds that we
have learned nothing from the Real Business Cycle (RBC) programme on
the subject of frictions simply because it has nothing to teach us: the RBC
programme is the wrong research programme, a mistaken detour in our
attempt to understand short-run macroeconomic phenomena. One stated
reason for such a view, phrased by Bob Solow in this volume, is that the
underlying neoclassical growth model was designed to be a model for the
long run, a time horizon at which one may hold that all the necessary price
and wage adjustments have been made. It is thus not an appropriate model
for studying short-run phenomena, fluctuations occurring at quarterly fre-
quencies, a time horizon where, to the contrary, the flex wage and price
hypothesis must be a priori ruled out.

At the other extreme of the spectrum, there is another definitive answer,
one naturally arising from a narrow, yet frequent, interpretation of the RBC
programme. In that restrictive view, within which the RBC approach is
often confined (see most recent macro textbooks, e.g. Burda and Wyplosz
(1997)), the RBC programme would have taught us that most macro phe-
nomena can be understood with the help of a perfect market frictionless
model, a close cousin of the neoclassical stochastic growth model. If one
accepts this claim, what we would have learned from the RBC programme
is that the world is frictionless! Moreover, we would have learned that busi-
ness cycles are real: real productivity shocks, as opposed to monetary
shocks or preference shocks (animal spirits or information shocks) are the
dominant source of business cycle fluctuations. Real business cycle theorists
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would, in a sense, have established the triumph of new classical macro-
economics and the futility of macroeconomic stabilization policies.

4.2 … with which we cannot be satisfied

The basis for these claims is the fact that key business cycle facts appear to
be ‘surprisingly’ well accounted for by the moneyless neoclassical growth
model with technology shocks. Table 4.1 illustrates the dimensions along
which this claim is usually made. It compares the standard deviations, and
correlations with output, of output itself, consumption, investment,
employment, and productivity for the US economy and for the model
economy. The artificial economy here is the neoclassical stochastic growth
model enriched with preferences over leisure as well as consumption. It is
meant to represent an economy in dynamic competitive equilibrium. This
decentralized interpretation is possible thanks to the use of the first welfare
theorem (Prescott and Lucas (1972)). In this world, the representative agent
optimizes along two margins, the choice between labour and leisure on the
one hand, and between consumption and savings and investment on the
other. There are no frictions, markets are perfectly Walrasian, and the equi-
librium is a Pareto optimum. The illustrated properties correspond to those
of a fully calibrated model; that is, the model is parametrized so as to
respect a number of important long-run regularities and relevant informa-
tion found in parallel studies (see Cooley (1997)).

An alternative way to evaluate the basic model’s performance consists of
comparing the output generated by the model with its real world counter-
parts. This is done in Figure 4.1, which shows the results of inputting esti-
mated Solow residuals over the period 1948 to 1996 into the artificial

Table 4.1 Business cycle stylized facts for the US economy and for the extended
neoclassical growth model

Quarterly US time series Artificial economy (neo-
(55.3–84.1) classical growth model)

Series (a) (b) (c) (a) (b) (c)

Output 1.76 1.00 1.00 1.30 1.00 1.00
Consumption 1.29 0.73 0.85 0.42 0.32 0.89
Investment 8.60 4.89 0.92 4.24 3.26 0.99
Capital stock 0.63 0.36 0.04 0.36 0.28 0.06
Hours 1.66 0.94 0.76 0.70 0.54 0.98
Productivity 1.18 0.67 0.42 0.68 0.52 0.98

Standard deviation in per cent (a); relative standard deviation (b); and correlations with output
(c). All statistics detrended with the Hodrick-Prescott filter.
Source: Hansen (1985).
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economy model. The latter acts as a propagation mechanism transforming
these ‘productivity’ shocks into time series for the major macro-aggregates.
The fit with the data is close, with a correlation between the two output
curves (first panel) of 0.79.

There are several reasons why we are not satisfied with the above view,
suggesting as it does that all that can be said has been said in business
cycle theory. The first resides in the fact that the list of standard deviations
and correlations contained in Table 4.1 lacks scope. In the language we
shall use in a moment, the congruence between model and reality, when
limited to the stylized facts of Table 4.1, is not sufficient to give us
confidence in the appropriateness of the underlying model. This assertion
is confirmed by the fact that, at this level of observation, the expanded
neoclassical growth model and a variety of other, very different, models
with strongly diverging policy implications are observationally equivalent.
Thus, Table 4.2 provides similar data for two alternative models. The first
(panel A) is a wage contracting model proposed by Dow (1995). The only
amendment proposed to the neoclassical growth model is that firms and
workers have to agree on a wage one period in advance, before knowing
the realization of the exogenous productivity shock. The second (panel B)
is a model with efficiency wages of the shirking type. In this model,
proposed by Danthine and Donaldson (1995), there are three types of
workers: the young, the old with experience and the old without
experience. The overall level of unemployment is 13 per cent; unemploy-
ment among the young is 23 per cent. This equilibrium is not a Pareto
optimum. It is it is hard to imagine a model more at variance with the
original RBC model. Yet in terms of the basic data of Table 4.1, it
replicates the stylized facts of the US economy better.

Another reason to question the success of the benchmark RBC model is
provided by the many ‘puzzles’ that have been uncovered by various
authors since the inception of this research programme. These puzzles are
typically stylized facts outside the list of Table 4.1 which falsify the simple
model or one of its extension in a robust way. A number of these puzzles
are discussed in what follows.

A third and final reason to contest the position associated with the pure
real business cycle school is linked with the interpretation of Solow residu-
als as productivity shocks. A summary of this line of criticism is to say that
‘too much is stuffed into the black box’ which we term Solow residuals.
One reason to suspect that the role attributed to Solow residuals is exces-
sive is the observation, first made by Hall (1990), that these residuals are in
fact correlated with some demand-side variables and that it is thus unwar-
ranted to interpret them as exogenous productivity shocks. Another, more
intuitive, expression of the same idea is the oft-expressed opinion that
Solow residuals are implausibly large and variable, and moreover that they
are often negative, an observation which is hard to rationalize, for example
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Summers (1986). The flip side of the same criticism is the observation that
the simple RBC model constitutes a weak propagation mechanism. In
several respects what one gets out – the characteristics of the output process
– is very similar to what one feeds in – the Solow residuals. This is particu-
larly true of the degree of persistence of the output process (see Cogley and
Nason (1995)).

In this perspective, model enrichments that help strengthen the propaga-
tion mechanism are particularly welcome. One can think of introducing
increasing returns to scale and/or imperfect competition, two properties
that tend to enhance the propagation mechanism and that we will discuss
later on. Similarly, models with a credit multiplier and several models with
non-Walrasian labour markets such as the Dow and the Danthine and
Donaldson models of Table 4.2 have a stronger propagation mechanism as
well. One must realize, however, that neither credit-multiplier nor non-
Walrasian models provide effective guidance as to how to correct for the
estimation of productivity shocks from Solow residuals. In fact, all models
built on the standard aggregate production function are equally subverted
by the doubtful identification of Solow residuals with exogenous productiv-
ity shocks. On the contrary, models with variable factor utilization come
with instructions as to how to go from Solow residuals to productivity
shocks. And they are quite successful in doing that. King and Rebelo
(1999), for example, show that the twin assumptions of indivisible labour
(detailed below) and variable capital utilization perform extremely well in
terms of the criteria of Table 4.1. And this performance is achieved with

Table 4.2 Business cycle properties of two non-Walrasian models

Panel A: Panel B: Panel C: 
Wage-contracting Shirking model Indivisible 
modela labour model

Variable (a) (c) (a) (c) (a) (c)

Output 1.76 1.00 1.74 1.00 1.79 1.00
Consumption 0.42 0.62 1.23 0.99 0.54 0.88
Investment 6.38 0.95 3.32 0.99 5.76 0.99
Capital stock 0.31 –0.05 0.30 0.04 0.49 0.07
Hours, of which 1.85 0.85 1.70 0.98 1.34 0.98

Old experienced 2.17 0.71
Old inexperienced 8.16 0.03
Young 2.17 0.95

Productivity 0.90 0.17 0.29 0.24 0.54 0.88

Standard deviation in percent (a); and correlations with output (c)
Panel A. Wages set in advance ‘Contracts (II)’ model in Dow (1995)
Panel B. Danthine and Donaldson (1995)
Panel C. Hansen (1985): Indivisible labour model.
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much smaller estimated productivity shocks (see Figure 4.2 for a compari-
son of Solow residuals with the productivity shocks estimated with the
King-Rebelo model). These (estimated) productivity shocks are more fre-
quently positive and they are uncorrelated with demand-side variables. Yet,
King and Rebelo’s economy, while not frictionless because of the indivisi-
ble labour assumption, is in fact a high-substitution economy; another
margin of substitutability rather than an extra friction has been added:
within a quarter, firms can adjust the intensity with which they use their
capital stock.

Before leaving this subject, it is useful to comment on the interpretation
of technology shocks. In business cycle models as well as in growth
theory, we have come to associate Solow residuals with changes in the
stock of knowledge, which over time make it possible to produce more
output at unchanged input levels. In this narrow sense, negative residuals,
implying a decrease in the stock of knowledge, are indeed difficult to
justify. Hansen and Prescott (1993), however, propose that we should
adopt a broader view of what underlies the output variations left unex-
plained by changes in factor usage. Without questioning the necessity to
account as well for possible changes in factor utilization rates, as Burnside,
Eichenbaum and Rebelo (1993), Finn (1995) and King and Rebelo (1999)
and others do, they argue that the relationship between inputs and output
is also affected by changes in the legal and regulatory system of a country
and in the non-traded, and thus non-measured, factors of production.
They argue

that the reason for the huge difference [in productivity] between United
States and India must be that India has been less successful than 
the United States in setting up economic institutions conducive to
development. 
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And, that when

pollution rights are not traded and the government imposes constraints
on firms with regard to the amount of pollution, this represents a tech-
nology shock, since the amount of output that can be produced from
given quantities of market inputs changes.

4.3 The RBC research programme as a mechanism for 
identifying critical frictions

In the preceding section, we sought to explain why we could not consider
as definitive the frictionless view of the world promoted by a straightfor-
ward interpretation of the benchmark RBC model. In so doing, we have
been confronted with the fact that not all amendments to the basic model
will necessarily lead to the introduction of market frictions. We now want
to make precise the process by which such enrichments should be guided.
In our view, the distinguishing feature of the RBC programme is not some
prior insistence on the predominance of technology shocks, or the religious
belief that labour and product markets always clear. Rather it is the view
that the workhorse model for modern macroeconomics will be a dynamic
stochastic general equilibrium model of one form or another, together with
the experimental view of model-building proposed by Lucas (1980). In
Lucas’s words,

one of the functions of theoretical economics is to provide fully articu-
lated, artificial economic systems that can serve as laboratories in which
policies that would be prohibitively expensive to experiment with in
actual economies can be tested out at much lower cost. … We need to
test models as useful imitations of reality by subjecting them to shocks
for which we are fairly certain how actual economies, or part of
economies, would react. The more dimensions on which the model
mimics the answers actual economies give to simple questions, the more
we trust its answers to harder questions.

The key word in the quoted text is the word ‘trust’. Models are our experi-
mental tools, our laboratories. In order to trust the answers a model would
provide to hard policy questions, we need to be confident in the model
itself. How do we build such confidence? Lucas’s introductory sentence
provides one direction: test models by subjecting them to shocks for which
we are fairly certain how actual economies would react. We can, however,
take a broader stance on this issue. We will more easily trust models which
to a larger extent share the general properties of the data. In that view,
much of what is known as ‘calibration’ is part of a ‘confidence building’
exercise. We know actual economies appear to follow balanced growth
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paths, with important ratios remaining approximately constant over the
long run. These ratios are identified, for example, with the Kaldor facts
(Kaldor (1957)). Similarly, Lucas (1977) identified a set of properties gener-
ally associated with business cycles. He stressed that these regularities are
independent of time and places and, as such, could reasonably be viewed as
defining the business cycle. The quantification of these regularities con-
stitutes the basis for the standard deviations and correlations found in
Table 4.1 and we are naturally more confident in models with the ability to
match these stylized facts.

But, as already suggested, congruence between model and reality should
not be limited to the stylized facts of Table 4.1. They are not sufficient to
give us confidence in the ability of the model to answer hard economic
policy questions. It is thus natural to go beyond them. The most frequently
travelled avenues consist in, first, comparing impulse response functions
and, second, looking at conditional as well as non-contemporaneous corre-
lations. It is important, however, to remember here that models are abstrac-
tions, and that they cannot conform to reality on each and every
dimension. We believe the key to success consists of isolating what we will
call ‘critical facts’. By facts, we mean characteristics of real economies
known with some degree of confidence. By critical, we mean that these
facts should be important enough to justify being featured in a good
macro-model. There is a good deal of subjectivity in this process which is at
the heart of model selection. It depends on the question being addressed,
since the latter conditions the characteristics which we would insist that
the model possesses.

In the rest of this chapter, we illustrate how this approach may be used,
and has been used, to guide the development of the theory and we discuss
to what extent present trends indicate the need to enrich the basic model
with macroeconomic frictions. We are not far from accepting the view that
the RBC research programme is, in fact, an organized research programme
precisely aimed at deciding which particular friction must necessarily be
included in the modelling process. The guiding principle is the capacity of
the model, with or without this friction, to explain critical facts. Parsimony
requires that only those frictions which prove necessary in this sense should
find their way into the final dynamic stochastic model that we will use as
our benchmark representation of the macroeconomy.

4.4 Labour markets

It is natural, if we think of justifying frictions, to start by focusing on the
labour market. In the short history of the RBC literature, one significant
fact stands out for the role it has played in the process we want to illustrate.
It is the observation that the standard deviation of hours is approximately
the same as the standard deviation of output, an observation labelled early
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on as the employment volatility puzzle. This fact is well documented for
the United States; somewhat less so for other countries where the measured
ratios (SD(n)/SD(y)) range from 0.50 for Italy to 1.34 for South Africa
(Danthine and Donaldson (1993)). Taking this observation as a fact, never-
theless, we can certainly use the adjective ‘significant’ because it falsifies
the neoclassical growth model which could replicate it only if one hypoth-
esizes an implausibly high willingness to substitute labour and leisure
across time periods (indeed, the model of Table 4.1 exhibits a ratio
SD(n)/SD(y) = 0.54). It is critical as well because it questions the benchmark
model precisely in a dimension where one would expect it a priori to be the
most vulnerable: that is, in the maintained assumption of clearing
(Walrasian) labour markets. For this reason, it provides definite support to
proponents of non-Walrasian labour market formulations. Indeed both the
shirking and the contracting models of Table 4.2 pass the employment
volatility test. Note that not all non-Walrasian formulations do; see for
example Danthine and Donaldson (1990).

It is also the case, however, that the employment productivity puzzle can
be equally well resolved by adopting another (non-Keynesian) friction, the
indivisible labour supply hypothesis to which we now turn (Hansen (1985),
Rogerson (1988)). This hypothesis states that agents cannot continuously
vary their supply of working hours: that is, they cannot adjust the length of
their working day. In effect, they may work full time or not at all (for
reasons due to supply – costs of going to work – or demand – such as fixed
costs associated with labour management). This implies that all changes in
hours will be done along the extensive margin, that the individual inter-
temporal elasticity of substitution regarding leisure is immaterial – despite
the fact that the aggregate elasticity of substitution is infinite – and,
because of the latter fact, that the quantity of labour employed is exclu-
sively determined by the demand side of the market (a Keynesian prop-
erty). The literature has tended to prefer the indivisible labour hypothesis
to the various non-Walrasian formulations that have been proposed, prob-
ably for reasons of parsimony. This preference may be not be robust,
however, to the necessity of replicating other critical facts.

One such possible critical fact is related to the co-variation of real wages
or productivity with output. Since Dunlop (1938) and Tarshis (1938), it has
been taken as a fact that real wages are close to a-cyclical. This observation
is significant because it falsifies the indivisible labour model which needs to
be rescued by the adjunction of demand shocks. Christiano and
Eichenbaum (1992) propose the introduction of government spending
shocks while Hansen and Wright (1992) model shocks to the home produc-
tion function. In both instances, demand shocks are an adjunction worth
mentioning from the perspective of the narrow interpretation of the RBC
model (business cycles are not real). This observation also provides support
to models where wage adjustments are sluggish, be it because of contracts
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(Dow (1995), Boldrin and Horvath (1995), or efficiency wage considera-
tions. Again, both models of Table 4.2 pass this test. So would a gift
exchange model with sluggish reference wage, such as proposed for
instance by Collard and de la Croix (2000) or the model of section 4.3 in
Danthine and Donaldson (1990).

On this score, we are confronted with the question of whether this dis-
criminating information is indeed a fact. Contrary to the Dunlop-Tarshis
observation, studies on longitudinal micro-data appear to indicate that real
wages are in fact quite strongly pro-cyclical, a property obscured by a com-
position bias: the aggregate statistics are constructed in a way that gives
more weight to low-skill workers during expansions than during recessions
(Solon, Barsky and Parker (1994); see also Liu (1999)). In the case of models
with homogeneous labour, where the composition bias cannot be mod-
elled, these results thus seem to favour underlying mechanisms generating
pro-cyclical real wages.

Another natural source of critical facts would seem to be found in the
unemployment statistics. In most of the RBC literature, the emphasis so far
has been on employment rather than unemployment although this has
begun to change as more information on the latter becomes available from
micro-data. In particular, it appears that unemployment and the unem-
ployment rate result from the interaction of a number of factors, some
cyclical and some operating at lower frequencies. First, the rate of unem-
ployment appears to be largely age dependent (the rate being much higher
for young persons who are assembling skill sets and exploring career possi-
bilities) with the consequence that long-term trends in the unemployment
rate, especially in the US, are principally driven by changes in the age dis-
tribution of the population (Shimer (1998)). This is accompanied by both
cyclical variation in the labour force participation rate, as well as its long-
term downward trend (Rogerson (1998)), phenomena that have not yet
been fully understood and modelled. The net effect of these forces, at the
aggregate level, is for unemployment to vary, proportionately, more than
employment and for these series not to be perfectly negatively correlated
(Hechler (1995)). On this score, efficiency wage models appear to dominate
the indivisible labour formulation.

Other independent ‘critical facts’ on unemployment are hard to come
by, however, except in terms of flows. The latter are usable only if one
adopts a search-matching type modelling for the labour market. Only now
are models beginning to address these issues – see Merz (1995), Andolfatto
and Gomme (1996) or Gomes, Greenwood and Rebelo (1997), among
several others. While attractive, we do not want to postulate that this is
the only promising approach for aggregate general equilibrium macro-
modelling.

The replication of other micro stylized facts will require models that are
considerably more disaggregated than those currently in use. For example,
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there is persistent wage inequality within and between skill levels. Hansen
(1993) explores the relative cyclical variability of quality adjusted versus
unadjusted hours and finds the quality adjusted measure only slightly less
variable. The current state of the art has not dealt with these issues and it is
not fully clear at this point that they will be significant for macro-related
questions.

In conclusion, we are not yet ready to decide which friction should be
part of the right, parsimonious, description of the labour market in
dynamic stochastic general equilibrium models. There is an abundance of
observationally equivalent candidates and we are short of discriminating,
significant, facts. This is disappointing. Focusing on the labour market
seemed a sure recipe for identifying ‘necessary’ frictions! In this domain,
one is forced to accept the view that, at this point, theory is ahead of
(significant) business cycle facts (Prescott (1986)).

4.5 Money

As opposed to the shortage of significant facts guiding the modelling of
labour markets, the extension of the RBC literature to the realm of
monetary economics provides a perfect example of a discriminating
experiment exactly aligned on the recommendation of Lucas. The simple
experiment for which we know with some confidence how actual
economies would react is an unanticipated increase in the money supply.
Indeed, there appears to be a consensus that such a monetary shock is
normally followed by a fall in nominal interest rate. Christiano,
Eichenbaum and Evans (1998) would even argue that the consensus is
broader and also bears on the real effects of such an increase in the money
supply – increase in output, increase in employment – and on the resulting
behaviour of prices – quasi-stability. On the latter dimensions, however,
the consensus is more fragile (see Uhlig (1999)). For this reason we limit
ourselves to the implications of the first part of the proposition.

The interest rate impact of an unanticipated increase in money is a
significant fact because it points clearly towards the necessity of introduc-
ing nominal frictions into the model. Indeed it falsifies the standard RBC
model with money introduced via a cash-in-advance (CIA) constraint
(Cooley and Hansen (1989, 1995)). In this model, the main effect of an
unanticipated increase in money is to feed inflationary expectations
leading to an increase in the inflationary premium and thus a rise in the
nominal interest rate.

Two frictions have been suggested to improve model performance: cost
of adjusting prices and cost of adjusting portfolios. The former, generally
labelled menu costs, may be introduced either in the form of a direct cost-
of-adjustment function or via imposing the constraint that only a fraction
of (possibly randomly chosen) firms are allowed to modify their prices in
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the current quarter (e.g. Calvo (1983)). Obviously, the model context here
must be one where firms set prices, that is, where competition is imperfect.
The alternative is to stipulate the existence of costs to adjusting portfolios.
Again a cost-of-adjustment function may be imposed which penalizes a
quick rebalancing of portfolios by individuals. Alternatively, and interest-
ingly, a financial intermediation sector may be introduced. Monetary
policy then takes the form of open market operations. The direct effect of a
monetary injection falls on commercial banks, and is entirely transmitted
to firms’ borrowing conditions because households are precluded from
adjusting their portfolios during the period. The latter models are known
under the label of ‘limited participation model of money’ (Lucas (1990),
Fuerst (1992)).

There may be other solutions to this puzzle. The fact that the main con-
tenders strongly point towards the introduction of meaningful frictions is
significant from the perspective of the question with which we began. So is
the conclusion of Christiano, Eichenbaum and Evans (1997) that nominal
rigidities of the two types contemplated above will not be enough and that
they will have to be complemented with other ‘real’ frictions.

4.6 Financial puzzles

A successful macroeconomic model should be able to explain not only the
basic business cycle regularities, but the stylized facts of the financial
markets as well. One reason for this is that financial returns provide sharp
observations on the inter-temporal rates of substitution which are at the
heart of modern explanations for business cycle fluctuations. Important
financial observations include the historical mean equity (market index)
and risk-free returns and their differences (the equity premium), their
respective volatilities (return standard deviations) and their time series cor-
relation structure. While, as we have noted, progress along the business
cycle dimensions has been quite substantial, success in replicating these
basic financial regularities has been more circumscribed. Prominent
instances of the latter are the equity premium puzzle (Mehra and Prescott
(1985), Kocherlakota (1996)), and the risk-free rate puzzle (Weil (1989)). In
the international arena, the quantity and price variability anomalies
(Backus, Kehoe and Kydland (1992, 1995), Hess and Shin (1997)) may as
well be related to capital market imperfections as yet not modelled in the
RBC setting.

The majority of the relevant financial studies has been undertaken in the
context of exchange models which, by construction, cannot simultane-
ously reconcile financial and business cycle regularities. These studies are
nevertheless useful because a mechanism which cannot replicate the
financial stylized facts in an exchange setting will be unsuccessful in a pro-
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duction setting as well, as the latter has an even more restricted set of feasi-
ble time paths of consumption.1 Telmer (1993), Heaton and Lucas (1995
a,b) and others explore an initial suggestion by Mehra and Prescott (1985)
that incomplete markets constructs may be more successful. Endogenous
frictions arising from missing markets are also potentially important for
understanding business cycles. When agents are unable to ensure perfectly
their income streams, as is the case in such models, individual consump-
tion growth need no longer closely resemble per capita consumption
growth, allowing the former to vary more positively with stock returns, and
thus generating a larger premium. Unfortunately, these studies have
achieved little progress thus far, chiefly because the presence of only one
security (e.g. a bond) allows the agents to smooth their consumption quite
successfully via a dynamic trading strategy.

Another avenue for model improvement has been habit formation, a
type of friction not commonly featured in macro-models; see, e.g.
Constantinides (1990) and, more recently, Campbell and Cochrane (1999).
The latter, in particular, is able to explain a wide range of financial phe-
nomena by postulating a ‘habit’ that moves slowly and non-linearly in
response to consumption changes. While effective in an exchange setting,
it is not clear, however, that this mechanism will be equally successful
when placed in a business cycle production context.2

Danthine and Donaldson (1999 a,b), in a full production setting, directly
address both financial and macroeconomic stylized facts from two dis-
tinctly different perspectives. In the first, ‘peso’ effects with little impact on
the macro side have significant implications for asset pricing, in particular
giving rise to low risk-free rates. This allows for a replication of both the
business cycle facts and the mean levels of security returns.3 The second
study focuses on the impact of the observed highly persistent variability in
factor shares. This share variability results in an extra risk factor for equity
owners. Adding this distribution risk to the customary systematic risk
factors achieves the desired objectives across the full range of real and
financial phenomena. A promising alternative route, with an equally active
interaction between the real and financial sides of the economy, can be
found in the credit multiplier literature (see Gertler (1988) for an overview).
More recently Eisfeldt (1999) analyses a dynamic model where the liquidity
of risky assets varies endogenously and this property magnifies the effects
of productivity shocks. These considerations have yet to be incorporated
into a business cycle model, however.

These anomalies and their resolution are obviously significant for
finance. But they may reveal shortcomings relevant for macroeconomics as
well. If, for instance, habit formation turns out to be the most robust solu-
tion to the equity premium puzzle, the modelling of preferences in macro-
models will have to be modified accordingly. On the other hand, the
international capital market frictions, which may prove necessary to

68 The General Framework



Danthine and Donaldson: Macroeconomic Frictions 69

explain the puzzles of international finance may or may not have implica-
tions for closed economy macroeconomics.

4.7 Two significant presumptions and their implications

In a recent article using a VAR methodology, Gali (1999) claims that
identified positive technology shocks have a negative effect on employ-
ment. This observation is in stark contrast with the impact of such shocks
in the standard RBC model, where, of course, they stimulate employment.
Gali’s explanation is that firms are demand-constrained as they would be in
a world of imperfect competition with nominal rigidities (temporarily fixed
prices). King and Rebelo (1999) suggest that this observation could also be
accounted for in a multi-sector model where produced outputs are comple-
ments. This possibility notwithstanding, the observation is significant
because it reinforces the plausibility of an important friction and because it
clearly falsifies the pure technology-driven business cycle model. It does
not deserve the status of fact yet, however, as it as not been confirmed in
other studies using alternative identification procedures.

Many economists would argue that a wave of consumer pessimism is
likely to result in an economic recession. We do not know the extent to
which there is a consensus on this view and, indeed, the discussion in the
American Economic Review of 1993 as to the causes of the US recession of
1991 leads us to doubt that there may be one (Blanchard (1993), Hall
(1993), Hansen and Prescott (1993)). This doubt notwithstanding,
Danthine, Donaldson and Johnsen (1998) test the reaction of the bench-
mark model to such a shock, proceeding as follows. They identify con-
sumer pessimism with a change in growth expectations from a regime with
a zero probability of a long period of stagnation to one where this probabil-
ity is positive although very small and not realized in the relevant sample.
In the real business cycle model (a version of the indivisible labour model
modified to allow for such expectations), such a shock leads to a boom in
investment, a natural consequence of the precautionary increase in savings,
and to an increase in employment, an equally natural consequence of the
precautionary increase in labour supply. Figure 4.3 traces these changes,
which have long-lasting consequences when expectations do not revert to
their initial level. All in all, the increase in investment makes up for the
shortfall in consumption, and the increased use of factors (fixed capital and
increased labour) result in an increase in output. This demonstration is
troubling. It relies on an assumption of perfect coordination between
savings and investment, and on a complete ability of the labour market to
adjust in the short run to an increase in labour supply (hence the observed
decrease of real wages). At the minimum, the conviction that this is not the
way the real economy would actually react to a fall in consumer confidence
would lead us to advocate introducing real rigidity in wage adjustments,
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i.e. some real friction on the labour market. With this modification, the
increase in labour supply would provoke an increase in unemployment,
likely to weaken further consumer confidence, and output could not
increase without a rise in factor utilization. This is interesting because such
an amendment goes in the direction of those suggested as likely in the pre-
vious section.

4.8 Conclusion: towards a new neoclassical synthesis?

The facts and presumptions discussed so far have led quite naturally to an
increasing fraction of the RBC literature being devoted to dynamic GE
models combining different frictions. We would like to complete our dis-
cussion by briefly describing two current research directions proceeding in
the spirit of the preceding sections. One of these focuses on models com-
bining nominal rigidities with imperfect competition, often combined with
increasing returns to scale in production and possibly complemented with
an assumption of sluggish wage adjustment. Goodfriend and King (1997)
snatch the promising ‘new neo-classical synthesis’ label and use it for a
version of such a model but without the latter feature. How confident are
we in this class of models? Very much so if we judge by the fact that these
models are starting to be used to provide answers to ‘hard’ policy questions
about the proper conduct of monetary policy. See for instance Clarida, Gali
and Gertler (1999), who use it to support a policy of inflation targeting,
and Goodfriend and King (1997) who advocate a policy of near-zero
inflation aiming to produce a constant path for the average price-cost
mark-up. On the other hand, they have not yet passed the traditional tests
for confidence building such as those proposed in Table 4.1. In the words
of King and Rebelo (1999), ‘this research has not yet produced a business
cycle model that performs at the same level as the RBC workhorse’. King
and Watson (1996) also argue such a model cannot explain the observation
that high nominal or real rates predict low output two to four quarters in
the future, the ‘inverted leading indicator’ property.

Cooley and Quadrini (1999 a, b) propose an interesting alternative based
on the limited participation model of money – with an operative liquidity
effect – and on a search formulation for the labour market – where endoge-
nous creation and destruction of jobs can occur in response to both
aggregate and firm level shocks. They also use their model to answer ‘hard’
questions arguing that the optimal monetary policy should be pro-cyclical
in the face of real shocks. Table 4.3 shows that their model accounts well
for some basic, traditional, stylized facts of the business cycle. More
research is needed to tally the relative merits of these two alternative
strategies.

This chapter has reviewed work in progress. We are ‘en route’, and we
believe we have taken the right path. If the current state of short-run
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macroeconomics may not be as close to a consensus as the label ‘new neo-
classical synthesis’ chosen by Goodfriend and King may suggest, we are
nevertheless getting closer and less ideological, and it looks increasingly
likely that the resulting consensus will be a friction-filled dynamic stochas-
tic general equilibrium model. The excitement of part of the profession is
also palpable in the increasing willingness to use these new models to
answer ‘hard policy questions’.

Notes
1. The classic equity premium article of Mehra and Prescott (1985) was also cast in

an exchange setting.
2. Taking a completely different tack, Bansal and Coleman (1996) achieve a very

substantial reduction in the risk-free rate (and thus an increase in the premium)
by postulating an implicit transactions function for T-bills. Their results are
achieved in a monetary exchange economy.

3. This approach can be interpreted as a small departure from pure rational expecta-
tions; for a more comprehensive exploration of the asset pricing implications of
deviations from the rational expectations hypothesis, see Kurz and Motolese
(1999), though once again only in an exchange setting.
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How the Rational Expectations
Revolution has Changed
Macroeconomic Policy Research*
John Taylor
Stanford University, USA

The rational expectations hypothesis is by far the most common expecta-
tions assumption used in macroeconomic research today. This hypothesis,
which simply states that people’s expectations are the same as the
forecasts of the model being used to describe those people, was first put
forth and used in models of competitive product markets by John Muth in
the 1960s. But it was not until the early 1970s that Robert Lucas (1972,
1976) incorporated the rational expectations assumption into macro-
economics and showed how to make it operational mathematically. The
‘rational expectations revolution’ is now as old as the Keynesian revolu-
tion was when Robert Lucas first brought rational expectations to macro-
economics.

This rational expectations revolution has led to many different schools of
macroeconomic research. The new classical economics school, the real
business cycle school, the new Keynesian economics school, the new polit-
ical macroeconomics school, and more recently the new neoclassical syn-
thesis (Goodfriend and King (1997)) can all be traced to the introduction of
rational expectations into macroeconomics in the early 1970s (see the dis-
cussion by Snowden and Vane (1999), pp. 30–50).

In this chapter I address a question that I am frequently asked by stu-
dents and by ‘non-macroeconomist’ colleagues, and that I suspect may be
on many people’s minds. The question goes like this: ‘We know that many
different schools of thought have evolved from the rational expectations
revolution, but has mainstream policy research in macroeconomics really
changed much as a result?’ The term ‘mainstream’ focuses the question on
the research methods that are used in practice by macroeconomists –
whether they are at universities, research institutions or policy agencies –
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when they work on actual policy issues; perhaps the phrase ‘practical core’
of policy evaluation research in macroeconomics would be a better descrip-
tion than ‘mainstream’.

My answer to this question is an unqualified ‘yes’ and my purpose is to
explain why. It would be surprising if mainstream macroeconomics had
not changed much since the rational expectations revolution of 30 years
ago. After all, mainstream macroeconomics changed greatly in the three
decades after the Keynesian revolution. Path-breaking work by Hansen,
Samuelson, Klein, Tobin, Friedman, Modigliani and Solow immediately
comes to mind. Yet the question indicates a common scepticism about the
practical implications of the rational expectations revolution, so my ‘yes’
answer must be accompanied by a serious rationale.

I try to show here that if one takes a careful look at what is going on in
macroeconomic policy evaluation today, one sees that there is an
identifiable and different approach that can be accurately called the ‘new
normative macroeconomics’. New normative macroeconomic research is
challenging both from a theoretical and empirical viewpoint; it is already
doing some good in practice. The research does not fall within any one of
the schools of macroeconomics; rather, it uses elements from just about all
the schools. For this reason, I think it is more productive to look at individ-
ual models and ideas rather than at groupings of models into schools of
thought. As I hope will become clear in this lecture, the models and con-
cepts that characterize the new normative macroeconomics represent one
of the most active and exciting areas of macroeconomics today, but they
were not even part of the vocabulary of macroeconomics before the 1970s.
This suggests that the rational expectations revolution has significantly
enriched mainstream policy research macroeconomics.

The new normative macroeconomic research can be divided into three
areas: (i) policy models, (ii) policy rules, and (iii) policy trade-offs. This
chapter considers each of these three areas in that order.

5.1 The policy models: systems of stochastic expectational
difference equations

Because people’s expectations of future policy affect their current decisions
and because the rational expectations hypothesis assumes that people’s
expectations of the future are equal to the model’s mathematical condi-
tional expectations, dynamic macroeconomic models with rational expec-
tations must entail difference or differential equations in which both past
and future differences or differentials appear. In the case of discrete time, a
typical rational expectations model therefore can be written in the form:

fi (yt, yt – 1, …, yt – p, Etyt + 1, …, Etyt + q, ai, xt) = uit (1)
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for i = 1, …, n where yt is an n-dimensional vector of endogenous variables
at time t, xt is a vector of exogenous variables at time t, uit is a vector of
stochastic shocks at time t, and ai is a parameter vector.

The simplest rational expectations model in the form of (1) is a single
linear equation (i = 1) with one lead (q = 1) and no lags (p = 0). This case
arises for the well-known Cagan money demand model (see Sargent (1987)
for an exposition) in which the expected lead is the one-period-ahead price
level. In many applications, the system of equation (1) is linear, as when it
arises as a system of first order conditions for a linear quadratic optimiz-
ation model. However, non-linear versions of equation (1) arise frequently
in policy evaluation research.

Many models now used for practical policy evaluation have the form of
equation (1). Examples include a large multicountry rational expectations
model that I developed explicitly for policy evaluation (Taylor (1993b)),
and the smaller optimizing single-economy models of Rotemberg and
Woodford (1999) and McCallum and Nelson (1999) also developed for
policy research. Such rational expectations models are now regularly used
at central banks, including the FRB/US model used at the Federal Reserve
Board (see Brayton, Levin, Tryon and Williams (1997)); smaller models –
Fuhrer/Moore and money supply rules (MSR) models used for special policy
evaluation tasks at the Fed (see Fuhrer and Moore (1997) and Orphanides
and Wieland (1997)); models used at the Bank of England (see Batini and
Haldane (1999)), the Riksbank, the Bank of Canada, the Reserve Bank of
New Zealand, and many others.

5.1.1 Similarities and differences

That all these policy evaluation models are in the form of (1), with lead
terms as well as lagged terms, demonstrates clearly how the rational expec-
tations assumption is part of mainstream policy evaluation research in
macroeconomics. There are other similarities. All of these models have
some kind of rigidity – usually a version of staggered price and wage setting
– to explain the impact of changes in monetary policy on the economy,
and are therefore capable of being used for practical policy analysis. The
monetary transmission mechanism is also similar in all these models; it
works through a financial market price view, rather than through a credit
view.

There are also differences between the models. Some of the models are
very large, some are open economy, and some are closed economy. The
models also differ in the degree of forward looking or the number of rigidi-
ties that are incorporated.

There is also a difference between the models in the degree to which they
explicitly incorporate optimizing behaviour. For example, most of the dis-
aggregated investment, consumption, and wage and price setting equations
in the Taylor (1993b) multicountry model have forward-looking terms that
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can be motivated by a representative agent’s or firm’s intertemporal opti-
mization problem. However, the model itself does not explicitly describe
that optimization. The smaller single economy models of Rotemberg and
Woodford (1999) and McCallum and Nelson (1999) are more explicit about
the representative firms or individuals maximizing utility. One of the
reasons for this difference is the complexity of designing and fitting a mul-
ticountry model to the data. Given the way that the models are used in
practice, however, this distinction may not be as important as it seems. For
example, the equations with expectations terms in the Taylor (1993b)
model are of the same general form as the reduced form equations that
emerge from the Rotemberg and Woodford (1999) optimization problem.
Since the parameters of the equations of the Rotemberg and Woodford
model are fixed functions of the parameters of the utility function, they do
not change when policy changes. But neither do the parameters of the
equations in the Taylor (1993b) model.

5.1.2 Solution methods

A solution to equation (1) is a stochastic process for yt. Obtaining such a
solution in a rational expectations difference equation system is much
more difficult than in a simple backward-looking difference equation
system with no expectations variables. This difficulty makes policy evalu-
ation in macroeconomics difficult to teach and requires much more
expertise at central banks and other policy agencies than had been required
for conventional models. This complexity is also one of the reasons why
rational expectations methods are not yet part of most undergraduate
textbooks in macroeconomics.

Many papers have been written on algorithms for obtaining solutions to
systems like equation (1). In the case where fi(.) is linear, Blanchard and Kahn
(1980) showed how to get the solution to the deterministic part of equation
(1) by finding the eigenvalues and eigenvectors of the system. Under certain
conditions, the model has a unique solution. Many macroeconomists have
proposed algorithms to solve equation (1) in the non-linear case (see Taylor
and Uhlig (1990) for a review). The simple iterative method of Fair and Taylor
(1983) has the advantage of being very easy to use even in the linear case, but
less efficient than other methods (see Judd (1998)). Brian Madigan at the
Federal Reserve Board has developed a very fast algorithm to solve such
models. I have found that the iterative methods work very well in teaching
advanced undergraduates and beginning graduate students. They are easy to
programme within existing user-friendly computer programmes such as
Eviews. I also use iterative methods to solve my own rather large-scale multi-
country rational expectations model (Taylor (1993b).

I think more emphasis on solving and applying expectational difference
equations should be placed in the economics curriculum. Many graduate
students come to economics knowing how to solve difference and differential
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equations, but expectational difference equations such as (1) are not yet
standard and require time and effort to learn well. It is difficult to understand,
let alone do, modern macro policy research without an understanding of how
these expectational stochastic difference equations work.

5.2 Which is the best policy rule? A common way to pose 
normative policy questions

The most noticeable characteristic of the new normative macroeconomic
policy research is the use of policy rules as an analytically and empirically
tractable way to study monetary and fiscal policy decisions. A policy rule is
a description of how the instruments of policy should be changed in
response to observable events. This focus on policy rules is what justifies
the term ‘normative’. The ultimate purpose of the research is to give policy
advice on how macroeconomic policy should be conducted. The policy
advice of researchers becomes, for example, ‘Our research shows that policy
rule A works well’. (The word ‘normative’ is used to contrast policy research
that focuses on ‘what should be’ with positive policy research that endeav-
ours to ‘explain why’ a policy is chosen.)

To be sure, the study of macroeconomic policy issues through policy
rules began before the rational expectations assumption was introduced to
macroeconomics (see work by Friedman (1948) and A.W. Phillips (1954),
for example). Policy rules have appealed to researchers interested in apply-
ing engineering control methods to macroeconomics.

But the introduction of the rational expectations assumption into macro-
economics significantly increased the advantages of using policy rules as a
way to evaluate policy. With the rational expectations assumption, people’s
expectations of policy have a great impact on changes in the policy instru-
ments. Hence, in order to evaluate the impact of policy, one must state
what that future policy will be in different contingencies. Such a contin-
gency plan is nothing more than a policy rule. One might say that the use
of policy rules in structural models is a constructive way to deal with the
Lucas critique.

The use of policy rules in macroeconomic policy research has increased
greatly in the 1990s and represents a great change in mainstream policy
evaluation research. There is much interest in the use of policy rules as
guidelines for policy decisions and the staffs of central banks use policy
rules actively in their research. The starting point for most research on
policy rules is that the central bank has a long-run target for the rate of
inflation. The task of monetary policy is to keep inflation close to the target
without causing large fluctuations in real output or employment.
Alternative monetary policies are characterized by monetary policy rules
that stipulate how the instruments of policy (usually the short-term inter-
est rate) react to observed variables in the economy.
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5.2.1 The timeless method for evaluating policy rules

How are policy rules typically evaluated? The method can be described as a
series of steps. First, take a candidate policy rule and substitute the rule into
the model in equation (1). Second, solve the model using one of the
rational expectations solution methods. Third, study the properties of 
the stochastic steady-state distribution of the variables (such as inflation,
real output, unemployment). Fourth, choose a policy rule that gives the
most satisfactory performance; here one uses, implicitly or explicitly, the
expected value of the period (instantaneous) loss function across the steady
state (stationary) distribution. Fifth, check the results for robustness by
using other models.

Observe the special nature of the optimization in this description. Policy
rules are being evaluated according to the properties of the steady-state
stochastic distributions. This can be justified using a multiperiod loss function
with an infinite horizon with no discounting. But the key point is that the
research method views the policy rule as being used for all time. Stationary
means that the same distribution occurs at all points in time. Michael
Woodford uses the adjective ‘timeless’ to refer to this type of policy
evaluation because of its stationary character. The timelessness or stationarity
is needed in order to evaluate the policy in a rational expectations setting
and also to reduce the problems of time inconsistency which would arise if
one optimized taking some initial conditions as given.

There are many examples of this type of policy evaluation research.
McCallum (1999) provides a useful review of the research on policy rules
through 1998. Let me discuss some more recent research, starting with a
research project on robustness of policy rules which nicely illustrates how
the timeless policy evaluation method works. I then discuss some particular
applications to policy.

5.2.2 A comparative study with robustness implications

This project is discussed in detail in a recently published conference
volume (Taylor (1999)). This summary of the study is drawn directly from
my introduction to that volume. The researchers who participated in the
project investigated alternative monetary policy rules using different models
as described earlier. The following models were used: (1) the Ball (1999)
Model, (2) the Batini and Haldane (1999) Model, (3) the McCallum and
Nelson (1999) Model, (4) the Rudebusch and Svensson (1999a) Model, (5)
the Rotemberg and Woodford (1999) Model, (6) the Fuhrer and Moore
(1997) Model, (7) the MSR used at the Federal Reserve, (8) the large FRB/US
model used at the Federal Reserve, and (9) my multicountry model (Taylor
(1993b)), labelled TMCM in the tables. For more details on these models,
see the references below or the conference volume itself.

It is important to note, given the purpose of this chapter, that two of the
models in this list are not rational expectations models. The Ball (1999)
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model is a small, calibrated model and the Rudebusch and Svensson
(1999a) model is an estimated time series model. I think it is useful to
compare the results of such models with the formal rational expectations
models; both these and the rational expectations models are approxima-
tions of reality. For small changes in policy away from current policy, the
non-rational expectations models may be very good approximations. Note,
however, that the method of policy evaluation with the non-rational
expectations models is identical to that of the rational expectations
models: stochastically simulating policy rules and observing what happens.

Five different policy rules of the form

it = g��t + gyyt + �it – 1 (2)

were examined in the study. In equation (2) the left-hand side variable i is
the nominal interest rate, while � is the inflation rate and y is real GDP
measured as a deviation from potential GDP. The coefficients defining the
five policy rules are:

Rule I is a simple rule that I proposed in 1992. Rule II is like Rule I except
that it has a coefficient of 1.0 rather than 0.5 on real output. For policy
Rules III, IV, and V the interest rate reacts to the lagged interest rate, while
for Rules I and II it does not. Rule V is a rule proposed by Rotemberg and
Woodford (1999). This rule places a very small weight on real output and a
very high weight on the lagged interest rate. These policy rules do not
exhaust all possible policy rules, of course, but they represent some of the
areas of disagreement about policy rules.

How are these policy rules evaluated with the models? The typical method
is to insert one of the policy rules (that is, equation (2) with the parameters
specified) into a model, which has the form of equation (1) stated above. The
rule then becomes one of the equations of the model and the model can
then be solved using the methods discussed earlier. From the stochastic
process for the endogenous variables one can then see how different rules
affect the stochastic behaviour of the variables of interest such as inflation or
real output. One can either examine the realizations of stochastic simulations
or compute statistics that summarize these realizations. Tables 5.1 and 5.2
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Rule I 1.5 0.5 0.0
Rule II 1.5 1.0 0.0
Rule III 3.0 0.8 1.0
Rule IV 1.2 1.0 1.0
Rule V 1.2 .06 1.3



report the results of the simulation or analytical computations of the
standard deviations of inflation and output.

Consider first a comparison of Rule I and Rule II. Table 1 shows the stan-
dard deviations of the inflation rate and of real output for Rule I and Rule II.
These standard deviations are obtained either from the simulations of the
models or from the calculated variance covariance matrix of yt. The table also
shows the rank order for each rule in each model for both inflation and
output variability. The sum of the ranks is a better way to compare the rules
because of arbitrary differences in the model variances.

For all the models, Rule IV results in a lower variance of output
compared with Rule III. But for six of the nine models Rule IV gives a
higher variance of inflation. Apparently there is a trade-off between the
variance of inflation and output, a point that I come back to later in the
chapter.

Now compare Rules III, IV and V. According to the results in Table 5.2,
Rule III is most robust if inflation fluctuations are the sole measure of per-
formance: it ranks first in terms of inflation variability for all but one
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Table 5.1 Comparative performance of Rules I and II

Standard deviation of:
Inflation Output Inflation rank Output rank

Rule I
Ball 1.85 1.62 1 2
Batini-Haldane 1.38 1.05 1 2
McCallum-Nelson 1.96 1.12 2 2
Rudebusch-Svensson 3.46 2.25 1 2
Rotemberg-Woodford 2.71 1.97 2 2
Fuhrer-Moore 2.63 2.68 1 2
MSR 0.70 0.99 1 2
FRB 1.86 2.92 1 2
TMCM 2.58 2.89 2 2
Rank sum – – 12 18

Rule II
Ball 2.01 1.36 2 1
Batini-Haldane 1.46 0.92 2 1
McCallum-Nelson 1.93 1.10 1 1
Rudebusch-Svensson 3.52 1.98 2 1
Rotemberg-Woodford 2.60 1.34 1 1
Fuhrer-Moore 2.84 2.32 2 1
MSR 0.73 0.87 2 1
FRB/US 2.02 2.21 2 1
TMCM 2.36 2.55 1 1
Rank sum – – 15 9

Source: Taylor (1999b).



model for which there is a clear ordering. For output, Rule IV ranks best,
which reflects its relatively high response to output. However, regardless of
the objective function weights, Rule V has the worst performance for these
three policy rules, ranking first for only one model (the Rotemberg-
Woodford model) in the case of output. Comparing these three rules with
the rules that do not respond to the lagged interest rate (Rules I and II) in
Table 5.1 shows that the lagged interest rate rules do not dominate rules
without a lagged interest rate.
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Table 5.2 Comparative performance of Rules III, IV and V

Standard deviation of
Inflation Output Inflation rank Output rank

Rule III
Ball 2.27 23.06 1 2
Haldane-Batini 0.94 1.84 1 2
McCallum-Nelson 1.09 1.03 1 1
Rudebusch-Svensson ∞ ∞ 1 1
Rotemberg-Woodford 0.81 2.69 2 2
Fuhrer-Moore 1.60 5.15 1 2
MSR 0.29 1.07 1 2
FRB/US 1.37 2.77 1 2
TMCM 1.68 2.70 1 2
Rank sum – – 10 16

Rule IV
Ball 2.56 2.10 2 1
Batini-Haldane 1.56 0.86 2 1
McCallum/Nelson 1.19 1.08 2 2
Rudebusch-Svensson ∞ ∞ 1 1
Rotemberg-Woodford 1.35 1.65 3 1
Fuhrer-Moore 2.17 2.85 2 1
MSR 0.44 0.64 3 1
FRB/US 1.56 1.62 3 1
TMCM 1.79 1.95 2 1
Rank sum – – 20 10

Rule V
Ball ∞ ∞ 3 3
Batini-Haldane ∞ ∞ 3 3
McCallum-Nelson 1.31 1.12 3 3
Rudebusch-Svensson ∞ ∞ 1 1
Rotemberg-Woodford 0.62 3.67 1 3
Fuhrer-Moore 7.13 21.2 3 3
MSR 0.41 1.95 2 3
FRB 1.55 6.32 2 3
TMCM 2.06 4.31 3 3
Rank sum – – 21 25

Source: Taylor (1999b).



Table 5.2 also indicates a key reason why rules that react to lagged inter-
est rates work well in some models and poorly in others, in comparison
with the rules without lagged interest rates. As stated above, two of the
models (Ball (1999) and Rudebush-Svensson (1999a)) that give very poor
performance for the lagged interest rate rules are non-rational expectations
models. However, the rules exploit people’s forward-looking behaviour: if a
small increase in the interest rate does not bring inflation down, then
people expect the central bank to raise interest rates by a larger amount in
the future. In a model without rational expectations, it is impossible to
capture this forward-looking behaviour. Because Rule V has a lagged inter-
est rate coefficient greater than one, it greatly exploits these expectations
effects; this is why it does not work so well in non-rational expectations
models. Again these results underscore the importance of rational expecta-
tions ideas for policy evaluation research.

5.2.3 Recent applications

Now let me consider a few of the many recent applications of the research
to specific practical policy questions.

Research on the zero interest rate bound

Mervyn King (1999), now the deputy governor of the Bank of England, has
used policy rules of the form of equation (2) to examine the important
problem of the zero lower bound for nominal interest rates. He simulated a
rational expectations model and determined the likelihood that the inter-
est rate will hit zero. He concludes that the probability is very low, assum-
ing that policy does not deviate from a good policy rule for too long.
Fuhrer and Madigan (1997) and Orphanides and Wieland (1997) obtained
similar results by simulating policy rules in models like (1). Orphanides and
Wieland (1999) find the danger of hitting the lower bound calls for choos-
ing a slightly higher inflation target.

Inflation forecast based rules

Svensson (2000) and Batini and Haldane (1999) examine a whole host of
policy rules that can be used for inflation by targeting central banks. Some
of these bring the forecast of inflation into the policy rule and are therefore
called ‘inflation forecast based rules’. For example, the forecast of inflation
rather than the actual inflation and actual output might appear in equation
(2). Thus far, there is no agreement about whether including a forecast of
inflation can improve economic performance, though is it clear that a fore-
cast of inflation that is too far out can cause stability problems.

Should central banks react slowly?

Woodford (1999) uses policy rules to examine the rationale for the slug-
gishness of changes in interest rates by central banks. Many observers of
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central bank reactions note that the interest rate seems to react with a lag,
as would occur if a lagged dependent variable appeared in the policy rule.
There is some dispute about whether that lagged term might represent
serial correlation rather than slow adjustment in empirical work. In any
case, Woodford presents simulations of some models that show that such
slow responses may be optimal.

The role of the exchange rate

Much of the research has focused on economies that have a large domestic
sector, such as the United States, and may not be completely relevant for
small and very open economies. Ball’s (1999) small open economy model
study shows that it is useful for central banks to react to the exchange rate
as well as to inflation and real GDP in equation (2).

5.3 Policy trade-offs: a focus on variances rather than means

In the years before the beginning of the rational expectations revolution,
Milton Friedman and Edmund Phelps threw into doubt the idea of a long-
run Phillips curve trade-off between inflation and output or unemploy-
ment. Expectations were at the heart of the Friedman-Phelps critique of the
Phillips curve trade-off, and it was an attempt to explain the Phillips curve
correlations that motivated Robert Lucas to bring rational expectations into
macroeconomics in his celebrated paper on ‘Expectations and the
Neutrality of Money’ (Lucas (1972)).

However, along with the rational expectations assumption, Lucas also
brought a perfectly flexible price assumption into his model, and together
these two assumptions nullified a trade-off between inflation and unem-
ployment, even in the short run, that could represent a meaningful choice
for policy makers. Monetary policy was ineffective, as shown by Thomas
Sargent and Neil Wallace (1975), who used a simplified model that incor-
porated Lucas’s basic assumptions.

However, if there is some degree of price or wage stickiness, as is assumed
in the mainstream models used for policy evaluation today, then there is
still a trade-off facing policy makers, even if expectations are rational. But
how can this trade-off be described, analysed and estimated? The nature of
the trade-off is not between the levels of inflation and output, but between
the variability of inflation and the variability of output (Taylor (1979)).
Such a trade-off naturally arises in any model in which there is price sticki-
ness and stochastic shocks, which of course is true of virtually all models
used for policy evaluation today. This kind of trade-off even occurs in
models without rational expectations.

The trade-off is typically represented as a curve in a diagram with the
variance (or standard deviation) of inflation around some target inflation
rate on the horizontal axis, and the variance (or standard deviation) of real
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output or unemployment around the natural rate on the vertical axis. Of
course in a given policy problem, there may be many other variables of
concern, such as the interest rate or the exchange rate, and it is possible to
create a trade-off between any two of these variables. However, since the
level of the natural rate of unemployment or potential output cannot be
affected by monetary policy, these levels should not be in the loss function.
The focus of variances makes it clear that the policy problems related to
inflation and unemployment are mainly about economic fluctuations
rather than economic growth.

A simple example to illustrate the calculation of a variability trade-off is
the following model:

�t = �t – 1 + byt – 1 + �t (3)

yt = –g�t (4)

The first equation is a standard expectations-augmented Phillips curve and
the second equation is a shorthand description of macro policy. The
negative relationship between inflation and real output in equation (4)
combines aggregate demand and a monetary policy rule in which the
interest rate is increased (reducing real output) when inflation rises.
Different policies can be represented by different choices of the parameter
g. For simplicity, I have assumed that there are no demand shocks in
equation (4).
A trade-off between the variance of y and the variance of � can be obtained
by substituting equation (4) into equation (3); this results in a first-order
stochastic difference equation in �t from which one can find the steady-
state variance of inflation. The steady state variance of output is then
obtained from (4). Now as one varies the policy parameter g one traces out
different combinations of the variance of inflation and the variance of real
output. An increase in the parameter g represents a less accommodative
policy. Higher values of g reduce the variance of inflation, but increase the
variance of real output. Although this derivation is for a very simple model,
it illustrates the nature of the trade-off that arises in most of these models
with sticky prices and wages and stochastic shocks. Erceg, Henderson and
Levin (2000) provide a careful analysis of the nature of this trade-off in
more complex models. For other simple expositions of the output–inflation
variability trade-off see Walsh (1998), Bullard (1998), and Dittmar, Gavin
and Kydland (1999).

5.3.1 How stable is the output-inflation variability trade-off?

The Friedman-Phelps criticism of the original Phillips curve was that it was
not stable, and therefore could not be relied on for policy analysis. In fact
large shifts in that curve occurred over time as the inflation rate rose and
then fell in the 1970s and 1980s. The variability trade-off – viewed as an
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alternative to the original Phillips curve – would not be of much use for
policy research if it also shifted around a lot. Before reviewing how this
trade-off is used in policy evaluation research it is important to examine its
stability over time.

Comparing estimates of the variability curve in different time periods is a
rough way to get a feel for the extent of such shifts. Figure 5.1 suggests a
fair degree of stability. It shows several estimates of the variability trade-off
for the US estimated at different points in time by different researchers.
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Figure 5.1 Comparison of different estimates of inflation-output variability trade-off
curves from 1979 to 1999

Notes: Variability is measured by the standard deviation of inflation (��) and the standard
deviation of output as a deviation from trend (�y). Although the curves in Figure 5.1 are not
exactly the same, the differences seem to be well within the estimation errors of the models.
Any shifts in the parameters of the models used to estimate the curves are not large enough to
have significantly shifted the curves. In fact, the curves estimated with data into the 1990s 
seem to be spread around the curve estimated in the 1970s.



One of the curves (Taylor (1979)) was estimated using data through the
mid-1970s. The other three were independently estimated in the 1990s
using data from the 1980s and 1990s as well. These other curves are found
in papers by Fuhrer (1994), Rudebusch and Svensson (1999a), and Ball
(1999).

5.3.2 Policy applications of the variability trade-off

A brief overview of recent policy evaluation research using this variability
trade-off illustrates how it is used in practice.

Money versus the interest rate as the instrument

Rudebusch and Svensson (1999b) have used the trade-off to show how
money targeting could lead to a deterioration of macroeconomic perform-
ance compared with inflation targeting using an interest rate rule. They do
this by deriving a variability trade-off for their model and then showing
how monetary targeting is inefficient, leading to a point to the right and
above the curve.

Price level versus inflation targeting

Mervyn King (1999) showed how a big decrease in inflation variability
might be achieved with only a small increase in output variability by using
a policy in which the price level is given some small weight. He shows this
by computing a trade-off curve and then showing how the movement
along the curve entails big rightward movements and only small down-
ward movements. Dittmar, Gavin and Kydland (1999) reach a similar con-
clusion using a variability trade-off, though their characterization of price
level targeting is different from King’s.

Optimal inflation forecast target

Batini and Haldane (1999) and Levin, Wieland and Williams (1999) use the
variability trade-off to show how increasing the horizon in an inflation
forecast targeting procedure for the central bank has the effect of reducing
output variability and increasing inflation variability. They show that the
horizon for the forecast should not be too long if forecasts are used in
policy rules.

The curvature of the variability trade-off

Batini (1999) estimates trade-off curves for the UK and finds that curvature
is very sharp, indicating that the same policy would probably be chosen for
a wide variation of the weights on inflation and output. However, King
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(1999) emphasizes that the estimates of curvature are very uncertain, and
some research on the standard errors of these curves would be worthwhile.

The possibility that the output inflation variability trade-off curve has a
sharp turn is very important, because it suggests that the big debates about
how large the coefficient on output should be in a policy rule are not so
important in fact. If the curve has a sharp turn then there are sharply
increasing opportunity costs of reducing either inflation variability or
output variability.

5.4 Conclusion

Like any assumption, the rational expectations assumption is a simplifying
one, and its success depends both on its plausibility and its predictive accu-
racy. Clearly, the assumption works better in some situations than in
others. And like any other simplifying assumption, researchers are con-
stantly trying to improve on it. Attempts to modify rational expectations to
account for learning, for example, are as old as the rational expectations
assumption itself: see Evans and Honkapohja (1999). Recent work has
endeavoured to find ways to preserve the endogeneity of the rational
expectations assumption while relaxing some of the more unrealistic
aspects of the assumption (see Kurz and Mototese (1999)).

However, thinking of the ‘rational expectations revolution’ solely in
terms of a technical expectations hypothesis runs the risk of missing many
of the truly enriching effects that rational expectations research has had on
macroeconomics since the early 1970s. In this respect the rational expecta-
tions revolution is like the Keynesian revolution: The ‘aggregate expendi-
tures multiplier’ discovered by Richard Kahn and put forth by Keynes in his
General Theory was a technical idea. It in turn spurred interest in empirical
work on consumption and investment, analysis of difference equations,
econometric models, computer algorithms, and innovations in teaching
such as Samuelson’s Keynesian cross-diagram. Though an integral part of
Keynes’s theory, the Keynesian multiplier is not a good way to describe the
overall impact of the ‘Keynesian revolution’.

So, too, it would be misleading to describe the overall impact of the ratio-
nal expectations revolution solely by the rational expectations assumption
itself. One also must include the many empirical policy models with expec-
tational difference equations, such as the ones mentioned in this chapter,
as well as the large volume of research on policy rules and policy variability
trade-offs. I have argued here that these policy models, policy rules and
policy trade-offs represent a whole ‘new normative macroeconomics’ that
includes ideas from many different schools of thought, but which is
nonetheless quite identifiable and different from the macroeconomics that
existed prior to the 1970s.
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6
Monetary Policy in an Imperfect
Information World*
Bruce Greenwald and Michael Adler
Columbia University, New York, USA

The widespread development of models of imperfect information has pro-
vided a wealth of new perspectives for investigating the impact of mone-
tary policy on both long-term economic growth and cyclical fluctuations.1

This body of work describes a number of new theoretical mechanisms
which may affect the role of monetary policy. Indeed, a complete enumer-
ation of the potential monetary effects in question is beyond the scope of
any single paper of manageable length, and this chapter does not attempt
to provide such a summary. Instead it analyses monetary policy in the
context of a single particular model. Nevertheless, the focused model pre-
sented in this chapter has broad implications which capture many of the
general features of the new imperfect-information-based monetary models,
particularly the ways in which they differ from traditional classical and
Keynesian alternatives. Monetary policy in this model does have consistent
real effects on output, but it operates as much by reducing business risk and
by redistributing resources to the business sector as it does by stimulating
aggregate demand through interest rate reductions. Moreover, these effects
do not depend on many of the familiar price-rigidity and closed-economy
features which drive other models of monetary policy effectiveness. Thus,
in addition to characterizing the likely role of monetary policy in a world
of imperfect information and rigidities, the model is intended to help iden-
tify the critical assumptions upon which that role depends. For this
purpose, the model of the paper has four fundamental features which dis-
tinguish it from other common variants of the imperfect-information/
rigidities approach.

First, it is explicitly dynamic in nature. Business cycles in the model arise
because the model responds to external shocks in a way that intensifies rather

* This chapter arises from work done jointly with Joseph Stiglitz, and thanks are due
to him and to Jacques Drèze for valuable comments. Any errors are, of course, the
responsibility of the authors.



than attenuates a shock’s immediate impact, although there are dynamic
forces which over time tend to restore full employment. The model is not,
therefore, one in which the economy generates cycles by shifting among
many (or a continuum of) eligible equilibria, some with greater and some
with less unemployment. The justifications for this are two fold. First, busi-
ness cycles appear empirically to be characterized by regular sequences of
changes in output, employment, profitability and firm balance sheets.
Recovery seems historically to have followed recessions with a certain
inevitability, even if unemployment has persisted for long periods, as in the
1930s. For the purposes of comparison to the available data, therefore, a
model which provides a description of dynamic changes has certain advan-
tages over a model of multiple equilibria with no clearly specified pathway
among them. Second, variations in long-term growth rates, being dynamic
phenomena, call for dynamic explanations. They also appear empirically to be
significantly affected by short-term economic fluctuations. An explicitly
dynamic monetary model has the advantage of providing a framework for
analysing the connections involved.

The second feature of the model is that it incorporates an international
sector. Monetary interactions are taken into account. The model, therefore,
describes the impact of monetary policy in a ‘small’ open economy.

Third, the model contains a reasonably explicit institutional specification
of the behaviour of firms and banks. This has the unfortunate effect of
reducing the generality of the model’s implications. However, there are
significant offsetting advantages. First, empirical evidence suggests that the
impact of monetary policy varies from economy to economy. One strong
possibility is that these variations are related to variations in institutional
structure. Thus, investigating the impact of institutional structures
explicitly provides some guidance as to which institutional differences 
are important. Incorporation of explicit institutional structures into the
model also means that the model provides a context for evaluating the
consequences of alternative specifications of institutional behaviour.
Information transmission, especially if less than perfect, depends critically
on institutional realities. Thus, attention to these structures is central to the
study of the consequences of informational imperfections. Finally, the
actual institutional assumptions made are reasonably general and easily
altered. As a result, they should not unreasonably limit the applicability of
the model.

The fourth special aspect of the model is that it allows complete price
flexibility. This does not mean that the model has no rigidities. Imperfect
information generally restricts trading opportunities and thus quantity
rigidities are intrinsic to these models. However, allowing explicit price
rigidity may obscure more about the likely impact of imperfect information
than it illuminates. Prices serve two functions. They determine the mar-
ginal incentives governing economic behaviour which is the traditional
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route by which they are assumed to affect output and employment levels.
But, in addition, prices determine the distribution of income and purchas-
ing power; largely a function of inframarginal prices. In many imperfect
information models with price rigidity it is not clear whether the critical
impact of the rigidities are related to marginal prices and incentives or to
inframarginal prices and the distribution of income.

The distinction between these two effects is a significant one for at least
three reasons. First, marginal prices are likely in practice to be far more
flexible than inframarginal prices. For example, it is well documented that
in times of low employment demand, unions are quite flexible in making
concessions at the margin on hours and working conditions. At the same
time they are generally inflexible with regard to base wage levels. Thus, the
importance in practice of a model whose implications depend on marginal
rigidities may be quite different from that of a model driven by inframar-
ginal ones. Second, for policy purposes, if marginal rigidities are significant
then there are policy approaches that can be tailored towards inducing
price and wage flexibility at the margins without attempting to interfere
with inframarginal wages and the overall distribution of income. However,
if under-employment is related to the distribution of income (i.e. inframar-
ginal wages) then such policies will have little impact.2 For the latter case,
effective policy interventions will require changes in the distribution of
income which may be much harder to achieve. Third, nominal price rigidi-
ties in inflationary environments are difficult to justify. However, rigidities
in the distribution of income may still persist as average wage and loan
rates are adjusted upward to account for anticipated inflation. By allowing
full price flexibility, our model effectively eliminates marginal rigidities.
However, income distribution rigidities, due to the information-related
breakdowns of markets for transferring wealth (and income), are funda-
mental to the model. Thus, the implications our model, which include the
possibility of extended periods of underemployment, do not depend on
marginal price rigidities.

This chapter consists, beyond this introduction, of three sections and a
brief conclusion. The first section introduces the nature of imperfect infor-
mation and its impact on the behaviour of firms. Section two extends this
analysis to banking institutions and, in this context, describes the impact
of monetary policy on those institutions and, through them, on non-
financial firms. Finally, section three embeds this institutional structure of
banks and firms in a global economic context to focus on the likely effects
of monetary intervention in an open economy.

6.1 The impact of imperfect information on firms

The basic assumption which differentiates the present model from
classical alternatives is that a firm’s decision-makers (i.e. managements)



know more about their firm’s prospects than external investors. As a result
when these decision-makers attempt to sell additional common stock to
outside investors at any established market price, those outside investors
should be properly sceptical of the bargain they are being offered. If the
true value per share of the firm exceeds its market price, then manage-
ments will be reluctant to sell additional shares at that price. In contrast, if
the prospective value per share of the firm is less than its market price,
then management, aware of this discrepancy to an extent that external
investors are not, will be eager to sell additional shares.3 However,
investors presumably know of this tendency and will react negatively to
any attempt to sell additional shares, leading to a drop in the company’s
stock market value when new equity issues are announced. This reaction
will, in turn, constitute a significant disincentive to new share issues by
management and, in the extreme, may lead the market for newly issued
equity to dry up completely. Empirical evidence supports the existence
and significance of these effects. First, new equity (stock) sales are only a
small fraction both of equity financing (which is dominated by retained
earnings) and overall financing, including debt, even for jurisdictions and
times for which tax considerations are minimal.4 Second, equity issue
announcements have well-documented adverse impacts on company
stock prices.5 For simplicity, we will assume that firm sales of new shares
(equity issues) are not possible.6

This means that increases in a firm’s base of equity capital (on which
paid-out returns are discretionary) must come from reinvested earnings and
the accumulation of equity is a dynamic process which depends impor-
tantly on past profitability. Formally, this can be described by assuming
that

et + 1 = period t + 1 firm equity = �t + 1 – dt + 1 + et (1)

where

�t + 1 = firm profits (after debt and other factor payments) in period t + 1;

and

dt + 1 = period t + 1 dividends.

We will assume that profits are generated from a constant-returns-to-
scale production process using only a labour input which must be hired,
paid and put to work one period before output is available for sale.
Formally this means that

�t + 1 = pt + 1 (k�t) – wt�t – rt (wt �t – et) (2)
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where
pt + 1 = Price of output realized in period t + 1

k = production constant, which without loss of generality may be 
taken to be one,

�t = amount of labout hired in period t,
wt = wage in period t,
rt = return on debts contracted to support production in period t.

The expression (wt �t – et) is the amount of borrowing that a firm must do
in period t to pay its wage bill at that time.

Two aspects of this structure ought to be noted. First, the basic process
involves investing resources in fixed amounts at fixed and known costs or, in
the case of the debt financing, with a promise (supported by sanctions) of a
fixed payment. The return which subsequently materializes depends on a
future price whose level is uncertain when production decisions are made.
The consequences of variations in this price, which embody the risk incurred
by the firm, are entirely absorbed by the firm’s stock of equity.7 Thus, it is the
firm’s willingness to bear this risk that will determine the level of production
(in this case reflected in �t). It should be clear that this risk-bearing structure
will carry over into far more complex models with, for example, several
periods of staggered labour inputs required to produce output.

Second, we will assume that the level of dividends, dt, is based on prior
commitments which cannot be lightly given up. This corresponds closely
with both received practical wisdom concerning dividends and the theoret-
ical implications of adverse selection in financial decisions as applied to
dividends (considering them as negative equity issues). For expositional
simplicity, therefore, we will simply assume that dividends are zero; for-
mally that, dt = 0 for all t. Then the evolution of firm equity levels will
depend entirely on the evolution of profits.

The next step in the model is to specify how the firm determines its
desired level of production and, hence, risk. In contrast to the classical
model we will assume that instead of maximizing expected profits, the firm
maximizes the expected utility of the terminal value of its equity. Formally,
firms select �t to

max E [u(et + 1)] (3)

subject to the equity evolution constraints (1) and (2).
In the imperfect information literature there are a number of models

giving rise to such an objective function which, it should be noted, only
makes sense if new equity cannot be raised by selling shares.

The one that applies most directly is that of Leland and Pyle (1977). They
consider the case of an owner-entrepreneur who maximizes the expected
utility of his own end-of-period wealth. In this case, adverse selection
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forces the entrepreneur to hold a disproportionate share of his wealth in
the stock of his own company (otherwise investors would be sceptical of
the firm’s value and bid down the price of shares actually sold). Thus, the
entrepreneur maximizes the expected utility of the sum of his other wealth
– assumed for convenience to be invested in risk-free assets and the market
portfolio – and the terminal value of his fraction of the company.
Alternatively, we could consider a professional manager who acts as the
agent of outside stockholders. If that manager faces a linear incentive
schedule which depends on the end-of-period equity position of the firm,
he will maximize the objective function of equation (3), with the incentive
function as an added constraint.8 Another agency model which gives rise to
an objective function like that of equation (3) is one in which the
entrenched position of existing management enables them to expropriate a
fraction of the net equity value of the firm. This then becomes part of the
manager’s wealth. Assuming their other holdings are riskless they will max-
imize the utility of their end-of-period wealth by maximizing a function
like that of equation (3). Finally, if a firm’s managers maximize expected
profits less an expected cost of bankruptcy which rises with the level of
firm activity (in this simple case �t), then their behaviour is entirely equiva-
lent to that involved in maximizing the objective function of equation (3).9

Firm behaviour under these circumstances can be summarized relatively
simply. The combination of rigidities (embodied in the equity sales con-
straint) and uncertainty (embodied in the firm’s objective function) leads
to a firm supply function, which depends not just on expected prices,
wages, interest rates and price uncertainty, as it would in a conventional
model, but also on the firm’s beginning-of-period equity position.
Formally, if we chose units so that k in the production function is unity,
then

qt +1 = �t = F(pE
t + 1, �2

p, wt, rt; et) � output in period t + 1 (4)

where pE
t + 1 is the expected level of t + 1 prices, �2

p is the uncertainty in that
price level, and F is a labour demand function which depends positively on
pE

t + 1 and et and negatively on �2
p, wt and rt. If the utility function of equa-

tion (3) is characterized by constant relative risk aversion, then equation (4)
is linear in et so that

qt + 1 =  �t = f( pE
t + 1, �2

p, wt , rt)(et) (4a)

Several points about the behaviour of such a firm are worth noting. First,
and most importantly, output depends on the equity position of the firm
as perceived by its managers. Moreover, the magnitude of this effect is far
from trivial. With constant relative risk aversion, the elasticity of output
with respect to firm equity is one. Since the equity positions of firms vary
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significantly over the business cycle (especially if anticipated future
retained earnings are taken into account),10 this effect alone (which does
not exist in conventional models) provides an explanation for significant
output fluctuations.

Second, the impact of the risk variable (�2
p) may be greatly intensified in

this model. There is a widely but informally held view that variations in
risk are unlikely to be a significant factor in aggregate output fluctuations.
This argument grants that variations in business risk will indeed affect a
firm’s cost of capital as the increased risk is passed along to investors.
However, since interest rate variations do not appear empirically to have a
strong impact on firm activity levels, risk-related variations in the cost of
capital are also unlikely to have a significant impact. The key point about
the present model is that imperfect information undermines the market for
sharing risks with new investors via new equity sales. Increased risk stays
with the firm’s current owners whose only means of limiting risk is to
adjust its level of output.

Consider the effect of a demand shock which leads to a lower than
expected price realization, pt + 1, and perhaps also to an upward revision in
the firm’s estimate of �2

p. The loss associated with this low price comes out
of the firm’s equity. With perfect information, this loss of firm ‘wealth’ has
no effect on its ability to bear risk. The firm simply sells new equity to the
very consumers who benefit from lower prices and carries on with its usual
production plan. Any perceived increase in environmental uncertainty
could be absorbed by increasing firm equity levels and reducing the debt
burden associated with any particular level of production. Thus, increases
in uncertainty are indeed attenuated by established risk-sharing mecha-
nism. In our world of imperfect information, however, adverse selection in
the equity markets eliminates these options. Not only can higher perceived
risk no longer be absorbed by higher firm equity levels, the loss of equity
from a low price realization cannot be made good by new equity sales.
Thus, the only response available to the firm for reducing future demand
risk is to reduce output.

A third important characteristic of the model arises from the role of
equity levels in determining output. This gives rise to persistent cyclical
changes in production. Again consider the impact of a sudden reduction in
equity levels (due for example to an unusually low output price realization)
in the context of equations (1) and (2). If output is to remain at its existing
level the loss must be made good and this can only be done by internal
equity accumulation11 which depends, in turn, on future prices and profits.
However, because the immediate response of the firm is to reduce output,
profits in the future will be lower than they would otherwise be, when and
if higher price outcomes subsequently materialize, and the return to pre-
shock levels of output may be extended over relatively long periods of
time.
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The role of government policy interventions in this environment is more
complicated than either classical or traditional Keynesian prescriptions.
Lower real wages and interest rates will, as in those other models, stimulate
output. However, fully anticipated expansionary fiscal policy will not have
the usual expansionary Keynesian effect. If fiscal policy does not alter the
distribution of equity between firms and households (to the benefit of
firms), it will not generate increases in output, except for the classical
effects of increased goods demand on interest rates and capital accumula-
tion. This may be a reassuring implication of the model, given the very
mixed empirical record of fiscal policy interventions.

A more important channel of policy impact in the model is through the
uncertainty variable. Government policies that provide firms with guaran-
teed or quasi-guaranteed returns, as in wartime or in connection with
certain kinds of public works projects, should be a powerful expansionary
force.12 For the same reasons, inconsistent and unpredictable government
interventions (e.g. those which lead to high and varying inflation rates)
which create uncertainty will have a significant contractionary effect.

Unexpected policy changes, which generate unusually high price level
realizations, will transfer equity from households to firms with a conse-
quent expansionary impact on the economy as a whole. However, this is
not a ‘trick’ that ought to be consistently effective. And, if firm equity is
heavily invested in financial assets (e.g. the stock of other firms or commer-
cial real estate as in Japan), the resulting impact on financial markets
(either an unusual boom or a collapse) may have a highly destabilizing
effect on firm equity levels, and hence, output.

6.2 Banks and monetary policy

In a world of imperfect information, financial institutions play a critical
role. In this model, banks will be representative financial institutions. They
will be assumed to collect deposits from customers and lend the proceeds
of those deposits, their own equity and other borrowed funds to firms.
They may also invest in or borrow from a general loan market. For simplic-
ity, we will assume that banks borrow and lend in this market (which is
also available to other firms and households) at a common rate of interest.

The mechanisms by which banks make loans to firms will not be mod-
elled in detail. Asymmetric information between banks and borrower firms
may limit borrowing just as it limits equity sales by firms and may lead to
credit rationing.13 However, we will ignore these issues for the moment.
Banks will be assumed to be firms, like other firms, controlled by
agent/managers who maximize the expected utility of the bank’s end-of-
period equity position. Like other firms, banks will be assumed to be unable
to sell equity in financial markets. Thus, banks too must accumulate equity
over time through retained earnings. A bank is essentially a firm whose
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output consists of loans to non-financial firms on which it receives an
uncertain return at the beginning of the next period, rD

t + 1, per dollar
loaned at the beginning of the period. The bank’s inputs are deposits,
whose level and interest rate we will assume for the moment are deter-
mined by the monetary authority, and borrowings from the general loan
market. Formally, a typical bank is assumed to maximize

E[u(eB
t + 1)] (5)

where

eB
t + 1 = rD

t + 1 Dt – ro
t (Dt – Mt – eB

t ) – rm
t Mt + eB

t (6)

� Bank equity at the end of period t.

In equations (5) and (6),
Dt � loans made in period t,
Mt � bank deposits in period t,
eB

t � bank equity in period t,
rM

t � rate of interest on bank deposits in period t,
ro
t � rate of interest on other borrowed funds in period t.

Under these circumstances, the bank’s behaviour can be described by a
loan supply function that, broadly speaking, depends on the expected
return on loans, rDE

t + 1, the uncertainty of that return, �2
R, the costs of bor-

rowings and deposits, ro and rm respectively, and the bank’s equity position.
This can be written formally as

Dt = G(rDE
t + 1, �2

R, ro
t; WB

t )

where

WB
t = (1+r o

t )eB
t + (r o

t – rm
t )Mt (7)

is a bank ‘wealth’ variable, since the bank actually acquires equity in two
ways. The first is the accumulation over time described by equation (6) in
which bank equity can grow only from bank profits. There is, however, a
second source of bank wealth as long as the monetary authorities mandate
interest rates on deposits below the rate prevailing in the market for
general borrowings. This is captured by the second term in equation (7)
which describes the component of bank profits due to the subsidy
provided by the monetary authorities whose value is known at the
beginning of period t.

Monetary policy in the model operates through three channels, only two
of which are characteristic of traditional models. The first and more famil-
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iar is the impact of monetary policy on asset market equilibrium and
through the asset market equilibrium on the borrowing rate, ro

t. The second
effect of monetary policy is through its impact on the market uncertainty
variables (�2

R, and �2
p). Predictable, stable and transparent monetary policies

which reduce the uncertainties faced by firms and banks will stimulate
economic activity and, for the reasons discussed above in connection with
firm behaviour, market failures due to imperfect information may greatly
enhance these effects.

It is the third channel, however, which is particular to the imperfect
information model. Restrictions on deposit interest rates allow the mone-
tary authorities to transfer wealth from depositors (households and firms)
to banks when they expand the money supply. In the extreme case where
deposits pay no interest and monetary expansions become a permanent
part of the future money supply, the discounted present value of this
subsidy in perpetuity is equal to the value of the money supply itself:

rt
0Mt / rt

0
= Mt

Moreover, this effect is quite different and certainly more powerful than
the traditional wealth effects associated with monetary policy. First, it does
not depend on any form of illusion since what is involved is a real transfer
of wealth from depositors to banks. Second, the wealth transferred is not
merely an addition to the total wealth of the economy, it represents an
addition to the equity base of banks. To understand the difference in
impact consider the effect of an expansion of the money supply of 
$50 billion (assume this represents a 10 per cent increase). The addition to
the wealth of the overall economy of a country like the United States
would be trivial and, in classical theory, this gain in wealth should affect
only household demand. However, the addition to bank equity will be far
more significant, since bank equity, even including the implied value of
monetary subsidies, is a far smaller number than total wealth. In addition,
the likely impact of an increase in bank equity on lending and thus on
economic activity is likely (dollar for dollar) to be far greater than the
impact of wealth additions on household demand.

In what follows we will make one further simplifying assumption. We
will assume that banks and non-financial firms are for informational pur-
poses fully integrated. Under these circumstances bank and firm wealth will
be fully interchangeable and the firm supply function of equation (4) will
be driven by a single economy-wide equity level; formally that

et = (eF
t + eB

t) (1 + rt
0)+ (r0

t – rm
t )Mt (8)
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where eF
t refers to the equity level of non-financial firms. This aggregate

equity level will be driven over time by both bank and non-bank profits
and depends directly on monetary policy.

The justification beyond simplicity for this assumption is twofold. First,
in many economies, banks and industrial firms are in fact integrated into
common groups. The common equity assumption should apply directly to
these important economies (e.g. Japan). Second, in many other economies
banks and industrial firms do share information closely in the context of
long-term relationships. Banks provide both equity capital and close super-
vision (including broad memberships) in these situations. The assumption
of common information may more accurately describe these situations
than the opposite assumption of complete separation. Common informa-
tion and shared equity between banks and client firms is, therefore, a useful
representative case.

The consequences for policy of less than complete information are quali-
tatively easy to describe. In general, uneven distributions of equity both
among firms and between firms and banks attenuates the impact of equity
additions. With decreasing returns large equity additions will have smaller
effects on output than small equity additions. Hence uneven additions to
equity will have smaller output effects than even distributions. Similarly, if
banks are not perfectly integrated with firms then bank equity additions
will have smaller effects (in general) than firm equity additions, and mone-
tary policy which increases bank equity will be less potent than under a sit-
uation of shared equity. One further point should, however, be noted.
Firms hold deposits in banks and, thus, monetary policy transfers resources
from firms to banks as well as from households to banks. If banks and firms
are fully integrated, then the firm-to-bank transfers will not affect output.
However, if they are not fully integrated, firm-to-bank transfers will have a
negative impact on firm output. This will certainly attenuate and perhaps
even reverse the household-to-bank transfer effects of monetary policy.14

One final channel of monetary policy which operates through the equity
level of the firm-banking sector may be particularly important whenever
either firms or banks directly hold significant financial assets.15 Then, the
composite price, pt + 1, whose realization determines the business sector’s
equity level will include the prices of financial assets. If monetary policy
significantly affects these asset prices, then it will affect business equity by
that means also. And, a collapse in financial/asset prices, like that experi-
enced in Japan (whether generated by monetary policy or not), may have a
powerful contractionary effect.

6.3 Monetary policy in a global environment

So far we have been considering only the partial equilibrium consequences
of monetary policy based on the implicit assumptions that monetary policy
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can affect not only the real money supply (and hence business sector
equity) but also the level of interest rates, ro

t, and, through them, overall
economic stability. In a closed economy with imperfect information, these
assumptions are familiar ones.16 However, for a small open economy in an
integrated global environment, they are more problematical.

In a global context, the markets which must clear in equilibrium are
those for output, labour, borrowing, domestic money and foreign
exchange. We will assume that the first of these clears automatically.
Output which is not sold domestically can be sold internationally at a
given world price. The output market equilibrium requires that

pt = xt pw
t for all t (9)

where pt is the realized price of domestic output in period t, xt is the
exchange rate in period t and pw

t is the world price of output in period t.17 If
domestic demand exceeds domestic production then the necessary output
will be imported from abroad. In either case, for this small open economy,
domestic prices will be determined by the world price level and the
exchange rate, or, in slightly different terms, the real exchange rate will be
fixed. An advantage of this assumption is it eliminates the possibility of
monetary policy operating through its impact on real exchange rates (the
Mundell-Fleming effect), which, in turn, depends on significant price
rigidities affecting marginal demand and output decisions. The fact that
removal of this possibility does not eliminate the impact of monetary
policy illustrates one of the significant aspects of the imperfect information
model.

Next, in order to simplify the analysis as far as possible, we will assume
that labour is perfectly elastically supplied at a given real wage; formally
that

wt = w–pt for all t. (10)

This has three consequences. First, macroeconomic fluctuations will be
entirely reflected in employment changes rather than output changes
which tend to maximize output fluctuations by eliminating any counter-
vailing changes in wages. Second, unemployment will not formally be an
issue in the model, although it could clearly be incorporated by including
efficiency wage considerations. Instead we can simply regard output fluctu-
ations and the associated employment changes as representing the full
range of observed cyclical phenomena. Third, because declining wages in
low output periods tend to stimulate future output and profits, the length
of cycles with these fixed wages will be extended as firm and bank equity
accumulates more slowly than it otherwise would.
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Of the remaining three markets, one is redundant. If international pay-
ments are in balance and money supply equals money demand, then bor-
rowing will equal lending (including foreign borrowing and lending).
Similarly, if firm borrowing and lending are in balance and money supply
equals money demand, then the balance of payments will be in equilib-
rium. The two clearing equations which we will consider explicitly are
those for money and foreign exchange. The money market will be assumed
to be in equilibrium when the money supply is equal to a money demand
of the usual sort. Formally, this means that

Mt = pt L(ro
t, �t) (11)

where L is a liquidity preference function of the usual kind depending pos-
itively on productive activity and negatively on alternative interest rates
(since rm

t is fixed exogenously it has been suppressed in the equation).
With no restrictions on international borrowing and lending and static

expectations concerning exchange rates, equilibrium in the balance of pay-
ments requires that:

ro
t = rw

t (12)

where rw
t is the world interest rate.18

Conventional wisdom under these circumstances is that monetary policy
will have no effect. However, substitution from equations (9), (10) and (12)
into the money demand equation and the basic output supply function
yields the following relationships that characterize the impact of monetary
policy. They are

Mt = pt L(rw
t, �t) (13)

and

qt + 1 = �t = F(pt w–,rw
t, et)  (14)

where the arguments of F relating to expected future price and price uncer-
tainty have been dropped for notational convenience and business sector
equity is determined by

et = (pt qt – wt–1 �t–1) -ro
t-1(wt –1 �t –1 – et –1) + (ro

t-1 – rm
t -1) Mt-1 + et-1 (15)

In this situation, an increase in the money supply can affect output in
two ways. First, it adds to business sector equity through the penultimate
‘seignorage’ term on the right-hand side of equation (15).19 Second, if the
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increase in the money supply is unexpected, leading to unexpectedly high
levels of pt, then et will be higher than expected with an expansionary
effect on output.

Admittedly if the price level adjusts completely and instantaneously to
changes in the money supply and money supply decisions are properly
anticipated, then money will be neutral and monetary policy will have no
real effect (since real ‘seignorage’ will be independent of monetary policy).
However, the requirement that prices adjust in this way both goes far
beyond the requirement that prices be flexible and is inconsistent with
recorded empirical data. With less than immediate and full adjustment in
prices to money supply changes, there will be a solution to equations (13)
and (14) in which a greater money supply, even if fully anticipated, will
lead to a higher level of employment and output. This occurs despite the
fact that prices are assumed to adjust fully and flexibly to clear the goods
market (or markets) both domestically and internationally (which in this
simple case merely requires that the real exchange rate not vary). The criti-
cal effect in this small open economy is the impact of monetary-policy-
induced transfers on the supply of output (through its impact on business
sector equity).

Several points are worth making about this equilibrium. First any imme-
diate policy effects are reinforced by the impact of the policy regime
involved on price uncertainty. Also to the extent that financial market con-
ditions affect firm equity levels directly through firm holdings of financial
assets, the impact of monetary policy on financial markets equilibria will
amplify the basic output effects described by equations (13)–(15).

If real interest rates and real exchange rates are not fully determined by
global interactions, then several factors become important. These include
the usual effects of higher interest rates and exchange rates on aggregate
demand – negative and positive respectively – but also the effect of these
changes on firm equity positions. Since the business sector (including
banks) is invariably a net debtor, higher interest rates transfer resources
from firms to households and have a negative effect on firm equity and
output. If business sector debts are held by foreigners and denominated in
foreign currency, then an increase in the exchange rate (a currency devalu-
ation) will transfer equity from the business sector to these foreigners
which will go some way towards offsetting the expansionary impact of
higher exchange rates on net exports. This may in part represent a rationale
for recommending restrictive monetary policies in the face of the kinds of
hidden devaluation crises experienced in Asia and Latin America – since
higher domestic interest rates may attract foreign capital and, in the
process, reduce downward pressure on the value of the currency. However,
it should be noted that such a monetary policy also undermines business
sector equity positions directly as higher interest rates transfer resources to
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both domestic and foreign lenders. On balance, therefore, it should be
pursued cautiously or not at all.

One final point must be made. Financial deregulation which removes
controls on bank deposit interest rates – so that ro

t equals rm
t after adjusting

for the value of transaction-related deposit services – may undermine the
effectiveness of monetary policy. If the ‘seignorage’ effect in equation (15)
is the primary source of the immediate impact of monetary policy, then
removing it will greatly reduce the weight of that policy. This may well
account for the widely but informally remarked upon ‘fact’ that in the
United States, the same monetary policy effects on output have required
increasingly large variations in interest rates and monetary controls. The
real impact of monetary policy may have been largely undermined by
financial deregulation and along with it the ability of the Federal Reserve
Board to mismanage the economy. If this is so, then the apparent recent
successes of American monetary policy may have more to do with the
underlying stability of the economy than to active management by the
monetary authorities.

6.4 Conclusion

The foregoing analysis represents, it must be emphasized, the implications
of one very simple model. However, they are both sufficiently at variance
with standard monetary policy analyses and consistent with observed phe-
nomena that attention to information imperfections and related rigidities
should form some part of future policy discussion.

Notes
1. See Drèze, Ch. 3 in this volume, for a valuable model and summary of these

developments.
2. A practical example arose in the early 1990s in the United States. The adminis-

tration proposed a targeted investment tax credit focused only on new invest-
ment in order to maximize investment incentives per dollar of tax relief. In
practice, the business community preferred lower average corporate tax rates
which were embodied in the final legislation and for whatever reason led to con-
tinued high levels of business investment.

3. This assumes that in so far as management serves the interests of shareholders, it
serves those of current shareholders, not prospective shareholders.

4. See Mayer (1990).
5. See Asquith and Mullins (1986) among others.
6. What applies here to equity issues also applies to more general risk-sharing

arrangements. If an informed party wants to share a risk at an established price
with an uninformed partner, that price is likely to be disadvantageous to
prospective partners.

7. Among other things this means that the model as specified implicitly rules out
complete futures markets.
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8. Strictly speaking the manager’s reward may depend on the external equity
market value of the firm not its internal equity position. But, in a rational expec-
tations world, the best way for the manager to maximize a function of the
former is to maximize a function of the latter.

9. See Greenwald and Stiglitz (1993).
10. If et is taken to be a certainty equivalent associated with a firm balance sheet

consisting of relatively risky assets (inventory and plant and equipment) and rel-
atively fixed liabilities (debt), then the widely observed variations in firm
balance sheets (i.e. unintended inventory accumulation) associated with busi-
ness cycles will embody still further reductions in et.

11. It should be noted here that empirically firms do not appear to sell significant
amounts of equity in the downward phases of recessions. Cyclical balance sheet
improvements are related largely to operating decisions to cut production
(inventories) and investment.

12. This effect should be much more pronounced than in a classical model where
risks are efficiently distributed by financial markets.

13. See Stiglitz and Weiss (1981).
14. I am grateful to Jacques Drèze for pointing this out.
15. This may arise either directly or partially through interests in financial assets

used as collateral for loans.
16. For a full discussion of the closed economy situation see, for example,

Greenwald and Stiglitz (1993).
17. This is most easily thought of as holding for a single universal commodity, but it

applies equally for all tradable goods. For non-tradable goods, there is a market
clearing condition of the usual sort. However, including such a sector compli-
cates the analysis without affecting its basic qualitative implications. See
Greenwald (1999) for a model including both traded and non-traded goods.

18. This will not strictly be true unless worldwide lenders are risk neutral. But, a
similar relationship with world interest rates and the local currency ‘beta’ deter-
mining local interest rates will hold.

19. If an increase in the money supply redness the interest rate, it might seen that
the sign of d(rt

0 Mt) /dMt would be ambiguous. However, as the business sector is
unvariably a net debtor, a decline in the interest rate will leave it unambiguously
better off.
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Understanding Inflation:
Implications for Monetary Policy*
Stephen G. Cecchetti
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and
Erica L. Groshen
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7.1 Introduction

If prices and wages were perfectly flexible, monetary policy would be irrele-
vant. But casual observation suggests both that nominal prices and wages
are at least somewhat rigid and that monetary policy has real effects.
Economists’ understanding of the nature of these rigidities has improved in
recent years. At the same time, policy makers have begun to incorporate
economists’ theoretical and empirical findings in their institutions and
actions. This chapter explores the ways in which our empirical understand-
ing of nominal rigidities informs three key dimensions of the conduct of
monetary policy: how we measure core inflation, how we control inflation,
and how we choose inflation targets.

The overriding theme of our analysis is that an understanding of the
nature of shocks and rigidities is crucial for the conduct of a sound mone-
tary policy. Shocks and rigidities vary along a number of dimensions.
Efficient inflation measurement, optimal inflation goals, and the effective
execution of policy will all vary depending on these aspects of an
economy’s structure.

To be specific, shocks can be predominantly real, affecting relative prices,
or primarily nominal, moving the general price level. They may also be big
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organize our thoughts on this topic, to Roisin O’Sullivan and Palle Andersen for
comments, to Valerie LaPorte for editorial assistance and to Nathaniel Baum-Snow
for research assistance.



or small, and they may be frequent or rare. Different economies are suscep-
tible to very different types of shocks. For example, a country like the
United States or a region like the European Monetary Union primarily faces
small background shocks. Alternatively, Australia, a country heavily depen-
dent on its exports of raw materials, and Norway, an oil-producing country,
are more prone to occasional large shocks.

Similarly, there are several key differences in rigidities. Some nominal
rigidities are symmetrical, affecting both upward and downward move-
ments, while others exhibit more stickiness downward. In addition, rigidi-
ties can vary in their degree. For example, if symmetric wage and price
stickiness is a result of costly adjustment (menu costs), then economies that
have recently experienced high inflation may have implemented price- and
wage-change technologies that make individual changes less costly, result-
ing in more frequent adjustments and a lower level of symmetric stickiness.
Downward rigidity will also vary across countries, depending, for example,
on wage-setting practices.

With this in mind, we begin our analysis by noting the diversity of
approaches to the conduct of monetary policy around the world. Countries
vary substantially in their choice of regime. Some target inflation explicitly,
others target money, and still others attempt to fix their exchange 
rates. Not surprisingly, their macroeconomic circumstances and outcomes
have varied dramatically as well. These divergences raise questions 
about how various types of nominal rigidity affect each aspect of 
monetary policy. In particular, what evidence do we have of the existence
of specific rigidities, and what is the implication for the conduct of
monetary policy?

The first monetary policy issue we address concerns the measurement of
core, or trend, inflation. Rigidities cause inflation-induced price adjust-
ments to occur asynchronously, an effect that introduces biases into the
usual measures of price changes and lowers the signal-to-noise ratio in such
measures. Recent research has advanced our understanding of these issues
and offers some intriguing alternatives (such as medians and trimmed
means) to the common average index.

Second, the nature and extent of rigidities creates potentially variable
lags in the monetary policy transmission mechanism, complicating the
policy maker’s job. The execution of policy requires forecasts of the vari-
ables of interest – normally output and inflation – plus a quantitative esti-
mate of the impact of policy changes. In addition to obscuring the level of
trend inflation, nominal rigidities make price and wage adjustments depen-
dent on the actual pattern of shocks hitting the economy, introducing con-
siderable uncertainty into inflation forecasts, and complicating the
measurement of the impact of policy substantially. Recent research illumi-
nates the nature of this challenge and suggests how we might formulate
policy in the face of this uncertainty.
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Third, the nature of shocks and rigidities affects the level of inflation that
monetary policy makers should target. Our chapter looks at two combina-
tions of shocks and rigidities and their contrasting implications for optimal
targets. Symmetric rigidities with nominal shocks imply that optimal
inflation should be close to zero. Downward rigidities with real shocks
imply that zero inflation is too low a target.

We conclude our analysis by considering some implications of recent
theoretical and empirical research on wage and price rigidity for the imple-
mentation of monetary policy. First, we suggest ways in which the inflation
trend can be more accurately measured, and second, we address the ques-
tion of how best to select an inflation target.

7.2 Conduct of monetary policy

The decade of the 1990s has seen a convergence in the goals and methods
used for the conduct of monetary policy around the world. A number of
forces have driven this development. First, during the high inflation of the
1970s and 1980s, many countries saw prices rise well in excess of 50 per
cent per year for extended periods.1 This experience led to a clear consensus
that even moderate levels of inflation damage real growth and that low
inflation must therefore be a primary objective of monetary policy. Casual
observation suggests that low-inflation countries experience higher growth
rates, and so there are strong incentives to devise ways in which to keep
inflation low.2

Second, evidence indicates that, in most countries, short-run money
demand functions are unstable and thus meaningful measures of money,
such as M3, are very difficult to control. As a result, monetary targeting alone
is no longer viewed as a viable strategy for stabilizing prices. Finally, excessive
exchange-rate volatility is seen as damaging. The discussion about the
appropriate exchange-rate regime is clearly ongoing, but a shrinking cohort of
countries organize their policy framework with the goal of reducing or
eliminating fluctuations in the value of their currency relative to that of some
anchor country. Since these anchor countries typically have low inflation, this
strategy calls for maintaining similarly low rates.

As consensus has grown on these issues, many countries have redesigned
their central banks and, for the most part, achieved remarkable reductions
in inflation.3 A survey of 77 countries reported in Morandé and Schmidt-
Hebbel (1999) divides countries into three groups on the basis of their
monetary policy regime: exchange rate targeting, monetary targeting, or
inflation targeting. The recent trend favours explicit or implicit inflation
targeting. At least ten countries or central banks now set explicit inflation
targets that clearly dominate any other targets or objectives. These coun-
tries are New Zealand, which in 1988 became the first industrialized
country to adopt an explicit ‘hard’ inflation target; Canada, Chile and
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Israel, which adopted inflation targeting in 1991; the United Kingdom,
which moved to explicit inflation targets in 1992; and Australia and
Sweden, which changed their policy frameworks in 1993; the Czech
Republic and Spain which adopted targets in 1994 and 1995, respectively;
and the European Central Bank, which announced a target in 1999.
Morandé and Schmidt-Hebbel (1999) list a total of 45 countries that, 
over the past decade, have adopted some form of inflation target: 12
industrialized, 12 transitional and 21 developing.4 Similarly, many other
countries have changed their monetary regimes to target monetary
aggregates or exchange rates with the goal of creating a credible low
inflation policy.5

Regardless of the specific target a country chooses for implementing
monetary policy, central banks face a number of practical difficulties in
maintaining low levels of inflation. Inflation-targeting countries must
specify an index to target, set a level for the target, decide whether to state
the target as a band (for example, between 0 and 2 per cent) or as a point,
and choose the number of quarters or years over which the target will be
averaged. Similar choices must be made by countries that target money or
exchange rates. These practical decisions are best based on a solid theoreti-
cal and empirical understanding of the processes underlying inflation.
Fortunately, in recent years, economic research has shed considerable light
on these processes. The next three sections of this chapter survey what we
now know about core inflation measurement, inflation control, and the
choice of an optimal long-term inflation level.

7.3 Core inflation measurement

Before policy makers can hope to control inflation, they must measure it;
preferably on a timely basis.6 This is a difficult task that has attracted sub-
stantial attention among both academic and central bank economists.7 One
of the primary difficulties associated with the measurement of inflation is
the presence of considerable amounts of transitory noise.8 That is, monthly
or quarterly inflation readings can differ significantly from the longer-term
trend in inflation. A few numbers provide some perspective. Over the past
15 years, the standard deviation of (annualized) monthly changes in the US
Consumer Price Index (CPI) has been 2.2 percentage points. Meanwhile,
the 12-month changes have had a standard deviation that is half that
value, or 1.1 percentage points; and the 36-month moving average has had
a standard deviation of only 0.8. Clearly the monthly changes in consumer
prices provide only limited information about the trend.

The experience of the first half of 1999 provides an excellent example of
how noisy and confusing monthly CPI movements can be. The monthly
readings varied between 0 (there was no change from April to May) and
nearly 9 per cent (from March to April) at an annual rate. All the while, the
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trend was very likely somewhere between 2 and 3 per cent per year.
Although this example is surely extreme, it points out a serious practical
problem. How far do monthly or quarterly aggregate price indexes have to
move away from the perceived trend in inflation before policy makers
change their view of the trend? Put another way, when and how should
monetary policy makers respond to what look initially like short-term
inflation changes?

To address these issues, we first need to identify the sources of this noise.
Once we have this information, we can start to find ways of reducing the
noise in our measured indexes. Experience suggests that transitory moves
in price indexes are often attributable to clearly discernible events. We can
distinguish among three different types of transitory CPI noise. These are
summarized in Table 7.1, and we now describe them further.

First, inflationary price changes are not uniform. That is, different 
prices adjust at different times because nominal price adjustment is 
costly and adjustment costs differ across products. Prices which are costly
to change (such as rents) will be more rigid, that is they will change less
often, but by larger increments when they do. This variation leads to
divergent inflation measures across products and time even if the trend is
unchanged.

Second, relative price changes (reflecting real shocks) can temporarily
affect measures of inflation even if they are not associated with a nominal
shock. Some sectors may be affected more rapidly than others because they
are directly exposed, or because they have more flexible prices. In addition,
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Table 7.1 Three sources of noise in inflation measurement

Shock Rigidity Noise

Asynchronous Nominal, aggregate Symmetric wage/ Flexible price sectors
price changes price movements price rigidity adjust first, rigid 

sectors lag
Incomplete Real relative Symmetric wage/ Flexible price 
adjustment to wage/price shock price rigidity sectors adjust first, 
real shocks rigid sectors lag; or 

sectors directly 
affected adjust first, 
others lag

Downward wage/ Positive changes
price rigidity occur first, negative 

ones lag
Flaws in Change in timing Symmetric timing Seasonal adjustment
seasonal of seasonal events rigidity itself yields sectoral 
adjustment changes that are 

temporarily over- 
or under-stated



if prices are rigid downwards, then upward price movements will occur
before the compensating downward adjustments. Broad-based resource
shocks, such as variation in petroleum prices, will have widely divergent
effects on the prices of different consumer goods, and these do not all
occur simultaneously. Exchange-rate shifts also affect prices differently; the
prices of imported and import-competing goods are much more likely to
change quickly than the prices of non-traded goods and services. Moreover,
the size and timing of real shocks differ across sectors, leading to heteroge-
neous price changes.

Finally, because the CPI is measured on a monthly basis, inexact seasonal
adjustment can also add noise to inflation measures. Firms with high costs of
adjustment will limit the frequency with which they change prices. When
these adjustments are coordinated among firms within a sector, they produce
recurrent patterns. In order to reveal movements in the trend, statistical
agencies use various adjustment techniques to remove normal seasonal
fluctuations from the monthly numbers. However, these techniques are not
foolproof. In particular, minor changes in the timing of price adjustments –
say, a decision by apparel manufacturers to change the prices of summer
clothes in February rather than March one year – can confound seasonal
adjustment. In that case, February would record a jump in inflation matched
by a corresponding drop in March.

These observations suggest that prices from different sectors of the
economy will contain different amounts of information about inflation
trends. There is considerable variation both in the importance of shocks
and in the degree of nominal rigidity. Some industries are more prone to
large relative price movements than others and some product prices are
easier to change. Measuring the inflation trend requires that we sort out the
real shocks from the nominal ones on an economy-wide basis, taking
account of these potentially large cross-sectional differences.

A common strategy used to estimate core inflation is systematically to
remove certain components of the price indexes. In the United States, it is
standard to remove food and energy prices, both of which appear substan-
tially more volatile than prices of other goods and services. The rationale is
that short-term movements in these prices stem from rapid adjustment to
frequent real shocks that are often reversed, and so they contain substan-
tially less information about the long-term trend.

Returning to the experience of early 1999, we can see the benefits of
excluding food and energy prices when trying to gauge the inflation trend.
The highest reading of the CPI excluding food and energy is again from
March to April, but the increase is estimated at just 4.75 per cent (at an
annual rate). The lowest reading is from January to February, and is slightly
below 0.7 per cent at an annual rate. By excluding food and energy, the
range of inflation readings over this brief five-month period is reduced by
more than half, from nearly 9 per cent to just over 4 per cent.
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Still, the strategy of excluding food and energy relies on two arbitrary
assumptions: that food and energy prices never contain information about
the inflation trend, and that other prices always do. Neither of these assump-
tions is likely to be true. An alternative approach would be to look to econ-
omic theory for guidance on how we might construct measures of trend or
core inflation. This strategy, adopted in a series of papers by Bryan and
Cecchetti,9 is based on the observation that the economy is, roughly speaking,
composed of two groups of price setters. The first have flexible prices in the
sense that they set their prices every period in response to realized changes in
the economy. Common examples include producers of fruits, vegetables and
motor fuel. The second group of price setters, by contrast, set prices
infrequently, and face potentially high costs of readjustment. For example, we
are thinking about those who set prices for housing rentals, restaurant meals
or magazines at the news-stand.10 New Keynesian macroeconomic theory
focuses on this second group in building models in which, as a result of sticky
prices and menu costs, purely nominal disturbances have potentially long-lived
real effects. The first group, the realization-based price setters, have the
potential to create noise in standard price indexes. Because they can change
their prices quickly and often, these firms have little reason to care about
long-term trends in aggregate inflation. In sectors where prices are costly to
change, price setters cannot correct mistakes quickly, and so the paths of their
prices are much smoother. Prices set by these expectations-based price setters
contain information about the trend that is not present in the flexible prices
of the first group.

To give some indication of the relative volatility of different prices, we
have computed some simple standard deviations from monthly compo-
nent price indexes. Looking at the period since 1985, we find that the
highest variation is in the prices of fuel oil (for home heating), motor fuel
(for cars), and fruits and vegetables. The standard deviation of monthly
changes in inflation in these commodities (measured at an annual rate)
ranges from 23 per cent for the foodstuffs to 45 per cent for fuel oil. This is
between 10 and 20 times the standard deviation in the overall CPI. At the
other end of the spectrum are ‘food away from home’ (restaurant meals)
and shelter (which largely measures housing rental costs, or the rental
equivalent value of home ownership) – the only two significant compo-
nents with less volatility than the overall CPI.

These observations have led to the development of a new set of price
measures that combine existing price data differently. The logic, as
described in Bryan and Cecchetti (1994), is straightforward. Each firm in
the economy adjusts prices, taking into account anticipated future develop-
ments. Following an initial adjustment, previously unanticipated shocks
hit the economy. These real shocks create the desire for relative price
adjustments. Only some firms experience shocks that are large enough to
make immediate adjustment worthwhile. As a result, the observed change
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in the aggregate price level will depend on the shape of the distribution of
the desired adjustments. In particular, if this distribution is skewed (as
often seems to be the case in practice), then the aggregate price level will
move up or down temporarily. Once every firm adjusts its prices this
transitory movement in the aggregate index disappears.11

The proposed solution to the problem of noise created by infrequent and
asynchronous adjustment (in the absence of downward price rigidity) is to
use alternative statistical procedures for combining the disaggregated
inflation information. The standard methodology for computing the aggre-
gate CPI is to construct a weighted average of price data, in which the
weights are based on expenditure surveys. But the sample mean is only one
potential estimate of the central tendency of a distribution. An alternative
is to use the (weighted) median of the component inflation data, as well as
measures called trimmed means.12 Trimmed means are a generalization of
the concept of a median. A sample of data is first ordered, as it is in the
construction of the median, and then some percentage of the highest and
lowest observations are eliminated while the remainder are averaged. For
example, if one has 100 sample data points, then the computation of a 
15 per cent trimmed mean involves averaging the 70 observations in the
centre of the distribution.13

Trimmed means are a natural solution to the difficulties created by
nominal rigidities. In contrast to the average CPI excluding food and
energy (which assumes that all noise comes from two sectors), the trimmed
mean assumes that any extreme change is probably noise, no matter what
sector it comes from. That is, the trimmed mean focuses on the centre of
the distribution to tell us what the trend is doing. As noted above, when
firms face costs of price adjustment, and the desired price changes are
skewed, then the aggregate price index will contain transitory movements
reflecting the fact that only price setters who wish to make large moves will
find it worthwhile paying the cost. Substitution of a trimmed mean or the
median for the sample average will reduce this source of noise and improve
the signal policymakers need.

To see the difference this can make, we return to a comparison of the
median CPI with the all-items CPI and the CPI excluding food and energy.
Looking at the median in the first few months of 1999, we see that the
lowest reading is 1.3 per cent from February to March, and the highest
reading is 3.6 per cent, from March to April, both at an annual rate. Thus,
the range for the all-items CPI is nearly 9 per cent, for the CPI excluding
food and energy, it is 4 per cent, and for the median it is 2.3 per cent.
Moreover, the standard deviation in monthly inflation for the past 15 years
is 2.1 per cent for the all-item CPI, 1.4 per cent for the CPI excluding food
and energy, and 1.3 per cent for the median (again, all values are at an
annual rate). We will simply note that it is possible to improve on this last
measure by choosing the trimmed mean that minimizes monthly variation.
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An inflation-targeting regime needs both an appropriate, transparent
target and timely information about the trend in that measure. The
research cited above suggests that trimmed means provide superior timely
measures of trend inflation. However, the public is unfamiliar with this
measure. Thus, adoption of a trimmed mean might not offer the trans-
parency desirable in an inflation goal. If so, how can these findings be
incorporated into an inflation targeting regime? We offer two possibilities.
The first is to have the measure produced, announced and explained by a
statistical agency independent of the central bank. This role for a disinter-
ested party should alleviate most concerns and increase understanding of
the rationale for the unfamiliar measure. Alternatively, a central bank could
maintain an average CPI target, but rely on the trimmed mean as the best
short-run monitoring device for tracking trends. Since the advantage of the
trimmed mean lies in its lower sensitivity to noise, while preserving the
trend (as captured in long-run averages), this tack is theoretically sound. In
either case, transparency and sound monetary policy both dictate the need
for an extensive study of the dynamic and long-run relationship between
the trimmed mean and average CPI in their country. Then, the central
bank must be prepared to explain policy decisions in light of both
measures.

Many central banks now compute a number of alternative estimates of
core inflation, including medians and trimmed means. Álvarez and de los
Llanos Matea (1999) cite numerous examples. We note here several inter-
esting empirical regularities. First, for the dozen or so countries for which
we have seen data, the median significantly reduces high-frequency noise.
Secondly, we note that for countries other than the United States, the
median appears to be systematically below the mean. The reason for this
second finding is that, outside the United States, cross-section distributions
of long-run price changes are positively skewed. This could suggest greater
downward rigidities in those countries, but a fuller explanation of the
finding will require further research.

7.4 Inflation control

It is generally agreed that all central banks should strive to reduce inflation
and keep it at low levels. While the measurement of inflation poses sub-
stantial challenges, these seem minor in comparison with the difficulties of
controlling inflation.

Inflation control can be thought of as a fairly technical problem in which
the policy maker uses an instrument such as an interest rate to meet an
inflation (or output growth) objective.14 To carry out such a task, the policy
makers must have a substantial amount of information. Most importantly, the
policy maker needs to know what will happen to the objective (inflation) in
the absence of any policy action, as well as what the impact of any particular
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action on the objective will be. Thus, inflation control requires forecasts of
inflation and estimates of the response of inflation to changes in interest rates.
Neither of these is straightforward to obtain.

Forecasting inflation is a daunting task. For example, over the past
decade, the standard deviation of forecast errors in professional forecasters’
predictions of US inflation one year ahead has been about 1 full percentage
point, implying a 90 per cent confidence band of about 3 percentage
points. Over this same period, inflation has averaged only about 3 per cent.
Nothing seems to forecast inflation very well, except inflation’s own
history.15 Indeed, the relationship between price inflation and any
potential indicator – such as wages, unemployment or commodity prices –
is very unstable. Theory provides us with a reason for the difficulty of
forecasting: when monetary policy regimes change, the relationship among
various quantities in the economy shift as well, rendering prior statistical
regularities unreliable.

From here the problem only gets worse. Not only is it difficult to forecast
inflation, but our ability to predict the effect of monetary policy actions on
inflation (and output) is very limited. A number of researchers have esti-
mated the response of prices to interest rate movements in many countries.
The first difficulty is in getting the estimates to display the proper sign.
Most of us have a fairly firm belief that increases in interest rates are consis-
tent with monetary contractions and should eventually drive inflation
down. Unfortunately, it is more difficult than one would think to obtain
this empirical result in standard models.16 Then, beyond the difficulty of
obtaining the proper sign, lie the issues of precision and statistical
significance. For example, using a simple four-variable model (encompass-
ing output, aggregate prices, commodity prices and the federal funds rate),
one can estimate that a 100 basis point increase in interest rates will drive
inflation down by about one-half of one percentage point after three years.
But two standard deviation bands on this estimate go from approximately
plus 1 per cent to –1.75 per cent.17

Why is it so difficult to estimate the effects of monetary policy actions?
The answer is both that the economy responds to different shocks in differ-
ent ways, and that the economy’s response depends on history, so the same
shock will prompt different reactions at different times. Textbook discus-
sions treat the transmission mechanism as invariant to the path by which
the economy has arrived at its current state. This is surely not true.
Consider for a minute the implications of costly price adjustment. A large
monetary shock will lead all firms to adjust and thus could result in smaller
real effects than a small nominal shock that causes incomplete adjustment.
The path of such shocks matters as well. Standard tools for estimating the
economy’s response to monetary policy actions are ill-suited to capturing
the non-linear responses that theoretical models suggest should be perva-
sive. As the literature makes clear, linear approximations do not work well.
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Rigidities obscure both trend inflation and the impact of policy actions
from the policy maker’s view.

Policy is made every day, and so despairing over our lack of knowledge
and the inadequacies of our models is pointless. Instead, the most produc-
tive course is to take seriously the need to make policy in an uncertain and
unstable environment. The imprecision of our knowledge must be built
into the fundamentals of our policy-making procedures.

7.5 The optimal rate of inflation

Higher prices or faster inflation can diminish involuntary, disequilib-
rium unemployment. … The economy is in perpetual … disequilibrium
even when it has settled into a stochastic macro-equilibrium. … [When
wages are rigid downward] price inflation … is a neutral method of
making arbitrary money wage paths conform to the realities of produc-
tivity growth.

James Tobin, ‘Inflation and Unemployment’, American Economic
Association Presidential Address (1972)

[Higher, more variable inflation causes: a] reduction in the capacity of
the price system to guide economic activity; distortions in relative prices
because of the introduction of greater friction, as it were, in all markets;
and very likely, a higher recorded rate of unemployment.
Milton Friedman, ‘Inflation and Unemployment’, Nobel Lecture (1977)

Who is right? Widespread reductions in core inflation and the growing
use of explicit or implicit inflation targets by central banks make this ques-
tion particularly relevant. Is the most economically efficient level of price
changes zero, as Friedman suggests, or something greater than zero, as
Tobin implies? The answer depends both on the structural rigidities in the
economy and on the type of shocks the economy faces. But while the effec-
tiveness of monetary policy depends on the nature of nominal rigidities,
and the task of the policy maker is to respond to external shocks, not all
rigidities and not all shocks are created the same. Differences in the types
of shocks to which a country is prone and the types of rigidities built into
that country’s wage- and price-setting institutions will influence the
optimal low-inflation goal.

Both the resolution of the controversy between Friedman and Tobin and
the implications of this controversy for the choice of an optimal inflation
target depend on the extent to which shocks are real or nominal, predomi-
nantly big or small; and the degree to which prices and wages are more
rigid downward than up, and more or less sticky. A substantial amount of
research has been devoted to these issues.18 Tobin’s argument has been
called the grease effect: a certain amount of inflation benefits economic per-
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formance in labour and product markets by allowing greater wage and
price flexibility in the face of presumed downward rigidities. Maintaining
the metaphor of the economy as a geared machine, we use the term ‘sand’
to refer to Friedman’s characterization of the effects of inflation: in this
view, inflation interferes with the transmission of price signals, disrupting
the smooth operation of the economy. We now turn to a discussion of
each of these effects, which we summarize in Table 7.2.

7.5.1 How inflation impairs economic efficiency: sand

The case for an optimal inflation level of zero (or lower) is based on the
belief that the grease effects of inflation are small while the sand effects are
big. In a world where wage and price rigidities cause asynchronous adjust-
ment to shocks, inflation results in inefficient idiosyncratic price or wage
adjustments and relative price distortions. This is the Friedman sand.19 The
rigidities involved are symmetrical in that the costs of equal-sized upward
or downward movements (in response to a change in the aggregate price
level) are the same.

There are several reasons why firms might adjust differently to the same
nominal shock, causing relative prices to vary. These include forecast
disagreement, due to uncertainty;20 menu costs that result in episodic rather
than continuous adjustment (such as negotiating, advertising and design
costs);21 factors that make it difficult for consumers to comparison-shop (such
as hard-to-gauge quality differences);22 and contractual obligations such as
collective bargaining agreements or leases. Asynchronous adjustment means
that aggregate price movements are not transmitted instantaneously or
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Table 7.2 Comparisons of inflation’s grease and sand effects in the labour market

Sand Grease

Rigidities Symmetric: menu costs; Asymmetric: downward
forecast disagreement nominal rigidity (money
(uncertainty); timing illusion, nominal contracts,
rigidities fairness)

Shocks Nominal, aggregate price Real relative wage/price
movements shocks

Inflation’s welfare Disruptive – distorts relative Beneficial – speeds wage
effects wages and prices, misdirecting and price adjustments, 

resources redirecting resources 
quickly

Limits on welfare None or cost of indexation Size of real shocks
effects
Price or wage Intra-market (within products/ Inter-market (across
differentials skill-groups, across companies) products, inputs or skill
affected groups)



uniformly, so market participants confuse adjustment lags or errors with real
shocks. This misunderstanding has two effects. First, and most obviously,
pricing errors result in resource misallocations. The second effect arises
because people anticipate that resource misallocations will occur. The poten-
tial for arbitrary relative price movements creates risk that will lead firms to
purchase insurance of various forms. For example, a firm may choose to build
a smaller factory in order to guard against the possibility of variable profit
streams. There is evidence that higher levels of inflation are associated with
increases in this type of risk.23

We can conclude that asynchronous price and wage adjustment in the
presence of inflation creates two complementary problems. First, it 
makes it difficult for policy makers to measure inflation accurately 
and expeditiously; second, it misleads economic agents. In the labour
market, unintended wage changes alter firms’ wages relative to the 
market and can produce unnecessary layoffs, workforce dissatisfaction, or
resignations. These wage changes can also impose additional costs by
compelling firms to improve information or increase the frequency of
adjustments.

The conclusion at this point is clear. If all shocks were nominal and
rigidities were symmetrical, then the optimal level of inflation would be
zero. In this environment, any positive level of inflation would disrupt
price signals, and the higher the inflation the worse the disruptions. These
costs could be mitigated by indexing or by policies aimed at improving
forecasts; but these solutions themselves would redirect resources from
more productive uses. Deflation would have identical effects, leading us to
conclude that price stability would be most efficient.24

7.5.2 How inflation overcomes rigidities: grease

If shocks are predominantly real, creating a desire for firms and workers to
adjust relative prices and wages, and nominal wages and prices are more
rigid downward than upward, then the conclusion changes dramatically. In
this case, prices, and therefore resource allocations, adjust slowly and
inefficiently to shocks, and small amounts of inflation provide the means
for the necessary adjustment by reducing real product prices or workers’
real pay without a cut in the corresponding nominal prices or wages. This
is the world of Tobin’s grease effect.

There are a number of potential explanations for the presence of down-
ward nominal rigidity. Chief among them is the view that social or bureau-
cratic norms discourage firms from either cutting the wages of good
workers who face unfavourable market conditions or lowering the prices of
goods with falling demand. This is the view originally expressed by Keynes,
who thought that wage stickiness reflected social notions of fairness.
Alternative explanations are based on the existence of long-term, nominal
contracts (for example, for debt or wages) or money illusion (that is,
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workers resist cuts in their dollar earnings more than they resist equivalent
rises in the prices of what they buy).25

The common view is that nominal prices are less downwardly rigid than
nominal wages because products themselves are not influenced by social
norms, nominal contracts or money illusion. However, the producers and
distributors that set prices may well be subject to the same influences that
affect firms setting wages since product sales represent income to them, just
as wages do to workers. As a result, downward nominal rigidity may extend
beyond the labour market and, to at least some degree, be present
everywhere.

Clearly, in an environment where cutting nominal prices or wages is
difficult, inflation can play an important role. Following a real shock, firms
may be faced with a need to reduce relative prices or wages. If they are
unable to do so, firms will eventually respond by reducing production and
employment. Inflation relaxes downward wage and price rigidity because,
as other prices rise, firms can effectively lower real wages or prices without
imposing nominal cuts. With this grease in place, wage and price signals
travel more rapidly through the economy, reducing layoffs, providing more
accurate incentives to workers choosing careers, and raising overall produc-
tion while reducing its volatility. Thus, inflation reduces cyclical unem-
ployment. An important corollary discussed in Tobin (1972) and further
formalized by Akerlof, Dickens and Perry (1996) extends this reasoning to
economies facing continual small ‘background’ disturbances. In that case,
inflation reduces steady-state unemployment.

Returning to the question at hand, we find again that the conclusion is
clear. In an economy with downward wage and price rigidity and real
shocks, the output-maximizing (unemployment-minimizing) level of
inflation will be somewhere above zero. It follows directly that the larger
and more prevalent the shocks, the more beneficial is inflation, and the
higher the inflation rate should be to maximize output. By the same token,
however, inflation beyond that needed to accommodate these adjustments
adds no further benefits.

Surely, however, the conclusions reached by looking exclusively at either
the sand-induced costs or the grease-generated benefits of inflation are
unrealistic. We expect that the two effects can and do coexist.26 That is,
economies can sustain both real and nominal shocks and have varying
degrees of downward nominal rigidities. The optimal inflation goal
depends on the balance between the nature of the shocks and rigidities in
the economy. Thus, it is crucial that policy makers be aware of the empiri-
cal relevance of each effect to their current situation.

7.5.3 Empirical research on rigidities and inflation

How can we detect the relative size of the grease and sand effects in order
to help fix an inflation goal? The task seems difficult because both raise the
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variance of relative price changes. But, as shown in Table 7.2, two key dif-
ferences are potentially observable. Increased price-change variability from
sand’s disruptions should be symmetrical and should occur even among
the prices of otherwise identical goods. Thus, sand can be measured in
studies of inflation’s impact on intra-market (same-good) price changes. By
contrast, the grease effect of inflation allows an economy to adjust to
shocks that alter the relative wages (prices) of different skill-groups (prod-
ucts). Hence, the grease effect is observed when inflation raises the disper-
sion of intermarket (that is, between skill-group or product) wage and price
changes. In addition, its impact may be asymmetrical, as it facilitates
downward movements more than upward ones.

Measures of sand effects

The sand phenomenon has been studied in both the goods and the labour
market. Sand studies gauge inflation’s costs by measuring its tendency to
raise intra-market prices unevenly.

Recent research on price adjustment variability uses narrow product
micro data. Some studies consider price changes in a single class of goods,
generally in low-inflation countries;27 others have explored price changes
for a wide variety of goods in high-inflation environments.28 Examining
price changes in the United States during high inflation years (1980–82),
Reinsdorf (1994) finds that the variation in prices within a single product
category rose when inflation fell unexpectedly. The variation of price
changes across product categories, however, was positively correlated with
inflation, and so it fell. More support for the sand hypothesis comes from
the observed tendency of inflation to raise forecast price-change
dispersion.29 On balance, these studies agree that price change and forecast
variability rise with inflation, as predicted by the sand story.

Research using aggregate data on wages, however, seems to contradict
the sand hypothesis. A number of studies find that the dispersion of wage
changes fell as inflation rose in the late 1970s and early 1980s.30 This seem-
ingly contradictory result is attributed to the inflation-induced introduc-
tion of indexation, which makes wage changes more uniform across
industries by tying them more closely to price inflation. In addition, since
the datasets used in these studies leave investigators with a limited ability
to control for business cycle variation in worker skill levels and workforce
composition, the authors may be confusing intra-market sand effects with
inter-market grease effects.

The work of Groshen and Schweitzer (1996, 1999) re-examines this ques-
tion using transaction-level data over a long time period. Their data set
includes detailed information on occupation, and so allows for the type of
controls that effectively replicate the comparability across goods (intra-
market variability) sought in the product-price literature. They find that,
over the full observed range of 1 to 14 per cent, more inflation raises the
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variation of intramarket wage changes. Moreover, further increases in
inflation appear to increase costs without bound.

Measures of grease effects

The original research investigating the existence of asymmetrical nominal
rigidities examined aggregate time-series data. Testing whether aggregate
real wages are pro-cyclical (as implied by downward wage rigidity), investi-
gators have concluded that wages (in the United States) are probably rigid
downward.31 However, these results have been challenged by theorists who
have provided models with identical predictions but fully flexible wages
and prices.32

The response to this challenge has been to examine micro-level data and
employ tests that are immune to the earlier criticisms. This research pro-
gramme provides more direct evidence in support of the hypothesis that
wages are rigid downward. Some studies examine this question using
household survey data and find evidence of substantial nominal wage cuts,
which they take to contradict the existence of downward rigidity. But the
data are plagued by various measurement errors that may drive the conclu-
sions.33 More important, even if we take the evidence of these studies at
face value, the existence of nominal wage cuts is neither necessary nor
sufficient to demonstrate that wages are fully flexible, since we do not
know how many wage cuts are needed to ensure efficient allocation of
resources. Furthermore, the results obtained from looking at household
survey data are contradicted by evidence obtained from interviewing
employers and workers on the job. Employers report that their wage-setting
policies have important downward rigidities built into them, and workers
seem to agree. The studies all provide evidence that wages are downwardly
rigid. Nominal wages are not cut unless there is explicit provision for
flexible wages (such as through piece-rate or incentive systems) or the firm
is under demonstrable financial distress.

More recent microeconometric studies, based on longitudinal datasets that
allow investigators to control more fully for mismeasurement, detect evidence
of downward rigidity in spikes at zero and the implied positive skewness of
wage changes.34 While spikes at zero or positive skewness of wage changes are
neither necessary nor sufficient signs of downward rigidity, they add to the
evidence in support of the grease hypothesis.35

Studies of firm-level micro-data take another approach to looking for
downward nominal rigidities. Transaction-level data on wages paid by
firms reflect employers’ strategies to avoid downward wage rigidity and are
not influenced by worker misreporting. Using such data, Groshen and
Schweitzer (1996, 1999) find evidence consistent with downward wage
rigidity and determine that the effect of inflation on wage changes is
exhausted at inflation levels of about 7 to 9 per cent – consistent with the
notion that grease benefits are bounded. Using employer data from the
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Employment Cost Index, Lebow, Saks and Wilson (1999) find additional
evidence of downward wage rigidity.

In sum, while each individual micro or macro test may not be fully con-
vincing on its own, taken together the tests provide diverse and fairly con-
sistent evidence that wages are rigid downward.

Net effects of inflation

Viewed from the policy maker’s perspective, the question is whether
inflation at low rates is in net terms beneficial or detrimental. How low
should the monetary authority aim? At zero or something above that? Sand
effects are clearly disruptive and rise with inflation, certainly wiping out
the net benefits from the grease effects when inflation is high. But how do
they compare at low rates? Beyond the impact on the price system’s
resource allocation mechanism, inflation can interact with the tax system,
reducing the steady-state level of output. Furthermore, downward rigidity
at the micro level may not translate into higher unemployment when
inflation is low, implying that the grease effects themselves could be small.
This would occur if the elasticity of demand for labour with respect to these
distortions was low because employers honour implicit insurance-style con-
tracts and absorb fluctuations of costs into profits. Finally, inflation may
have different effects in different environments.

Thus far (the simulations in Akerlof, Dickens and Perry (1996) to the con-
trary), scant evidence of sizeable macro effects exists. Indeed, both Card
and Hyslop (1996) and Lebow, Saks and Wilson (1999) find little net unem-
ployment impact from downward wage rigidity under normal conditions.
Groshen and Schweitzer (1999) estimate that at the point where benefits
are maximized, for CPI inflation around 2.5 per cent, the net impact of
inflation (grease minus sand) is positive but an order magnitude smaller
than the gross benefits. They go on to estimate that raising inflation from
zero to 4 per cent would lower unemployment by less than 0.1 of a
percentage point. By contrast the net impact of raising inflation from 
4 per cent to 8 per cent would add as much as 0.3 of a percentage point to
the unemployment rate. Overall, these results suggest that there is little
labour market justification for raising real inflation beyond about 1 per
cent (using an unbiased measure of consumer prices) or raising CPI
inflation beyond 2 per cent.

However, variation in general productivity growth rates will affect the
choice of an optimal inflation target and the resulting monetary policy.
The Groshen and Schweitzer results are based on the labour productivity
growth experience during the sample period under study – that is, the 40-
year period from 1957 to 1996. To understand why productivity growth
matters for inflation targets, note that productivity growth has effects that
are similar to those of inflation – it injects grease and sand into wage
setting. Because general productivity growth is even harder to gauge than
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inflation, it adds confusion (sand) in wage-setting. Moreover, because pro-
ductivity growth raises average nominal wages, it adds grease to the labour
market in the same way as inflation does.36 Thus, even though productivity
growth appears as if it might be unrelated to monetary policy instruments
or targets, it affects optimal inflation goals. In particular, as productivity
growth strengthens, the amount of grease and sand in the labour market
becomes greater, reducing the benefit of adding more inflation. Conversely,
as productivity growth declines, the amount of grease and sand in the
labour market also falls, increasing the net benefit of inflation.

As a final consideration, policy makers should bear in mind that studies
of rigidities and shocks are necessarily specific to a particular economy and
time. None of the papers cited provides comparative measures, even
though, as we note above, differences in institutions and exposure to
shocks may have important implications for policy. In particular, the
studies implicitly treat shocks and rigidities as unchanged during 
the course of the study. While this assumption is entirely appropriate for
the short run, it is certainly not true over the long run. Using short-run
numbers to derive long-run estimates could bias results. Indeed, of parti-
cular policy interest are endogenous responses, such as the posited
tendency for downward wage rigidity to relax in the face of persistent low
inflation, lowering the grease benefits of raising inflation, and lowering the
optimal rate of inflation. Similarly (but with contrasting implications), if
low positive inflation rates were maintained with little uncertainty, some
sand costs of inflation might dissipate as firms (no longer subject to stop-
and-go shocks) were better able to plan for the future and distinguish
between real and nominal shocks. Thus, if monetary policy has been the
primary source of unpredictable nominal shocks, then to the extent that
the policy itself can become more stable, a higher target level of inflation is
justified.

A related caveat is that international differences have not yet been
studied rigorously. All cited studies of the grease effect rely on US data.
Hence, for other economies, the results must be considered suggestive,
rather than definitive. By contrast, sand effects have been studied in a wide
spectrum of countries, albeit individually rather than comparatively.
Ultimately, given their importance for the conduct of sound monetary
policy, comparative and longitudinal studies of shocks and rigidities will
constitute an important area for further research.

7.6 Policy implications

What do we learn from our analysis? We began by noting that economies
face both real and nominal shocks and that prices and wages are rigid in
response. These rigidities may be asymmetrical (with decreases in prices
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and wages being more difficult to bring about than increases) or not. The
implications for monetary policy are manifold.

First, we have described how theoretical models help guide us in develop-
ing measures of trend inflation. These models suggest that trimmed means
are more efficient, timely measures of core inflation than the more com-
monly used indexes that systematically exclude certain components such
as food and energy. Second, the research we have surveyed suggests that
inflation is very difficult to control accurately, especially at short horizons.
This explains why, in designing policy schemes, many central banks and
governments have reconsidered the wisdom of adopting narrow inflation-
targeting bands. Staying inside the bands may turn out to be an impossible
task, damaging the credibility of the authorities that put the policy in
place.

Finally, we address the question of how to select an optimal inflation
target. We note that when prices adjust infrequently, inflation distorts
price signals and leads to resource misallocations. But if wages and prices
are rigid downward, some amount of inflation facilitates adjustment to real
shocks. Recent research has produced measures of the relative size of these
costs and benefits in an economy that suggest that inflation targets
between 0 and 2 per cent (bias-adjusted) are optimal.

But there are two important caveats. First, to the extent that labour pro-
ductivity is increasing on average, there is room to reduce the inflation
target. Second, the optimal rate of inflation depends on the mixture of
shocks and rigidities to which an economy is subject. Furthermore, a long-
run steady rate of low inflation implies fewer nominal shocks and puts
pressure on price and wage setters to reduce rigidities. Thus, the optimal
rate of inflation may differ somewhat across countries and evolve over
time.

Notes
1. Examples include Bolivia, Israel and Argentina.
2. The literature on the connection between inflation and growth is large and

growing, with less than robust results. Andrés and Hernando (1999) is a recent
example.

3. Mishkin (1999) provides a discussion of the recent international experience of
various monetary regimes.

4. In their Table 1, Morandé and Schmidt-Hebbel (1999) also identify 34 countries
that target primarily money and 36 that target exchange rates.

5. The political economy of monetary policy and the importance of credibility
have been widely studied. The research in this area has focused on the impor-
tance of a structure in which the central bank is independent of the elected
officials in the government. See, for example, Alesina and Summers (1993). With
independence of operation comes the need for central banks to be accountable
for their performance, usually relative to an inflation objective set by statute or
agreement with other branches of government.
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6. Throughout this section, we assume that the measurement of core inflation is a
statistical problem associated with the estimation of long-run trend movements
in prices. Other conceptions are surely possible, all of which would be based on
structural economic models. For example, Quah and Vahey (1995), motivated by
the concept of a long-run vertical Phillips curve, define core inflation to be the
component of measured inflation that has no impact on real output in the long
run. We shy away from such definitions, as they are highly parametric and
therefore unlikely to provide timely evidence on structural breaks in the
inflation process.

7. The literature on core inflation, now vast, began with Eckstein (1981). Wynne
(1999) provides a recent survey.

8. A second difficulty is the presence of bias in price indexes. For recent work in
this area, see the survey in Shapiro and Wilcox (1996).

9. See Bryan and Cecchetti (1994) and Bryan, Cecchetti and Wiggins (1997).
10. Cecchetti (1986) provides evidence of the rigidities in the price of one such

good: magazines.
11. If there is significant downward rigidity, and a significant number of firms

would wish to lower their prices, the problem is even more severe. The process
of complete adjustment can be very slow, and in the meantime the aggregate
price level can move significantly, making real shocks look like nominal ones.

12. Wynne (1999) discusses several other alternatives, including weighting individ-
ual prices by the inverse of their estimated variance: a procedure first suggested
by Dow (1994).

13. Bryan, Cecchetti and Wiggins (1997) discuss a statistical rationale for computing
trimmed means. They note that a trimmed mean can be a more efficient,
reduced-variance estimator of the true mean when the underlying distribution
of the data has fat tails. Inflation data generally exhibit very high kurtosis rela-
tive to the normal distribution, suggesting that trimmed means can provide
improvements.

14. Cecchetti (1998a) discusses this problem in detail, noting that the objective 
is usually expressed in terms of a trade-off between output and inflation
variability.

15. See Cecchetti (1995).
16. See Sims (1992) for a discussion of the problem that has come to be known as

the price puzzle.
17. These estimates are derived from Cecchetti (1996).
18. The bulk of this work centres on the labour market, as this is presumed to be the

source of some of the most important nominal rigidities in the economy.
Researchers tend to focus on wages for a number of reasons. First, labour
accounts for two-thirds of production costs. Second casual observation suggests
that nominal wages are stickier than goods prices. Finally, wage data are more
readily available than price data, making analysis easier.

19. Friedman has also argued that since the marginal cost of producing money is
(nearly) zero, the social welfare maximizing level of real balances sets the
nominal interest rate to zero. Optimal inflation is then minus the equilibrium
real rate of interest. In our view, such a target would be extremely dangerous,
since it dramatically increases the probability that policy errors force the real
interest rate up unintentionally, since nominal interest rates will not be able to
fall. For a further discussion on this point, see Cecchetti (1998b).

20. See Friedman (1977).
21. See Sheshinski and Weiss (1977).
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22. Stigler and Kindahl (1970) and Reinsdorf (1994).
23. See Vining and Elwertowski (1976) and Huizinga (1993).
24. Some economists contend that the tax distortions created by inflation reduce

the level of output permanently, and from this conclude that the optimal level
of inflation is negative. The relationship between inflation and public finance is
beyond the narrow scope of our essay.

25. See Haley (1990) for a review of the theories underlying downward wage rigidity.
26. Groshen and Schweitzer (1996) demonstrate this formally in a model of the

labour market.
27. See Cecchetti (1986) for magazines’ cover prices.
28. See Lach and Tsiddon (1992).
29. See Ball and Cecchetti (1990).
30. See the survey in Groshen and Schweitzer (1997) for discussion of these findings.
31. For a more detailed review of the results referred to in this section, see the survey

in Groshen and Schweitzer (1997).
32. The earliest example we know of is Lucas and Rapping (1969).
33. Of particular concern is the fact that the data collection methods rely on indi-

viduals’ memories and third-party reporting, creating large systematic errors in
the measures of wage change.

34. See Akerlof, Dickens and Perry (1996) and Card and Hyslop (1996).
35. A spike is not sufficient because rounding in the data makes occurrences of zero-

dollar wage changes common. It is not necessary since truncated workers may be
laid off. As far as skewness is concerned, downward rigidities may also affect the
upper tail of the distribution if employers limit other workers’ salary increases to
subsidize constrained workers.

36. From the firm’s point of view, productivity growth lowers overall unit labour
costs. This increases overall demand for workers, leading to generally higher
wages. However, at any time some workers are facing reduced demand for their
skills relative to others. The higher is productivity growth, the wider is the scope
for employers of those workers to reduce unit labour costs without lowering
their nominal wages.
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Part III

Wages and Employment





8
Single-Peaked versus Diversified
Capitalism: The Relation between
Economic Institutions and Outcomes
Richard Freeman
Harvard University and National Bureau of Economic Research, USA, 
and London School of Economics, UK

Capitalist countries have historically had quite different labour market
institutions and social policies: high mobility and flexibility in the United
States, lifetime employment and steep seniority profiles in Japan, corpor-
atism in the Nordic countries and Austria, apprenticeships in Germany, the
SMIC minimum wage and legislated work-time in France. Throughout the
EU, ‘social partners’ negotiate arrangements, whereas in North America the
term has no meaning. The labour market is potentially the most idio-
syncratic market in advanced capitalism.

Do these different institutions and policies affect economic outcomes in
important ways? Can institutional differences persist in a global economy
or does competitiveness require that labour institutions converge to a
single dominant form? Has the current lead candidate for peak economy,
the US, found the right institutions for the twenty-first century?

To answer these questions, I develop criteria for determining whether
there is a single optimum configuration of capitalist institutions; review
evidence on how institutions affect outcomes; and assess the view that the
US has found the dominant institutions for the new century. The evidence
shows that:

1. The institutional organization of the labour market has identifiable 
large effects on distribution, but modest hard-to-uncover effects on
efficiency.

2. Institutional diversity is increasing among advanced countries, as
measured by the percentage of workers covered by collective 
bargaining.

These findings are more consonant with the view that capitalism is
sufficiently robust for national differences in labour institutions to persist
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than with the view that all economies must converge to a single institu-
tional structure. In the space of labour institutions, ‘You can have it your
way’, albeit within some bounds.

The case that the US has found the institutions for peak economy status
rests on its 1990s full employment experience, which arguably counterbal-
ances its high level of economic inequality compared to other advanced
capitalist countries. If the US maintains full employment ad infinitum while
other advanced countries fail to reduce joblessness, even critics of US eco-
nomic performance will have to accord it peak economy status. But if the
post-Second World War experience is any guide to the future, the US will
run into employment problems at some point in the 2000–10 period,
which will give an economic model based on full employment grave prob-
lems, while other countries will modify their institutions in ways that will
produce new candidates for lead economy.

8.1 The problem: single-peaked vs diverse capitalism

Every decade or so political or ideological groups, policy analysts, and, yes,
even staid economists, herald the coming of a new Ideal Economic Model – a
distinct set of institutions and organizations that has maximal fitness in the
period’s economic environment. In the Great Depression many thought
centralized planning or government ownership of enterprises or government
spending were needed for full employment. In the 1960s some saw French
indicative planning as a viable compromise between centralization and
decentralization. The 1970s oil shocks brought Nordic corporatist economic
arrangements to the fore of discussion (Bruno and Sachs, 1985). In the 1980s
the 900-pound gorilla on the economic scene was Japan – recall Ezra Vogel’s
Japan as Number One, or the best-selling business book, A Book of Five Rings by
the fourteenth-century Samurai warrior Miyamoto Musashi. The early
Clinton Administration looked jealously at parts of Germany’s Rhineland
Model and sought to expand the US welfare state through mandated health
insurance. Major business-school thinkers and journalists bemoaned Anglo-
Saxon short-termism in capital markets and saw virtue in the Japanese or
German banking and ownership patterns (Porter (1990); Hutton (1996)). At
the turn of the twenty-first century it is the turn of the United States to be the
envy of the world, with many observers seeing US-style capitalist institutions
as the lodestar for the next century.

Behind the claim that any particular set of institutions represents the
ideal form of economic arrangements is the notion that institutions and
outcomes are related by a ‘landscape function’ with a particular shape.
Figure 8.1 depicts institutional arrangements along the X axis and a general
measure of economic performance on the Y axis. Since there is a multiplic-
ity of arrangements across economies – different modes of wage-setting,
systems for training workers, patterns of ownership of enterprises, and so
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on – X should be viewed as a vector of arrangements, aggregated in some
fashion. Similarly, since economic performance involves distribution,
efficiency and growth, Y should also be viewed as a vector of outcomes,
aggregated in some fashion.

Landscape A represents the case of a dominant institutional structure. It
has a single peak at N* (nirvana), with better efficiency and distribution
than other institutional settings. Every move in the direction of N* raises
well-being. Thus, it behoves all economies to adopt those institutions as
quickly as they can: they are Pareto-efficient improvements over other
arrangements. This landscape represents the economic world that adher-
ents of any ‘Ideal Capitalist Model’ envisage. But A is not the only plausible
institution-outcome landscape. Landscape B has multiple local peaks sepa-
rated by valleys. To move from one peak to a higher one or to the global
optimum requires that the economy descend from the local peak before it
ascends the higher one. The fall in outcomes during the transition is an
investment in change. If local optima are not much below nearby higher
peaks or the global maximum it may not be worthwhile to make the
investment, even though a country would choose the superior institutions
de novo. The expense of changing institutions permits variety in the institutional
environment.
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Landscapes C and D decompose the Y outcome into two outcomes,
efficiency and equity, and map them in a two-dimensional diagram. Both
outcomes implicitly depend on institutional arrangements. In landscape C
more equitable distributions and higher output are inversely related, poss-
ibly because the supply of effort or other resources needed for efficient
production is highly responsive to the incentives that are the flip side of
inequality. You either pay your local billionaire huge sums or see GDP fall.
This is a world dominated by the efficiency–equity trade-off. If the trade-off
is sufficiently steep, inequality may even raise the incomes of the poor so
that more unequal distributions are desirable in terms of the income of all
citizens.1

Landscape D shows a redistributionists’ ideal: a flat efficiency-distribution
outcome around the peak. Within the broad range of the circle in the
figure, institutions can affect distribution and output independently of one
another. The lack of an equity–efficiency trade-off opens the door to politi-
cal battles, class warfare, and so on. Tax your local billionaire and give the
money to the poor and GDP barely changes. Alternatively, give huge tax
breaks to the billionaire or to special interest groups and again GDP barely
changes. Even here, however, well-being falls sharply at some distance
from the peak – outside the circle in Figure 8.1. The failure of the centrally
planned economies, the retrogression of capitalist economies that fail to
protect life and property (as in sub-Saharan Africa) and the problems of the
former Soviet Union countries in moving to a successful market economy
shows that the institution-landscape space is not a flat tabula rasa.

Which landscape best fits advanced economies as we move into the
twenty-first century?

8.1.1 Criteria for deciding among landscapes

Belief in a single-peaked outcome function is deeply ingrained in econom-
ics. Models of optimizing behaviour assume convex functions so that first
derivatives yield maximizing conditions and second derivatives have the
appropriate sign. Globalization and information age technology have led
more and more observers on both the right and left to adopt a single-
peaked view of the world. The right argues for labour market flexibility or a
smaller welfare state as the only way to attain efficiency in the modern
world. The left worries about social dumping and the race to the bottom,
out of fear that firms or countries with low labour standards will drive out
those with high standards.

But there are arguments for diversified capitalism as well. Comparative
advantage is a story of diversity; of gains that come from differing from
one’s neighbour, not from apeing him. If for historic reasons Germany can
operate a tripartite social partnership and apprenticeship training model of
capitalism better than the US while the US is more adept at a high mobil-
ity/market wage setting model, Germany will do better with its system and
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the US will do better with its system. Germany will outproduce the US in
sectors that use skilled blue-collar labour and the US will outproduce
Germany in low wage services and high-tech industries; and the two coun-
tries will trade the products in which they have an advantage. More
broadly, game theory has shown that interactive decision-making creates
many potential outcomes, with institutional rules or norms determining
equilibrium (Kreps (1990)). Finally, there is the Coasian world where side
payments guarantee an efficient outcome whatever the property rights.

What kind of evidence might help us to decide whether the modern
institution-outcome landscape best fits a single-peak or a diversified
capitalism?

Table 8.1 lists five factors that differentiate single peak landscapes from
others.

The first criterion is that in a single-peak world we can identify a best-
performing economy. Ideally, the peak economy should do better than
other economies on all outcomes. More pragmatically, I will require that it
does better on some weighted average of outcomes, recognizing that differ-
ent folk may weigh outcomes differently.2 If the US produces 20 per cent
more than France, and has higher income for 95 per cent of the population
but lower income for the bottom 5 per cent, I would accord the US the
superior economic performance, though John Rawls presumably would
not. Disagreement about the weights attached to multiple outcomes creates
the possibility that two societies will see the ‘same’ institution-landscape
space differently. Differences in values across countries permits variety in insti-
tutions. Greater preference by Europeans than by Americans for economic
security and equality arguably produces different valuations of landscapes
that allows each to prefer their own institutions.3

The second criterion is that the single-peak economy maintain its leading
position over some extended period. In a world where landscapes change,
the peak must be more than the flavour of the month in outcome space.
Development economists usually make an even stronger demand. Since
less-developed countries have low levels of income per capita, the outcome
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Table 8.1 Evidence from single-peak landscape

Characteristics of N*
1 N* dominates on several outcomes; has higher well-being in much of

distribution
2 N* dominates over extended period
Landscape near N*
3 Near neighbours are also high so that movements toward N raise well-being
Landscape away from N*
4 Big jumps cost little so that radical reforms raise well-being
5 Institutions converge (or outcomes diverge)



that matters is the long-term growth of per capita income. But among
advanced economies candidates for peak economy invariably have high
levels of income per capita, which may give other economies a catch-up
edge in growth, so I will again be more moderate. If the US produces 20 per
cent more than Germany, and loses just a bit of that edge over time, I
would still count the US as a candidate peak.

The third criterion relates to the convexity of the landscape space around
the peak. Economies close to the peak economy should have outcomes
close to those of the peak economy. Movements from the base of the
mountain towards N* should raise well-being reasonably smoothly. This
criterion will be important in assessing the candidacy of the US for peak
since it requires that the US’s closest neighbour in terms of economic insti-
tutions, Canada, perform about as well as the US.

The fourth criterion distinguishes single-peaked landscapes by how large
or radical changes towards the peak from far-away values affect outcomes.
In a single-peaked landscape, large-scale changes towards the peak
economy raise output since other economies have no local peak from
which to descend. In a multiple-peaked landscape, by contrast, changes in
institutions may produce long periods of loss even in the direction of more
efficient institutions.

The final criterion relates to the dynamics of institutional change. If the
single peak hypothesis is correct, and if economies move towards better
outcomes, there should be a long-term convergence in institutions towards
the peak arrangements. The greater the advantage of the peak economy,
the more rapidly will non-peak countries seek to mimic it. If, contrarily,
institutions diverge in a single-peak landscape, countries moving away
from the peak will be going in the wrong direction and should suffer
accordingly.

My five criteria for the existence of a peak economy are, of course,
nothing more than a verbal translation of the mathematical conditions for
the existence of a global optimum, together with a dynamic process that
makes the optimum an attractor in institution-outcome space, drawing
more and more economies into its basin of attraction.

8.1.2 Measures of institutions

Thus far, I have been vague about what lies on the institution axis in Figure
8.1. The reason is that there is no generally accepted taxonomy for classify-
ing economies into different institutional groupings, nor even a scale to
measure the distance between particular institutional settings. Are Japanese
institutions closer to those of the US or of Germany? Are UK institutions
more American or European? We have no measures of institutions to
answer these questions definitively. Lacking well-defined taxonomies or
metrics of distance between institutions, researchers generally proceed in
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an ad hoc inductive manner, classifying institutions on the basis of observa-
tion and the differences relevant to policy discussion.

Most analyses of institutions across country lines treat the degree of central-
ization or coordination of wage-setting as the key determinant of out-
comes. In part this is because the oil price shock of the 1970s produced
different inflation and unemployment outcomes in corporatist and liberal
countries, motivating much early work on the economic effects of labour
institutions (Crouch (1985); Tarantelli (1986); Bruno and Sachs (1985)).
Developments in the 1980s, however, suggested that corporatist and liberal
economies did about as well in important outcomes, with the worst perfor-
mances in countries that had institutions with industry-level bargaining
(Calmfors and Driffill (1988); Freeman (1988)). Mancur Olson’s arguments
that an all-encompassing union would internalize the externalities of
inflationary wage increases and favour non-inflationary wage agreements
provide a theoretic base for this perspective. Studies in the late 1990s were
largely concerned with the unemployment experience of countries in the
1990s and on the economic effects of labour market flexibility on unem-
ployment. The OECD categorized countries by legislated restrictions on
labour market behaviour, such as employment protection laws, modes of
training, unemployment benefit systems, or active labour market policies
(see OECD (1997a; 1997b; 1999)). The OECD Jobs Study came down
strongly in favour of deregulation and active labour market policies, but
succeeding analyses by the OECD have highlighted the weakness of that
case. Countries with very different regulatory practices and policies have
surprisingly similar outcomes.

It requires considerable expertise to determine accurately institutional
arrangements for countries. You cannot visit Belgium on Tuesday and
Denmark on Wednesday, or do a quick internet search for relevant statis-
tics, code up the available indicators, and come up with a valid measure of
how institutions operate in those countries, any more than you can under-
stand how gorilla bands or ant colonies or dolphins behave by checking
them out on your holiday. One problem is that readily available measures
of institutions may not reflect actual practice. Spain and France have low
levels of unionization, but collective bargaining determines wages through-
out much of their economies. Published data show that Ukraine is the most
highly unionized country in the world, with China not far behind (Visser
(1998)), but unions surely do not affect those economies as they do the
French or Spanish economies, much less the Nordic ones. Most EU coun-
tries mandate works councils at workplaces, but councils vary differently
across countries (Rogers and Streeck (1995)). The EU has enacted more pro-
tective labour legislation than the US, but the US has pioneered affirmative
action programmes and Americans regularly sue firms in court over alleged
violations of labour rights. Does a works council and the EU Social Charter
affect firms and market outcomes more than a court suit in the US? Many
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economists think the answer is yes, but there is no definitive study evaluat-
ing the costs/benefits of the two different forms of regulating market
outcomes.

Turning to the developing world, many LDCs have extensive labour
codes, often copied from advanced countries, and many subscribe to ILO
conventions, but all too often the countries do not implement the codes or
conventions. Does a country which adopts more ILO conventions or which
has more interventionist laws intervene more in the labour market than
other countries? It depends on whether the state enforces these regulations,
which vary across countries and over time. Most LDCs have minimum
wages, but during the 1980s debt crisis these wages proved to be sawdust
rather than hardwood; and the existence of a sizeable informal sector may
make them inapplicable to many employees in any case. In poorer coun-
tries, where public employees may be low paid, bribery offers a way around
regulations to a greater extent than in a wealthier country.

Finally, there is the ‘systems’ problem that the same institution or policy
may affect outcomes differently depending on other economic institu-
tions. In the 1980s Germany and Spain enacted laws that encouraged tem-
porary contracts. In Spain the proportion of workers covered by these
contracts increased massively, until about one-third of employees worked
under such contracts. In Germany there was virtually no growth of
temporary contracts. German apprenticeships and works councils
preserved permanent jobs. Prior to the Thatcher labour law reforms,
British unions were the troglodytes of the advanced world, often domi-
nated by small groups of leftists seeking industrial strife. In the 1990s
British unions are arguably the most progressive in Europe, seeking
partnerships with management and endorsing ‘value added’ unionism.
The same institution, the trade union, adopted different policies in a
different legal and economic environment. To treat UK unions as the same
in the 1990s as in the 1970s would be a gross misreading of British labour
institutions (Metcalf 1994)).

Analysts have struggled with the systems problem. Some add inter-
active terms in regressions of outcomes on particular institutions so that,
say, employment protection legislation has a different effect on outcomes
in countries with centralized wage-setting than on countries with decen-
tralized wage-setting (OECD (1998)). Comparative social scientists 
have taken the interactive model to its natural limits by treating each
configuration of institutions as a separate case in a Boolean ‘qualitative
comparative analysis’ (Ragin (1987)). Other analysts have developed
typologies that measure observed institutions along a uni-dimensional
scale by summing different indicators. Another approach is to let measures
of institutions ‘speak for themselves’ through cluster analysis or factor
analysis or some related technique, which hopefully creates compre-
hensible groupings.
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An alternative to categorizing institutions inductively is to take the com-
petitive economic model as a point of departure and to measure the dis-
tance of actual economies from this polar case. The Heritage Foundation
has developed an Economic Freedom index that rates economies by the
degree to which the market is free to determine prices/wages and other out-
comes. While one may object to the particulars of the Heritage rating
scheme,4 this ‘thermometer’ approach has the virtue of placing economies
on a scale with a conceptual zero-point tied to economic theory. In a
similar vein the World Economic Forum offers its ‘competitiveness’ ranking
of economies. Both scales suffer from the problem that the teams that put
together the scales cannot possibly know how things ‘really’ work in indi-
vidual countries and may be overly sensitive to au courant views of what is
the most successful set of institutional arrangements or policies.

8.1.3 Firm-level institutions

Studies of how the organization and policies of firms affect outcomes treat
two issues: the allocation of decision-making powers within firms, and the
effects of incentive pay on performance. Institutions that allocate decision-
making range widely from employee involvement committees to works
councils to diverse quality-of-work programmes. Incentive programmes
range from group or individual bonuses to stock options to pension funds
that invest in company shares, employee stock ownership plans, and stock
options. In both cases, there is a serious problem in measuring the true
policy or mode of operation. Top management may institute an open-door
personnel policy, a formal affirmative action programme, quality-of-work
and employee involvement committees, and so forth, but local managers
may implement these policies in very different ways or they may ignore
them almost completely. Anyone who has visited company headquarters
and then gone to local branches or plants realizes that there is a huge gap
between what the top of the company says and what actually happens on
the ground floor. The result is that measures of the policies are subject to
considerable error. Assessing the impact of incentive pay schemes is similar:
many firms have multiple policies, whose net effect on workers’ incomes is
difficult to determine. The same firm may have an employee stock-owner-
ship programme (ESOP), a bonus gain-share plan, a stock option plan, and
a 401K retirement plan where the employee can put some funds into
company stock. The fastest growing form of incentive pay in the US, all-
employee stock option plans, poses a particularly stark problem for eco-
nomic analysis. In the standard model of rational behaviour, options
cannot motivate ordinary employees whose daily actions are too far
removed and too modest to affect stock prices. Options may make lots of
sense for the chief executive of Starbucks or Asda, but why should the firm
also give them to clerks in local stores? One possibility is that the firm seeks
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to use this form of pay to help establish a particular type of corporate
culture, rather than to create individual incentives.

The absence of a general mensuration for institutions at the national or
firm level creates a problem for institutional economics. Measurement is,
after all, the sine qua non of any scientific endeavour. The parallel problem
in the biological sciences, defining species and varieties within a specie, has
generated much attention and detailed work, with taxonomists battling
over alternative ways to classify organisms: by function or evolutionary
history (Ridley (1986)). But at the end of the day biologists can use differ-
ences in DNA to measure distances in familial heritage. We have no such
instructional code to measure the relations among economic institutions.

From this litany of the weaknesses and problems in institutional analysis,
one might expect that we have learned little from work in the area. To the
contrary, empirical research has yielded important findings which seem
robust to alternative measures of institutions and to varied empirical strate-
gies for estimating the effect of institutions on outcomes.

8.2 Institutions, distribution and efficiency

Many studies have examined the links between institutions and the distrib-
ution of wages or incomes or the efficiency of production. There are cross-
section contrasts of workers/firms covered by diverse institutional
arrangements (unionized or non-unionized; employee-owned or not;
profit-sharing or not); longitudinal contrasts of the same person/firm oper-
ating under different wage-setting systems; comparisons of countries with
different institutions; and before/after analyses of changes in national poli-
cies. The vast bulk of studies support two empirical generalizations:

1. That wage-setting institutions reduce inequality in economic rewards.
2. That most wage-setting and rule-making institutions have modest effects on

efficiency outcomes.

8.2.1 Distribution

Table 8.2 summarizes the results of studies that link the dispersion of wages to
labour market institutions. The vast bulk of this literature takes the wages of
individuals as the basic data and compares the distribution of wages among
workers covered by the collective bargaining with the distribution of wages
among nominally equivalent workers not covered by collective bargaining.
Some studies use regression analyses to identify demographic equivalence;
others contrast the pay of narrowly defined groups, such as production
workers in union and non-union plants in a given industry. Regression
analyses invariably find that years of schooling, age and other determinants of
earnings have a smaller effect on union workers than on non-union workers
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in ln earnings equations, and that unions have a larger impact on the 
wages of low-paid and low-skilled workers than on the wages of high-paid and
high-skilled workers. This explains part of the lower dispersion of wages
among unionists. But most of the union/non-union difference shows up in
the residuals from regressions: among workers of the same gender, age, years
of schooling, occupation and industry, union employees have lower disper-
sion of pay than non-union employees. Consistent with this, studies that
contrast pay structures within establishments show markedly smaller within-
establishment dispersion of wages in organized establishments than in 
non-organized establishments. By its very nature, collective bargaining
reduces the prevalence of merit pay and other forms of discretionary wage-
setting within firms, lowering dispersion among similar workers, while it
increases the pay of union members relative to management, professional
workers and the like.

The sceptic may question the interpretation of these types of compar-
isons as reflecting the causal effects of unionism on outcomes. Perhaps the
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Table 8.2 The effect of institutional wage-setting on distribution

Cross-sectional studies

Comparisons of individuals within countries: unions/collective bargaining (CB)
reduces dispersion of wages; increases diffusion of pensions, health care coverage to
lower paid
(Freeman (1982, 1992), Card (1992), Metcalf (1994), DiNardo, Fortin and Lemieux
(1995)).
Comparisons of individuals within firms: Lower dispersion of pay; white
collar/blue collar differences in pay in organized firms; no reduction in pay
differentials ESOPs, but reduction in wealth inequality
(Freeman (1982), DiNardo, Hallock and Pischke (1997), Kardas, Scharf and Keogh
(1998)).
Comparisons of countries: Countries with extensive collective bargaining;
particularly centralized bargaining have lower dispersion; smaller industrial
differentials in pay
(Freeman (1992), Blau and Kahn (1996), (OECD (1997b, ch. 3)).

Longitudinal

Comparisons of persons changing jobs: Unions/CB reduce dispersion of pay
(Freeman (1984), Card (1992)).
Comparisons of countries changing policies: Countries that shift from centralized
to decentralized wage-setting have dispersion rise, and conversely for those that
shift from decentralized to centralized bargaining
(Hibbs and Locking (1991), (Bell and Pitt (1995), Edin and Holmlund (1995),
Erickson and Ichino (1995), Davis and Henrekson (1999), Manacorda (2001)).

Source: See References; some of these articles review additional studies and provide more
references.



real reason for the difference in pay distributions is that workers in orga-
nized establishments differ from those in non-organized establishments in
unobservable characteristics. Perhaps the market responds to union wage
structures by reallocating workers so as to establish similar wage structures
measured in efficiency units between organized and unorganized sectors.
Assume, for instance, that collective bargaining initially compresses wages
by raising pay for the least skilled and lowering pay for the most skilled.
The narrower structure of wages in the organized sector will give firms an
incentive to shun the least-skilled workers and search for the most skilled,
but will give the most-skilled workers an incentive to look for jobs in the
non-union sector. The interplay of demand and supply will produce an
equilibrium in which both the most-skilled workers and the least-skilled
workers will work non-union, while union firms will hire workers with
middling skills. In this case, the fact that the dispersion of wages in the
union sector is lower than in the non-union sector does not imply that
unions reduce the distribution of pay in the entire economy. Instead, the
compression of pay in the union sector would have reallocated workers by
level of skill across sectors. Moreover, since virtually all studies of
union/non-union pay differentials show higher pay for organized workers
than for non-organized workers with comparable measured skills, the selec-
tivity or reallocation interpretation of the difference between union and
non-union pay structures implies that on average union workers should be
more skilled than non-union workers.

One way to test this argument is to examine the wages of the same
worker under union and non-union conditions. In its strongest form, the
argument is that workers with the same characteristics earn the same pay
in both sectors, so that differences in wages across sectors are due to the
selectivity of workers into the sectors. Longitudinal studies show that the
wages of workers who move from union to non-union jobs (and con-
versely) differ by less than do the wages of union and non-union workers
in cross-section studies, implying some selectivity of workers into the
sectors. But the estimated impact of unionism is still sizeable and much of
the reduction appears due to the greater impact of measurement error in
union status on the longitudinal estimates than on cross-sectional esti-
mates on union wage effects. But, as argued above, to explain the smaller
dispersion of pay among unionists requires a more subtle form of selectiv-
ity than union sectors attracting better workers: it requires that union
firms have fewer workers at both the low end of the skill distribution but
also at the high end of the distribution. A direct test of the potential effect
of selectivity on the distribution of wages is to compare the pay of workers
who leave union jobs with that of workers who move into union jobs.
Such comparisons show that dispersion rises among those who leave
union jobs (implying that their wages were truly compressed under union-
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ism) while dispersion falls among those who enter union jobs (with the
same implication).

There are other possible ways for firms to offset union negotiated wage
increases so that the lower dispersion of pay among union workers could
be spurious. Firms could reduce other costly benefits, such as private pen-
sions or expenditures on health, and so on, for low-skilled union workers.
This does not happen: the share of compensation going to supplementary
benefits is higher under collective bargaining, and unions increase these
benefits more for low-wage workers than for higher-paid workers. Rather
than creating compensating differentials in benefits, collective bargaining
diffuses fringe benefits such as private pension plans and privately provided
medical insurance programmes to lower-paid and blue-collar workers,
reducing the inequality in provision of these benefits. In countries with
centralized wage-setting, wages drift – changes in wages in excess of collec-
tively bargained settlements – at the plant or among individual workers
could also undo the effect of centralized narrowing of the wage distribu-
tion. Wages drift does, indeed, operate in this way, but the effects of drift
do not come close to undoing the narrowing of wages negotiated in central
agreements (Hibbs and Locking (1991)).

The estimated effect of unionization on the dispersion of pay between
unionized and non-unionized workers within a country does not, however,
answer the question of what collective bargaining does to the distribution
of pay economy-wide. This is because comparisons of the pay structure in
the unionized and non-unionized sectors of the economy do not allow for
the effects of pay-setting in one sector on the other. Consider, for example,
what happens if non-union employers mimic union wage patterns to avoid
unionization. In this case, the within-country difference in dispersion of
pay between sectors will understate the effect of unionism on the overall
wage distribution. Alternatively, non-union firms might increase their skill
premium to keep their more skilled workers from organizing, so that the
within-country difference in dispersion of pay across sectors might exagger-
ate the effect of unionism on the dispersion of pay.

The way to deal with this problem is to compare the dispersion of pay
across countries with more or less extensive collective bargaining. Such
comparisons show that centralized bargaining is associated with lower dis-
persion of pay in a country and with a much narrower structure of wages
by industry than in countries with decentralized bargaining. Workers with
nominally the same skills are more likely to be paid similar wages in differ-
ent industries in Sweden or the Netherlands than in the US. One interpre-
tation is that collective bargaining moves industrial wage structures closer
to the competitive ideal than does market wage-setting. In decentralized
markets, prosperous firms distribute economic rents to workers while firms
that do poorly squeeze the pay of workers with high mobility costs. In
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markets with centralized wage-setting, all firms pay the same wage. Studies
also show, however, that occupational differentials are smaller in countries
with collective bargaining than in other countries, with potentially delete-
rious effects on investments in skill.

To illustrate the degree to which institutions affect the distribution of
wages, Figure 8.2 shows the dispersion of wages of nominally comparable
persons in highly-unionized Sweden and in the largely non-union USA.
The figure records the ratio of pay in selected percentiles of the earnings
distribution for persons of Swedish ancestry, defined as those with both
parents of Swedish descent, in both countries.5 When Anders Bjorkland
and I first planned this tabulation, we expected that the Americans of
Swedish parentage would have a more compressed earnings distribution
than other Americans, probably somewhere between US and Swedish levels
of inequality. After all, the Swedes in the US were persons with similar
genetic and family background as the Swedes in Sweden, whereas all
Americans included persons of more diverse backgrounds. Instead, we
obtained the results in the exhibit: levels of inequality for Americans of
Swedish descent nearly as large as those of all Americans, and nowhere
near the levels of inequality in Sweden. By contrast, immigrants to Sweden,
including non-Nordic immigrants who come from diverse places, have
Swedish-level inequality. It is the wage-setting institutions, not ethnic
background, that produces widely different distributions of incomes across
countries.

Finally, if wage-setting institutions are critical determinants of the distri-
bution of earnings in a country, changes in those institutions should be
associated with changes in the distribution of pay. This is the case. The
introduction of centralized bargaining in Sweden in the 1960s was accom-
panied by a substantial decline in the dispersion of wages and a reduction
in the premium to education. The withdrawal of Swedish employers from
centralized bargaining in 1983 was followed by a gradual rise in dispersion
of pay across and within industries and a rise in the premium to education.
Italian experience with the Scala Mobile tells the same story: a huge reduc-
tion in inequality during the period when the Scala Mobile determined
wages, followed by an increase in inequality with the end of this central-
ized system of wage-setting (Manacorda (2001)). In the US the fall in union
density from the 1970s through the 1990s explains about one-fifth of the
rise in the dispersion of wages, while in the UK the fall in density also con-
tributed to the rise in inequality in that country.

In sum, diverse forms of non-experimental evidence show that the
primary wage-setting institution in modern capitalism, collective bargain-
ing, reduces the dispersion of pay. Indeed, the inequality-reducing effect of
institutional wage-setting is a more ubiquitous feature of unionism than is
the widely studied effect of unions in raising the wages of members, as it is
found even in countries where unions have little impact on members’ pay
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relative to non-members because collective bargaining covers the vast bulk
of the workforce.6

8.2.2 Efficiency

At the firm level

In contrast to the near-ubiquitous finding that institutional wage-setting
significantly affects the distribution of pay, the evidence that labour market
institutions have substantial effects on economic efficiency is frail (see
Table 8.3). Analyses of firms that operate with different institutional forms
shows that these forms have modest impacts on productivity. Studies of
minimum wages (Card and Krueger (1995)), of employment protection
legislation (OECD (1999)) and of diverse other social protection
programmes (Abraham and Houseman (1994)) find little or no impact of
these institutional interventions on economic efficiency. This does not
mean that government interventions or union wage-setting or other
policies cannot cause major economic problems (add a 0 after the US
minimum wage and much of the economy would close tomorrow; give a
trade union monopoly power over a critical part of the economy and it
may very well act irresponsibly, as the Peronista unions did in Argentina
for many years). Rather, the evidence indicates that the interventions that
advanced capitalist economies implement rarely approach such levels,
presumably because neither the government nor the citizenry can tolerate
policies that reduce efficiency greatly.

Consider first the evidence on how different company institutions affect
outcomes (Table 8.3). There are four main ways in which companies seek to
motivate workers financially to be more productive: through direct incen-
tive pay; through local group incentives, often called gain-sharing; through
profit-sharing at the level of the firm; and through some form of ownership
of shares. In addition, many US firms have instituted employee involve-
ment programmes of various forms (team work, TQM, quality circles) that
empower workers to make decisions without any immediate financial pay-
off to them, beyond the benefits that a more successful firm brings to
employees in general.

Basic economic principles predict that companies which reward workers
with incentive pay should reap higher productivity while at the same time
increasing the dispersion of pay. This is found in studies that compare time
rates of pay with piece-rate modes of pay. Linking incentives and produc-
tivity tightly at the individual level with piece rates increases individual
output and the dispersion of pay, implying a steep equity–efficiency trade-
off. The historic decline of piece-rate modes of payment is not because indi-
vidual incentives do not work, but because companies have problems
measuring output and controlling worker gaming in the setting of norms
to which the rates apply in a rapidly changing technological environment.
Gain-sharing and other forms of sharing of improvements in costs or
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profits at the local level, where the free-rider problem is modest, should
also have positive effects on productivity and this too appears to be the
case. Economic analysis predicts a more ambiguous effect for general profit-
sharing, since the incentive to the individual will be largely offset by the
diffusion of the gain from his or her effort to the group – the 1/n free-rider
problem – and for employee ownership when large numbers of workers are
involved. The danger that workers will free ride on the efforts of others can,
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Table 8.3 The effect of institutions on efficiency (nature of evidence; findings;
selected references)

Firm-based comparisons

Cross-section contrasts of firms: Profit-sharing raises productivity by 3–4%;
employee ownership has more modest impacts, largely in small firms
(Weitzman and Kruse (1990), Kruse (1993), Kruse and Blasi (1997)).
Unionized and non-unionized firms and industries: Unionized firms more
productive but not by enough to be cost-effective to firm; unionized firms do less
R&D/have slower productivity growth
(Freeman and Medoff (1984), Addison and Hirsch (1989), Belman (1992)).
Firms with employee involvement/modern personnel practices: Modest effects
from individual programmes; need complementary practices to succeed
(Levine and Tyson (1990), Mitchell, Lewin and Lawler (1990), (Ichniowski, Shaw
and Prennushi (1997), Kruse and Blasi (1998)).

Government interventions

Minimum wages have at most modest dis-employment effects
(Card and Krueger (1995), Neumark and Wascher (1995), OECD (1998), Bernstein,
Mishel and Schmidt (1999)).

Country-based comparisons

Cross-section contrasts of bargaining regimes: 1970s evidence that centralized
wage-setting gave better outcomes; 1980s evidence that most and least centralized
gave better outcomes; 1990s evidence that only major effect of bargaining systems
is on wage dispersion
(Bruno and Sachs (1985), Calmfors and Driffil (1988), Freeman (1988), Soskice
(1990), OECD (1997b)).
Cross-section contrasts of employment protection laws: Laws have no effect on
unemployment or employment but raise duration of joblessness and shift
unemployment to the young
(Jackman, Layard and Nickell (1996), Blanchard (1998), (OECD (1999)).
Changes in country policies: Weakening of employment protection laws has no
effect on economic outcomes; widening of wage dispersion at end of centralized
bargaining leads to expansion of employment in sectors with high wage inequality
(Abraham and Houseman (1994), OECD (1999), Davis and Henrekson (1999)).

Source: See References; some of these articles review additional studies and provide more
references.



however, be offset by workers monitoring other workers, or by profit-
sharing/ownership creating a team-oriented participative corporate culture.
Reviewing some 20 studies of profit-sharing, Weitzman and Kruse (1990)
concluded that profit-sharing raises productivity by 4 per cent; while Kruse
(1993) has found that profit-sharing firms also have less variability in
employment fluctuations. Studies of employee-owned firms show weaker
positive impacts of ownership on productivity, with more reliable results
for smaller firms than for larger firms.

Finally, while some studies of employee involvement programmes find
modest productivity results, others find negligible effects. Institutions that
give workers a share in decision-making but not a share in the rewards of
better decisions seem to be less effective in raising productivity than insti-
tutions that create financial incentives to be more productive. The most
intriguing finding here, however, is that a firm that introduces a single
advanced human resource practice – say job rotation – gains little or
nothing from this policy unless it also implements an entire package of
complementary policies, such as training, gain-sharing, grievance proce-
dures, and so on (Ichniowski, Shaw and Prennushi (1997)).

Whether unionization is associated with higher or lower productivity has
been extensively examined by estimating production functions with a
union variable entered along with capital and labour as an input into pro-
duction. Approximately two-thirds of extant studies find that unionized
plants have higher productivity than do non-union plants, though the dif-
ferential does not cover the extra costs that unions bring to the enterprise.
The remaining one-third of studies find that unionism is associated with
lower productivity. But there is also evidence that unionized sectors invest
less in research and development, which is likely to have adverse effects on
long-term productivity growth. Studies of the impact of firms on productiv-
ity growth in the US find such a relation, but studies for the UK tell a more
complex story: an adverse union effect on productivity during the pre-
Thatcher ‘bad industrial relations’ period but not afterwards, when unions
modernized their policies.

The bottom line is that firms that give workers pecuniary incentives and
institute participative labour relations practices have modestly higher pro-
ductivity than other firms, with more extensive programmes having larger
effects, but none of these variants has such a productivity edge as to domi-
nate markets. Which is presumably why they coexist with firms that use
more traditional wage and personnel practices, often in different market
niches.

At the macroeconomic level

Consider next how unionism, collective bargaining and diverse govern-
ment interventions in labour markets affect macroeconomic efficiency.
Here, analyses have gone through several phases. In the late
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1970s/early1980s, many analysts argued that centralized bargaining or cor-
poratist arrangements were superior in efficiency since, as noted earlier,
these arrangements seemed to produce a better inflation–unemployment
trade-off. In the late 1980s, analysts held that either centralized or decen-
tralized bargaining were superior to industry-level bargaining. But with the
success of the US economy in the 1990s, many have begun to argue that
decentralized institutions like those in the US were better suited for the
new information technology and global economy. But even here there is
some unease with the generalization. In 1997 the OECD, which had
endorsed deregulation of markets in its Jobs Study, reported ‘a negative con-
clusion’ that collective bargaining affected macroeconomic outcomes with
one exception: ‘a fairly robust relation between cross-country differences in
earnings inequality and bargaining structure’ (OECD (1997b, p. 64)).

What is one to make of these changing generalizations? One interpreta-
tion is that the generalizations correctly capture the link between institu-
tions and outcomes in a specific time period, subject to a particular world
economic environment, but do not generalize to other periods or circum-
stances. But if this is correct, the generalizations are nothing more than
hindsight theories, explaining historical patterns, with little predictive
power for the future.

With respect to governmental interventions, the most widely publicized
intervention in the labour market is the minimum wage. Card and Krueger
(1995) found that late 1980s/early 1990s increases in minimum wages in
some US states and in the federal minimum had no effects (or even positive
effects) on employment. Using different research designs or data, some
economists have obtained similar results while others report losses of
employment with modest elasticities of demand (around –0.10). From the
perspective of economic efficiency, all of these estimates suggest that the
minimum wage at the level enacted in the US has no substantial economic
cost. A zero elasticity of demand implies that the only thing the minimum
wage does is redistribute earnings. An elasticity of –0.10 implies a minus-
cule efficiency loss using standard Harberger welfare triangles.

Many governments intervene on the employment side of the market
with employment protection legislation that gives some property rights to
jobs to workers rather than to management. Others such as the US or UK
have little such protection and rely largely on employment at will.
Economic theory in the form of the Coase theorem says that employment
protection legislation should not affect efficiency, as long as transactions
costs are small. In this case, employers and workers should reach the
efficient outcome through bargaining and side payments regardless of who
has the property right to the job. If my work is no longer valuable but I
own my job, the firm buys me out with some early retirement or severance
scheme. If the firm owns the job and my employment is no longer
efficient, it fires me. In both cases, I am gone, but in the former case, I gain
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some of the rewards from the improved operation of the firm due to my
departure, whereas in the latter, the firm obtains all of the gain. The impli-
cation is that employment protection legislation should have no effect on
employment, but should affect the distribution of the benefits/costs of
changes in employment.

Studies that contrast unemployment in countries with stronger/weaker
employment protection laws generally support the predictions of theory. In
its 1999 examination the OECD reported that ‘simple cross country correla-
tions suggest that EPL has little or no effect on overall unemployment’
(OECD (1999, p. 50)) – and found that this negligible relation held up in
multivariate regression modelling. In addition, countries that weakened
their employment protection legislation in the hope of improving labour
outcomes have not increased employment or reduced joblessness. Spain
introduced fixed-term (temporary) contracts in the mid-1980s, but in the
late 1990s Spain still had the highest rate of joblessness among advanced
OECD countries. Employment protection legislation does appear, however,
to affect the dynamics of joblessness: countries with strong employment
protection laws have longer spells of employment and unemployment. In
addition, some studies also find that it affects the composition of unem-
ployment, lowering unemployment for adult men and raising it for other
groups.7 The bottom line is that employment protection legislation alters
the distribution of work but not its volume.

8.2.3 Trends in institutional forms

The fifth criterion for a single-peaked landscape in Figure 8.1 is that
economies with below-peak institutions should move towards those with
peak institutions, or, if that does not occur, that countries moving away
from the peak should fall further behind the peak economy. Given the lack
of any accepted measure of the distance of institutions, it is difficult to test
this criterion broadly. But the two most widely used measures of the extent
of institutional wage-setting in a country – union density and the degree of
collective bargaining coverage – have changed in a way that is inconsistent
with the prediction that all forms of capitalism are converging on a single
institutional pattern. Rather than converging, the extent of union-related
pay-setting has diverged among advanced countries, without causing any
parallel divergence in income per capita or productivity measures of
economic efficiency.

Table 8.4 documents the divergence in the rate of union density and col-
lective bargaining coverage across OECD countries between 1980 and 1994.
It groups the country into several categories that reflect the pattern of
change in the two measures of institutional influence on the labour
market. Countries with high unionization/collective bargaining coverage
maintained or even increased those levels over time, while countries with
low levels of unionization/collective bargaining fell further behind the
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OECD average. The summary measures of dispersion at the bottom of the
table – coefficients of variation and ratios of high to low density or cover-
age – all increase.

What about the other side of this prediction – that if countries (foolishly)
do not move to the peak institutional form, their economic performances
will diverge? Figure 8.3 records the dispersion of GDP per capita in purchas-
ing power parity (PPP) terms among advanced countries in selected years
from 1970 to 1997. It gives the coefficient of variation in per capita
incomes for all advanced OECD countries and for all of those countries less
the three poorest: Ireland, Portugal and Greece.8 Contrary to the peak
economy prediction, the dispersion of GDP per capita fell over this period
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Table 8.4 The increasing diversity of labour institutions, 1980–94.

Density Coverage

1980 1994 1980 1994

Declining density and coverage
UK 50 34 70 47
US 22 16 26 18
Japan 31 24 28 21
New Zealand 56 30 67 31
Australia 48 35 88 80

Declining density and stable/rising coverage
Austria 56 42 98 98
France 18 9 85 95
Germany 36 29 91 92
Italy 31 24 85 82
Netherlands 35 26 76 81
Portugal 61 32 70 71

Stable density/coverage
Belgium 56 54 90 90
Canada 36 38 37 36
Denmark 76 76 69 69
Norway 57 58 75 74
Switzerland 31 27 53 50

Rising density and stable/rising coverage
Finland 70 81 95 95
Spain 9 19 76 78
Sweden 80 91 86 89

Coef. of variation 42% 56% 29% 37%

#1/#19 8.9 10.1 3.5 5.4
# 5 relative to # 15 1.7 2.1 1.3 1.9

Source: OECD 1997, table 3.3.



for all countries and even fell, albeit modestly, for the higher-income
advanced countries. The changes in GDP per capita among countries were,
moreover, unrelated to institutional arrangements. Some economies with
highly corporatist institutional arrangements like Sweden fell in the per
capita GDP tables while others like Norway or Austria did not. Countries
such as the UK or New Zealand which have adopted more US-style market
arrangements did not improve their position relative to other advanced
countries. All told, the convergence of GDP per capita provides little
support for the notion that economic progress requires a single set of
institutions.

8.3 The United States – peak economy?

Still, at the turn of the millennium, the performance of one economy holds
centre stage as the potential single-peak capitalist economy: the United

160 Wages and Employment

0.1

0.15

0.2       

0.25

0.3

1970 1975 1990 1995 199719851980

Coefficient of all 
advanced OECD countries

Coefficient of variation:
all except Greece, Portugal,
Ireland

Source: Tabulated from US Statistical Abstract 1999, table 1363; US Statistical Abstract 1993, 
table 1392, for 1980.

Figure 8.3 The effect of institutional wage-setting on distribution. The disposal of
GDP percapita in PPP terms, 1970–97



States. Afficionados of American-style capitalism see a ‘new economy’ in
the high employment, minimal inflation and rapid progress in technologi-
cal frontier industries of the United States. Critics note that the US also has
the highest level of inequality and child poverty among major economies,
but the full employment boom of the late 1990s has lessened some of those
concerns by narrowing inequalities and reducing poverty.

How well does the US fit the criterion for peak economy at the turn of
the century? Columns 1–3 of Table 8.5 show that the US outperformed
other advanced countries in employment and unemployment and has gen-
erated more hours worked per employed adult than other advanced coun-
tries. It is this record that makes the US the late 1990s candidate peak
economy, supplanting the previous decades’ candidate, Japan, which suf-
fered rising unemployment and an extended recession. But the superior US
performance in generating jobs did not carry over to some other important
outcome variables, such as the level of productivity and growth or the eco-
nomic well-being of lower-income citizens. In the 1990s output per hour
worked in the US was roughly on a par with output per hour worked in
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Table 8.5 US economic performance: peak landscape or pretender?

Panel A: 1990s economic performance
1998 Quantities Growth rates, 1989–96
E-P Une Hours GDP/P Comp. Prod

US 73.5 4.5 1957 0.9% 0.1% 0.8%
UK 71.2 6.3 1737 0.1 0.5 1.8
Canada 69.0 8.3 1777 –0.1 0.5 1.0
Australia 67.2 8.0 1861 – 0.6 1.3
NZ 69.5 7.5 1825 – –0.8 1.3
Eire 59.8 7.8 – – 1.4 3.9
Japan 69.5 4.1 1879 1.9 0.7 2.2

Germany 64.1 9.4 1562 1.2 –0.1 1.1
France 59.4 11.7 1634 0.5 1.1 2.2
Italy 50.8 12.2 1682 1.2 0.7 2.1
Belgium 57.3 8.8 – 0.5 1.7 2.0
Neth 69.8 4.0 1365 2.1 0.4 1.6
Austria 67.2 4.7 – 1.0 1.3 2.3

Sweden 71.5 8.2 1551 0.0 0.8 2.0
Finland 64.8 11.4 1761 – – –
Norway 78.2 3.3 1401 2.1 1.4 2.4
Denmark 75.3 5.1 – 1.7 1.6 2.1

Source: OECD, 1999; table A for standardized unemployment rates; table B for employment-
population rates; table F for hours worked, for total employment; Canada and France hours data
are for 1997; Japan refers to dependent employment; Italy is 1994 dependent employment;
Netherlands is 1997 dependent employment; Finland data are from labour force survey.
Mishel, Bernstein and Schmitt, 1999, tables 8.4 and 8.5. Productivity and real compensation
refer to the business sector, from OECD.



Germany, France and some smaller EU countries (Freeman and Oostendorp
(2001)). The US also did not outperform other economies in the rate of
growth of GDP per capita or in the growth of productivity (columns 4 and
5 of Table 8.5 panel A), while the rate of growth of compensation was
smaller than in most other countries (column 6). This would seem to
suggest that productivity is not particularly sensitive to differences between
US and EU institutions while wage settlements are responsive, consistent
with the main theme of this essay. But there is an alternative interpreta-
tion. The Economist reads the comparable productivity experience of
advanced OECD countries as evidence for the superiority of the American
model, ‘if Germany and Japan can grow as fast as America even when their
incentives are blunted by an inflexible model, imagine what they might do
were their economies to be set free’.9 The not-so-subtle message, which
Americans will have trouble digesting, is that Germans and Japanese would
be better workers or managers than Americans if only they operated on a
level playing-field with Americans.

With similar productivity per hour worked between the United States
and many EU countries, the greater hours worked per adult employee and
higher employment–population ratio in the US translates into a sizeable
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Table 8.5 continued

Panel B: per capita income relative to US per capita income, by position
in the distribution of income 1996
Per capita Lower decile Upper decile

US 100 36 208
Switzerland 91 52 168
Norway 88 49 139
Japan 84 39 161
Denmark 81 44 126
Belgium 79 46 129
Canada 77 36 141
Austria 77 43 144
Germany 76 41 131
Netherlands 75 43 130
France 74 41 143
Australia 73 33 141
Italy 72 40 127
Sweden 69 39 110
Finland 68 39 107
UK 67 29 138
NZ 63 34 119

Source: Income per capita, US Statistical Abstract, 1998, table 1355. Income Distribution estimates
based on percentile figures relative to median for household income Gottschalk and Smeeding
(1997), usually 1991–2 figures.



American advantage in per capita income. Column 1 of Table 8.5 panel B
shows that per capita income is on the order of 20–30 per cent higher in
the United States than in other advanced countries. But this exaggerates
the American edge in living standards. Greater hours worked in the market
means fewer hours of leisure or of time worked at home. Since leisure is
desirable, any social value function that combined leisure and goods per
capita would bring EU countries closer to the United States in overall econ-
omic well-being. Moreover, given that hours worked per worker and per
adult rose in the United States relative to other countries from the 1970s to
the 1990s, the US advantage in living standards would seem to have
eroded. But the real problem the United States has in passing the first crite-
rion is its performance in distribution. Table 8.5 Panel B shows that the
United States advantage in per capita incomes does not extend to the entire
distribution of earnings. The US is no. 1 in per capita income, but no. 13 in
per capita income for those in the lower decile of earnings. It is not until
the 30th to 40th decile that the United States surpasses most other
advanced countries in per capita income. So for the United States to meet
the first criterion, we must weigh employment heavily and weigh distribu-
tion lightly in the social value function.

The second criterion for peak economic status relates to the time period
in which the candidate peak economy has been in the forefront. At the
time of writing (2000) the United States has had lower unemployment than
the EU for roughly a decade, and lower unemployment than Japan for two
years. From the 1950s to the 1980s, the rate of unemployment was higher
than in countries with more institutional wage-setting, such as Germany,
Sweden, Australia and Japan, among others. Measured by employment-to-
population rates the US superior performance dates back to the mid-1970s.
In 1973 the United States and OECD-Europe had the same
employment–population rate. Since then the US rate has risen while the
European rate has fallen to produce a 19-point differential in 1997! The
$64,000 question is whether the United States can maintain its full employ-
ment edge. Many analysts believe that the 1990s combination of huge jobs
growth with little inflation was largely a matter of luck – negative shocks to
prices combined with temporary unease over job security. Others argue the
opposite. While there are enough trouble-spots in the US economy to raise
doubts about the sustainability of an unemployment rate of 4 to 5 per cent
– the low savings rate; high consumer debt; the large trade deficit – the
United States also has marked areas of strength. The US has a higher pro-
ductive research and development sector, more venture capital than other
countries, and a bankruptcy code that encourages risk-taking by entrepre-
neurs that may very well enable it to take a first mover’s advantage on new
technological developments and maintain its newly admirable employ-
ment record. In one sense, the United States has put all of its eggs in the
full employment basket, and so far has reaped the rewards. With full
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employment, the United States does well enough to be a legitimate candi-
date for peak. Without full employment, believers in a single-peaked land-
scape will have to find another candidate – Ireland? (the Leprechaun
model), the Netherlands? (the Polder model), or maybe even France? (the
Asterix Model!).

Criterion 3 for the single-peak landscape requires that near neighbours to
the proposed peak economy also do relatively well in outcome space. Even
without a formal distance measure, most analysts will accept that Canada is
the US’s closest neighbour institutionally as well as geographically. For
many years Canada and the US stood together at the top of the per capita
GDP tables. In 1990 Canada stood third in the GDP per capita league
tables, below Switzerland and the US, but sufficiently above EU countries to
support the notion that North American institutions generated higher
average living standards than those in other advanced countries. But the
1990s were a period of economic trouble for Canada. In 1997, following a
decade of economic decline/stagnation Canada had fallen in the league
tables to 7th position – the largest fall this side of the Swedish Third Way.
The main reason for this fall was a drop in employment per capita – pre-
cisely the outcome on which the US did so well. One interpretation of the
disparate performances of the US and Canada is that Canada has just not
gone far enough towards the US model, but this explanation has trouble
accounting for Canada’s strong performance until the 1990s. An alternative
interpretation is that the institutions-outcome landscape does not fit the
single-peak paradigm. Rather the landscape is more jagged, subject to
shocks having little to do with institutions, so that countries with similar
institutions can do quite differently in any given time period.

The fourth criterion for a single-peak landscape is that economies making
radical changes towards the peak economy should improve their outcomes.
In the European Union, the UK is generally viewed as the economy most
similar to the US, and the reforms enacted by the Thatcher, Major and Blair
governments have brought the UK even closer to the American model. Has
this improved the position of the UK in the league per capita income
tables? No. In 1980 the UK was 16th in the league tables; in 1997 it was
18th.10 Outside Europe, the economy which has undertaken the most
radical reforms is New Zealand. New Zealand deregulated much of its
labour market, freed its central bank from political control, and introduced
a variety of free trade measures. It ‘out-Thatchered Mrs T’. With what
result? In 1996 New Zealand ranked last in per capita income with an
income per capita some 20 per cent below that of its natural pair, Australia.
In 1980 New Zealand was also last among the countries, with an income
per capita 11 per cent below that of Australia.

It is possible that extenuating circumstances explain the failure of radical
reform to produce the expected outcomes. Perhaps the UK would have
fallen in the per capita output tables without the reforms. It was falling in
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per capita income compared to France and Germany from the 1950s
through the 1970s. New Zealand may have had such serious problems prior
to its reforms that without them it would have fallen more than 20 per
cent below Australia. Perhaps, but once more a simpler explanation is that
the single-peak landscape vision of capitalism is wrong.

In short, the safest reading of the past several decades is that there is no
single-peak set of capitalist institutions, and that performances vary for
many reasons rather than that the lead economy in any period has found
the ideal institutional arrangements.

8.4 Conclusion

To return to the three questions that motivated this paper.
Do idiosyncratic labour market institutions or policies affect economic out-

comes in important ways? My answer is yes, that the institutions associated
with collective bargaining and other forms of institutional wage-setting
substantially reduce the dispersion of earnings. They are not the mere
crowing of Cantillon’s cock, who imagines he raises the sun every morning
with his cock-a-doodle-doo. But institutions have much weaker and uncer-
tain effects on efficiency outcomes. At the company level, profit-sharing,
employee ownership and other forms of devolving decision-making have
modest effects on productivity. At the country level, many institutional
interventions have barely discernible impacts on the allocation of
resources. That economists can barely detect any impact of minimum
wages on employment or of employment protection legislation on unem-
ployment, or of collective bargaining on any outcome besides the distribu-
tion of earnings suggests that the null hypothesis should be that
institutions have ‘negligible effects’ on national efficiency, at least within
the experience of the advanced countries.

Why might institutions have a greater effect on distribution than on
efficiency?

One possible explanation is that the relevant elasticities of response are
small, at least within the time periods considered, with much of distribu-
tional differences among countries attributable to different allocations of
economic rent. There is nothing in the logic of market economics that tells
us that any particular response parameter is likely to be large or small, or
that rents which do not motivate behaviour are common or uncommon. In
a world of small elasticities/large rents, you can alter distributions without
greatly affecting the supply of resources.

The Coase Theorem offers a somewhat different explanation. It is not that
elasticities of response are intrinsically small, but that, given any distribution
or redistribution of property rights/initial incomes, the parties will make 
side-payments or other bargains to attain the maximum outcome possible.
Two societies with very different institutional arrangements will, barring 
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large transactions cost, be able to reach the same efficient outcome. This 
line of thinking suggests further that only efficient institutional interven-
tions or redistributions will survive in market economies. The unions and
governments who intervene to reduce inequalities will take into account the
potential loss of output from such interventions and choose those that cause
the least harm to efficiency. If you set minimum wages, you set them
relatively modestly so that they do not reduce employment noticeably. If you
err and push for interventions that will harm efficiency, the potential losers
from the intervention will oppose your initiative. The more inefficient the
intervention, the greater the number of losers or the amount of potential loss,
and thus the greater will be the opposition. The full Coase Theorem result
may not apply, but the most prevalent institutional interventions are likely to
be those that most efficiently redistribute incomes.

Can institutional differences persist in the modern global economy or does com-
petitiveness require that labour institutions converge to a single dominant form?
My answer is that institutional differences can persist. They can persist
rather than converge to a single institutional form for three reasons: first,
because changing institutions can be expensive, so that maintaining less
than ideal arrangements may be better than investing in reform; second,
because societies with differing values will value multi-dimensional out-
comes differently and thus choose different arrangements; and third,
because different institutions can attain similar outcomes through different
Coase-type bargaining arrangements to reach efficiency.

Has the current leading candidate for peak economy, the United States, found the
right institutions for the twenty-first century? My answer is no. It is safer to think
of the United States as one of many well-performing economies in a multi-
peaked landscape than as the only economy that really knows what it is
about. On the basis of current information, the United States passes just one
of the five criteria for being the peak economy, this being its admirable
employment record. A few more years of full employment in the United
States, accompanied by reductions in poverty, would lead me to happily
revise this judgement. The problem with assessing institution–outcome land-
scapes is that even a correct reading of the current situation may fail to
provide much guidance about the future. But here analysts of institutions are
no more blind seers than any other economists.

Notes
1. Some may prefer to categorize a case like this as fitting landscape A with distrib-

ution measured in absolute rather than relative income terms. This would limit
the trade-off to situations in which total output rises but some specified groups –
presumably the poor – lose in absolute terms.

2. Empirical studies of macro-performance of economies often take a weighted
average route: computing statistics such as misery indices (unemployment 
plus inflation), though usually without explicit counting of distributional
outcomes.
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3. These preference differences presumably result from past history through 
path-dependent changes in preferences or experiences about different outcomes
and aversion to risk. I am not assuming any innate differences in preferences
here.

4. There is no quantitative documentation for why it scales some countries higher
or lower in particular areas, so that the scaling is a largely subjective one.

5. Note that the Swedes in the US are not immigrants, which rules out any
differences in the dispersion of earnings due to the selectivity of immi-
grants, though some of the parents of the American-born Swedes might be
immigrants.

6. Going beyond collective bargaining, some companies in the US have employee
stock-ownership programmes (ESOP), which place company shares into retire-
ment funds for workers, for which the firm receives certain tax advantages.
These programmes reduce the dispersion of pension wealth among workers but
do not change the dispersion of pay among workers, indicating that ESOPs (and
by extension other specific programmes) have localized effects in the area on
which they focus, rather than being an indicator of how the firm treats labour in
general (Kardas et al. (1998)).

7. The effects of the legislation on the dynamics and composition of employment
may have consequences for efficiency, creating a worse matching of employees
with firms and concentrating joblessness on the young whose greater mobility
may reduce the pain of unemployment. Whether these net out to be a positive
or negative impact on efficiency is not clear.

8. I have excluded Luxembourg and Iceland from the calculations as well, as being
too small.

9. 10 April, p. 20.
10. But perhaps the UK was not radical enough. Margaret Thatcher’s reforms never

touched the National Health Service, barely dented the ratio of tax revenues to
GDP, and left macroeconomic monetary policy in the hands of the government
rather than the Bank of England.
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Institutions, Restructuring and
Macroeconomic Performance
Ricardo Caballero
Massachusetts Institute of Technology and National Bureau of Economic Research, USA
and
Mohamad Hammour
DELTA, Paris, France, and Centre for Economic Policy Research, UK

‘The American economy, clearly more than most, is in the grip of what
… Joseph Schumpeter many years ago called “creative destruction,” the
continuous process by which emerging technologies push out the old.
… It presupposes a continuous churning of an economy as the new
displaces the old. … How is this remarkable economic machine to be
maintained?. … [T]echnological advances alone will not buttress 
the democratic institutions, supported by a rule of law, which are so
essential to our dynamic and vigorous American economy. …
Institutions are needed that give free play to the inventive capacities of
people and effectively promote the translation of conceptual innova-
tions into increased output of goods and services that are the lifeblood
of material progress.’

Alan Greenspan (1999)

9.1 Introduction: towards a ‘structural macroeconomics’

9.1.1 Institutions and restructuring

The core mechanism that drives economic growth in modern market
economies is the massive ongoing restructuring and factor reallocation by
which new technologies replace the old. This process of Schumpeterian
‘creative destruction’ permeates major aspects of macroeconomic perfor-
mance – not only long-run growth, but also economic fluctuations and the
functioning of factor markets. At the microeconomic level, restructuring
demands innumerable decisions to create or destroy production units. The
efficiency of those decisions hinges on the existence of sound institutions
that provide a proper transactional framework. Failure along this dimen-
sion can have dire macroeconomic consequences. By limiting the



economy’s ability to tap new technological opportunities and adapt to a
changing environment, institutional failure can result in dysfunctional
factor markets, economic stagnation, and exposure to deep crises.

A growing body of new macroeconomic research, which is the subject of
this chapter, has emphasized the macroeconomic consequences of transac-
tional impediments in factor markets, and their role in the recurrent restruc-
turing requirements of modern economies. This literature has added a body
of analysis and evidence to the macroeconomist’s toolkit that proved
central in addressing many of the major macroeconomic developments of
the last decade – which raised issues of little relation to the profession’s
continuing internal debates on nominal rigidities and the role of technol-
ogy shocks. Many post-communist Eastern European economies have seen
their great potential for restructuring and growth catch-up stifled by an
underdeveloped legal and institutional environment. In Western Europe,
the weight of labour-market regulation has caused persistently high unem-
ployment, and deprived significant segments of the labour force from the
fruits of economic growth. The recent emerging markets crisis exposed the
fragility of economic systems that suffer from a lack of transparency and
lax corporate governance standards. The prolonged US expansion of the
1990s reflects the powerful potential that technological progress and
unshackled creative destruction can reach under an effective institutional
environment.

For a prolonged period of time, postwar macroeconomics, driven by
Keynesian ideas, had built a dichotomy between the analysis of long-run
growth and short-run fluctuations. Long-run outcomes were essentially
determined by a rather efficient supply side, and short-run outcomes by a
highly problematic demand side. Supply-side notions of restructuring and
creative destruction were considered essentially relevant to growth theory
(as exemplified by the vintage models of Johansen (1959) and Solow
(1960)), while institutions – mostly price-setting institutions – were rele-
vant for business cycles.

This dichotomy placed severe limitations on the role restructuring and
institutions could play in macroeconomic analysis. Those themes had been
at the core of much pre-Keynesian thinking about aggregate economic phe-
nomena, as exhibited in Schumpeter’s work on creative destruction, and
have retained their centrality in international and development economics.
However, only recently did they regain strong theoretical and empirical
footholds in mainstream macroeconomics. The literature on persistently
high unemployment in Europe, for example, has made it clear that institu-
tional obstacles are as relevant for long-run equilibrium as they are for the
short run. To take another example, the literature that constructs and
analyses high-frequency time series of gross job flows (Davis, Haltiwanger
and Schuh (1996)) is essentially motivated by the importance of restructur-
ing at high frequencies.
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9.1.2 A common thread: specificity

There is a surprising degree of unity in the logic underlying analyses of
institutions and restructuring. Essentially, our macroeconomic models need
to be made more ‘structural’ in a precise sense. The first modelling instinct
is to assume that decisions are fully flexible, but much of what happens in
reality involves a degree of irreversibility. What we need to introduce is the
notion of specificity. Specificity means that factors of production are not
fungible. More precisely, we say that a factor is specific with respect to a
production arrangement – its current production relationship with other
factors using a given technology – when it would lose part of its value if
used outside this arrangement. Specificity introduces structure into the
collection of production arrangements in the economy.

Figure 9.1 depicts the context within which specificity of different types
arises in factor markets. Starting with the upper box, consider an entrepre-
neur who needs to find external financing for a project. Given the entrepre-

Outside capital

Financial 
markets

Inside capital / management

Labour

Labour
markets

Technology

Restructuring

Figure 9.1 Specificity relations



neur’s informational advantage, special expertise, and effective control over
the project, external capital becomes partly specific with respect to the
entrepreneur once committed to the project. External financiers would lose
some of their investment’s value if they part with the entrepreneur. This
gives rise to specificity in the financing relationship.

Moving down the figure, the entrepreneur next needs to hire labour. The
resources he invests in searching for workers, training them, and building
organizational capital are embodied in labour – both individually and as a
group. Regulations may increase the specificity of capital with respect to
labour. The right to strike or legal protection against dismissal, for example,
effectively reduce the value of using capital outside its current labour rela-
tionships. This collection of factors gives rise to specificity in the employ-
ment relationship.

Finally, moving to the bottom of the figure, the entrepreneur dedicates
the project’s resources to producing a certain range of goods using a certain
process, and therefore builds specificity with respect to a certain technology
– understood in its broadest sense.

The project, therefore, gives rise to two types of specificity: ‘relationship
specificity’ that characterizes financial or labour market relationships; and
‘technological specificity’ that characterizes production choices. Relation-
ship specificity forms the underpinning of what institutional arrangements
are about; technological specificity forms the underpinning of what
restructuring is about. Most of the time, both are present simultaneously and
interact in important ways.

It should be emphasized that the shift towards a more structural model
has affected empirical as well as theoretical macroeconomics. We have
already referred to what is perhaps the most notable empirical example of
this shift: the extraordinary effort that has gone into reconstructing labour-
market aggregates so as to distinguish between the gross job creation and
destruction components of net employment change. This effort would be
pointless if labour were fully fungible.

9.1.3 Outline

In this chapter, we attempt to describe the general principles at work in
this structural type of macroeconomics, derive some of the lessons we have
learned, and illustrate the usefulness of this approach with a number of
applications. We do not attempt to provide a survey of the vast existing
literature.

In section 9.2, we explore the function institutional arrangements play in
facilitating transactions and give an overview of the macroeconomic conse-
quences of poor institutions. As an application, we discuss the underpin-
nings of the European unemployment problem and the lessons that can be
drawn from the phases of its evolution.
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In section 9.3, we turn to the effect that the institutional environment
can have on macroeconomic restructuring. In light of our framework, we
revisit the question of the relationship between recessions and restructur-
ing activity, and review the surprising evidence of reduced restructuring
following recessions. We also discuss corroborating evidence from ‘merger
waves’ in the restructuring of corporate assets.

Section 9.4 summarizes the main points of the chapter.

9.2 Institutions and macroeconomic performance

9.2.1 Why institutions?

Before we can explore the relationship between institutions and macroeco-
nomic outcomes, we must take a step back to discuss the role institutions
play in economic transactions.

Institutional arrangements are mechanisms that help address the prob-
lems that arise from the need to cooperate. Consider two factors of produc-
tion that can either produce independently in an autarkic mode, or
cooperate in a joint-production mode. This is illustrated in Figure 9.2. In the
context of the financing relationship, our two factors are outside capital on
the one hand, and inside capital or management on the other. In the
context of the employment relationship, our two factors are labour and
capital. Autarky for labour may correspond to producing in an informal
sector where there is little need for capital, retiring from the labour force,
or joining the unemployment pool. Autarky for capital may mean invest-
ment abroad, or consumption rather than saving.
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The main problem with cooperation is that it involves some irreversibil-
ity, some degree of specificity of one factor with respect to the other. This
gives rise to specific quasi-rents. A generic account of the way such quasi-
rents arise is the standard ‘hold-up’ problem (Klein, Crawford and Alchian,
1978). While the terms of trade between the two factors may be competi-
tive before they commit to joint production, they will find themselves in a
bilateral monopoly situation ex post. The specific quasi-rents thus created
become appropriable, and will have to be divided.1

Ideally, each factor should pre-commit to getting a share of the quasi-
rents commensurate with its ex ante terms of trade. This arrangement
would preserve the ex ante competitive terms of trade and guarantee trans-
actional efficiency. But such pre-commitment is often problematic. The
factor may have or acquire an informational advantage that would be
tempting to exploit; its commitment may not be enforceable in court; or
the contingencies that the contract in question would need to address may
be hopelessly complex. The rules that govern the process by which specific
rents are created and divided typically reflect, in their limitations, the prob-
lematic nature of pre-commitment, and result in less-than-efficient out-
comes. We refer to those rules, be they the result of a private or a social
contract, as ‘institutional’ arrangements.

Examples of the institutions that govern transactions in financial markets
are corporate governance arrangements, financial accounting and auditing
rules, debt covenants, or bankruptcy procedures. Examples of labour-
market institutions are the tenure profile of wages, dismissal rules and
procedures, or the regulations that govern collective action.

Institutions play two distinct functions: efficiency and redistribution. It is
naïve to think that markets can generally function properly without an
adequate institutional framework. In their efficiency role, the basic princi-
ple that determines institutions is that each factor ought to get out the
social value of what they put in – i.e. without any externalities, their ex ante
terms of trade. It is equally naïve to think that such institutions, being
partly determined in the political arena, will not also be used as an instru-
ment in the politics of redistribution. A poor institutional framework is the
result of a combination of underdevelopment in the realm of contracting
and regulations and of unduly powerful political interest groups who have
tilted the institutional balance excessively in their favour.

9.2.2 Macroeconomic symptoms of poor institutions

A highly developed institutional framework that is relatively insulated from
political tinkering can bring the economy close to its first-best efficient
outcome. But what happens when institutions are poor? At this level of
generality, it may seem that not much can be said. However, because the
basic problem is common, one of unprotected specificity, a set of robust
generic conclusions arises. When the hold-up problem is not resolved at
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the microeconomic level, it gives rise to a highly inefficient macro-
economic ‘solution’ that is characterized by a number of symptoms (see
Caballero and Hammour, 1998a).

At the level of individual interactions, a poor institutional environment
discourages cooperation between factors of production. In equilibrium, this
results in under-employment, market-segmentation and technological exclusion
of the ‘appropriating’ factor. We explore those consequences in the context
of the simple framework outlined in Figure 9.2, and illustrate them with
the example of institutional failure in the labour market. More specifically,
we assume that, starting from an efficient outcome, heavy regulation is
introduced that gives an excessively strong advantage to labour in the
employment relationship. In terms of Figure 9.2, we consider that autarky
for labour corresponds to unemployment and autarky for capital corre-
sponds to investment in the international financial marketplace.

The macroeconomic symptoms of poor institutions are multi-faceted:

(i) Reduced cooperation. The partial-equilibrium effect of poor institu-
tions, by definition, is that one of the factors no longer gets its ex-ante
terms of trade at the margin. We refer to this factor as the ‘appropriated’
factor, and to the other one as the ‘appropriating’ factor. The appropriated
factor will be reluctant to enter into cooperative relationships. In our
labour-market example, the introduction of heavy regulation shifts the ex
post terms of trade from capital to labour. At the margin, capital no longer
gets a return commensurate with what is obtainable in international capital
markets, and becomes reluctant to invest in new job creation.

(ii) Under-employment. Naturally, in equilibrium, a factor will not agree to
enter a new relationship knowing that its ex post terms of trade will fall short
of its ex ante position. The free-entry condition of the appropriated factor will
determine the new equilibrium, where fewer relationships are formed in the
joint-production sector. The result is a misallocation of resources characterized
by under-employment in joint production of the appropriating factor. In the
labour market example, job creation will be insufficient and labour will be
forced into an increasingly crowded unemployment pool. This weakens the
outside option of labour in the employment relationship, and causes a terms-
of-trade shift that helps restore equilibrium by raising the return on capital
back to the level required by international markets. In this context,
unemployment is an endogenous equilibrium response through which the
economic system takes back from labour some of the advantage it had
acquired through regulation.

(iii) The role of supply elasticities. The two factors’ elasticities of supply
into joint production are central determinants of the new equilibrium. This
is easiest to see in a small-open-economy version of our labour market
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example, where the supply elasticity of financial capital is infinite. In that
case, the poor-institutions equilibrium exhibits the same return on invest-
ment as an efficient equilibrium – equal to the world interest rate. As far as
new jobs are concerned, capital is not appropriable in equilibrium, and
unemployment will have to be high enough to reduce labour compensa-
tion to a level compatible with this outcome. The regulatory burden
backfires, and its inefficiency cost is entirely born by labour. In contrast,
suppose that the appropriated factor in our example is not financial capital
but land. The supply of land is fully inelastic. Land has nowhere else to
run, and will have to accept the lower returns induced by regulation. In
that case, the regulatory push will be much more successful, and will have
much milder unemployment consequences. Generally speaking, the appro-
priated factor will be less appropriable in equilibrium the higher its supply
elasticity is. This idea will play an important role in our discussion of the
changing face of unemployment in Europe.

(iv) Market segmentation. We saw that, in partial equilibrium, poor insti-
tutions cause the appropriated factor to get less than its ex ante terms of
trade. As a counterpart, the other factor – the ‘appropriating’ factor – can
capture quasi-rents above its ex ante terms of trade. This creates a rush out
of autarky, but the catch is that too few units of the appropriated factor are
willing to join in production. Indeed, as we saw previously, it is the free-
entry condition of the appropriated factor that determines the general-
equilibrium level of joint-production activity. As a result, the limited
number of joint-production opportunities for the appropriating factor will
be rationed. The market for the appropriating factor will be segmented, with
those who are successful in accessing joint-production opportunities
earning rents above what they can get in autarky; and the market for the
appropriated factor will clear. This rationing phenomenon is the direct
result of the lack of contractual pre-commitment ability, which is the very
root of institutional failure. In the labour market example, the implication
is that unemployment is involuntary. Concretely, the persistence of market
segmentation is due to labour’s inability to pre-commit not to exploit its
regulatory advantage – for example, its inability to waive its legal protec-
tion against dismissal, its right to collective action, or its right to receive a
minimum wage.

(v) Technological exclusion. Institutions also affect the direction of tech-
nological development. Suppose there is a choice of joint-production tech-
nology, with different factor proportions. Which factor determines the
technology to be used? It is effectively the appropriated factor that does so,
because the other factor, being rationed, is in no position to impose its
terms. The appropriated factor will choose a technology that reduces its
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degree of specificity with respect to the other without being excessively
inefficient. In the labour market example, this will typically imply a partial
exclusion of labour from joint production and will translate into capital
deepening. Technology choice is an escape route for capital that provides
an alternative to investment abroad, and weakens the position of labour
further through increased unemployment and reduced labour compensa-
tion. It also implies that under-employment in joint production is not
necessarily accompanied by under-investment.

9.2.3 Application: European unemployment

As an application of the ideas presented above, we now turn to the
European unemployment problem, which represents many of the macro-
economic symptoms of poor institutions. More particularly, we will con-
centrate on the representative case of France. The analysis in this
sub-section is based on Caballero and Hammour (1998b).

Figure 9.3 summarizes three decades of French macroeconomic experi-
ence.2 Panel (a) shows the well-known build-up of unemployment over the
1970s and 1980s. Although unemployment was rising for most of this
period, its underlying nature had been changing. One can distinguish
between two distinct phases. In the first phase, which lasted until the early
eighties, the increase in unemployment was accompanied by brisk wage
increases (panel b), a rise in the labour-share of value added (panel c), and a
fall in the profit rate (panel d). Observers at the time saw a clear case of
‘classical unemployment’. In the second phase, the rise in unemployment
was, to the contrary, accompanied by a slowdown in wage growth and a
fall in the labour share. As a consequence, the interpretation of unemploy-
ment became Keynesian. Observers started describing the situation as a
‘European depression’. The problem is that the notion of a Keynesian
depression did not fit well with the brisk recovery in the profit rate. Labour
and capital had clearly parted company.

A highly parsimonious account of the French experience can be con-
structed based on the effect of an institutional push in favour of labour in
face of a supply elasticity of capital that differs in the short and in the long
run. The institutional push is well documented. There are indications that,
until the late 1960s, labour had not shared evenly in the fruits of postwar
prosperity. This caused tensions to build up, which exploded with the
labour revolts of May 1968. The resulting Grenelle Accords started a process
through which labour gained significantly in terms of union representa-
tion, wages, and the workweek. Similar events took place elsewhere in
Europe, most notably in Italy during the Hot Autumn of 1969.

The political momentum of the late sixties’ labour movement continued
into the seventies. Following the oil shock of 1973, the agenda shifted to
the regulatory protection of existing jobs. In France, the labour movement
reached its apex following the 1981 presidential election of François
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Mitterrand, when the Programme Commun coalition of socialists and com-
munists came to power. Over the next two years, an array of regulations
was put in place that covered wage increases, hours reduction, restrictions
on temporary work, employee representation, and the creation of public-
sector jobs.
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The impact of this regulatory push during the first phase is best
understood as characterizing a situation where capital had few short-run
options. Investment was sunk and embodied a given labour intensity.
Labour’s gains during this period materialized in the form of brisk wage
growth during the 1970s, despite the two oil shocks. Corporate profits
plunged, and labour’s share of value-added rose. While the rise in
unemployment was to be expected as a result of the oil shocks, the brisk
pace of wage growth in a recessionary period pointed to a more worrying
prognosis.

Over time, as new investment was needed to replace outdated capital,
the picture started to change. Uncommitted capital is very elastic. 
New investment must earn the rate of return available in the global
economy. In the second phase, the reluctance to invest in jobs under
heavy labour regulation led to a further build-up in unemployment, which
induced wage moderation and permitted capital to earn the rates of return
required by markets. The profitability of capital recovered progressively. At
the same time, the technologies selected for new investments tended to
economize on labour use, and the capital–output ratio climbed (see Figure
9.3, panel e). This led to further wage moderation and higher unemploy-
ment. As a result of both wage moderation and higher capital intensity,
the labour share fell significantly below its initial level. Because of 
the high long-run elasticity of capital, labour’s initial regulatory 
gains backfired and caused that factor ultimately to bear the bulk of the
resulting inefficiency.

Caballero and Hammour: Institutions, Restructuring and Performance 181

Figure 9.4 Capital-labour substitution and job protection

0
2

4
6

8
10

12
14

16
18

20 40 60 80 100 120 140
K/L – growth (%)

Jo
b 

P
ro

te
ct

io
n 

(m
on

th
s)



In fact, the relationship between job protection – as one dimension of
labour market regulation – and capital–labour substitution can be found
more generally in the data. This is shown in Figure 9.4 for the OECD coun-
tries over the period 1970–90.3

The ability of the institutional shift to account parsimoniously for the
rich joint dynamics of unemployment, wages, profits and capital intensity
in Europe over the past three decades strongly supports the notion that
institutions are the main culprit behind persistent unemployment in
Europe.

9.3 Restructuring

9.3.1 Creative destruction, sclerosis and unbalanced restructuring

We now turn to restructuring, and the role of the institutional environ-
ment in that process. The need to restructure arises from the other dimen-
sion of specificity in production arrangements: specificity with respect to
technology. Technology – taken in its broadest sense – is typically embod-
ied in capital, in the experience of the workforce, and in the organization
of production. This implies that a change in technology necessitates that
factor components that are technology-specific be scrapped and replaced.

In a modern market economy, the productive structure is in a state of
permanent adjustment. It must adapt to technological innovations, to the
introduction of new products, to changes in modes of organization, and to
the evolution of international competitiveness. Production units that
incorporate the newest techniques and requirements must be continuously
created, and outdated units must be destroyed. This process is what
Schumpeter (1942) referred to as creative destruction. In this process of
restructuring, production factors must be reallocated away from contracting
activities and into newly expanding ones.

Recent empirical work allows us to quantify this process of ongoing
restructuring. Traditionally, the construction of economic aggregates has
often fallen short of the measures appropriate from a structural perspective.
In terms of employment, flows were typically measured as net changes in
stocks, without distinction between simultaneous positive and negative
flows. Recent work has tried to remedy this state of affairs, and a rich litera-
ture developed that tries to measure gross job flows in the labour market
(see Davis, Haltiwanger and Schuh (1996)). Measured gross job flows are
surprisingly large, and reflect the extent of creative destruction. About 
10 per cent of US manufacturing jobs disappear on average every year, and
are replaced by new jobs.

The ongoing restructuring process requires innumerable transactions to
create and destroy production units. The institutional environment is
crucial for the efficiency of those transactions. Poor institutions are disrup-
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tive to the creative destruction process, giving rise to two additional macro-
economic symptoms: sclerosis and unbalanced restructuring (see Caballero
and Hammour (1998a)).

First, a poor institutional environment results in technological ‘sclerosis’
– it permits outdated, low-productivity units to survive longer than they
would in an efficient equilibrium. This causes the creative destruction
process to stagnate. Sclerosis is directly related to the under-employment
and, therefore, under-valuation of productive resources. Under-employ-
ment causes the appropriating factor’s autarky sector to be overcrowded,
and its ‘shadow’ value of moving to autarky to be lower than in an efficient
equilibrium. The result is weakened cost-pressures on outdated production
units to be scrapped, and therefore technological sclerosis.

Second, poor institutions cause the restructuring process to be unbal-
anced. Although destruction is insufficient compared to an efficient equi-
librium, it is, paradoxically, excessive given the economy’s inefficiently
sluggish creation rate. This is easiest to see in our labour market example in
the special case where no social value – related to leisure or a matching
function – is associated with unemployment. From a social perspective, as
long as unemployment is positive, job destruction decisions should be
based on a zero shadow wage. However, from a private worker’s point of
view, the shadow value of being unemployed is positive and determined by
the opportunity of capturing quasi-rents in a new job. This puts excessively
high private cost pressures on production units along the exit margin.
Excessive destruction, given the depressed rate of creation, is not limited to
the case where unemployment carries zero social value. It is a general con-
sequence of the fact that capturing rents enters as a component of the
appropriating factor’s private but not social shadow values.

Crises are times when adjustment in factor prices is especially critical,
and the unbalanced nature of restructuring is magnified. This mechanism
is particularly relevant for an understanding of employment cirses during
structural adjustment episodes, characterized by a surge in destruction that
is not accompanied by a simultaneous rise in creation (Caballero and
Hammour (1996a)). It is also relevant for the destruction-driven surge in
unemployment observed during recessions, which we examine in the
following section.

9.3.2 Recessions and restructuring: a reverse-liquidationist view

In addition to measuring the average pace of job reallocation, the new
measures of gross job flows allow us to glimpse the way the creative
destruction process is affected by the business cycle. Figure 9.5 presents the
gross job creation and destruction time series constructed by Davis and
Haltiwanger (1992) for the US manufacturing sector. Most notable in those
series are the sharp peaks in destruction at the onset of each recession,
while the fall in creation is much more muted. Although this asymmetry
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between creation and destruction may not be as strong in other sectors, or
when the economy is subject to shocks of a different nature, this evidence
confirmed the long-held view that liquidations are highly concentrated in
recessions.

Concentrated liquidations were considered a central feature of recessions
by pre-Keynesian economists. Unlike the Keynesian school that followed,
those economists paid close attention to the supply side of the economy at
high frequencies. Many of them – Hayek, Pigou, Robbins, Schumpeter –
saw in liquidations the main reason for recessions (see De Long (1990).
‘Liquidationists’, as they came to be known, conceived of recessions as
unavoidable times of intense restructuring. Lionel Robbins (1934) summa-
rized this view as follows:

In … a boom many bad business commitments are undertaken. …
[Goods] are produced … which it is impossible to sell at a profit. Loans
are made which it is impossible to recover. … [W]hen the boom breaks,
these … commitments are revealed. … Nobody wishes … bankruptcies.
Nobody likes liquidation as such. … [But] when the extent of mal-
investment and over-indebtedness has passed a certain limit, measures
which postpone liquidation only make matters worse.

Schumpeter (1934, p. 16) held a very similar view: ‘[D]epressions are not
simply evils, which we might attempt to suppress, but … forms of some-
thing which has to be done, namely, adjustment to … change.’
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Liquidationism was very influential in the Hoover administration’s initial
response to the Great Depression. President Hoover (1952) bitterly
recollects:

The ‘leave-it-alone liquidationists’ headed by Secretary of the Treasury
Mellon … felt that government must keep its hands off and let the
slump liquidate itself. Mr Mellon had only one formula: ‘Liquidate
labour, liquidate stocks, liquidate the farmers, liquidate real estate’. …
He held that even panic was not altogether a bad thing. He said: ‘It will
purge the rottenness out of the system.’

Although few economists today would take the extreme position of early
liquidationists, many see in increased factor reallocation a silver lining of
recessions. Although recessions per se are undesirable events, they are seen
as a time when the productivity of factors of production is low and, there-
fore, offers a chance to undertake much needed restructuring at a relatively
low opportunity cost. Observed liquidations are seen as a prelude to
increased restructuring.4

The evidence in Figure 9.5 supports the notion that recessions have a
‘cleansing’ effect on the production structure – in the sense that they are
times of intense liquidations that affect mostly outdated, low-productivity
jobs (see Caballero and Hammour (1994) Does cleansing constitute a silver
lining of recessions? Under the presumption that poor institutions cause
technological sclerosis, increased restructuring can be considered beneficial.
However, there is an important difference between increased restructuring
and increased liquidations. The fact is that lost jobs during recessions
typically feed into unemployment, not job creation – which is not
surprising, given the ‘unbalanced’ nature of restructuring in poor
institutional environments. The question is whether, ultimately, increased
liquidations lead to increased restructuring. In order to assess this question,
one needs to examine the cumulative impact of a recessionary shock on
creation and destruction. This is illustrated in Figure 9.6, which shows that
an unemployment recession (bottom panel) that starts with a spike of
liquidations may cumulatively result in increased, unchanged, or decreased
restructuring.

We examined this question empirically in Caballero and Hammour
(1999). Unfortunately, the available data are limited to the US manufactur-
ing sector. The impulse-response function from our simplest regression is
reported in Figure 9.7.5 The bottom panel reports the cumulative impacts
of a recessionary shock on creation and destruction. Surprisingly, recessions
seem to reduce the amount of restructuring in the economy. This result of
‘chill’ following recessions is significant and robust in several dimensions,
including the introduction of a second, reallocation shock. Given the limi-
tations of the data, our conclusion can only be tentative. But, if there is any
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evidence, it does not support prevailing views that recessions are the occa-
sion for increased restructuring.

Why would recessions freeze the restructuring process? Our interpreta-
tion is that the underlying factors are financial – again, a case of institu-
tional failure. Recessions squeeze liquidity in financial markets and reduce
firms’ ability to undertake healthy restructuring.

9.3.3 Merger waves and the stock market

Fluctuations in the pace of restructuring can be approached from a very dif-
ferent angle, by moving from job reallocation to the restructuring of corpo-
rate assets. Looking at merger and acquisition (M&A) activity over time, and
at its institutional underpinnings, we reach a conclusion that also amounts
to a rejection of the liquidationist perspective (see Caballero and Hammour
(2000)). Essentially, a liquidationist perspective in this context would con-
sider fire sales during sharp liquidity contractions as the occasion for
intense restructuring of corporate assets. The evidence points, on the con-
trary, to briskly expansionary periods characterized by high stock-market
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valuations and abundant liquidity as the occasion for intense M&A activ-
ity. Again, financial factors and their institutional underpinnings seem to
be at the core of this restructuring phenomenon.
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Figure 9.7 A case of chill
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Figure 9.8 presents data on the number of mergers and acquisitions in the
US over the past century. Without going into the data construction issues, it
is important to note that the figure is based on three distinct 
data sets that are not directly comparable and contain a natural upward trend
(see Golbe and White (1987)).6 What the figure shows is the extreme concen-
tration of US M&A activity over time, into essentially four merger waves.

The first merger wave took place at the turn of the century. It consisted, to a
large extent, of the simultaneous horizontal consolidation of several enter-
prises that took advantage of scale economies and often created a near
monopoly in their industry. The landmark transaction of this era was the
Great American Steel Deal led by Andrew Carnegie, which combined ten com-
panies into U.S. Steel. The second merger wave took place during the ‘Roaring
Twenties’ and affected nearly one-fifth of manufacturing assets. Dozens of
today’s major US companies were formed at that time. The frenzy ended
abruptly with the Great Crash of 1929. The third was the conglomerate
merger wave of the late 1960s – the Go-Go Years of the stock market – and
consisted mostly of corporate diversification across industries. Advances in
management science were supposed to allow conglomerates to manage effec-
tively a multitude of businesses that span a variety of industries. Retro-
spectively, much of the earnings-per-share growth demonstrated at the time
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by leading conglomerates was financially driven. Finally, we are currently in
the middle of another merger wave, which rivals in scale any of the previous
ones. Enterprise restructuring is driven by trends towards globalization,
corporate refocusing, and consolidation in the new IT industries. Overall,
mergers have played a key role in the evolution of industrial structure in
response to technological and organizational revolutions.

The one robust determinant for the aggregate volume of M&A activity –
as documented in most studies on the subject – is the valuation of the
stock market (Golbe and White (1987)). As an example, the positive corre-
lation between US M&A volume and the rice/earnings (P/E) ratio of the
Standard and Poor’s (S&P) 500 index is illustrated in Figure 9.9 for the
period 1963–98.

If we concentrate exclusively on the buyer’s motives, the correlation
between M&A activity and market valuations is difficult to explain. Why
would the buyers of assets increase their demand when prices rise? It is true
that – along the lines of Kiyotaki and Moore (1997) – a rising market will
increase the collateral value of financially constrained buyers, thus increas-
ing the volume of assets they are able to acquire. But, by the same token, a
declining market also increases transactions volume, as shrinking collateral
values force asset sales. This implies a correlation between M&A transac-

Caballero and Hammour: Institutions, Restructuring and Performance 189

5.00 10.00 15.00 20.00 25.00 30.00 35.00

S&P500 P/E

9000

8000

7000

6000

5000

4000

3000

2000

1000

•
•

•
•

• •

N
et

 M
&

A
 a

nn
ou

nc
em

en
ts

•
•

•

•

•

•
•

•

•

•• •

• •

•

•
•

•

•
•

•

••
•

• ••

•

• •

Figure 9.9 M&A volume and the stock market, 1963–98



tions and changes in market valuations – unless we introduce, as we discuss
below, transaction costs on sellers.

Another piece of evidence that is difficult to interpret from the buyer’s
viewpoint concerns the method of payment in M&A, that is whether acqui-
sitions are paid for with cash, with the buyer’s stock, or a combination.
Figure 9.10 plots the share of all-cash transactions in United States M&A
against the market’s P/E ratio over the period 1973–98. It is clear that the
share of all-cash transactions is lower – and the share of stock transactions
is higher – when the market’s valuation rises. The question is, why should
the volume of stock transactions, which raises no issue of collateral valua-
tion for external financing, rise with the stock market? Why does it rise
proportionally even more than the volume of cash transactions?

The evidence indicates that action is coming from the sellers’ side. Our
interpretation of merger waves centres on the ‘liquidity’ of the seller. When
market valuations rise, sellers become more liquid and are more willing to
sell control. Generally speaking, illiquidity arises when a financially con-
strained asset-owner faces a transaction cost. Transaction costs in the market
for corporate control are mostly information-based. Financial constraints are
central to the notion of illiquidity, because in the absence of such constraints
the owner would be able to contractually transfer the asset’s future cash flow
without incurring the transaction cost. When a seller is illiquid, an increase
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in the price of his asset does two things: (i) it increases his willingness to
incur the transaction cost; and (ii) it relaxes his financial constraint. The
latter effect enters as a pecuniary externality that helps explain the highly
concentrated nature of merger waves. The fact that the share of stock transac-
tions rises with market valuations confirms that the sellers’ side is at work,
because buyers who pay with their stock are, in fact, also a sort of seller.

The above interpretation of merger waves highlights another dimension
of aggregate restructuring where institutions – here financial-market insti-
tutions – play a central role. The lesson that we draw from it reinforces the
reverse-liquidationist view we developed based on labour market evidence.
One could conjecture that times of crisis produce fire sales and increase the
pace of corporate asset restructuring. That would correspond to the liquida-
tionist perspective. But the evidence is otherwise. Great waves of asset
restructuring have, on the contrary, come during good times, and have
come about through waves of liquidity.

9.4 Summary

In this chapter, we outlined the basic ingredients that are needed to
explore the macroeconomic effects of institutions and their impact on the
restructuring process. We illustrated the usefulness of the approach in a few
applications.

Our main propositions can be summarized as follows:

1. The study of the macroeconomic consequences of institutional
arrangements and their impact on aggregate restructuring requires a
‘structural’ type of analysis, one which emphasizes the technological
and relationship specificity that characterize the production structure.

2. Institutional arrangements determine the rules that govern the process
by which specific quasi-rents are created and shared. In their efficiency-
enhancing role, they help each party obtain the social value of 
what it put in; in their political role, they constitute an instrument 
of redistribution.

3. At the level of individual interactions, a poor institutional environ-
ment discourages cooperation between factors of production. In equilib-
rium, this results in under-employment, market segmentation and
technological exclusion of the ‘appropriating’ factor.

4. Application: The European macroeconomic experience over the past
three decades reflects the impact of shifts in labour relations when, in
the short run, capital in place has few options, and, in the longer run,
the supply of new investment is highly elastic and can choose from a
range of technologies.

5. A poor institutional environment results in ‘sclerosis’ – the inefficient
survival of low-productivity jobs. Moreover, it causes the restructuring
process to be unbalanced: given the level of creation, destruction is
excessively high.
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6. The concentration of liquidations during a recession is associated with
productivity cleansing, but not necessarily with an overall increase in
restructuring. On the contrary, the limited evidence we have from US
manufacturing job flows contradicts the ‘liquidationist’ view.

7. Similarly, the restructuring of corporate assets is not concentrated
during times of liquidity crunch and fire sales. Merger waves are con-
centrated at times when stock-market valuations are high and sellers are
highly ‘liquid’.

Notes
1. While it makes a world of difference for the contract theorist, for our purposes

the specific rents that arise from the hold-up problem are similar to the informa-
tional rents that arise from asymmetric-information problems. In the latter case,
one factor commits a production opportunity to another factor that has, or will
have, an informational advantage. Specificity arises from the fact that the
decision to commit the production opportunity cannot be reversed based on the
outcome. For our purposes, we will treat specific rents as a single, generic type.

2. Data sources: OECD Business Sector Data Base and the IMF’s International
Financial Statistics.

3. The index of job protection is the sum of the maximum mandatory severance
payments (in months of wages) and the advance notification period (in
months). The source of both measures is OECD (1993), table 3-8, p. 97. The
source of the K/L ratio is the OECD Business Sector Data Base. This figure was
kindly provided to us by David Coe.

4. For a survey of this view of recessions as reorganizations, see Aghion and Saint-
Paul (1993).

5. The regression underlying Figure 9.7 uses manufacturing employment (Nt), the
flow of gross job creation (Ht), and the flow of gross destruction (Dt) in deviation
from their mean. The data are quarterly for the period 1972:1–1993:4. We
assume that employment fluctuations are driven by a single aggregate shock.
Given the identity �Nt = Ht – Dt, a linear time-series model for the response of
job flows to aggregate shocks can generally be written either in terms of cre-
ation: Ht = �h(L)Nt + �h

t; or in terms of destruction: Dt = �d(L)Nt + �d
t, where �h(L)

and �d(L) are polynomials in the lag operator L. Figure 9.7 portrays the estimated
impulse-response functions for a 2-standard-deviation recessionary shock.

6. The ‘Nelson’ series can be found in Nelson (1959); the ‘Thorp/FTC’ series can be
found in Thorp (1941) and in US Federal Trade Commission (1981); the
‘Mergerstat’ series can be found in Houlihan, Lockey, Howard and Zukin (1998).
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10
Rigid Wages: What Have We Learnt
from Microeconometric Studies?
Francis Kramarz
CREST, INSEE and CEPR, Paris, France

10.1 Introduction

In this survey, I intend to describe the latest efforts of labour economists to
analyse wage rigidity both in its existence and in its consequences in
various countries, in particular the United States and France. There has
been recently a renewed interest in questions surrounding wage rigidity, a
central concern of many macroeconomists. In addition, the existence of
wage rigidities has been viewed by some analysts as the main reason for the
high level of European unemployment, in contrast to the North American
situation. The stakes are clear enough so that I do not need to spend much
time in this introduction on justifying why we should, as economists, be
interested in this topic.

The structure of this chapter is the following. I first describe in 
section 10.2 a simple theoretical framework that should help us under-
stand where nominal and real wage rigidities enter macroeconomists’
views on unemployment. Then in section 10.3 I describe in some detail
several recent American studies – McLaughlin (1994); Card and Hyslop
(1997), Groshen and Schweitzer (1997); Kahn (1997); Altonji and
Devereux (1999) – all of which address this question of the existence of
nominal rigidities and their consequences in terms of wage changes using
survey data. I also present (section 10.4) some of the messages that emerge
from Bewley’s (1998) analysis of the same question based on interviews
with managers, union leaders and others. Then in section 10.5 I present
all the recent European studies of which I am aware – Goux (1997) for
France; Dessy (1999) for Italy; Smith (1999) for the UK; Fehr and Goette
(1999) for Switzerland – on the same topic. In section 10.6, I discuss the
implications of the potential rigidities on employment, contrasting in par-
ticular the American and the French cases (using Card, Kramarz and
Lemieux, 1999). In section 10.7 I try to go deeper in the understanding of
the firm’s behaviour when they face potential employment or wage rigidi-
ties, using once again the French situation as an example (based on



Abowd, Corbel and Kramarz, 1999; and Abowd, Kramarz and Roux, in
progress). I briefly conclude in section 10.8.

10.2 Motivation: questions and theory

From my own reading of the various theoretical or empirical articles that
have been written, I believe that we must ask the following questions: Are
nominal wages downwardly rigid? Are real wages downwardly rigid? and,
finally, why do wages not fall in recessions? Simple ‘old-fashioned’ theory
can help us understand why these questions matter in the analysis of
unemployment that, evidently, is central in our understanding of the func-
tioning of modern economies. My presentation is based on models well
described in Malinvaud (1977) or Grandmont (1989).

Consider an economy with three commodities (output, labour, money), a
firm, a household, the government. The situation is described in Figure 10.1.
If the couple (p,w) is right of L2 and L3 then the economy is in a Keynesian
unemployment regime and policies that raise demand stimulate activity
through multiplier effects. On the other hand, if the couple (p,w) is above L1

and left of L2 then the economy is in the so-called classical unemployment
regime and policies that raise the profitability of firms are required. Now,
assume that the output price p is flexible and adjusts to clear the goods
market. Then, we can have involuntary unemployment and the short-run
response to policy shocks depends on whether the nominal or the real wage is
predetermined. In the former situation, a predetermined nominal wage, the
economy has Keynesian unemployment. And going back to Figure 10.1, a
positive demand shock shifts L2 to the right: p increases, w/p decreases, output
increases through multiplier effects.

Micro theories which tend to generate such nominal wage rigidity are
menu costs theories, staggered contracts theories, as well as theories where
there is imperfect information on wages. McLeod and Malcomson’s (1993)
hold-up problem when there are contracts and renegotiation, or Keynes’s
relative wage theory where workers compare their wage with those prevail-
ing at other firms, are also theories that tend to generate nominal rigidities.
Assuming as above price flexibility, but with the real wage being the prede-
termined variable, then the economy faces Classical Unemployment where
output and employment are independent of aggregate demand. In particu-
lar, any increase in public expenditures would result in the crowding-out of
private demand. Therefore, in such a situation, supply-side policies that
restore profitability are needed. Micro theories which tend to generate real
rigidities are numerous. Among them, we must cite implicit contracts,
efficiency wage, bargaining or insider-outsider theories which all tend to
generate real rigidities, at least in their simplest versions.

Hence, in the following sections, we will pay particular attention to the
nature of the rigidity that is examined and, if so, demonstrated.
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10.3 Lessons from recent American microeconometric studies

For most of this section I adopt a chronological perspective that indeed fits
with an increased complexity and care taken in the econometric analysis of
the problem. Furthermore, I try each time to present

1. The data sources used in the analysis
2. The period of analysis
3. The observations used
4. The measure of wage used
5. The results
6. The econometric methodology and the underlying assumptions.
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L2: Y* – C(R(Y*), p, w) = G

Source: Grandmont (1989).



McLaughlin’s paper in 1994 in the Journal of Monetary Economics revived
the analysis of the existence of wage rigidity. The data source used in the
analysis is the Panel Study of Income Dynamics (hereafter, PSID) for the
period from 1976 to 1986, hence mostly a period of high or moderate
inflation. As in most analyses of this problem, McLaughlin focuses on
workers who did not change jobs in two consecutive years. This focus is
crucial and we will discuss its validity in the final sections. The measure of
compensation that he uses are two, earnings and hourly earnings.

The results can be summarized as follows:

1. He observes that there is a lot of dispersion in wage changes.
2. More precisely, there are 43 per cent of real wage cuts and 17 per cent

of nominal wage cuts, which are clearly very high percentages.
3. However, he finds that unions tend to induce wage compression when

wages change.
4. In addition, he finds that very small wage cuts and raises are not rare

(hence, he does not find support for the menu costs theory).
5. Very importantly, he claims that there is little evidence of important

measurement errors. Since this issue is crucial, we will repeatedly
discuss it and spend some time on the treatment of measurement
errors in the various studies that we examine here.

6. Using time-series evidence, he shows that wage change is less than 
1-to-1 with unanticipated inflation (all coefficients shown below 
are significantly different from 0 and the R-square of the regression is 
R2 = 0.84):

∆log wt = 1.82 + 1.02�a
t + 0.42�u

t

The methodology which is adopted can be described as follows. First,
McLaughlin looks for historical evidences and presents a number of them. In
particular, his examination of wage cuts shows that they have historically not
been rare. For instance, he finds repeated evidence of wage cuts in union
contracts such as in the airline and steel industries in the 1980s. One must
however remember that nominal wages in manufacturing were left
unchanged by the large decline in nominal demand in the first two years of
the Great Depression (O’Brien, 1989). Hence, there also exists historical
evidence of strong nominal wage rigidity. Second, McLaughlin analyses the
PSID. As mentioned above, his first task is to assess the quality of the wage
data. Based on his own research as well as that of others, he concludes that
hours are badly measured but that earnings information is correct. However,
he takes into account, in a simple way, possible measurement errors and
concludes that the above numbers are little changed: real wage cuts go from
43 to 39 per cent after accounting for errors, while the equivalent numbers for
nominal wage cuts are from 17 to 12 per cent. Accounting for measurement
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error, the size of the average real cut goes from 9 to 6 per cent while the size of
the average nominal wage cut goes from 12 to 8 per cent. In fact, much of his
statistical analysis of measurement errors is based on skewness statistics and is
therefore far from being non-parametric. In addition, he does not contrast
years of low inflation with years of high inflation (see Figure 10.2, in which all
years are pooled). In conclusion, it seems that McLaughlin believes in flexibil-
ity and finds strong evidence of it.

Shulamit Kahn (1997) uses the same dataset, the PSID, under a slightly
longer period, 1970–88. In addition, she focuses, as usual in this literature, on
the non-job changers. However, despite all these similarities, she uses different
measures of pay than used in McLaughlin’s study. More precisely, she con-
siders wage and salary earners. And, as appears below, this has a strong effect
on the view one has on rigidity. To obtain her results, she uses a methodology
that we here briefly present. First, she calculates the proportion of pay changes
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that fall into each bar of a histogram centred around the annual median 
pay change (for 12 bars and 19 years). Such histograms are presented in 
Figure 10.3. Then, Kahn regresses each bar for each year on bar dummies for
zero, for negative nominal change, and for 1 per cent above and below
nominal zero. Hence, she will be able to capture in some non-parametric form
the importance of the various places in the distribution that are of interest
(such as the spike at zero nominal change, the bars that surround the spike
bar, the various bars strictly below zero nominal change).

Her results can be summarized as follows:

1. She finds strong evidence of nominal rigidity.
2. She also claims to find evidence of menu costs.
3. To assess the magnitude of rigidity and workers affected, she shows

that there are fewer pay cuts for wage earners, 10.6 per cent, than for
salary earners, 24.3 per cent.

4. There are also fewer pay cuts for low-skilled workers than for managers.
5. There is a large coefficient on zero nominal change that reflects the

spike.
6. There are sizeable and negative coefficients on 1 per cent dummies

above and below zero nominal wage change which are consistent with
menu costs theories.

7. There is a large and negative coefficient on the negative dummy for
wage earners (hourly pay) that reflects downward nominal stickiness.

8. However, there is a positive coefficient on the negative dummy for
salary earners, reflecting that pay changes are more likely if they entail
a pay cut. Interestingly, she claims that this result is not due to
changing usual hours.

Hence, Kahn’s paper brings the non-parametric dimension to the analy-
sis. And she appears to have fewer biases in her interpretation than could
be found in the previous analysis. Unfortunately, she does not incorporate
in her study any assessment of the magnitude of measurement errors.
Indeed, this methodology based on the analysis of histograms, albeit inge-
nious, may be difficult to extend because of its simplicity.

The issue of incorporating measurement errors in a non-parametric
framework is addressed by David Card and Dean Hyslop’s paper published
in 1997. Card and Hyslop use, as before, the PSID, but they also use the
matched year-to-year Current Population Survey (CPS, hereafter) for the
period 1976 to 1993. Hence, they have more low-inflation years than in the
two previous studies. Unfortunately, the CPS does not record information
on tenure at the firm. Hence, when they use the CPS, to approximate non-
job changers, they concentrate on all workers that had no change in occu-
pation together with no change in sector. Note, however, that this choice
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can bias the estimated amount of rigidity in both directions for various
reasons. In their analysis, the measure they more often use is the hourly
wage, concentrating mostly on workers paid by the hour, and very impor-
tantly, eliminating all minimum wage workers since, by construction, their
wage must be downwardly rigid.

Their results can be summarized as follows:

1. In the data, many individuals appear to experience nominal wage
reductions.

2. At the same time, there is evidence of a substantial spike at zero. In 
the high inflation era of the late 1970s, the spike amounts to 6 to 
10 per cent of the workers; in the low inflation era (mid-1980s), it
amounts to over 15 per cent. They also report estimation results that
show that a 1 per cent decrease in inflation increases the proportion at
the spike by 1.4 per cent.

3. Contrarily to some results presented above, they claim that there is the
same amount of rigidity for workers with hourly rates than for workers
with non-hourly rates.

Addressing some of the shortcomings of Kahn’s analysis, their methodol-
ogy takes care of potential measurement errors. In particular, they show
that:

1. Even though there is evidence of rounding in reported hourly rates,
this only accounts at most for 4 to 5 per cent of the apparent rigidity

2. All in all, correcting for rounding and measurement errors, they find
that between a quarter and a half of non-job changers who might have
experienced a nominal cut, instead had rigid nominal wages.

3. Finally, by aggregating the data at hand at a local level, they find that a
market-level analysis displays no effect of inflation on the real wage
response to local unemployment, contrarily to what one would expect
given the previous evidence of wage rigidity.

The methodology that they adopt is of interest in its own right. It is a
fully non-parametric analysis that examines the whole distribution of wage
changes. However, as in any econometric analysis, there are some identify-
ing assumptions that we list now:

H 1: in the absence of rigidities, the distribution would be symmetrical.
H 2: the upper-half of the distribution is unaffected by rigidities.
H 3: wage rigidities do not affect employment (an assumption that can be

slightly relaxed).
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Indeed, there is nothing here that tells us anything about the magnitude of
measurement errors. Hence, they adopt the same information and approach
that was used by Card (1996). They use the 1977 CPS that collected informa-
tion both from the worker side and from the employer side on the same
issues, such as wage, seniority, and so on. From the resulting counterfactual
wage change distribution (see Figures 10.4a to 10.4c and compare with 
Figure 10.5), they are able to identify the effects of nominal wage rigidity.
These effects are measured both in terms of number of persons affected by
wage rigidity and in terms of wage changes (i.e. those which, in the absence of
rigidity, would have been different). They find that:

1. The number of persons affected by such nominal wage rigidity
amounts to 8 to 12 per cent in the mid-1980s.

2. The effects of such nominal wage rigidity on wage changes are such
that wage changes have been 1 per cent higher every year than they
would have been in absence of wage rigidity under the same time
period of the mid-1980s.
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To summarize, they present, as usual with David Card, a very well-written
and well-executed paper with simple and clear results.

Joe Altonji and Paul Devereux, in a recent NBER Working Paper (Altonji
and Devereux, 1999), take a completely different approach in that they adopt
a fully parametric specification of the wage change process. In particular, they
use a well-specified statistical model of nominal wage rigidity together with a
measurement error model. We describe the estimated equations later. Using
the same structure as for the other papers, we must note that their data source
is the Panel Study of Income Dynamics (PSID) for the period starting in 1971
and ending in 1992. As other researchers, they concentrate on non-job chang-
ers paid by the hour. Hence, their measure of wage is the hourly wage.

To summarize the results that they obtain, we can say that:

1. Comparing the PSID with the personnel file of a large firm, they note
that there are more nominal wage cuts in the PSID than in the large
firm file.
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2. But, controlling for measurement errors, they find evidence of substan-
tial downward nominal wage rigidity.

3. They even conclude, based on the likelihood of their various estimated
models, that perfect wage rigidity is a better approximation than
perfect flexibility in terms of statistical fit.

4. However, explaining wage changes remains extremely difficult (indeed
a statistical measure of a simple wage-change equation yields an R-
square of approximately 0.05).

5. If they examine the impact of wage rigidity on employment stability, it
appears that workers are slightly less likely to quit if they are protected
by nominal wage floors.

6. Finally, and unfortunately, some conclusions depend highly on the
exact estimated model. In particular, because of the estimated structure
of the model, the identification power is very weak and relies mainly
on the normality assumptions. Strong evidence of the lack of
identification is given.

As already mentioned, their methodology is fully parametric and is based on a
statistical micro-model of wage changes that is consistent with the theoretical
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micro-model of McLeod and Malcomson (1993). Their first equation gives the
optimal wage that would prevail in the absence of rigidity:

w*it = xit� + �it´

If there is wage rigidity, the equations become:

∆w0
it = xit� – w0

it – 1 + �it if 0 ≤ xit� + �it – w0
it – 1

∆w0
it = 0 if – � ≤ xit� + �it – w0

it – 1 ≤ 0
∆w0

it = � + xit� – w0
it – 1 + �it if xit� + �it – w0

it – 1 ≤ –�

where � and � represent rigidity parameters that should be both equal to zero
in case of perfect flexibility, and where the shocks, �it, are normally i.i.d. error
terms. In addition, Altonji and Devereux specify a model of measurement
error which is a mixture of a model with no error and a normal measurement
error. To conclude, it appears that the authors have a very promising statisti-
cal model that should be well suited to the analysis of this question of wage
rigidity. But they obviously need better data, for instance data on workers and
on their firms, to help them identify the effects of interest.

The final paper in this group of studies is unique in, at least, two aspects.
First, Erica Groshen and Mark Schweitzer use an employer data source.
More precisely, they analyse the Community Salary Survey that spans a
very long period of time, from 1956 to 1996. This survey gives the wage
distribution for each detailed occupation (mostly white-collar) for a group
of employers of three American cities: Cleveland, Cincinnati, Pittsburgh.
Hence, the data match employer information with job information. The
measure they use is the median (or mean) wage in the occupation-
employer cell. Second, their theoretical model consists of a two-stage
process of the wage setting. This model helps them identify their estimated
effects. More precisely, they assume that firms, based on their inflation
expectations, first set the global change in the wage bill, and then allot the
change across occupations (think for instance of a central management
that would set the general wage-change rules giving the various profit
centres the power to distribute the raises, freezes or decreases within their
profit centres to the job holders). Therefore, mistakes being more likely
when inflation is large, it is possible to examine the dispersion of employ-
ers’ wage adjustments across firms at different moments. If this dispersion
is growing when inflation rises (controlling for the firm-level changes in
the occupation mix), the authors conclude that inflation has ‘sand effects’.
By contrast, inflation may have beneficial effects in the second stage of the
wage-setting process, in a context where nominal wages are downwardly
rigid. For instance, it helps decrease the real wage of employees in declining
occupations. More generally, the authors conclude that inflation should
help the firm in following market conditions for some occupations without
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firing workers. In fact, this ‘grease effect’ should be uncovered in the data
by examining the dispersion of within-firm between occupations adjust-
ments. This dispersion should be larger in years of higher inflation.
Conversely, rigidity should imply a reduced variance.

Their empirical analysis relies on an analysis of variance in which wage
changes are regressed on firm and occupation indicators. This analysis is
performed for each year and for each locality. Then they take the
coefficients on the firm and on the occupation indicators to measure dis-
persions between firms as well as between occupations in each year and
locality. These measures are then regressed on inflation measures for the
same years and localities. Their results are in agreement with the above
model. Using wage changes for the various establishment-occupation cells
in the Community Salary Survey, Groshen and Schweitzer find evidence in
their data that, indeed:

1. Inflation-induced occupational adjustments represent beneficial grease
(inflation expectations).

2. Inflation-induced wage changes across employers reflect distortionary
sand (surprises in inflation expectations).

As already mentioned, their methodology is based on this two-stage wage
determination process with errors in wage-setting due to inflation and
downward rigid nominal wages in which the first stage yields the average
nominal adjustment and in which the second stage yields the division of
the raise among workers. In sum, I consider the authors to have taken two
important steps in a very interesting direction but that their descriptive
tools and estimation techniques might be further improved.

10.4 Lessons from a recent American interview study

Using a completely different approach, Truman Bewley (Bewley, 1998, as
well as his forthcoming book) can help us understand the rigid wages
problem from a different and complementary perspective. The data source,
if it is possible to use this term, has been constructed by Bewley himself. He
conducted interviews with 300 business people, labour leaders, consultants
during the recession of the early 1990s. The basic question that was asked is
reflected in the title of Bewley (1998) – Why Not Cut Pay?

As is done for all other studies, I will summarize the most important
results of this line of research:

1. According to managers, pay cuts would have no impact on company
employment.

2. Hiring new workers at reduced pay (or overqualified) would antagonize
them.
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3. Cutting the pay of existing workers is nearly unthinkable (attitudes).
4. Layoffs are better than pay cuts: ‘they get the misery out of the door’.
5. Attitudes have an impact on performance.
6. Contrary to a widespread belief, the main resistance to wage cuts

comes from employers (loss of morale) and not from union leaders.
7. After examining all theories of wage rigidity, it appears that there 

must be only one valid micro-theory. It is a theory that states that
morale is incompatible with wage cuts (note that it is not a theory 
about levels like in Akerlof’s norms theory but a theory about wage
changes).

To conclude, I find Bewley’s analysis quite interesting because he takes
seriously both the collected interviews and theoretical work. Hence, his
confrontation of collected data to various theories is of prime interest. In
addition, he makes a lot of empirical suggestions at the end of the book at
which any applied labour economist should look. However, if we are not
disposed to accept the morale explanation of nominal wage rigidity but
embrace his other conclusions, we must seek non-existing theories of
nominal rigidity.

10.5 Lessons from recent European microeconometric studies

Recently, European scholars inspired by the earlier American analyses have
started to examine the existence of wage rigidity using individual data. The
first such study was based on French data and appeared in 1997, the year of
publication of the Kahn and Card and Hyslop papers. Dominique Goux has
examined the case of France using two complementary data sources. The
first one is called the Déclarations Annuelles de Données Sociales (DADS,
hereafter), an administrative data source based on companies’ fiscal decla-
rations. The second data source is the French Labour Force Survey (LFS,
hereafter). The periods under study are respectively 1976 to 1992 for the
former, and 1990 to 1996 for the latter. As in their American equivalent,
the study focuses on non-job changers working full-time. However, due to
the structure of the available data, Goux (1997) uses annual earnings as a
measure of wages. Hence, hours are not controlled for.

The results are summarized as follows:

1. Even though the DADS, which are administrative data, have wages of
excellent quality, the amount of wage cuts in the DADS is similar to
the number of wage cuts observed in the LFS. Approximately 25 per
cent of the workers (non-job changers employed full-time) experienced
nominal wage cuts between 1991 and 1992.
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2. As observed in the US, the frequency of wage cuts is negatively related
to inflation.

3. Among full-time workers with pay cuts and without firm change:
• 34 per cent have better working conditions (with respect, for

example, to night work)
• 22 per cent face a decrease in their annual bonus
• 30 per cent change 4-digit occupation
• More than 60 per cent are in one, at least, of these three situations.

Hence, what Goux (1997) shows is different from what was learnt from
other studies: there are not as many measurement errors as usually thought
in LFS-type data; better information on the job explains away many of the
nominal wage cuts.

Three recent papers, all written in 1999, address the same questions for
Italy, Switzerland and the UK. We review them in that order.

Dessy studies the situation of Italy using a data source coming from the
Bank of Italy, the Bank of Italy panel data set for the period 1989 to 1995.
Dessy studies both stayers and movers using as a wage measure the net
income from employment.

The results are the following:

1. Confirming widespread prejudices on Italy, there is indeed more rigid-
ity than in most other countries.

2. However, it appears that stayers and movers are similarly affected by
nominal rigidity.

Fehr and Goette study the situation prevailing in Switzerland. Their data
source is the Swiss LFS for the period from 1991 to 1996. They analyse earn-
ings per working hour of non-job changers. Their methodology rests on the
estimation of an econometric model in the spirit of Altonji-Devereux’s.

The results are:

1. In periods of very low inflation, there are 12 per cent of rigid wages
and 25 per cent of cuts

2. From the estimated model, one-third of what should be wage cuts turn
into wage freezes for stayers and 15 per cent for movers, because of
wage rigidity.

3. Full-time workers receive a pay freeze more often than part-timers.

The final study of the rigidity of nominal wages is by Smith for the UK.
The data source that is used is the British Household Panel Study (BHPS) for
the period 1991 to 1996. The earnings per week of non-job changers is the
analysed measure of wage. An interesting feature of the BHPS is the follow-
ing. When the reported earnings have been compared with the payslip, the
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BHPS reports that this check has been performed. Hence, Smith can
compare wage changes for workers with checked earnings with those of
workers with unchecked earnings.

The results are summarized below:

1. There is a substantial amount of wage cuts and freezes: 22 per cent of
pay cuts and 9 per cent of rigid wages.

2. After accounting for rounding, measurement error and long-term con-
tracts, 1 per cent of the workers have rigid pay.

3. Contrarily to what is asserted by most analyses, measurement error
increases apparent rigidity, since workers have an inflexible idea of their
pay (this is shown using the BHPS reports when the pay has been
checked with the payslip).

All these European studies point to very interesting results, often counter-
intuitive given the American ones, that seem to show that either there is at
least as much rigidity (or flexibility) in Europe as in the US (bar Italy), or
American studies overestimate the importance of measurement errors.

10.6 Implications for employment

In a recent paper, David Card, Francis Kramarz and Thomas Lemieux
analyse the implications of wage rigidity on employment in three coun-
tries: Canada, France and the United States (Krueger and Pischke (1997)
examine a similar question by comparing Germany and the US). More pre-
cisely, they seek to answer the following simple question. Can we explain
the dichotomy between the US, where real wages of unskilled workers fell
and aggregate employment increased, and Continental Europe, where real
wages of unskilled workers were constant and employment stagnant, by
responses to common adverse demand shocks in an environment where
wages are flexible versus an environment with high minimum wages and
strong unions where wages are rigid? Is there evidence of this trade-off
hypothesis? This hypothesis, formulated by Krugman (1993), therefore
states that increasing inequality in the US and increasing unemployment
in Europe are the two faces of the same coin. It is quite easy to summarize
the results since they amount to a clear and negative answer to the above
question. The trade-off hypothesis does not hold when confronted by the
data. The same answer is also found in Krueger and Pischke for the US
versus Germany. In all three countries, Card, Kramarz and Lemieux (1999)
use similar data sources – LFS for all, under the same sample period, the
1980s. Since the result is important, it is crucial to detail the methodology.
We specify the various steps that lead to the result:
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1. The authors show that the three countries faced the same shocks
(technological, such as computerization, or trade).

2. They construct sex-age-education cells at the beginning and at the
end of the 1980s. The crucial variables are employment ratio and
wage for each cell.

3. They construct for each cell a measure of the shocks (one is the wage
at the beginning of the decade, the second is the percentage of
computer users in the cell at the end of the decade).

4. They show that relative wages changed in the US in favour of the
high-skilled.

5. They show that relative wages did not change in France over the
period.

6. They show that Canada is in between.
7. They then look at the changes in the relative employment ratios

across cells in the US.
8. They compare these with those observed for France and for Canada.
9. The trade-off hypothesis should imply that the shocks should have

affected the relative employment ratios of the less-skilled in France
much more than in the US since wage rigidity prevented the
necessary adjustments.

10. The estimation results show that the changes in the relative
employment ratios are similar across countries.

The conclusion should now be obvious: Krugman’s trade-off hypothesis, in
its simplest version at least, is rejected by the data.

10.7 Firms’ behaviour

The previous result may seem surprising. How can we reconcile all the facts
that we know on the United States, France and other countries? I tend to
believe that the understanding of firms’ behaviour is necessary at this point. A
first attempt to show how French firms gain flexibility in a rigid world has
been made by John Abowd, Patrick Corbel and Francis Kramarz. By using data
on flows of workers (not stocks) with information on the type of contract, the
skill, the age and the seniority of the exiting workers for a sample of French
establishments followed over a period of four years (1987 to 1990), based on
the Déclarations de Mouvement de Main d’Oeuvre (DMMO), Abowd, Corbel
and Kramarz (1999) show the following result:

In France, when an establishment is changing employment, the adjust-
ment is made primarily by reducing entry and not by changing the separa-
tion rates, except when establishments have to separate from a large
fraction of their workforce, such as 15 or 20 per cent (see the left part of 
Figure 10.6). This result is robust to various controls and, in particular, to
the introduction of establishment fixed-effects in all regressions.
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From this result, we may conclude that, in a country that appears to
have institutional rigidities, there are ways to circumvent wage rigidities
and high firing costs. In particular, there is one institutional flexibility, 
the existence of short-term contracts, which helps firms to accommo-
date shocks, select workers, and so forth. Even without changing their
employment, firms are in a position to make potential turnover savings,
for instance by hiring less senior workers after a quit. Indeed, firms 
can control their total labour costs. This is what John Abowd, Francis
Kramarz and Sébastien Roux have started to study. More precisely, 
they want to understand how firms make turnover savings and manage
their wage bill. To accomplish this task, they rely on a newly avail-
able matched employee-employer administrative and exhaustive dataset
on wages, hours, and so on, for the French private sector (there are 
more than 1 million observations when we study only one of the 
22 French regions). Workers are followed from year to year (here 1996 to
1997). The available variables are total earnings, total hours, total days for
each worker in each establishment of the region. Using these variables
they are able to decompose the changes in the total wage bill into those
due to changes of workers present in both years (stayers), changes due 
to entering workers (entrants), and changes due to workers leaving the
establishment (exiters).

To summarize their preliminary results, we see that:

1. The total wage bill moves as that of entrants and exiters not as that of
stayers.

2. Year to year changes in the wage bill are 8.3 per cent of the average
wage bill.

3. Wage bill creation rate (defined similarly to what Davis and Haltiwanger,

1992, do for the job creation rate as where e denotes employ-

16.7 per cent (with 11.6 per cent for entrants and exiters, and 
5.0 per cent for stayers).

4. Wage bill destruction rate (defined similarly to the use by Davis and
Haltiwanger (1992) for the job destruction rate, when the above rate is
negative) is 47.1 per cent (with 39.7 per cent for entrants and exiters,
and 7.4 per cent for stayers).

5. Among stayers, wage-bill destruction hits the highly skilled.
6. Among entrants and exiters, wage-bill destruction also hits the highly

skilled.
7. The last two statements are also true for wage-bill creation.

Hence, once more, in the face of strong wage rigidities, a firm may use
various means to control its wage bill when hit by positive or negative

(et + 1 – et)
et + et + 1

2
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economic shocks. Of course, this is only a start. But using this kind of data
is obviously the way of the future for analyzing firms’ simultaneous control
of wages, hours, and employment.

10.8 Conclusion: understanding wage changes

I first summarize the main conclusions from this survey of the recent
studies of wage rigidity:

1. The timing of the analysis is essential to identify most of the effects,
since the level of inflation is obviously very important. In fact, it may
be the most convincing piece of evidence showing the existence of
nominal rigidities: wage change distributions in years of high inflation
strongly differ from those observed in years of low inflation (see Kahn
or Card and Hyslop for individual data and Groshen and Schweizer for
establishment data). In addition, human-resource managers claim that
they dislike cutting wages (Bewley).

2. Labour market institutions obviously matter. They explain the formi-
dable amount of rigidity observed in Italy. In other parts of Europe,
flexibility is achieved through other means than wage cuts (Goux,
Abowd, Kramarz, Roux). This may also help explain the differences
between Europe and the US where rigidity seems less pervasive. To
uncover the precise mechanisms by which firms achieve their goals, it
appears crucial to obtain data both on the job (such as schedules or a
precise occupation) and on the employing firm.

3. Because of the above problems of time period or institutions, the evi-
dence of wage rigidities may appear to be mixed: not all measures, not
all datasets, not all types of employees indicate such rigidity, either
nominal or real. In fact, even though the difference between real and
nominal rigidity is important for theorists, it may matter much less in
periods of low inflation for firm policies.

4. The evidence on measurement errors is also mixed: some authors
claim that their data are clean whereas others do not. In addition,
some authors view measurement error as leading to understating 
wage rigidity (it adds an error term to an otherwise inflexible wage:
Card and Hyslop or Altonji and Devereux) whereas others claim that
it may lead to overstating wage rigidity (because workers declare the
same wage two years in a row, even when their wage has changed:
Smith).

5. The data source seems to matter, in particular in the US, for instance
when comparing results based on the PSID with those based on 
the CPS, since the sampling frame and the information available in
the various sources make comparisons difficult. On the other hand, 
in France, the only European country for which such a comparison 
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is available, survey data and administrative data display the same
amount of rigidity or flexibility. Recall also that data on individuals,
from labour force surveys for instance, paint a different picture 
than that obtained using data from firms (the focus is different: no
problem of measurement error, more information on the job or the
occupation, less information on other environmental or social
outcomes).

6. There are obvious differences between categories of workers. Rigidity
widely differs for workers paid by the hour and for salaried workers in
the US. The first face fewer pay cuts (Kahn). Also, rigidity widely differs
for blue-collar workers and for white-collar workers in the US. The first
also face fewer pay cuts (Kahn). However, the minimum wage may play
a role (Card and Hyslop).

7. The insight that one obtains depends on the technique that is used.
More precisely, non-parametric evidence is complementary to more
structural approaches, estimated by maximum likelihood techniques.
Unfortunately, there is very little that helps explain wage changes both
theoretically and empirically. The explanatory power of classical vari-
ables is almost zero in any regression, even though we know how to
explain wage levels (see for instance, Abowd, Kramarz and Margolis,
1999).

8. Indeed, new insights on the extent of rigidity and on its impact on
employment will come from better data sources, more specifically
matched employer-employee longitudinal data sets. In particular, such
sources may help understand the within-firm composition effects that
are described for the US by Groshen and Schweitzer and by Abowd,
Corbel and Kramarz or Abowd, Kramarz and Roux for France. At this
stage, I do believe that they are crucial fully to assess the magnitude of
rigidity that, in reality, affects the firms. I tend to believe that in
periods of low inflation, there are multiple ways of ‘managing the wage
bill’ other than cutting pay.

After this little guided tour of recent empirical studies on nominal or real
wage rigidity, could we draw conclusions that would be helpful to econ-
omic theory? I believe that evidence of wage rigidity exists, or to be more
specific, firms appear to prefer to cut employment rather than cut wages 
in a downturn. This is really what economic theory has to explain. This 
is all the more crucial that, as already mentioned, microeconometricians
are unable to explain individual wage changes. In fact, almost all studies
that we have presented have adopted statistical models rather than more
structural models inspired from theory. Indeed, theory seems to have little
to say about the respective role of firm-specific policies versus person-
specific explanations of wage changes that appears to be empirically
relevant.
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Econometrics





11
The Getting of Macroeconomic
Wisdom*
Adrian Pagan
Research School of Social Sciences, Australian National University, Australia

‘The beginning of Wisdom is this: get wisdom and whatever you get, get
insight.’

(Proverbs, 4:7, RSV)

11.1 Introduction

As the proverb says, it is wisdom that we want and much of what we do is
aimed at acquiring it. On reflection, the acquisition of wisdom is a two-
stage process. In the first stage ideas are accumulated and explored; in the
second those ideas that have withstood the ‘experience test’ are retained
and recounted to others as insights. Macroeconometric modelling involves
the same dichotomy and it was one that was fruitfully exploited by the
Cowles Commission researchers, albeit informally. In the first stage, evi-
dence needs to be assembled and summarized in a convenient and mean-
ingful way, while, in the second, effort is devoted to interpreting the
evidence through a set of principles or theories.1 For the Cowles
Commission the two stages were represented by the construction of a
reduced form and a structure. Thus the distinction has a distinguished
history in econometrics. However, all too often it has been ignored and the
two stages are blurred together. Indeed, this blurring of the two categories
goes back to the very beginnings of macroeconometrics and even features
one of the most prominent members of the Cowles Commission, Tjalling
Koopmans. The occasion was his famous critique of Burns and Mitchell’s
(1947) work on the business cycle. Although Koopmans (1947) seems to
recognize that the latter are attempting to summarize the available data on
the business cycle, he quickly complains that one needs theoretical models
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to interpret the data, and so the steps of summarizing and interpreting the
data are rolled together in his critique. I will place great emphasis on the
distinction in this paper – and it actually provides headings for each of 
the sections that follow – as I believe that much more progress can be made
by hewing to the division than trying to amalgamate the two stages into
one. Moreover, important developments in econometrics in the past
decade, namely the development of indirect estimation methods, as in
Gourieroux et al. (1993), Smith (1993) and Gallant and Tauchen (1996),
have this distinction at their core.

11.2 Summarizing the data

Consider first how one would want to summarize the data. On one level
this is an easy question to answer. It is hard to avoid the impression that
the exploration of issues in applied macroeconomics has always had a
strong visual element to it. A very good example would be the Phillips
curve, in which the rate of change of wages and unemployment were cross-
plotted. Another would be the treatment of the relation between money
growth and inflation in Lucas (1980). Indeed, some think that such evi-
dence has been the most influential type in stimulating thought about the
macroeconomy and in influencing policy actions – Summers (1991).
Certainly, it does seem likely that the early history of applied macro-
economics largely involved an inspection of graphs. Such evidence can,
however, be tricky to use. Accordingly, the development of statistical
methods was greeted with great enthusiasm. These methods enabled many
pieces of information to be reduced to a much smaller and manageable set,
either in the form of a regression output or through parametric indices
such as volatility, duration of a business cycle, and so on.

Early statistical methods focused upon the first two sample moments of
a series but analysis of macroeconomic data clearly revealed that these
moments failed to capture the temporal dependence that was a feature of
such series. Eventually the deficiency was corrected by a computation of
the auto-correlation function, and the resulting extended set of moments
was used to describe the important characteristics of a time series. Thus
the summarization stage is rightly viewed as one that largely involves the
selection of the best statistical model for a series; economics really only
enters into it through a naming of what variables it is that one seeks
evidence on. Of course, the selection of the latter is not a trivial issue, and
choosing a set of variables that is too narrow may well prejudice the
answers obtained.

11.2.1 Summarizing the evidence on a single series

As mentioned above, the development of statistical science initiated a
move from graphical displays to methods of summarizing the data which

220 Econometrics



involved the estimation of a set of parameters – means, variances, and so
on. Academics were naturally attracted to this, since the method promised
both replicability and a variety of ways of estimating the quantity of inter-
est, for example the aggregate inflation rate might be measured as either
the mean or the median of the inflation rates of individual commodities.
Moreover, the possibility was also raised that simple parametric models
might be capable of summarizing a vast amount of information in a suc-
cinct way, for example while a first order auto-regression (AR(1)) of the
form

yt = �yt – 1 + et (1)

has an infinite number of auto-correlations, they depend upon the single
parameter �, and so a complete auto-correlation function might be repre-
sented by a single parameter.

Linear models of the conditional mean

The simplification principle was central to the work of Box and Jenkins
(1970). Those applying their techniques to macroeconomic data found that
such series could be well represented with fairly simple forms, sometimes
surprisingly so. A classical example was the finding that the log of GDP yt

could be well represented by making its growth rate, zt = Dyt, either an
AR(1) or an AR(2)

zt = �1zt – 1 + �2 zt – 2 + et (2)

that is, the time dependence was of a fairly simple form. What was perhaps
more surprising, given that the second order process had been selected 
to capture the ‘business cycle’, was that the roots of the polynomial 
(1 – �1 L – �2 L2) = 0 were real and not complex (see Pagan (1999) for evidence
on this for 10 countries). This is a challenging finding for theory con-
struction since, for a long time, textbooks had taught that one needed a
complex root AR(2) process to produce the business cycle, and ingenious
models had been constructed so as to achieve such an outcome.

Models of volatility

Although simple models such as (1) and (2) proved very effective at charac-
terizing macroeconomic series, they could not capture all the characteris-
tics that were observed. In particular, series of many asset prices showed
‘clustering of volatility’, in that a run of small or large values of (Dyt)2 or
|�yt| was clearly visible in the data. Extensions of models like (1) and (2)
were deemed necessary and Engle’s (1982) development of the Auto-
regressive Conditional Heteroskedasticity (ARCH) class of models provided
a good way of parameterizing this evidence. After that development it
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became the norm for describing this feature of the data. In the ARCH
model et = �t �t, where �t was n.i.d. (0,1) and �t, the conditional standard
deviation, was related linearly to e2

t – 1. Many alternative mappings of �t into
{et – 1} have been proposed – see the surveys in Bollerslev et al. (1994) and
Pagan (1996). There can be little doubt about the existence of conditional
volatility in asset prices and that it is a feature which must be accounted for
in theorizing with any models that are capable of producing predictions
about asset price behaviour.

Non-linear models for the conditional mean

Because financial prices generally had � = 1 one was effectively substituting
(�yt)2 or |�yt| for yt as the object to plot and for which auto-correlation
functions and so on should be computed. But the processes describing the
redefined variables could still be thought of as linear ones. The urge to
complicate is a strong one, though, and gradually enquiries arose over
whether some non-linearities might be introduced into the basic models.
In the case of the modelling of volatility, such an extension proved to be
useful at a very early stage in the development of ARCH models, mainly
because of a feature that had been observed in the data, namely, what was
termed ‘leverage’, wherein volatility seemed higher when the market was
falling. The seminal work on extending the class of parametric models to
capture this effect was that of the late Dan Nelson (1991) in his EGARCH
(Exponential Generalised ARCH) model.

The situation is much murkier when it comes to assessing the progress 
in finding important non-linearities in the conditional means of yt or 
Dyt. Many non-linear models have been proposed. A simple example 
would be Potter’s (1995) variant of a threshold auto-regression (the SETAR
model):

Dyt = a0 + b01(Dyt – 1 <0) + [a1 + b11(Dyt – 1 <0)] Dyt – 1 + e1t (3)

Others are the asymmetric persistence model of Beaudry and Koop (1993),
the ‘overheating’ model of Pesaran and Potter (1997), and the Markov
switching (‘recurring states’) model in Hamilton (1989).

All of the models described above are relatively simple to understand
and, consequently, represent quite attractive extensions to the basic linear
models that have been the norm in summarizing the data. The question
that has to be asked, though, is whether they summarize important charac-
teristics of the data. It is true that statistical tests tend to reject the linear
model in favour of non-linear ones, but it is also well known that any
regression can be very sensitive to a few influential points in the data, and
there has not been enough work done to date in exploring the origins and
benefits of a non-linear model.
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11.2.2 Summarizing the evidence on multivariate series

Multivariate regressions

When faced with a number of series, data summary is often done through
the estimated coefficients of multivariate regressions. Classic examples are
the Phillips curve and growth regressions that relate cross-country growth
rates to a large number of variables. Sometimes these relationships
incorporate non-linear regression, either through simple functional forms
or by using the recurring states way of inducing a non-linearity. There has
also been some use of factor analysis to try to separate data into factors that
might be later related to economic variables. For time series, examples of
the latter would be Chauvet (1998) for output changes and Chauvet and
Potter (1998) for the equity premium, while in cross-sections the decompo-
sition is into factors that are local (idiosyncratic), and global.

VARs

The Cowles Commission chose to summarize multivariate sets of data
through a reduced form in which endogenous variables were conditioned
upon the exogenous and predetermined variables contained in a specified
structure. There was nothing in this choice, however, that was specific to
time series. As the subject of time series developed in statistics, though, the
natural strategy was to extend the univariate approaches to multivariate
series, and this meant a vector of AR processes (VARs). The idea seems to
have first been proposed by Quenouille (1957) but it was Sims’s (1980)
paper which made them the dominant way of summarizing the multivari-
ate dependence seen within macroeconomic data.

The p’th order VAR is

yt = A1yt – 1 ÷ A2yt – 2 + … Apyt – p + et (4)

where yt is an n ¥ 1 vector, cov(et) = �, and one could summarize the data
with A1, …,Ap and �. Alternatively, following Sims’s advice, one could write
out the vector moving average (VMA) representation

yt = D0et + D1et – 1 + … (5)

and one might then use the impulse responses Dj and � rather than A1, …,Ap

and � to summarize the data. Most of the available literature which deals
with VARs as a way of summarizing the data has been concerned with
choosing p and imposing some restrictions upon the Aj in order to help
with forecasting.

Vector error correction models

If one feels that the yt processes are integrated of order one, I(1), and
common stochastic trends are evident among them, then it is known that 

Pagan: The Getting of Macroeconomic Wisdom 223



I – A1 – … – Ap is singular and the VAR is replaced by a vector error
correction model (VECM) (assuming for convenience that p = 1)

Dyt = ��’yt – 1 + et (6)

Now the data is summarized by � (the loadings), � (the co-integrating
vectors) and �, while the VMA representation is

Dyt = C(L)et (7)

In the VECM format some combinations of the et are permanent shocks
and others are transitory. An extensive literature has evolved which sug-
gests that there are often fewer stochastic trends than n in the data, that is,
the number of permanent shocks is less than n.

Non-linearities in VARs

Just as VARs were the obvious extension of univariate models to the multi-
variate context, one might expect that non-linear VARs would have
emerged to parallel the literature on univariate series. In fact, this develop-
ment has been much slower, probably due to the need to develop some
computationally tractable forms. To date no particular format seems to
have gained favour. One relatively simple method that has had some appli-
cation involves treating all of the series Dyjt as being driven by a single
common factor zt and to then introduce the non-linearity through the evo-
lutionary process for this factor. In most applications the common factor is
not a common trend: that is, the yjt are not co-integrated. Because zt is a
univariate process all of the non-linear structures mentioned earlier might
be adopted for it, but the most popular approach has been to introduce the
non-linearity through a Markov switching format, for example, Chauvet
(1998).

Although the simple strategy outlined above has some appeal, other
types of non-linearity might need to be accounted for. One example would
be the possibility that impulse responses show asymmetric behaviour,
depending on a particular outcome for some index 	t, for example, 	t

might be either the sign of the change in a variable – Cover (1992) – or an
index indicating whether the economy is in a contraction or expansion
phase. Mostly these non-linearities are handled by interacting the index
with some of the variables under discussion and it is these multiplicative
variables that constitute the non-linearity. Other types of non-linearity can
arise if variables change discretely, as with the Federal Funds target rate set
by the Federal Open Market Committee (FOMC) – Hamilton and Jorda
(1997) – and certain shifts in policy regimes – Sims (1999).
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11.3 Interpreting the data

It is in the process of interpreting data, particularly in the context of con-
sidering policy options, that economic theory becomes important. Whilst a
purely statistical summary of the data can be a useful source of ‘stylized
facts’, drawing attention to what needs to be explained, and the statistical
models underlying the summary can be useful for forecasting, ultimately
one needs to have some way of explaining why the ‘facts’ are as they are.
To do that we construct economic models of the series under investigation
with the aim of providing a convincing story about the observed outcomes;
as Dawes (1999, p. 29) says: ‘People have a great deal of difficulty appreciat-
ing statistical contingency in the absence of a causal story that makes the
contingency “reasonable”.’ How detailed this story is depends a great deal
upon the nature of the storyteller and the audience he is addressing.
Generally, the story we construct is about the behaviour of agents, and for
this reason we will refer to these as behavioural models. Behaviour can be
described by accounting for how choices are made. The methods to
perform the latter task range from introspection through rules of thumb to
optimizing frameworks.

It is imperative that the interpretation step be clearly demarcated from
that producing the statistical summary. Identifying a good statistical model
for summarizing the data should not be confused with the model we wish
to use for storytelling.2 Often this principle has been ignored. Many of
those who implemented the Cowles Commission’s ideas wrote down a
series of structural equations as a statement of the way they saw the econ-
omic system as operating and then deduced a reduced form from that,
which they subsequently utilized to summarize the data. There was some
flexibility in what they did, in that many behavioural structures could be
compatible with a given reduced form, but it is nevertheless the case that
the choice of model as the vehicle to summarize the data came from the
stories they were trying to tell and not, as I would argue, from the principle
of selecting the statistical model that best fits the data.

11.3.1 Interpreting univariate series

There is little doubt that the nature of univariate series such as output
behaviour, price inflation and asset prices are often used as quick checks on
whether the interpretation of the data being offered is a reasonable one.
For example, the fact that US GDP growth has positive serial correlation
has often been used to argue that many RBC models are incapable of gener-
ating the correct process for the path of aggregate economic activity – see
Cogley and Nason (1995) and Ramey and Watson (1997) – while the mag-
nitude of the equity premium has also cast doubt upon many models based
on simple capital asset pricing principles. Another example would be E.
Nelson’s (1998) use of the fact that inflation is a very persistent process to
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query models of inflation and fluctuations such as that of King and
Wolman (1996), since the latter imply relatively weak persistence in
inflation. Almost all quantitative economic models do contain predictions
about univariate series and so it seems a good strategy to elicit these in a
first round assessment. Zellner and Palm (1974) recommended such a strat-
egy quite a while ago.

We have learned a lot from studying such simple comparisons and dis-
covering how models would need to be adjusted to be able to interpret
those features of the data. For example, as we noted earlier, volatility clus-
tering in asset prices demands some explanation. Some optimizing behav-
ioural models have emerged in which volatility clustering comes from
behavioural choices rather than from the nature of the exogenous
processes that drive the system, for example, den Haan and Spear (1998),
but the most successful methods seem to be those in which agents are
assumed to have rather simple trading strategies, for example Lux and
Marchesi (1999). Perhaps this is not surprising. The volume of literature on
algorithms to detect turning points in asset prices (‘technical analysis’)
points to the need to develop heterogeneous agent models in which some
traders do not optimize in any clearly defined way but follow rules that are
data dependent.

11.3.2 Interpreting multivariate data

SVARs

In the past two decades macroeconomics has wholeheartedly adopted the
idea of shocks as the driving forces of the economic system, and discussion
of their role is either carried out by reference to particular names such as
money and supply or to some of their characteristics such as permanent or
transitory. Given such a development, it is inevitable that any data will
often be interpreted in terms of a set of shocks. In their simplest incarna-
tion most economic models can be written either as a structural VAR
(SVAR)

B0yt = B1yt – 1 + �t (8)

or a ‘structural VMA’

yt = C0�t + C1�t – 1 + … (9)

where yt is a vector of n variables and there are k ( ≤ n) shocks �t that drive
the system. These shocks are assumed to have a covariance matrix 
 that is
diagonal. The unknown parameters in B0, B1 and 
 are then chosen to
replicate the data as summarized in A1 and �.

226 Econometrics



Some restrictions must be placed upon B0, B1 and 
 in order to differenti-
ate the shocks. Most often this is done by specifying the nature of the Cj for
the different types of shocks and by making the shocks uncorrelated. In his
original work Sims made B0 triangular so that C0 also inherited that prop-
erty.3 Such a restriction requires that one be able to identify which shocks
have a non-zero contemporaneous influence on which variables, for
example, money shocks might be assumed to affect output and prices only
with a lag but interest rates and the exchange rate contemporaneously, and
this leads to some zeros in C0. In almost all instances in which SVARs are
adopted the system is treated as being exactly identified, in that the number
of parameters in B0, B1 and 
 is identical to that in A1 and �. Thus the tran-
sition from summarization to interpretation simply involves a rotation,
and the story being told cannot be invalidated using the data. There is a
downside to this robustness since there are many economic models which
are exactly identified and so there are many stories that would be consis-
tent with any given data summary. Consequently, the choice between
them must be made on other grounds than the ability to fit the data. 
In practice discrimination has generally involved judgements about the
plausibility of the Cj associated with different models.

Although one cannot deny the popularity of just identified SVAR’s
among academic researchers, some of this popularity arises from inappro-
priate uses of the information they supply. One often sees results being
cited that have been established with a particular interpretation of the data,
that is, an assumption about the nature of B0, as if these were summaries of
the data. For example, it is often said that money shocks from a given
SVAR system show a certain pattern for the Cj and that this justifies a
behavioural model favoured by the author, even when the said model
would never imply the type of B0 that was used to find the money shocks.
There is no reason at all why the Cj found under one interpretation will
hold under another: that is, the effects of a shock are not facts from the
data but are specific to a particular interpretation of the data. All one learns
from the data is the likely magnitude of the Cj for a given interpretation.
One caveat to this complaint needs to be entered. If the series yt are I(1), a
transient change in �t may now effect a permanent change in yt, and a divi-
sion of shocks into those that are permanent and those that are temporary
can be done using the parameters of (6), that is, from the data summary
alone. Therefore, if one knows that certain shocks in a model are perma-
nent (say those to technology), while others are only transitory, then it is
possible to regard the Ci associated with the permanent shocks as facts, in
that they do not depend upon the provision of a story (except in so far as
one needs to believe the names given to the permanent shocks).

Just identified SVARs have not been very popular among those involved
in policy formulation. Forecasts are often at the heart of the policy process
but, since predictions made from an exactly identified (8) are identical to
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those from (4) (p = 1), there would be no reason to go through the steps to
find B0 and �t if all one wanted to do was to produce predictions. It is only
restrictions upon (4) that are of use in forecasting.

They are also not a good vehicle for performing policy experiments. This
occurs for a number of reasons, each connected with problems involving
the objects they focus on, �t. Rudebusch (1998), for example, observes that
the time series of estimates of �t are hard to reconcile with known policy
changes. Whilst unanticipated policy shocks can occur, the �t really
measure the extent of the failure to predict yt from the past history of those
variables included in the VAR, and thus the errors are composed of a
myriad of influences other than policy actions. Consequently, treating the
�t literally as policy variables is not particularly appealing. It is also the case
that policy generally relates directly to variables in yt rather than to �t and
it becomes torturous to try to convert policy actions into a history for �t.

SEMs

SVARs tend to be rather small systems with large numbers of parameters
due to the fact that there are no excluded dynamics from each structural
equation, that is, no zeros are imposed upon B1, …, Bp. Macroeconomic
models popular in the 1960s and 1970s generally involved large numbers
of variables. These models were often referred to as simultaneous equation
models (SEMs) and imposed restrictions upon the dynamics as well as upon
B0. To some extent their size is misleading as many variables were deter-
mined through identities, with the number of stochastic structural equa-
tions being relatively small, and it is this latter number which should be
used in any comparison with SVARs. Whether one prefers to impose restric-
tions upon dynamics (SEMs) rather than to make an assumption that
shocks are uncorrelated (SVARs) seems to be more a matter of taste than
truth. SEMs are still quite widely used in the policy process, although the
models are somewhat different to those of the 1960s and 1970s in that
rational expectations generally play a key role in them, for example, some
of the models in Bank of England (1999). SEMs almost always involve over-
identified systems and the policy variables in them are directly manipu-
lated, so it is probably these elements that account for their popularity in
institutions concerned with policy formation.

Academic calibrated models

Although the SVAR and SEM approaches represent ways of moving from a
purely statistical model (the VAR) towards a parametric economic model
that captures many characteristics of the data, they do so by using eco-
nomic theory in a loose way, and relying a good deal upon a modeller’s
prior views of the nature of short-term adjustment mechanisms. A different
tradition, rather loosely termed ‘calibration’ here, has taken the opposite
tack of utilizing economic theory in a very precise way, at the same time
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dispensing with the objective of holistically capturing the data generating
process (DGP). Instead, the intention is to replicate only a few features of
the data, for example, some moments. There are many models that fall into
this class – RBC models are well-known members of the set but do not
exhaust it – for example, King and Wolman (1996) construct models of this
type featuring money and monopolistic competition. It cannot be
emphasized too strongly that the specification of these models is pre-
dominantly influenced by the need to have a story about events that is
based on optimizing agents. Thus, whilst these models provide a story
about the macroeconomy, it is not necessarily one about the macro-
economy under observation. The models provide an interpretation of the
data, but it is unclear how valid the interpretation is, and it is this latter
caveat that has caused the most heartburn, particularly if they are to be
used to shed light on policy options.

Certainly for learning about the validity of a theory and for convincing
policy makers that it tells a story that is worth listening to, one needs some
information upon how well the model fits the data and in what way it
doesn’t. A large number of procedures have emerged to do this and they
can be usefully classified into three groups:

1. Methods that examine the Euler equations which are at the core of
these models.

2. Methods that focus on the historical tracking record of the model.
3. Methods that aim to make inferences robust to the fact that the

calibrated model is almost certainly mis-specified.

Tests of the Euler equations have either used the standard J-test for the
validity of the implied moment conditions or have adopted transforma-
tions of it that may have more appeal from an economic perspective, for
example, Durlauf and Hall (1990) and Durlauf and Maccini (1995) derive a
‘noise ratio’ index that is equivalent to studying an R2 rather than an F sta-
tistic (as the J-test is). Whilst it is important to compute these indices, there
can be little doubt that a useful supplement would be a visual impression
of how well the model fits a series of data points, that is, how well can (say)
an RBC model reproduce the actual movements in GDP rather than just
(say) the mean and variance of output growth? Tracking performance of a
model was always regarded as an important piece of information in the
SEM tradition, and extensive graphical information was generally presented
on its ability to do this. Such information was regarded as being particu-
larly valuable when the models were dynamic.

To explore this further, let yt* be the calibrated model output, yt the data,
and ut = yt – yt* the ‘model error’. Historical tracking means comparing ut to
zero. However, because calibrated models are generally driven by unobserved
processes such as technology shocks, it is possible to describe the moments
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of yt* but rarely yt* itself. One attempt to circumvent this difficulty has been
the use of ‘Solow residuals’ in order to measure the technology shocks that
enter into RBC models. Whilst it is true that technology shocks are linear
combinations of output, capital and labour in these models, the latter trio
should be measured using their predictions from the model and not their
actual realizations. Only if this is done will the technology shocks be con-
sistent with the model itself and allow a proper evaluation of its tracking
performance. But then one no longer has an observed measure of the
shocks.

In the above analyses the central idea was that the calibrated model was
the DGP. However, most builders of these models would maintain that this
is unlikely to be true: that is, the calibrated model is mis-specified. This fact
raises some difficult issues of inference. If all one was interested in doing
was to test if the calibrated model was the DGP, the standard testing proce-
dures as discussed above would be adequate. However, if one is making
some inferences about a quantity g(�) that depends on the calibrated model
parameters �, then the fact that the calibrated model does not describe the
DGP must be taken into account. Mostly this problem has been ignored in
the literature: for example, Eichenbaum (1991) and Christiano and
Eichenbaum (1992) assume that the calibrated model is the DGP and
perform inferences about g(�) using Generalised Method of Moments esti-
mators of �. However, when the model is not the DGP the estimators of �
will not have standard properties and this will impact upon the distribu-
tion of the estimator of g(�). Consequently, it seems important that estima-
tors and test statistics be made robust to this mis-specification in some way.

Statistical methods to do this are given in Pagan (1994) and Diebold et al.
(1998). The basic idea is very simple – find a good approximation to the
DGP and use it to make inferences. To appreciate how this would work,
consider a true regression relation which contains a dependent variable yt

and two independent variables 
1t and 
2t. An investigator adopts a model
(yt*) that only incorporates the first of these variables. Consequently, yt*
involves 
1t while ut is a function of 
2t. Because we know what the true
DGP is in this instance we can always figure out the consequences of the
mis-specification upon any estimators of the impact of 
1t upon yt. In this
simple case the effects of mis-specification can be found analytically, but in
more general cases they need to be measured by simulating from the DGP.
This latter fact suggests that we apply the same idea to calibrated models.
In Pagan (1994, p. S8), I proposed such a strategy for calibrated models. The
approach is simple to implement and merely requires one to select a statis-
tical model as the DGP from which pseudo-observations can be simulated.
Based on the arguments of the current paper, such a model would naturally
be whatever has been selected as the way of summarizing the data. I did
not give any empirical examples of how the method would work, but
Diebold et al. (1998) do.
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Calibrated policy models

There is another type of calibrated model used in macroeconomics which is
on a much larger scale than those used by academics and which has
become increasingly popular in institutions concerned with providing
advice to policy makers: see for example McKibbin and Sachs (1991), Black
et al. (1994), McKibbin and Wilcoxen (1995), Black et al. (1997) and Laxton
et al. (1998). Such models have many similarities to their academic cousins
but also display significant differences. Apart from size, they place less
emphasis on stochastic variation in shocks, and are concerned to make
allowances for liquidity-constrained consumers, and so on, in an attempt
to capture actual short-run dynamic responses. One of the similarities to
academic models is that many of the parameters are either chosen from a
literature search or are selected to produce ‘realistic’ impulse responses to
particular shocks. Another is that minimal attention is paid to a precise
fitting of the data, with many of the models being designed to inform
policy makers through the production of a story about the economic mech-
anisms rather than the provision of a forecast. However, the latter require-
ments cannot be entirely ignored. Policy is almost always about actions
based on forecasts: as has often been said, inflation targeting should really
be described as ‘inflation forecast targeting’, and so one sees models such as
the Canadian and New Zealand ones mentioned above being integrated
into the forecasting process.

A good example of the role of these models in leading to wisdom is their
use in studying the adjustment of the world economy to the Asian crisis;
for example, see McKibbin and Martin (1998) for an analysis of this event
with McKibbin and Wilcoxen’s (1995) calibrated G-cubed model of the
world economy. Many policy-setting institutions utilize such models for
understanding some of the longer-term issues of macro policy; the exact
values of variables such as output and asset prices from the simulations are
rarely regarded as being as important as the insight one obtains into how
the factors are likely to play out in response to a specified shock.

There are many interesting issues about how to use these models to gen-
erate wisdom and it is an area that is still under-researched. To some extent
we do want to know how well they explain features of the data, and cer-
tainly we would wish to know what their failures on this score might be.
Somehow then one needs to find relatively small models that effectively
capture enough of the dimensions of the larger ones as to effect a compari-
son with the data. Under certain circumstances, it is possible to utilize the
output from simulations of the larger models to perform this task. Once
performed, such simulations indicate what the implied impulse responses
of the artificial economies embedded in the large models are to permanent
and transitory shocks, that is, values of CM(L) in (7) and (9) can be found,
where M stands for model. With this information we can always determine
a VAR (or VECM) in a given set of variables that would be capable of repli-
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cating the CM(L) up to some specified degree of L (clearly one can never
exactly represent an infinite number of Cj with a finite order VAR). The
approximating VAR found in this way might then be used as prior informa-
tion when a VAR is estimated from the data, as in Ingram and Whiteman
(1994).

11.4 Conclusion

In line with the fundamental division of this paper we can ask what has
been learned about the execution of the two steps of summarization and
interpretation. I think a great deal of knowledge has been accumulated
through the first of these, and a consensus has emerged on useful ways of
parameterizing the features that we see. To some extent the consensus is
stronger for univariate data, although even there one encounters questions
relating to the need for non-linear structure. In the multivariate case we
may not all agree on the best ways of summarizing the data, but important
lessons have emerged along the way: for example, in the case of the US,
one should incorporate commodity prices into any VAR involving con-
sumer prices. I also suspect that substantial agreement could be reached
about the list of variables that would need to be adopted to capture the
essential macroeconomic data of small open economies.

The interpretation stage is much more challenging and open. It has
never been hard to find stories about the data, but it has been much harder
to have them formulated in such a way that they can be assessed via the
data summary. In many respects the developments in macroeconomics of
the past twenty years has been helpful in this regard, as there has been a
strong emphasis in this literature upon producing quantitative models that
are in ‘real-time’. Moreover, we have seen certain theories, such as mone-
tarism, ‘monetary mis-perceptions’, pure RBC theories, and so on, lose a lot
of their appeal after many failures to adequately characterize the data.
There is never a single dramatic experiment which causes this. Rather cred-
ibility is lost via repeated failures. Perhaps the biggest problem we still face
in this endeavour is exactly how to perform a confrontation with the data,
and it is for this reason that I have spent some time sketching what I see as
some promising developments to assist us in this task.

Notes
1. Levtchenkova et al. (1998) emphasize the distinction.
2. It is not clear that they can be completely divorced. Although the selection of

variables to be modelled should arise naturally from what phenomenon is being
studied, it is likely that the set of variables selected will stem from the theories
that the investigator knows about.

3. There have been other proposals involving a different pattern of zeros in B0 and
also some suggestions about using linear restrictions involving B0 and B1, …, Bp.
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12
Learning Dynamics: Complete and
Incomplete Learning*
Seppo Honkapohja
University of Helsinki, Finland

12.1 Introduction

Rational expectations (RE) is currently the standard approach to modelling
expectations in macroeconomics. However, refinements to modelling
expectations formation have recently been developed and the literature on
learning dynamics has grown rapidly. The basic idea in models of learning
is that agents have limited information about the structure of the economy
and they have to act inductively like scientists when they forecast the rele-
vant aspects of its future course. Some forecasting is necessary since, as is
common in economics, the decisions of individual agents depend on the
future and these agents are forward looking in their decision-making. The
RE hypothesis is weakened to the assumption that expectations follow a
real-time learning rule which often will make expectations converge to RE
over time.

An example of a learning rule is one in which agents use a linear regression
model to forecast the variables of interest. They estimate the required parame-
ters by least squares and update the parameter estimates each period to incor-
porate new data. This approach may be termed econometric learning, and the
greatest concentration in research has been here. A different but related
approach is to use formulations from computational intelligence, such as
genetic algorithms or classifier systems. The different approaches to modelling
learning behaviour are discussed in the survey paper (Evans and Honkapohja
1999) which provides detailed references to the development of the subject.1

The book (Evans and Honkapohja (2001)) provides an extensive treatment of
learning in macroeconomics.
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It should be noted that modelling expectations in this fashion puts the
agents in the economy in a symmetric position with the economic analyst
since, when studying real economies, we economists use econometrics and
statistical inference. In contrast, under RE the agents in the model
economy have much more information than the outside observer, so in
fact the standard formulation of RE turned the quest of Muth (1961) on its
head.

The learning approach to macroeconomics has several possible motiva-
tions and goals. First, learning has been used to address the issue of the
plausibility of the RE assumption in particular models: could boundedly
rational agents arrive at RE through a learning rule? This issue is of interest
as it provides a justification for the RE hypothesis.

Second, some widely used models have multiple rational expectations
equilibria (REE). If some REE are locally stable under a learning rule while
others are locally unstable, then learning acts as a selection device for
choosing the REE which we can expect to observe in practice. Extensive
work has been devoted to obtaining stability conditions for convergence of
learning to particular REE, and at present a systematic stability theory for
REE under econometric learning is available.

Third, it may be of interest to take seriously the learning dynamics itself, for
example, during the transition to RE. Dynamics with learning can be qualita-
tively different from, say, fully rational adjustment after a structural change.
This has been the focus of some policy-oriented papers. It has also been the
focus of some recent work on asset pricing. Brian Arthur (see for example
papers reprinted in Arthur (1994)) has emphasized path dependence of
adaptive learning dynamics in the presence of multiple equilibria.

If the model is mis-specified by the agents, then this can effectively lead to
persistent learning dynamics as in Evans and Honkapohja (1993a),
Timmermann (1996), Marcet and Nicolini (1998), Honkapohja and Mitra
(1999), Sargent (1999), Cho, Williams and Sargent (2000) and Evans and
Honkapohja (2001). I call this kind of situation incomplete learning, since the
learning economy fails to converge even asymptotically to an RE. When there
is convergence to some REE, we have the case of complete learning.2 The
research on incomplete learning is very recent and this area is undergoing
further development. We note also that even if the model is not mis-specified,
particular learning dynamics may not fully converge to an REE and the learn-
ing dynamics may be of intrinsic interest. This arises, for example, in Evans
and Ramey (1995) and Brock and Hommes (1997).

The implications of these results have led also to one further set of issues:
the effects of policy and appropriate policy design in models with multiple
REE. For example, if there are multiple REE which are stable under learning,
then policy may play a role in the selection of equilibrium, and policy
changes may also exhibit hysteresis and threshold effects. The appropriate
choice of policy parameters can eliminate or render unstable inefficient
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steady states, cycles or sunspot equilibria. For examples, see Evans and
Honkapohja (1993b) and Evans and Honkapohja (1995).3

A further application of learning algorithms is that they can also be used
as a computational tool to solve a model for its REE. This point has been
discussed by Sargent (1993). An advantage of such algorithms is that they
find only ‘learnable’ REE.

The purpose of this paper is to illustrate different aspects of the dynamics
of learning. I do this by means of a model of increasing social returns and
coordination failures. It should be stressed that this model is adopted for
illustrative purposes just to show how learning adds to and interacts with
standard macroeconomic theory. As already noted, for complete learning
there exists a systematic theory of stability and dynamics applicable to a
wide variety of models in which expectations are pertinent. In incomplete
learning the research is very recent, and the state of knowledge far less sys-
tematic but the initial results on the possible dynamics are intriguing and
worth illustrating.

I will consider both complete and incomplete learning with the aid of
the same model. I start with complete learning and consider the set 
of steady-state REE which are stable under learning. I also show how 
policy can be used to steer the economy to a steady state with high 
welfare.

As a second step I introduce unobservable random shocks which lead to
occasional structural shifts in the economy. In response to structural shifts
agents utilize a ‘constant gain’ learning rule, which is a common way in
statistics and engineering to account for such possibilities. This kind of
learning is incomplete in that it does not converge to an REE, even if it is
often unbiased (i.e. its mean is correct asymptotically). Dynamics of incom-
plete learning can provide further patterns of dynamics, as will be
illustrated by the analysis.

12.2 A model of increasing social returns

12.2.1 The model

I consider the basic Samuelson overlapping generations model with money,
but I make an important modification to the production structure.4 The
consumption side of the model is standard. The economy consists of over-
lapping generations of identical agents who live each for two periods.
Agents work when they are young and consume when old. The utility
function of an agent in generation t takes the form

U(ct + 1) – V(nt)

where ct + 1 is consumption at old age and nt is labour supply. U (·) is
concave and V (·) is convex and both U (·) and V (·) are twice continuously
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differentiable. Assume that the money supply is constant. For simplicity I
will assume isoelastic utility functions, so that

U(c) = c1 – �/(1 – �) and V(n) = n1 + �/(1 + �)

On the production side I assume that the production activity of every
young consumer takes place in accordance with a production function

Qt = f(nt, Nt)

where Nt denotes aggregate labour effort and represents a positive produc-
tion externality. We assume f1 > 0, f2 > 0 and f11 < 0. Here Nt = �nt where � is
the total number of agents in the economy. � is assumed large enough so
that each agent has negligible effect on Nt. For concreteness, I assume the
multiplicative form

Qt = nt
� � (Nt)

The consumer’s budget constraints take the form

ptQt = mt

Pt + 1ct+1 = mt

Here mt denotes the nominal saving by the representative agent, and pt

the prevailing price of output in period t. Money is the only means of
saving.

In the maximization each agent then treats the externality Nt as given, so
that the first order condition becomes

Here E*t(·) denotes the (in general subjective) expectations about the next
period, given current information. I formulate the model entirely in terms
of nt. Using pt/pt + 1 = Qt + 1/Qt and ct + 1 = Qt + 1 we have

V ′ (nt)f(nt, �nt)/f1(nt, �nt) = E*t f(nt + 1, �nt + 1)U ′ (f(nt + 1, �nt + 1)) (1)

It is convenient here to choose average employment nt as the variable to 
be forecast. (Since nt is in 1-1 correspondence with the price level, this is 
an innocuous assumption.) I will thus analyse the model in terms of
employment.

pt
V ′ (nt) = E*t pt + 1

f1(nt, �nt)U ′ (ct + 1)
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Letting W(nt) denote the left-hand-side function in (1), it can be verified
that W(nt) is a strictly increasing function of nt. Solving for nt yields that
the (interior) perfect foresight equilibria satisfy

nt = F(nt + 1) (2)

for a suitable F. Steady state REE n* satisfy n* = F(n*).
For appropriate specifications of the utility function and the production

function (such as those specified above) it is possible to obtain reduced form
functions F which yield three interior steady states, as shown Figure 12.1.
Examples are given in Evans and Honkapohja (1995). Employments levels nL

< nU < nH correspond to low, medium and high output levels. The steady
states nL and nU can be interpreted as coordination failures since the steady
states can be Pareto-ranked and steady-state welfare is higher in nH than in
either nL or nU.5 (Also welfare in nU is higher than in nL.)
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12.2.2 Formulation of learning

Suppose that there is no uncertainty, so that the representative consumer
of generation t needs to forecast average employment for next period ne

t + 1.
Substituting given expectations ne

t + 1 in place of nt + 1 in (2) gives the tempo-
rary equilibrium for this economy.

I assume that people form expectations from past data in the following
way:

ne
t + 1 = ne

t + �t(nt – 1 – ne
t) (3)

Here 0 < �t < 1 is usually referred to as the ‘gain sequence’. Two main cases
of interest are �t = t–1 and �t = �, a constant. It should be noted that in the
overlapping generations model learning is done by successive generations
with an implicit transfer of knowledge across generations.

The first case corresponds to agents taking the average of ni, i = 0, …, 
t – 1, i.e.

This corresponds to estimation of an unknown constant through the
sample mean. From this point of view the forecast method leads to a learn-
ing rule in which agents update their estimate of an unknown mean which
they treat as a constant. Note that in this kind of learning rule each new
data point has a smaller weight with limt →∞ �t = 0. Such gain sequences are
known as ‘decreasing gain’. The second case �t = � can be seen as a version
of the traditional adaptive expectations assumption, but it can also be
interpreted as a constant gain learning rule. I come back to such rules in a
later section.

Substituting (2) into (3) yields the difference equation

ne
t + 1 = ne

t + �t(F(ne
t) – ne

t)

and ne
0 is treated as an arbitrary initial expectation. It can be shown that a

steady state n* = F(n*) is locally stable under learning if F ′ (n*) < 1. It follows
that nL and nH are locally stable, while nU is unstable. In this model it is,
therefore, possible for the economy to become stuck in a low-activity, 
low-welfare steady state. Globally, this learning economy exhibits path-
dependence, since the eventual outcome depends on its history (starting
point) and any possible random shocks.

12.2.3 Learning and policy

Suppose that we modify the preceding model, so that (because of the posi-
tive externality) the government provides a production subsidy which, for

n t nt
e

i
i

t

+
−

=

−

= ∑1
1

0

1
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simplicity, is assumed to be financed by a lump-sum tax. If the subsidy 
to output is constant with rate �, the basic equation (1) describing the
temporary equilibrium is modified to

(1 – �)V ′ (nt)f(nt, �nt)/f1(nt, �nt) = E*t f(nt + 1, �nt + 1)U ′ (f(nt + 1, �nt + 1))

Geometrically, this corresponds to a leftward rotation of the map nt = 
F(nt + 1) and this can alter the number of steady-state REE in the economy.
Since the mapping F(nt + 1) continues to have a finite asymptote as nt + 1 → ∞
the low and middle steady states nL and nU in Figure 12.1 can sometimes
disappear in this rotation while the high steady state nH will continue to
exist.

Suppose now that the economy has had a coordination failure and has
stayed in nL. If an unanticipated production subsidy is introduced and it
makes nL and nU disappear, then learning dynamics will start (as nL is no
longer an REE) and it will take the economy to nH. This is a favorable bifur-
cation of the economy.6

It should be noted that an unfavourable bifurcation as a result of bad
policy is also possible for this economy. Suppose that in the basic model
(without the subsidy) the government starts to purchase a share � of output
and finances this by printing money. It is easy to show that the basic equa-
tion of the model (1) is then changed to

nt = [�Xe
t + 1]1/(1+�), where Xt + 1 = (1 – �) f(nt + 1, �nt + 1)

Geometrically, under perfect foresight this corresponds to a rightward rota-
tion of the map nt = F(nt + 1) and it can be the case that the economy has
only a low-employment steady state left after the government policy
change. Figure 12.2 illustrates various possibilities. Then the economy can
possibly move from a high-employment, high-welfare steady state to the
(unique) low-welfare one through a learning process.

12.3 Incomplete learning

Nonconvergence of learning dynamics has also been discussed in the litera-
ture. One case is that the economy has no stable REE for particular values
of the model parameters. (This is discussed, for example, by Bullard (1994)
and Grandmont (1998).) Another one is that learning dynamics is incomplete
in the sense that it has no chance of converging to an REE for any parame-
ter configuration, see e.g. Section 5 of Evans and Honkapohja (1999) or
Honkapohja and Mitra (1999) for discussions and references. Several
studies in recent literature have considered situations of incomplete learn-
ing. (The case of instability of REE will not be treated as a case of incom-
plete learning.)
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The incompleteness of learning may arise for different reasons. First, the
perceptions of the agents (and thus their forecasts about the motion of the
economy) may be incorrectly specified, so that they do not nest any REE.7

Second, the procedure for estimating the perceived law of motion of the
economy may not yield exact convergence. This latter case arises, for
example, when the economy is subject to structural shifts or regime
changes, and the agents try to account for possibility of shifts by using a
suitable incomplete procedure.

As already noted, constant gain algorithms in stochastic frameworks are
one case leading to incomplete learning, so that under them learning
dynamics are persistent, that is, never cease.8 Such procedures are
employed in statistics and engineering when the possibility of structural
changes exists, see for example the discussion in part I, chapters 1 and 4 of
Benveniste, Metivier and Priouret (1990). Another case leading to incom-
plete learning is the use of bounded memory rules in frameworks with
random shocks, see Honkapohja and Mitra (1999). When learning is
incomplete, dynamics may nevertheless give a good approximation to
actual economic data as discussed in the concluding section. The resulting
dynamics can take interesting new forms and this part of my paper is
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devoted to an exposition of some of the possibilities using the model of
coordination failures outlined above.9

12.3.1 Constant gain learning

I introduce random shocks into the preceding model of increasing social
returns and coordination failures. Assume that there is a proportional pro-
ductivity shock to the production function which now takes the form

Qt = f(nt, Nt)vt

Here vt is an i.i.d. positive random shock with mean equal to one. I con-
tinue to postulate that government purchases a fraction � of output and
finances it by seignorage. The model can be written in the form

nt = H(G(nt + 1, vt + 1)e)

where

Xt = G(nt, vt) = [(1 – �)f(nt, lnt)vt ]

represents after-tax output, and

H(X) = (�X)1/ (1+ ε )

is an appropriate function, depending on preference and production para-
meters, which arises from the first order condition.

Under adaptive learning we write

	t – 1 = G(nt + 1, vt + 1)e

for the expectations of the agents, and I assume that expectations are
updated according to the rule

	t = 	t-1 + �t(Xt – 	t-1)

The analysis of the previous section is now modified by replacing the
decreasing gain assumption by the assumption of constant gain

�t = � for some 0 < � < 1

For the time being, the gain parameter � is held fixed at some value 
0 < � < 1. The choice of � is considered later.

The key difference from the case of a decreasing gain is that under constant
gain algorithms there exists the possibility of endogenous fluctuations. This
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is because the economy occasionally escapes from the basin of attraction of
one stochastic steady state to the basin of attraction of another stochastic
steady state. This possibility of endogenous fluctuations arises even if agents
do not condition their estimates on an extraneous exogenous variable, but
try to estimate a steady state using a constant gain algorithm. Endogenous
fluctuations can arise in which the economy shifts between high and low
activity levels in a random way.10

Recall from above that there will generically be one or three steady states.
When there are three steady states I label them as nL < nU < nH as before.
Recall also that increases in the tax rate � rotate F downward, lowering both
nL and nH. Sufficiently large increases in � can bifurcate the system, elimi-
nating nH. Similarly, sufficiently low values of � may also bifurcate the
system, eliminating nL.

The following properties of the function

n = F(n) ≡ [�(1 – �)f(n, �n)]1/(f + �) = H(G(n, 1))

will be used below: (i) F(n) is continuous and strictly increasing with F(0) =
0. (ii) If there is a single interior steady state n̄ then F(n) – n > 0 for 0 < n < n̄
and F(n) – n < 0 for n > n̄. If there are 3 distinct steady states nL < nU < nH

then F(n) – n > 0 for 0 < n < nL or nU < n < nH, and F(n) – n < 0 for nL < n < nU

or n > nH. Furthermore, F(n) – n → – ∞ as n → ∞ . (iii) F(n) is differentiable
almost everywhere and F ′ (0) = +∞, 0 < F ′ (nL), F ′ (nH) < 1 < F ′ (nU).

The ‘size’ of the productivity shock vt plays a key role under constant
gain learning. I restrict attention to distributions with compact support,
that is, the support of vt is the interval Iv = [v̄1, v̄2], where v̄1 < 1 < v̄2, and vt

has continuous positive density over [v̄1, v̄2].
The first result is that if the support of vt is sufficiently small, then nt will

become trapped in a small region around either nL or nH. We focus on the
case in which three steady states exist. Let 	L = G(nL, 1), 	U = G(nU, 1) and 
	H = G(nH, 1) be the after-tax levels of output corresponding to nL, nU

and nH, respectively. The following results are proved in chapter 14 of
Evans and Honkapohja (2001):

Proposition 1. Suppose there are three steady states. There exist v̄1 < 
1 < v̂2 so that for all v̄1, v̄2, satisfying v̂1 < v̄1 < 1 < v̄2 < v̂2, there are
neighbourhoods N(	 L) = (a1, a2) and N(	H) = (b1, b2), with 0 < a1 < 	L < a2

< 	U < b1 < 	H < b2, such that 	t – 1 
 N(	L) implies 	t 
 N(	L) and 	t – 1 
 N (	H)
implies 	t 
 N(	H).

Thus, for a sufficiently small support for the productivity shock vt, expec-
tations will remain trapped in a neighbourhood of 	L or 	H if they start in
or enter that neighbourhood. Since nt = H(	t ), this also implies that nt will
be confined to a neighbourhoods of nL or nH.
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Next consider what happens if the support of vt is increased:

Proposition 2. Suppose there are three steady states. Suppose vv̄1 < v̂1 and
v̄2< v̂2. Then for every interval J = (	̄1, 	̄2), 0 < 	̄1 < 	̄2, and for all neighbour-
hoods N(	H) of 	H and N(	L) of 	L there is a positive integer T such that 
if 	 t 
 J then, for all s > t + T, 	s 
 N(	H) with positive probability and 
	s 
 N(	L) with positive probability.

This proposition shows that, for a given constant gain �, there is a critical
size of the support of the exogenous shock vt which prevents 	t (and hence
nt) from remaining trapped for ever in a neighbourhood of the low-level
state or in a neighbourhood of the high-level steady state. Occasional
sequences of large shocks can lead to paths which ‘escape’ the basin of
attraction of 	L to a neighbourhood of 	H for a period of time. Similarly, an
occasional sequence of shocks leads can lead 	t to escape the basin of
attraction of 	H and return toward 	L.

Simulations illustrating this phenomenon were first presented in Evans
and Honkapohja (1993a) and are further discussed in chapter 14 of Evans
and Honkapohja (2001). These ‘endogenous fluctuations’ are induced by
the learning rule in conjunction with the random shocks and they depend
on the constant gain assumption.

The following figure, taken from chapter 14 of Evans and Honkapohja
(2001), illustrates the phenomenon. I use the production function devel-
oped in Evans and Honkapohja (1995):

f(n, N) = An� {max(I*, �N(1 + ��N)–1)}�

with parameters A = 0.0805, � = 0.025, � = 0.5, l = 40, � = 1.007 and 
I* = 19.5. The other model parameters are set at � = 0.25, � = 0.1, and 
� = 0.04. The random productivity shock is distributed as a i.i.d. lognormal
random variable, that is, �n vt is normal with mean one and standard
deviation 0.0577. We choose the gain parameter � = 0.15.

Figure 12.3 exhibits the time path of employment nt over a simulation of
2500 periods by plot of a line graph of nt plotted against nt – 1. Most of the
time the dynamics stay near one of the two steady states, as is illustrated by
the very dark areas. However, occasionally the path from a neighbourhood
of one steady state escapes to a neighbourhood of the other steady state.
This requires a specific series of productivity shocks, so that the estimates
can move from one region to another. The important features of the escape
routes is that, while the probability of their occurrence is low but positive,
these routes do not go to any arbitrary direction but tend to move in
specific ways.11

This escape route phenomenon was also discovered by Sargent (1999) 
in the context of a standard natural rate Phillips curve inflation model, 
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but with the central bank trying to learn a mis-specified ‘naïve’ Phillips curve.
A further analysis of the inflation model is in Cho, Williams and Sargent
(2000).

Without going to details I also want to point out that learning dynamics
with constant gain learning can sometimes produce a hysteresis. This happens
when there is a time-varying structure to the model leading to bifurcations in
the set of steady states and agents use a constant gain learning algorithm in
order to take account for the possibility of structural shifts.

12.3.2 Equilibria in learning rules

What determines the choice of the gain parameter �? So far I have just
examined the effects on economic dynamics of a particular choice of � by
the agents. This poses a natural question: is there an optimal gain parame-
ter � from the point of view of an individual agent?

It should be noted that this issue is not so important when the dynamics
converge to rational expectations. If the economy converges to rational
expectations, the agents are asymptotically using a fully optimal way of
forming expectations. With constant gain learning there is typically con-
vergence to a stationary stochastic process and agents are not forming
expectations optimally even in the limit. This kind of reasoning suggests
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the concept of an equilibrium in learning rules, following Evans and
Honkapohja (1993a).

I take up this issue using the above model of increasing returns and coor-
dination failures. Dynamics with fixed gain �0 learning defines a Markov
process in nt

(�0), and 	 t
(�0), where the superscript (�0) denotes the stochastic

process induced by a particular value �0. Consider now the optimal choice
of �. Let 	 t

(�0) (�) be defined by

	 t
(�0) (�) = 	 (�0)

t – 1 – 1 (�) + �(G(nt
(�0), vt) – 	t – 1)

That is, 	 (�0)
t – 1

(�) is the sequence of forecasts G(nt + 1, vt + 1)e that would be
obtained from using the fixed gain parameter � when all the other agents
in the (large) economy are actually using gain �0. Let also

MSE(�0) (�) = lim E(G(nt + 1, vt + 1) – 	 (�0)
t – 1 (�))2

t →∞

provided this limit exists, be the asymptotic mean-squared error from using
the fixed gain rule � when agents are in fact using �0. If

�0 = arg min MSE(�0) (�)
�

then we say that we have an equilibrium in learning rules.
In this kind of equilibrium no agent has an incentive to change to an

alternative value of � if there is a large number of agents and each agent
treats its actions as having negligible effects.

The possibility for this equilibrium was investigated numerically in Evans
and Honkapohja (1993a) and in Evans and Honkapohja (2001). Table 12.1
gives MSE(�0) (�), the estimated values of MSE(�0) (�) obtained as12

using a stochastic simulation with T = 100,000.
From the table it is seen that � = 0.15 is an approximate equilibrium in

learning rules. The simulation in Figure 12.3 was based on the value � =
0.15, so that it represents an equilibrium in learning rules. These parameter
values give rise to endogenous fluctuations in the sense shown above: the
path of nt periodically shifts between regions near the high and low level
steady states. It is important to stress that the notion just discussed yields a
self-fulfilling prophecy at the metalevel of learning rules, though not in
terms of expectations.

MSE T G n Vt t
t
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t
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12.4 Concluding remarks

The model I used to illustrate some of the characteristics of learning
dynamics is obviously too simple for estimation or calibration and thus for
empirical application. Hopefully, my discussion has shown how learning
dynamics can lead to a rich set of possibilities and that they can provide
possibilities for empirical work in the future.

So far, empirical work based on learning has been scarce. Before consider-
ing applications, I note that experimental work has been recently done to
provide broad support for the types of dynamics that can emerge from
complete learning (see Section 5 of Evans and Honkapohja (1999) for dis-
cussion and references). Let me conclude by mentioning three interesting
areas of empirical work.

Since learning offers an alternative to RE dynamics, it is in principle
desirable to develop applications where learning does better than RE
dynamics. Marcet and Nicolini (1998) argue that the recurrent episodes of
inflation and disinflation in several Latin American countries since the
Second World War are difficult to account for by an RE approach. They
suggest that a model of learning based in part on constant gain algorithms
can account for this period in an otherwise standard inflation model.

Recently Sargent (1999) has suggested that the disinflationary process in the
US since the 1980s is difficult to explain by means of the model based on the
natural rate hypothesis and a time-consistent monetary policy maker. He sug-
gests that an alternative explanation might be that the central bank has con-
tinued to believe in the simple (non-natural rate) Phillips curve and has
estimated the slopes continuously using a constant gain learning rule. In
Sargent’s model the disinflationary period is an escape route of the type
illustrated above (though his model has only one REE).

A third application of learning has been to financial markets. The papers
by Timmermann (1993, 1996) suggest that two major anomalies of the
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Table 12.1

� MSE(�0 = 0.15) (�)

0.05 0.0276
0.10 0.0256
0.15 0.0253
0.20 0.0255
0.25 0.0259
0.30 0.0265
0.40 0.0278
0.50 0.0295
0.60 0.0314
0.70 0.0336
0.90 0.0395



stock market, the excess volatility of stock prices and the predictability of
stock returns, can be accounted for by certain models of learning dynamics.

This list is short even if there are some other studies, see Evans and
Honkapohja (1999) for references. The 1990s have seen major structural
changes in a number of countries which suggests rich possibilities for
empirical work based on the learning approach. This viewpoint is a pro-
gressing research programme, and further work, both applied and theoreti-
cal, is highly valuable.

Notes
1. See also Marimon (1997).
2. This distinction is made in Honkapohja and Mitra (1999).
3. Here policy is modelled as a rule which atomistic private agents take as part of

the economic structure. Modelling policy maker’s learning is a different
approach, see e.g. Sargent (1999).

4. The model was first developed in Evans and Honkapohja (1995), where further
details can be found. All the results and illustrations shown here are developed
more extensively in the forthcoming book Evans and Honkapohja (2000).

5. Evans, Honkapohja and Romer (1998) show the possibility of multiple steady
state REE in growth rates in a model of innovations and endogenous growth.

6. The possibility of favourable and unfavourable bifurcations for a model of
growth and trade is investigated in Honkapohja and Turunen-Red (1999). They
show that opening autarkic economies for trade can lead to large positive
increases in growth and welfare.

7. Note that in complete learning leading to convergence to an REE the agents mis-
specify the dynamics during the adjustment, but this mis-specification will dis-
appear asymptotically.

8. Evans and Honkapohja (1993a) pioneered the use of constant gain learning.
9. The treatment here summarizes the analysis in Evans and Honkapohja (1993a)

and in ch. 14 of Evans and Honkapohja (2000).
10. These fluctuations are different from sunspot equilibria which in fact also exist

for this model, see Evans and Honkapohja (1993b). Sunspot solutions are a
particular type of REE. I will not consider them in this paper.

11. The term ‘escape routes’ is due to Sargent (1999).
12. For this table the model parameters are those as above and with the lognormal

shock and �= 0.04. The simulation is taken from Evans and Honkapohja (2000).
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13
Standard-of-Living Aspirations and
Economic Cycles*
David de la Croix
National Fund for Scientific Research and IRES, Université Catholique de Louvain, Belgium

13.1 Introduction

One of the main tasks of macroeconomists is to explain why there are
fluctuations in output and employment and why growth is not a steady
process.

Three different ways to explain the existence of fluctuations can be found
in the literature. The first one, which is the mainstream approach, considers
stochastic disturbances affecting the fundamentals of the economy. These
shocks can take the form of productivity shocks, fiscal shocks, tastes 
shocks … . Shocks and propagation mechanisms are studied by the use of
calibrated theoretical models or by econometric techniques. The second
approach looks at mechanisms that can be responsible for fluctuations in 
the absence of exogenous shocks. In this case, it is the non-linear, com-
plex, nature of the economy that generates endogenous fluctuations. In the
third approach, the fundamentals are not sufficient to determine the actual
growth path of the economy. The way expectations are coordinated plays
then a crucial role in selecting the type of equilibrium that will emerge.
Shocks to expectations, like pessimistic waves, can then be responsible for
fluctuations.

For these three approaches, the elaboration of models which can propa-
gate cycles through empirically realistic mechanisms is a central challenge:
One of the findings of Hodrick and Prescott (1980) is that the deviations of
output from trend display a moderately high degree of persistence.
Accordingly, one the major tasks of the dominant paradigm is to build
models that account for this persistence, without needing to assume that
the exogenous shocks themselves are highly persistent. This proves to be a
difficult task and it is often objected to real business cycle models that the

* I am thankful to Jacques Drèze for his suggestions on an earlier draft. The financial
support of the PAI program P4/01 is gratefully acknowledged.



persistence displayed by output is simply the mirror of the persistence of
the shocks. In other words, the model does not bring any insight as far as
persistence is concerned.

A main objective for studying models which are able to generate endoge-
nous cycles is to set up a theory of fluctuations that can compete with the
dominant paradigm. A variety of mechanisms may be responsible for self-
driven oscillatory phenomena. As stressed by Boldrin and Woodford (1990)
in their survey, the construction of examples that allow endogenous cycles
in the case of empirically realistic mechanisms and parameters is one of the
main challenges of this line of research. Using a scalar overlapping genera-
tions model Grandmont (1985) shows that complicated cycles may occur if
savings are sufficiently decreasing in the interest rate. An extension of this
model to account for elastic labour supply shows that cycles are possible
even though savings are not a decreasing function of the interest rate. In
this case, the production factors should be highly complementary (Reichlin
(1986)).1 Finding a propagation mechanism that neither requires a negative
effect of the interest rate on savings nor low values of the elasticity of sub-
stitution in production is on the research agenda.

One of the relevant propagation mechanisms can be the adaptation of
preferences – or tastes – to the environment. Accordingly, we intend to
show in this paper the contribution of such set-ups to the explanation of
fluctuations. We shall in particular focus our attention on three specific
forms of endogenous adaptation of preferences. These are respectively the
formation of consumers’ habits, the inheritance of standard-of-living
aspirations and the formation of the fair wage.

Before studying these cases we present some selected stylized facts on
growth and cycles.

13.2 Selected facts on growth and cycles

13.2.1 Long-run growth

One problem to the study of long-run growth is the lack of data over a
very long period of time. There is some partial evidence, however, that
economic growth was very slow before 1700. Real wages and per capita
GDP were roughly the same in 1700 as they were 2000 years before (see
Jones (1999) and the references therein). For the recent past, Maddison
(1995) has performed a huge task of building GDP and population series
for many countries over more than one century. Figure 13.1 presents the
GDP per capita of selected years for the whole set of countries for which
the data are available (i.e. starting in 1820). Each point broadly reflects the
standard of living of one generation in one country. The first fact that
emerges clearly from this picture is that growth is a monotonic process at
this frequency and that the standard of living of successive generations is
rising over time.
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13.2.2 Long cycles

The fact that there is positive growth in the long run does not imply that
long-run growth rates are constant. To illustrate this, we take GDP per
capita series and extract their long-run component using a very smooth
moving average of the Hodrick and Prescott (1980) filter type.2 Figure 13.2
displays the long-term component for two countries. Clearly, the trend
does not grow at a constant rate. There are very long periods of time during
which growth is low, followed by lasting booms. This also stresses that
predicting growth over long periods of time is a hazardous game.

If one goes further and computes the growth rate of the long-term com-
ponent, one finds that the growth rate attains a peak approximately every
30 years. However, it is not possible to prove that these fluctuations at low
frequencies come from the functioning of the economic system itself rather
than from the filtering procedure. Note, however, that the presence of
long-term cycles is broadly consistent with what we know on growth over a
long period of time (see for instance the spectral estimates of the
Kondratieff cycle by van Ewijk (1982) and Reijnders (1990) and the study
by Solomou (1986)).

13.2.3 Short cycles

The short-term cycles have been widely documented in the real business
cycle literature (see for instance Prescott (1998)) as well as in the applied
econometric literature. The standard theory is able to document a wide
series of stylized facts. There are, however, many puzzles left and we would
like to mention some of them here.

The equity-premium puzzle. Returns on the stock market exceed the return
on Treasury bills by an average of 6 percentage points, in the US. This
strong risk-premium is puzzling in the context of an economy populated
by agents endowed with standard preferences (Mehra and Prescott (1985)).

The excess smoothness puzzle. Consumption is slow to adjust to innova-
tions in income and the changes in consumption are related to averages of
previous innovations (J. Campbell and Deaton, 1989).

The international risk-sharing puzzle. Output is more highly correlated
across countries than consumption. This weak correlation of consumption
levels is in contradiction with international risk-sharing (Backus, Kehoe
and Kydland (1992)).

13.2.4 Satisfaction

A fourth set of facts is less conventional. It relates to the results of surveys
dealing with the overall satisfaction of people.
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Neoclassical growth theory suggests that utility increases with consump-
tion and, as a consequence, with wealth. Accepting that satisfaction and
instantaneous utility are equivalent, this implies that the rich should feel
more satisfied than the poor, that reported satisfaction levels should be
higher in more developed countries and that satisfaction should grow in
line with wealth. As a matter of fact, only the first of these three conse-
quences of standard models seems to be weakly verified.

According to various studies, international differences in satisfaction are
very small and almost unrelated to economic prosperity.3 Surveys under-
taken by Gallup simply consisted of asking a question on people’s satisfac-
tion in different parts of the world. These are some puzzles about these
results. Why are the impoverished Latin Americans so satisfied? Are
Europeans really less happy than Americans and Australians? (Argyle (1987,
p. 103)).4

The Gallup-type studies give useful information on the non-existence of
the simple link consumption → utility only if satisfaction levels are compa-
rable across countries, that is, if the preference orderings are monotonically
related. If this is not the case, one has to use a method that is robust to cul-
tural discrepancies and, possibly also, to other sources of bias such as trans-
lation problems. Such a study has been carried out by Cantril (1965) and
further analysed by Easterlin (1974). People were asked to imagine the best
possible life and the worst possible life they could lead. They then had to
say where their present life fell on a scale from 0 to 10:

The inference about a positive association (between wealth and satisfac-
tion) relies heavily on the observations for India and the USA. … the
values for Cuba and the Dominican Republic reflect unusual political cir-
cumstances. … there is not much evidence, for these 10 countries5 of a
systematic association between income and happiness. … a similar lack
of association would be found between happiness and other economic
magnitudes such as income inequality. (Easterlin (1974, pp. 105–6)).

Even if the methods and concepts of happiness studies are subject to criti-
cism, one conclusion is that there is no evidence at the aggregate level in
favour of the idea that wealth buys satisfaction.

Despite continually rising prosperity in the developed countries, there
were considerable fluctuations in the percentage of those who said they
were very satisfied. In Figure 13.3 we compare the US data gathered by
Veenhoven (1993) with EC data from the Euro-barometer (some data
points for Japan and Sweden are also displayed). The observed fluctuations
for the USA and the astonishing constancy for EC 10 data are two puzzles
which standard models are confronted with. Note finally that, behind the
aggregate variable for EC 10, the various European countries display very
contrasting experiences (de la Croix and Deneulin (1996)).
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13.2.5 Labour market

One major challenge of macroeconomics is to propose rigorous and con-
vincing explanations of why real wages may be rigid and why employment
fluctuates largely in response to shocks. Indeed, the inspection of the US
business cycle characteristics of the labour market aggregates shows that
the volatility of labour input is high and greater than the volatility of
wages. Moreover, the correlation between wages and output is moderate
(see Cooley and Prescott (1995)). The standard Real Business Cycle model,
see for example King, Plosser and Rebelo (1988), fails to fit these facts.
Solving this business cycle puzzle has become one of the most challenging
task for the RBC research programme.6

Moreover, the contrast between the US pattern of the labour market and
its European counterpart has attracted wide attention (see e.g. Card,
Kramarz and Lemieux (1996)). Indeed, in the last two decades, the US
labour market was characterized by constant or even declining real wages
and rising employment, while the European labour market experienced
steadily rising real wages and falling employment, and a substantial and
persistent high level of unemployment.

13.3 The principle of extended preferences

The standard approach to economics is to assume that agents maximize an
objective function with preferences that depend at any point in time on
the control variables chosen at that time (consumption, leisure …). In the
simplest growth model one has:

u(cit)

where u is the instantaneous utility function and cit is the consumption at
time t of individual i. The preferences under which the utility function is
derived are, by definition, independent of past choices and others’ choices.
This simplification is quite useful to address many economic issues, but it is
fair to recognize that most economic models have adopted a very naive
approach to the determination of utility and that a large number of choices
depend very much on past actions and inter-individual relationships. As
stressed by Frank (1989), there is a lack of context: ‘The neoclassical eco-
nomic model of choice abstracts from context, saying that utility depends
only on the level of consumption. … one must not only know the relevant
levels of consumption, but also have an appropriate frame of reference
within which to evaluate them.’

Accordingly, the standard microeconomic approach to preferences has been
extended by Becker (1996) and others to incorporate past experiences and
social forces into tastes in order to analyse issues such as addiction, peer pres-
sure and catching up. We can thus use these ‘extended preferences’ to model
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the making of standard-of-living aspirations and their effect on macro-
economic variables. An extended utility function can be written

u(cit, sit)

where sit is a stock variable that represents the level of aspirations, habits
…, of individual i. We shall now analyse to what extent these mechanisms
provide plausible frameworks to understand how fluctuations in output
and employment are propagated. The question is now to specify how the
stock variable st is formed.

13.4 Personal capital

A first class of models consider that sit is built from the past actions of the
agents:

sit = s(sit – 1, cit – 1) (1)

In this case sit is called a ‘personal capital’. The easiest example is habit for-
mation. The past consumption of the agent modifies its desire to consume
today. Tastes thus evolve as a function of the agent’s decision.

13.4.1 Principle

The idea dates back to Duesenberry (1949), has been used in many empiri-
cal studies and has been applied in general equilibrium set-ups by Wan
(1970) and Ryder and Heal (1973). It amounts to assuming that tastes are
changing and that these changes depend on past decisions (i.e. past con-
sumption levels or expenditure levels). Things are judged by the extent to
which they depart from a baseline of past experiences. Experiences that
are salient or extreme and relevant to other experiences imply important
changes in instantaneous satisfaction. However, another important aspect
of habit formation is that, ‘gradually, the most positive events will cease to
have impact as they themselves are absorbed into the new baseline against
which further events are judged’ (Brickman, Coates and Janoff-Belman
(1978)). This is a consequence of adaptation, a theory developed by biolo-
gists and psychologists, ‘which is a mechanism for acquainting us with
changes in the environment. If the same stimulation continues, adapta-
tion gradually counteracts its effects to the point where it may no longer
be sensed or its quality becomes neutral’ (Helson, 1964). The power of
adaptation has been explored by Brickman, Coates and Janoff-Belman
(1978). They study whether quadriplegic patients are just as satisfied some
time after their accident as other people. The impact of their accident is
completely eroded by an habituation process. Some authors then claim
that happiness is totally relative and that the initial gain or loss in satisfac-
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tion after a big shock is completely eroded by habituation to the new con-
sumption standard. Economists would then have in mind a utility func-
tion of the form:

where the function (1) is homogeneous of degree one. This is of course an
extreme case of habit formation.

A related problem in the context of habit formation is to capture the
degree of forward looking behaviour of the agents (see Pashardes (1986)
and Muellbauer (1988)). The agent is called myopic if in each period he
takes into account his consumption history but does not recognize the
impact of his present consumption on his future tastes and decisions. In
contrast, a ‘rational’ agent refers to one who takes into account the effect of
his current decision on his future tastes. This was a important debate in the
seventies but now all rational expectations models assume no particular
myopia on behalf of the consumers. Let us now explore in more detail the
macroeconomic consequences of habit formation.

13.4.2 Macroeconomic implications

Several papers in the literature show that habit formation is helpful to
explain the fact that the return on the stock market exceeds so much the
return on risk-free deposits. The first attempt to do so (Constantinides
(1990)) was criticized because it implied counterfactual high risk aversion.
Subsequent research has shown (Boldrin, Christiano and Fisher (1995)) that
this equity premium puzzle can be accounted for without assuming coun-
terfactual risk aversion if one assumes both habit formation and a multi-
sector technology with limited mobility of factors.7 The main force at work
is a general equilibrium feature: as agents with habits have an additional
motive to smooth their consumption, they will extensively sell and buy
assets in the face of unexpected shocks. When the stock of capital is fixed,
the price of assets is more volatile, and, other things being equal, the equity
premium is increased.

The second implication of models with habit formation is obviously to
smooth consumption. This is a nice property as standard models tend to
overestimate the sensitivity of consumption to income shocks. With habit
formation, the response of consumption to income shocks is smaller, and
the response to a distributed lag of past permanent incomes is positive (see
Winder and Palm (1996) and Seckin (1999)).

To smooth consumption in the face of income shocks agents obviously
need to adjust their saving rate. This implies that investment is more
volatile with habit formation. As a consequence, a negative shock will have
deeper consequences in the future, as investment is more depressed than in

u =
c it

sit






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standard models because agents try to adjust slowly their consumption
level.

With respect to the international risk-sharing puzzle, Fuhrer and Klein
(1998) first show that habits are important in the G7 countries’ aggregate
consumption, and second that the introduction of habit formation makes
the puzzle even worse than we think. Indeed, in the face of common
shocks to interest rates, habits can generate positive international correla-
tions, even in the absence of risk-sharing.

On the econometric side, the habit formation model has been used in
empirical studies of consumer behaviour (see Ferber (1973) for a survey). If
we only consider relatively recent contributions, Muellbauer (1988),
Eichenbaum, Hansen and Singleton (1988), Ferson and Constantinides
(1991) and Ogaki and Park (1998) find that habit formation helps to
account for consumption dynamics. Winder and Palm (1996) show in an
explicit model that ‘ignoring habits or other forms of nonseparability may
explain the frequent rejection of the life cycle hypothesis’. Finally, de la
Croix and Urbain (1998) show that habit formation can be useful to obtain
stable preference parameters in household’s Euler equations.

13.4.3 Comparison with the best previous experience

Modigliani (1949) introduces the highest past income in the consumption
function. Following Michalos (1980), the best previous experience is one of
the two main determinants of aspirations and of the goal-achievement gap,
which itself explains quite well the reported levels of satisfaction. His study
is carried out over 12 specific domains (e.g. health, family life, etc.) and his
conclusion seems rather robust. When comparisons are made with the best
previous experience, the function (1) is of the form:

sit + 1 = max[sit, cit]

This introduces a unit root in the model and the economy displays 
path dependency. In this framework, reported satisfaction depends on the
whole history, including the initial level of habits. This case provides
interesting elements for explaining international differences in reported
satisfaction.

13.5 Social capital

In the personal capital case the stock of habits is built from the personal
past experience of the agent. An alternative is to suppose that aspirations
are built from the past consumption of a reference group of agents, either
peers or the whole society. This is the social capital case also called in the
literature the ‘catching-up with the Joneses’ approach. The main references
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are Abel (1990) and J. Campbell and Cochrane (1995). The stock s is now
given by:

sit = s(sit – 1, Ct – 1)

where ct – 1 is aggregate consumption.

13.5.1 Principle

The norm–achievement gap model often presented in the psychological
literature can be seen as embedding both personal and social capital.
According to Michalos (1980), ‘the hypothesis regarding satisfaction as 
a function of the gap between aspiration and achievement has been almost
uniformly successful.’ In this model satisfaction is a function of the
perceived gap between goal and achievements, and the goal is a function of
previous personal experience and other achievements. This norm– achieve-
ment gap model is demonstrated by the scheme shown in 
Figure 13.4.

Norms are fed by (real and/or imaginary) comparisons with one’s own
and with other persons’ past. The studies of Michalos (1980) conclude, on
the basis of questionnaire data, that comparisons with the most-liked pre-
vious experience and with a reference group of other people are the main
factors of the norm–achievement gap and, hence, of satisfaction. Using the
terminology of Scitovsky (1976), the ‘enjoyment of novelty’ may come
from comparisons with the past, and ‘satisfaction of status’ from compar-
isons with other people.

13.5.2 Macroeconomic implications

The key difference between social and personal capital models is that social
capital postulates a consumption externality. Indeed, the future norms of
the society are formed from the current and past consumption choices of
its members. Each individual member does not internalize the effect of his
current choice on social norms and thus on his future tastes. Agents who
increase their consumption do not take into account their effect on the
aggregate desire of all other agents to catch up. This externality allows
room for beneficial government intervention. Optimal – first-best – policies
can take different forms depending on the structure of the model:

• If there are different types of goods, it is obvious that the optimal policy
consists in taxing the positional goods. The possibility is explored in a
growth model by Cooper and Garcia-Peñalosa (1999). This taxation
allows a reduction in the aggregate desire to catch up.

• In the face of exogenous shocks on income, Ljungqvist and Uhlig (1999)
show that it can be optimal to adopt a Keynesian policy. Indeed, in a
model without capital, pro-cyclical taxes allow to cool down the
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economy when it is overheating following a positive shock. As house-
holds cannot smooth consumption as much as they wish, it is optimal
to avoid over-consumption during expansion periods.

• On the contrary, when capital is introduced, the catching-up-with-the-
Joneses model leads to too smooth consumption. It is then optimal to
amplify the effect of the shocks by means of taxes (see de la Croix (1998)
and Lettau and Uhlig (2000)). This illustrates that reducing the variance
of consumption is not always an optimal policy.

Government spending policies can also help in reducing the externali-
ties. In models with a direct effect of government spending on utility,
including possibly some habituation mechanism, there are potential cross-
effects with the norms derived from private consumption. An example of
the positive role of government spending on externalities is provided by Ng
(1987) in a static framework: the external cost of the resources used to
produce private goods which are imposed on others through relative-
income effects no longer exists in the case of public expenditure on pure
public goods. The production of public goods is thus a means to reduce the
inter-individual externalities. An extension of this to a dynamic setting is
left for future research.

Finally, Layard (1980) suggests altering utility functions in order to
reduce the importance of externalities. Education policies could play a role
so as to make people more altruistic and less concerned about their status.
The effect of education on the norm–achievement gap is not straightfor-
ward, however, as some empirical studies show that the positive effect of
education on satisfaction can be offset by the fact that education may lead
to higher aspirations and, hence, frustrations (see e.g. Woittiez and
Theeuwes (1995)). In order to analyse such policies, it is necessary explicitly
to introduce human capital to the model (or, at least, leisure) and to
assume that the function describing how norms are built depends either on
the level of human capital or on the time spent on leisure.

13.6 Family capital

Let us now turn our attention to another form of endogenous tastes, more
adapted to the study of long-run issues. It is a framework in which agents
evaluate their own consumption with respect to a baseline that depends on
the consumption of their parents when they were still living with them.
Indeed parents’ influence on children is not limited to resource transfers or
human capital transfers. Becker (1992) notices that

The habits acquired as a child or young adult generally continue to
influence behavior even when the environment changes radically. For
instance, Indian adults who migrate to the United States often eat the same
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type of cuisine they had in India, and continue to wear the same type of
clothing. … Childhood-acquired habits then continue, even though these
would not have developed if the environment when growing up had been
the same as the environment faced as an adult. 

A comprehensive survey of evidence of vertical transmission (i.e. from
parents to children), including the fear of insects but also career aspira-
tions, is provided in Boyd and Richerson (1985). These vertical transmis-
sion mechanisms are modelled in different strands of literature. All of them
lead to the conclusion that intergenerational taste externalities are parti-
cularly important for thinking about long-term evolution processes like
economic growth.

13.6.1 Principle

The intergenerational spillover can take the form of what social scientists
call social capital (to be distinguished from the concept of social capital
used above). Following Coleman (1990), physical capital is wholly
tangible, being embodied in equipment; human capital is embodied in the
individuals through skills and knowledge; social capital is embodied in the
relations among persons. The family relationships are important vectors of
social capital allowing for intergenerational spillovers. Chapter 22 of
Coleman (1990) analyses how different family structures generate social
capital and how the decline in the role of the family in recent decades can
be important for the social capital of the next generations. In Coleman
(1990), social capital can be seen as a vector of growth; he does not
investigate situations in which some sort of social capital can hamper the
growth process.

The most comprehensive analysis of intergenerational spillovers can be
found in the work of Cavalli-Sforza and Feldman (1981) and Boyd and
Richerson (1985). They study cultural transmission across generations, and
in particular the link between the transmission of culture and the transmis-
sion of genes.

After having assessed the huge importance of social learning within the
family, Boyd and Richerson (1985) build different models in which the
distribution of beliefs, attitudes and values in a population is transmitted 
and modified. The most important source of ambiguity is the empirical
difficulty of disentangling cultural inheritance from genetic inheritance.
However, linking the models of cultural transmission to models of genetic
evolution helps to determine the circumstances under which natural selec-
tion might favour the modes of cultural transmission observed among 
human beings. Given detailed assumptions about the structure of cultural
transmission and the nature of the environment, they predict the kinds of
culturally transmitted behaviours that should characterize a particular
population.
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In Cavalli-Sforza and Feldman (1981), the vertical transmission of culture
is measured using the Stanford survey of beliefs and values. Vertical trans-
mission appears clearly important concerning dietary habits, religious
habits, sports participation and political interest. The authors next study
the interaction between the inheritance of culture, the inheritance of genes
and the environment. One interesting aspect is that cultural selection is
distinguished from natural selection. Cultural selection is determined by
the acceptance or refusal by the individual after his exposure to the trait.
Cultural selection is important to determine the type of dynamics that can
emerge. For instance, negative reactions to examples set by parents may
generate cyclical dynamics. Once cultural selection has occurred, the
Darwinian fitness of the trait is tested. Indeed, the inheritance of a trait can
alter the viability of the next generation, depending on how this trait ‘fits’
with the process of natural selection. This can lead to unstable dynamics,
and to the extinction of some traits. Their socio-biological approach is not
that far from the economic approach, in which the role of the natural
selection is played by market forces.

13.6.2 Modelling intergenerational taste externalities

In a simple general equilibrium model, intergenerational taste externalities
can be modelled in the following way. Using the same notation as above,
the instantaneous utility depends on a stock variable st which is here inter-
preted as family capital. We thus have u(ct, st) and we may distinguish two
cases depending on the sign of the intergenerational spillover.

When u′s > 0, the consumption of the parents has a positive influence on
the utility of their children. This is the case, for instance, when the
children learn an ‘art-of-living’ with their parents; this stock of cultural
knowledge presents some durability and still exerts a positive influence
when the children become adults. The effect of s on the consumption
behaviour of the new adult depends on u ″cs. If u ″cs < 0, the desire to consume
is reduced by the stock of cultural knowledge, when for instance the agents
have learned how to withdraw a maximum satisfaction from what they
consume, and we say that they are repleted. If u ″cs > 0 the desire for con-
sumption is increasing with the parents’ consumption and we say that
there is addiction.

When u′s < 0, which is the case studied in this paper, parents’ consump-
tion has a negative influence on children’s utility. As in the psychological
models of the ‘goal-achievement gap’, the instantaneous satisfaction
depends on the gap between the actual consumption and the aspirations,
that is, the consumption of the previous generation. If u ″ cs < 0, the aspira-
tion effect generates distaste. If u ″ cs > 0, which is the interesting case, the
aspirations serve as a benchmark consumption level determining a goal to
reach for the new generation. They induce a desire of catching up, pushing
the new generation to consume more than their parents did. The utility

270 Dynamics



function used in de la Croix (1996, 2000) and de la Croix and Michel
(1998, 1999) displays this catching-up effect. They use the following utility
of a representative individual:

log(ct – st) + � log(dt + 1)

where ct is the consumption when adult, dt + 1 is the consumption when old
and � is the psychological discount factor. Aspirations st are linked to the
consumption of the parents when adults:

st = �ct – 1

As u ″ cs > 0, the aspiration effect induces a desire of catching up, pushing the
new generation to consume more than their parents did. We also assume
that the depreciation rate of aspirations (i.e. forgetting) is high so that they
no longer affect the evaluation of consumption when old. This simplifying
assumption proxies the idea that aspirations are less important for older
persons.8

13.6.3 Macroeconomic implications

As stressed by Easterlin (1971), income growth from one generation to
another is a two-edged sword. His argument is that ‘in a steadily growing
economy, successive generations are raised in increasingly affluent house-
holds and hence develop successively higher living aspirations.’ This ‘inter-
generational taste effect’ is a negative externality making the future
generations more and more demanding along the growth process. This is
dramatically illustrated by the results of a survey of the experience in a
rapidly growing economy – Taiwan – analysed by Freedman (reported by
Easterlin (1974)): ‘Only 20 per cent of the respondents said their financial
position had improved during the last five years, although real per capita
income increased about 40 per cent during that period.’

How the negative externality linked to inherited standard-of-living aspi-
rations interacts with positive inherited human capital is studied in de la
Croix (2000) who wonders whether the interaction of inherited higher
skills and higher aspirations could explain why development and economic
growth are not as successful and widespread as the standard theory pre-
dicts. For instance, if aspirations rise faster than productivity, households
can be tempted into lowering savings and/or education spending in order
to maintain the growth of their consumption. This mechanism can be
responsible for oscillations around the balanced growth path. The econ-
omic rationale for oscillations in this case is the following. The spillover
from one generation to the next has two components: (a) savings of the
old generation finance the capital stock required to produce and to pay the
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wages of the young generation; this process that transforms income/savings
of the old into income for the young displays decreasing returns; (b) past
consumption levels of the parents generate standard-of-living aspirations
for the young generation, leading them to spend more on consumption;
this process displays constant returns. At one point, due to the decreasing
returns in the production process, the bequest in terms of higher wages is
not sufficient to cover the bequest in terms of higher aspirations. This leads
to a drop in savings to maintain the standard of living and induces a reces-
sion. When the consecutive impoverishment is strong enough, aspirations
revert to lower levels, allowing a rise in savings and the start of an expan-
sion period. Depending on the relative strength of the two effects and on
the current state of the economy compared to its stationary state, this
process can either converge, or explode.

A second implication of the model is the existence of a poverty trap: for
some initial conditions, the economy is led to a no-growth stationary state.
This model can thus explain differences in income levels and growth rates
across countries in terms of (slight) differences in fundamentals and initial
conditions. The difference with the existing literature on the subject, surveyed
by Benhabib and Gali (1995), Galor (1996) and Azariadis (1996), is that the
initial conditions include, in addition to the standard levels of human and/or
capital stock variables, an initial level for the stock of norms/aspirations. This
model implies that the economies will be divided into two classes as a func-
tion of their initial combination of aspirations – human capital: one class
experiencing a positive growth rate (that may furthermore oscillate over time)
and one class characterized by low or no growth. This dualization may take
place even if the initial distribution of initial conditions is concentrated. This
is in accordance with the description of covergence proposed by Quah (1996)
in which two convergence clubs emerge with their own basin of attraction.
The presence in one of our examples of a repelling limit cycle reinforces the
idea of small basins of convergence around endogenous growth stationary
states. Notice that the picture proposed by Quah (1996) does not exclude the
transition of a poor country to the club of the rich; in our model this would
be explained by a favourable initial mix of aspirations and human capital in
this poor country.

A third consequence is the occurrence of a decline scenario. In the exist-
ing literature, education below a critical level may lead to a poverty trap,
and economies starting with too low a stock of human capital may be
unable to reach the higher stationary state. This remains true in our frame-
work, yet countries starting with too high education spending may also end
in a poverty trap. In that case, the high revenues generated by the high
human capital stock may rapidly induce a boom and high standard-of-
living aspirations. If aspirations rise too rapidly compared to the potential-
ities of the economy, savings are depressed and investment in education
and physical capital drops.
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An empirical question implied by the above theoretical research consists
in analysing whether excessively high aspirations can effectively slow
growth. A documented example concerns the ‘golden’ sixties in the US and
the following recession. In the model, recession periods are preceded by a
time of high aspirations, and hence, low satisfaction. Easterlin (1974) and
Easterlin (1995) use the happiness survey carried out by the American
Institute of Public Opinion (Gallup) in the years 1946–70 and by the
National Opinion Research Centre (University of Michigan) since 1957.
The conclusion that can be drawn from the two independent surveys is
that there was a decline in happiness between the late 1950s and the mid-
1960s. The drop in happiness came in a boom before the drop in growth
that started in the mid-sixties. This view is also corroborated by the com-
prehensive study of A. Campbell (1981) based on 45 happiness surveys. He
concludes first that there was a swing in American happiness with a peak in
the late fifties, and second that movements in happiness sometimes occur
in direct opposition to what one would have expected on the basis of
economic trends. Further research on the idea that aspirations above a
critical level can be a cause of economic stagnation for certain developing
countries could be pursued using cross-sectional data.

13.7 The fair wage

Habit formation and social norms mechanisms can be helpful in understand-
ing labour market characteristics. For countries where unions play an import-
ant role, the utility of the union may depend on the history of wages,
making an income cut undesirable to the union. Stated differently, the
unions’ utility function may depend on the growth of wages, that is, the
level of past wages is progressively included in the reservation wage. Union’s
habit formation relates to ‘built-in’ taste changes depending on past deci-
sions. The assumption that ‘[a] once and for all increase tends after a period
to be forgotten and assumed part of the accepted wage structure’ was applied
to unions by Kotowitz and Portes (1974) and de la Croix, Palm and Pfann
(1996). Frank and Hutchens (1993) relate this idea to the empirical evidence
that people prefer jobs with rising wage profiles.

Another promising line of research relies on an extension of the
efficiency wage model.

13.7.1 Principle

Assuming that productivity and workers’ effort are affected by the wage
paid by the firm, efficiency wage theories have been judged to be very
promising given the goal of understanding labour market characteristics
(see e.g. Blanchard and Fischer (1989, p. 463)). Danthine and Donaldson
(1995) list four kinds of efficiency wages: (a) those that discourage shirking
by raising the opportunity cost of being fired (shirking model), (b) those
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that reduce quits (turnover cost model), (c) those that improve the appli-
cant pool (screening model), and (d) those that improve efforts by improv-
ing morale with a fair wage (gift exchange model). These theories have first
been developed in static models, explaining the existence of involuntary
unemployment in terms of the optimal response of firms to workers’
behaviour. For instance, in the gift exchange model of Akerlof (1982), the
effort of an individual worker depends on a comparison between the
current wage and a norm which includes the salaries perceived by other
workers, the level of unemployment and unemployment benefits, and the
actual wage of the individual in previous periods. Notice that this last
element has been omitted in the various subsequent analyses because the
majority of them are performed in static frameworks.

The optimal response of the firm to this behaviour is to offer a wage
above the market-clearing level in return for which workers would provide
a higher level of effort. This view of labour relationships is supported by a
large number of studies both in applied economics and experimental
psychology. A representative study in this category which precedes the
theoretical formulation of the efficiency wage models is the one of Adams
and Rosenbaum (1962). The agents in this experiment were male college
students who were hired on a part-time basis to conduct interviews at a
given salary per hour. After completing an extensive questionnaire, agents
in the control group were informed that they were suitably qualified for the
job. In the experimental group, agents were told that their questionnaires
revealed them to be underqualified, but that they would be hired and paid
the pre-established rate nevertheless. This manipulation led agents in the
experimental group to feel they were overpaid compared to the agents in
the control group. The results revealed that the agents in the experimental
group conducted more interviews per hour than those in the control
group, thereby lending support to the theory.

Several papers pursuing the efficiency wage route embed shirking or gift
exchange motives in the framework of stochastic dynamic general equilib-
rium models.9 The hopes generated by the efficiency wage theories were
then strongly dashed by these studies.

In a gift exchange set-up, Danthine and Donaldson (1990) conclude that

The most striking implication to emerge from these data is the inability of
our gift exchange example to account for the business cycle puzzle. This
result is important because it demonstrates that in efficiency wage models
involuntary unemployment … is not synonymous with wage sluggishness.
… most of the adjustment to productivity shocks is in terms of wages.
There is almost no adjustment in terms of quantities.

A similar disappointment with regard to efficiency wage theories can be
found in models of the shirking category as in Uhlig and Xu (1995) and
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Gomme (1999). Uhlig and Xu (1995) find that, in order to reproduce an
adequate level of employment variability, they need to assume implausibly
large movements in the technological shock. The reason is that effort
moves counter-cyclically, because the wage norm depends negatively on
unemployment. Gomme (1999) also finds that wages are too volatile and
too pro-cyclical compared to the data.

Taking inspiration from what has been developed on consumers’ habits
and social norms, it is possible to extend the gift exchange model of
Danthine and Donaldson (1990), allowing for the reference wage to
include past wages of the individual himself or of others. Indeed, the
conclusion that efficiency wage considerations based on the gift exchange
paradigm are not sufficient to resolve the business cycle puzzle (Danthine
and Donaldson (1995)) seems too hasty because the aforementioned
studies have never used the original idea of Akerlof (1982) that the wage
norm depends also on past wages. It is fair to recognize that this time-non-
separability in the disutility of effort could not have been analysed in the
initial static studies of gift exchange models, but it seems feasible and
desirable to use it in the more sophisticated dynamic models of the RBC
type. This position is reinforced by the bunch of empirical studies which
stress the importance of inter-temporal wage comparisons for effort and
job satisfaction.

For instance, examining the benchmarks used in the evaluation of pay-
ments, Goodman (1974) found that an important proportion of respon-
dents to his survey used their own payment in the past as a comparison
standard. Another interesting study has been carried out by Lord 
and Hohenfeld (1979). They compared the performance of baseball 
players who were paid less one season than they were the season before.
Using their own salaries during the previous year as a basis for com-
parison, they were expected to have felt underpaid. As the theory predicts,
these players lowered their performance. A more recent microeconometric
study of Wadhwani and Wall (1991) uses a panel on UK manufacturing
enterprises to estimate their production function (including the effort
function). They allow the wage norm to depend on past wages and show
that there is some evidence in favour of this dependence. Additional
inference on the role of past wages on effort can be done by analysing job
satisfaction studies. Using a panel data on British employees, Clark (1996)
provides evidence that job satisfaction is strongly positively correlated
with the change in the worker’s payment between the two waves of the
panel.

Very recently the survey undertaken by Bewley (1998) brings interesting
insights to model wage behaviour. He interviewed business people, labour
leaders and counsellors of unemployed people in the US to understand
why wages were almost never declining. The key result is that firms dislike
pay cuts because they hurt morale. Good morale promotes high productiv-
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ity, less turnover, and a good company reputation that helps recruiting.
Pay cuts hurt morale because of discomfort from reduced living standards
and because of an insult effect – workers associate pay increases with appro-
bation and reward. A key point of the survey is that morale depends on the
level of wages, but most importantly, on wage changes.

Applying the terminology of Becker (1996) to our problem, the inclusion
of past wages in the norm can be achieved in two distinct ways: (a) the per-
sonal norm includes the relevant past wages perceived by the individual;
(b) the social norm incorporates the influence of past actions by peers and
others. This distinction is crucial for the type of dynamics which will
emerge from the model. In the personal norm case, the firm recognizes the
impact of the current wage on the future effort levels of its workers. In the
social norm case, the firm has no control on the ‘social capital’ of its
workers since it is mainly determined by the situations of peers and rele-
vant others. In the majority of the mentioned empirical studies, the
authors have implicitly in mind the social norm case. However, in a fully
specified dynamic model with rational expectations, the alternative of the
personal norm case could also be of interest.

13.7.2 Macroeconomic implications

Collard and de la Croix (2000) evaluate whether incorporating past wage
comparisons in gift exchange models can help to solve the business cycle
puzzle related to the labour market and hence promote a new direction for
research. The evaluation of the performance of the model is carried out
using standard real business cycle techniques, including the comparisons
between the properties of the data generated by a stylized calibrated model
and those from the real world. The moments on which the comparison will
bear are essentially the volatility and the correlation of hours and wages
with respect to output. They also examine the ability of the model to
mimic the dynamic pattern of wages and hours.

In both social and personal norm models, the high variability of employ-
ment and the low variability of wages are reproduced without requiring
additional features such as nominal rigidities, tastes shocks or indivisible
labour. The social norm model also makes it possible to mimic closely the
slightly positive actual correlation between real wages and employment. In
the personal norm case, fair wage considerations induce a propagation
mechanism that magnifies the effect of productivity shocks on activity and
implies a pro-cyclical effort.

de la Croix, Palm and Urbain (2000) propose a dynamic model in which
a representative firm chooses employment and a wage level designed to
motivate its employees. The effort of these employees depends both on the
level and on the growth rates of wages compared to those of the alternative
wages (i.e. in the rest of their sector). With the aim of understanding wage
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and employment dynamics, the implications of this model are confronted
with data for manufacturing sectors in the US, Germany, Great Britain and
France. Their conclusion is twofold. First, the implications of the model
seem in accordance with the non-stationarity present in the data and the
restrictions imposed on the dynamics are not rejected. Parameter constancy
is not rejected in three countries among four.10 Second, effort is less sensi-
tive to wage growth comparisons in the US than in the three European
countries. European workers seem more attached to previous wage condi-
tions and put more weight on wage increases. According to these results,
the optimal wage growth set by the firm is more sensitive to the level of
unemployment in the US than in Europe.

13.8 Summary and conclusion

One of the major challenges of research in macroeconomics is to explain
why there are economy-wide movements in output and employment.
Different approaches have been pursued to model fluctuations, including
shocks to fundamentals, endogenous cycles and self-fulfilling expectations.
For all approaches, the elaboration of frameworks that can propagate cycles
in the case of empirically realistic mechanisms is one important challenge.
Our aim was to study the contribution of habit formation set-ups and stan-
dard-of-living aspirations to the explanation of fluctuations.

The standard approach to economics is to assume that agents maximize an
objective function with preferences that depend at any point in time on the
control variables chosen at that time (consumption, leisure). These prefer-
ences are, by definition, independent of past choices and others’ choices. This
simplification is quite useful for addressing many economic issues, but it is
fair to recognize that a large number of choices depend very much on past
actions and inter-individual relationships. Accordingly, the standard micro-
economic approach to preferences has been extended to incorporate past
experiences and social forces into tastes in order to analyse issues like addic-
tion, peer pressure, catching-up. Our aim was to use these ‘extended prefer-
ences’ to model the making of standard-of-living aspirations and their effect
on macroeconomic variables; we then analysed to what extent these mecha-
nisms provide plausible explanations of why growth is not a steady process
and how fluctuations in output and employment are propagated.

In section 13.3 we concentrated on consumption behaviour when there
is habit formation. We showed that such behaviour can be in accordance
with several empirical facts and has important policy implications. Long-
term issues were analysed in section 13.6 in which we assumed that chil-
dren become habituated to a certain standard of living whilst still with
their parents. We showed that this assumption introduces a powerful
mechanism that can be responsible for long-term oscillations. As the labour
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market is a key element of the macroeconomic dynamics, we investigated
in section 13.7 whether habit formation set-ups applied to wage formation
can explain the relative volatility of wages and employment and the persis-
tence of unemployment at high levels.

We conclude that the microeconomic approach to extended preferences
can be fruitful for analysing macroeconomic issues like cycles and growth.
Including past consumption expenditure in the utility function is helpful
to model the desire to maintain or enhance inherited standard of living.
The notion of fair wage as depending on the history of wages, either per-
sonal or social, is also important to an understanding of labour market
facts. Many further extensions are possible. In pursuing this line of
research, one should, however, keep in mind that when one puts things
like status into the utility function one should be careful not to lose the
discipline standard economic modelling provides (Postlewaite (1999)). A
careful analysis of both the theoretical and empirical foundations of the
modelling choices is thus required to build parsimonious macroeconomic
models with endogenous tastes.

Notes
1. Another overlapping generations model is proposed by Farmer (1986) in which

cycles arise only if the government pursues a particular policy, namely a policy
of fixing the value of the deficit. As in Reichlin (1986), low values of the elastic-
ity of substitution in production are required for cycles to occur.

2. Note that there exists an infinity of arbitrary ways to decompose a given series
into a long-term trend and a cycle.

3. This conclusion of various aggregate studies is to some extent contradicted by
panel data analysis, such as in Veenhoven (1994).

4. A second study of the Gallup type comforts the idea that there is no positive 
association between wealth and satisfaction. ‘The results are ambiguous. The
four lowest income countries are neither at the top nor at the bottom of the
table’ (Easterlin (1974, p. 108)). Another useful source for making international
comparisons of satisfaction is the survey carried out twice a year in the EC (Euro-
barometer). The inference about a positive association between wealth and satis-
faction relies heavily on the observations for two countries, Denmark and
Greece. The other eight countries do not display any clear association.

5. Nigeria, Egypt, Philippines, Panama, Brazil, Yugoslavia, Japan, Poland, Israel,
West Germany.

6. See for instance the contributions of Christiano and Eichenbaum (1992) and
Fève and Langot (1994).

7. The resolution of the equity premium puzzle by means of habit-forming prefer-
ences is, however, still at stake (Otrok, Ravikumar and Whiteman (1998)).

8. This is supported by the empirical observation that reported satisfaction
increases from the age of 30 onwards. On the basis of their empirical study on
job satisfaction, Clark, Oswald and Warr (1996) conclude that ‘the rise in job sat-
isfaction at these ages could come from reduced aspirations, due to a recognition
that there are few alternative jobs available once a worker’s career is established
… . Alternatively, aspirations themselves could remain the same but older
workers might put less weight on such comparisons.’
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9. To our knowledge, the two other types of efficiency wage models have not been
analysed within stochastic dynamic general equilibrium models.

10. From a practical point of view, parameter constancy appears as a necessary but
not sufficient condition for robustness to the Lucas critique.

References
Abel, A. (1990) ‘Asset Prices under Habit Formation and Catching up with the

Joneses’, American Economic Review Papers and Proceedings, vol. 80, pp. 38–42.
Adams, J. and Rosenbaum, W. (1962) ‘The Relationship of Worker Productivity 

to Cognitive Dissonance about Wage Inequalities’, Journal of Applied Psychology,
vol. 46, pp. 161–64.

Akerlof, G. (1982) ‘Labor Contracts as Partial Gift Exchange’, Quarterly Journal of
Economics, vol. 97, pp. 543–69.

Argyle, M. (1987) The Psychology of Happiness (London: Methuen).
Azariadis, C. (1996) ‘The Economics of Poverty Traps – Part One: Complete Markets’,

Journal of Economic Growth, vol. 1, pp. 449–86.
Backus, D., Kehoe, P. and Kydland, F. (1992) ‘International Real Business Cycles’,

Journal of Political Economy, vol. 100, pp. 745–75.
Becker, G. (1992) ‘Habits, Addictions and Traditions’,  Kyklos, vol. 45, pp. 327–45.
Becker, G. (1996) Accounting for Tastes (Cambridge, Mass. Harvard University Press).
Benhabib, J. and Gali, J. (1995) ‘On Growth and Indeterminacy: Some Theory and

Evidence’, Carnegie-Rochester Conference Series on Public Policy, vol. 43, pp. 163–211.
Bewley, T. (1998) ‘Why Not Cut Pay?’, European Economic Review, vol. 42, pp. 459–90.
Blanchard, O. and Fischer, S. (1989) Lectures on Macroeconomics (Cambridge, Mass.

MIT Press).
Boldrin, M. and Woodford, M. (1990) ‘Equilibrium Models Displaying Endogenous

Fluctuations and Chaos’, Journal of Monetary Economics, vol. 25, pp. 189–222.
Boldrin, M., Christiano, L. and Fisher, J. (1995) ‘Asset Pricing Lessons for Modeling

Business Cycles’, NBER Working Paper no. 5262
Boyd, R. and Richerson, P. (1985) Culture and the Evolutionary Process (Chicago:

University of Chicago Press).
Brickman, P., Coates, D. and Janoff-Belman, R. (1978) ‘Lottery Winners and Accident

Victims: Is Happiness Relative?’,  Journal of Personality and Social Psychology, vol. 36,
pp. 917–27.

Campbell, A. (1981) The Sense of Well-Being in America (New York: McGraw-Hill).
Campbell, J. and Cochrane, J. (1995) ‘By Force of Habits: A Consumption-Based

Explanation of Aggregate Stock Market Behavior’, Journal of Political Economy, 
vol. 107 (2), pp. 205–51.

Campbell, J. and Deaton, A. (1989) ‘Why is Consumption so Smooth?’, Review of
Economic Studies, vol. 56, pp. 357–74.

Cantril, H. (1965) The Pattern of Human Concerns (New Brunswick, NJ: Rutgers
University Press).

Card, D., Kramarz, F. and Lemieux, T. (1996) ‘Changes in the Relative Structure of
Wages and Employment: Comparison of the United States, Canada and France’,
NBER Working Paper, Canadian Journal of Economics, vol. 32 (4), pp. 843–77.

Cavalli-Sforza, L. and Feldman, M. (1981) Cultural Transmission and Evolution: A
Quantitative Approach (Princeton, NJ: Princeton University Press).

Christiano, L. and Eichenbaum, M. (1992) ‘Current Real Business Cycle Theories 
and Aggregate Labor-Market Fluctuations’, American Economic Review, vol. 82, 
pp. 430–50.

de la Croix: Standard-of-Living Aspirations 279



Clark, A. (1996) ‘Are Wages Habit Forming? Evidence from Micro-Data’, OECD
Working Paper.

Clark, A., Oswald, A. and Warr, P. (1996) ‘Is Job Satisfaction U-Shaped in Age?’,
Journal of Occupational and Organizational Psychology, vol. 69, pp. 57–81.

Coleman, J. (1990) Foundations of Social Theory (Cambridge, MASS: Belknap-Harvard).
Collard, F. and de la Croix, D. (2000) ‘Gift Exchange and the Business Cycle: The Fair

Wage Strikes Back’, Review of Economic Dynamics, vol. 3, pp. 166–93.
Constantinides, G. (1990) ‘Habit Formation: A Resolution of the Equity Premium

Puzzle’, Journal of Political Economy, vol. 98, pp. 519–43.
Cooley, T. and Prescott, E. (1995) ‘Economic Growth and Business Cycles’, in

Cooley, T. (ed.) Frontiers of Business Cycle Research (Princeton, NJ: Princeton
University Press).

Cooper, B. and Garcia-Peñalosa, C. (1999) ‘Status Effects and Negative Utility
Growth’, University of Oxford Department of Economics.

Danthine, J.-P. and Donaldson, J. (1990) ‘Efficiency Wages and the Business Cycle
Puzzle’, European Economic Review, vol. 34, pp. 1275–301.

Danthine, J.-P. and Donaldson, J. (1995) ‘Non-Walrasian Economies’, in T. Cooley
(ed.) Frontiers of Business Cycle Research (Princeton, NJ: Princeton University Press).

de la Croix, D. (1996) ‘The Dynamics of Bequeathed Tastes’, Economics Letters, 
vol. 51, pp. 89–96.

de la Croix, D. (1998) ‘Growth and the Relativity of Satisfaction’, Mathematical Social
Sciences, vol. 36, pp. 105–25.

de la Croix, D. (2000) ‘Growth Dynamics and Education Spending: The Role of
Inherited Tastes and Abilities’, European Economic Review, forthcoming.

de la Croix, D. and Deneulin, S. (1996) ‘Relativité de la satisfaction et croissance
économique’, Actes du 12ème congrès des économistes belges de langue française, 
vol. 1, pp. 153–69.

de la Croix, D. and Michel, P. (1998) ‘Altruism and Self-Refrain’, Annales d’Economie
et de Statistique, forthcoming.

de la Croix, D. and Michel, P. (1999) ‘Optimal Growth When Tastes are Inherited’,
Journal of Economic Dynamics and Control, vol. 23, pp. 519–37.

de la Croix, D. and Urbain J.-P. (1998) ‘Intertemporal Substitution in Import Demand
and Habit Formation’, Journal of Applied Econometrics, vol. 13, pp. 589–612.

de la Croix, D., Palm, F. and Pfann, G. (1996) ‘A Dynamic Contracting Model for
Wages and Employment in Three European Economies’, European Economics
Review, vol. 40, pp. 429–48.

de la Croix, D., Palm, F. and Urbain, J.-P. (2000) ‘Labor Market Dynamics When Effort
Depends on Wage Growth Comparisons’, Empirical Economics, vol. 25, pp. 393–420.

Duesenberry, J. (1949) Income, Saving, and the Theory of Consumer Behavior
(Cambridge, MASS: Harvard University Press).

Easterlin, R. (1971) ‘Does Human Fertility Adjust to the Environment?’, American
Economics Review Papers and Proceedings, vol. 61, pp. 399–407.

Easterlin, R. (1974) ‘Does Economic Growth Improve the Human Lot? Some
Empirical Evidence’, in David, P. and Reder, M. (eds) Nations and Households in
Economic Growth (New York: Academic Press).

Easterlin, R. (1995) ‘Will Raising the Incomes of All Increase the Happiness of All?’,
Journal of Economic Behaviour and Organization, vol. 27, pp. 35–46.

Eichenbaum, M., Hansen, L. and Singleton, K. (1988) ‘A Time Series Analysis of
Representative Agent Models of Consumption and Leisure Choice under
Uncertainty’, Quarterly Journal of Economics, vol. 103, pp. 51–78.

Farmer, R. (1986) ‘Deficits and Cycles’, Journal of Economic Theory, vol. 40, pp. 77–88.

280 Dynamics



Ferber, R. (1973) ‘Consumer Economics, a Survey’, Journal of Economic Literature, 
vol. 11, pp. 1303–42.

Ferson, W. and Constantinides, G. (1991) ‘Habit Persistence and Durability 
in Aggregate Consumption’, Journal of Financial Economics, vol. 29, 
pp. 199–240.

Fève, P. and Langot, F. (1994) ‘The RBC Model Through Statistical Inference: 
An Application with French Data’, Journal of Applied Econometrics, vol. 9, 
pp. S11–S35.

Frank, R. (1989) ‘Frames of References and the Quality of Life’, American Economic
Review, Papers and Proceedings, vol. 79, pp. 80–5.

Frank, R. and Hutchens, R. (1993) ‘Wages, Seniority, and the Demand for Rising
Consumption Profiles’, Journal of Economic Behavior and Organization, vol. 21, 
pp. 251–76.

Fuhrer, J. and Klein, M. (1998) ‘Risky Habits: On Risk Sharing, Habit Formation, and
the Interpretation of International Consumption Correlations’, NBER, Working
Paper no. 6735.

Galor, O. (1996) ‘Convergence? Inferences from Theoretical Models’, Economic
Journal, vol. 106, pp. 1056–69.

Gomme, P. (1999) ‘Unemployment and Aggregate Fluctuations’, International
Economic Review, vol. 40, pp. 3–21.

Goodman, P. (1974) ‘An Examination of Referents Used in the Evaluation of Pay’,
Organizational Behavior and Human Performance, vol. 12, pp. 170–95.

Grandmont, J.-M. (1985) ‘On Endogenous Competitive Business Cycles’,
Econometrica, vol. 22, pp. 995–1037.

Helson, H. (1964) Adaptation-Level Theory: An Experimental and Systemic Approach to
Behavior, (New York: Harper and Row).

Hodrick, R. and Prescott, E. (1980) ‘Post-War U.S. Business Cycles: An Empirical
Investigation’, mimeo Carnegie-Mellon University.

Jones, C. (1999) ‘Was an Industrial Revolution Inevitable? Economic Growth over
the Very Long Run’, mimeo, Stanford University.

King, R., Plosser, N. and Rebelo, S. (1988) ‘Production, Growth and Business Cycles:
IBC’, Journal of Monetary Economics, vol. 21, pp. 196–232.

Kotowitz, Y. and Portes, R. (1974) ‘The Tax on Wage Increases’, Journal of Public
Economics, vol. 3, pp. 112–32.

Layard, R. (1980) ‘Human Satisfactions and Public Policy’, Economic Journal, vol. 90,
pp. 737–50.

Lettau, M. and Uhlig, H. (2000) ‘Can Habit Formation be Reconciled with Business
Cycle Facts?’ Review of Economic Dynamics, vol. 3, pp. 79–99.

Ljungqvist, L. and Uhlig, H. (1999) ‘Tax Policy and Aggregate Demand Management
under Catching up with the Joneses’, American Economic Review, vol. 90 (3), 
pp. 356–66.

Lord, R. and Hohenfeld J. (1979) ‘Longitudinal Field Assessment of Equity Effects on
the Performance of Major League Baseball Players’, Journal of Applied Psychology,
vol. 64, pp. 19–26.

Maddison, A. (1995) Monitoring the World Economy, 1820–1992, (Paris: OECD).
Mehra, R. and Prescott, E. (1985) ‘The Equity Premium: A Puzzle’, Journal of Monetary

Economics, vol. 15, pp. 145–61.
Michalos, A. (1980) ‘Satisfaction and Happiness’, Social Indicators Research, vol. 8, 

pp. 385–422.
Modigliani, F. (1949) ‘Fluctuations in the Saving–Income Ratio: A Problem in

Economic Forecasting’, Studies in Income and Wealth, vol. 11, pp. 371–443.

de la Croix: Standard-of-Living Aspirations 281



Muellbauer, J. (1988) ‘Habits, Rationality and Myopia in the Life Cycle Consumption
Function’, Annales d’Economie et de Statistique, vol. 9, pp. 47–70.

Ng, Y.-K. (1987) ‘Relative-Income Effects and the Appropriate Level of Public
Expenditures’, Oxford Economic Papers, vol. 39, pp. 293–300.

Ogaki, M. and Park, J. (1998) ‘A Cointegration Approach to Estimating Preference
Parameters’, Journal of Econometrics, vol. 82 (1), pp. 107–34.

Otrok, C., Ravikumar, B. and Whiteman, C. (1998) ‘Habit Formation: A Resolution of
the Equity Premium Puzzle?’ Working Paper, University of Iowa.

Pashardes, P. (1986) ‘Myopic and Forward Looking Behaviour in a Dynamic Demand
System’, International Economic Review, vol. 27, pp. 387–97.

Postlewaite, A. (1999) ‘Social Arrangements and Economic Behaviour’, Working
Paper, presented at the International Conference on Social Interactions and
Economic behaviour, University of Paris I-Panthéon Sorbonne.

Prescott, E. (1998) ‘Business Cycles Research: Methods and Problems’, Working Paper
590, Federal Reserve Bank of Minneapolis.

Quah, D. (1996) ‘Empirics for Economic Growth and Convergence’, European
Economic Review, vol. 40, pp. 1353–75.

Reichlin, P. (1986) ‘Equilibrium Cycles in an Overlapping Generations Economy
with Production’, Journal of Economic Theory, vol. 40, pp. 89–102.

Reijnders, J. (1990) Long Waves in Economic Development (Cheltenham: Edward Elgar).
Ryder, H. and Heal G. (1973) ‘Optimal Growth with Inter-Temporally Dependent

Preferences’, Review of Economic Studies, vol. 40, pp. 1–31.
Scitovsky, T. (1976) The Joyless Economy (Oxford: Oxford University Press).
Seckin, A. (1999) ‘Consumption with Habit Formation’, mimeo University of

Montreal.
Solomou, S. (1986) ‘Non-balanced Growth and Kondratieff Waves in the World

Economy, 1850–1913’, Journal of Economic History, vol. 46, pp. 165–9.
Uhlig, H. and Xu, Y. (1995) ‘Effort and the Cycle: Cyclical Implications of Efficiency

Wages’ Working Paper, Centre (Tilburg).
van Ewijk, C. (1982) ‘A Spectral Analysis of the Kondratieff-Cycle’, Kyklos, vol. 35,

pp. 468–99.
Veenhoven, R. (1993) Happiness in Nations: Subjective Appreciation of Life in 56 Nations

1946–1992. (Rotterdam: Erasmus University).
Veenhoven, R. (1994) ‘Is Happiness a Trait? Tests of the Theory that a Better Society

Does not Make People any Happier’, Social Indicators Research, vol. 32, pp. 101–60.
Wadhwani, S. and Wall, M. (1991) ‘A Direct Test of the Efficiency Wage Model using

UK Micro-data’, Oxford Economic Papers, vol. 43, pp. 529–48.
Wan, H. (1970) ‘Optimal Saving Programs under Intertemporally Dependent

Preferences’, International Economic Review, vol. 11, pp. 521–47.
Winder, C. and Palm, F. (1996) ‘Stochastic Implications of the Life Cycle

Consumption Model under Rational Habit Formation’, Recherches Economiques de
Louvain, vol. 62, pp. 403–12.

Woittiez, I. and Theeuwes, J. (1995) ‘Well-Being and Labour Market Status’ Working
Paper, Tinbergen Institute Rotterdam.

282 Dynamics



Part VI

Development





14
Development Policies Beyond
Export-led Growth*
Vittorio Corbo
Pontificia Universidad Católica de Chile

14.1 Introduction

In recent years, developing countries in different regions of the world have
been struggling to create an economic and social environment conducive
to sustainable growth with a reduction of poverty. In the process, countries
have introduced policy and institutional reforms aimed at restoring macro-
economic stability, improving overall economic efficiency and promoting
opportunities for the poor. Progress has differed among countries, depend-
ing on the government objectives, the strategies followed, and the capacity
of the governments to gather support and to carry through their policies.
However, most countries have made substantial progress in the narrow area
of stabilizing their economies and in opening their economies to foreign
trade. A more stable macroeconomic situation and the resultant dis-
mantling of protection reduced the anti-export bias of the trade regime,
facilitating an expansion of export activities. In turn, for a given size of the
trade balance deficit, export expansion led to a higher level of imports. The
higher level and better quality of imports, in turn, have had positive effects
on consumers’ welfare and on total factor productivity.

To restore growth with equity requires much more than stability and
opening to trade, as economic growth depends ultimately on the rate of
growth of factor accumulation, the efficiency with which factors are
employed, and the overall rate of growth of total factor productivity, the
famous ‘Solow residual’. Achieving higher growth and improving the access
of the poor to social services have proved to be the most efficient strategy
to enhance the capacity of the poor to generate income and to escape from
poverty. Much is known from theory and empirical work about policies
that promote growth. However, much less is known on how to improve
social services. Difficulties here arise from both lack of knowledge on what
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works and what does not work and from entrenched political economy
problems that act as an impediment to attempts at reforms.

But in spite of innumerable unresolved problems, changes in the way 
of thinking about development policies have been so radical that the
overall model of development has been turned upside-down. In the
process, the old import-substitution-cum-government intervention model
of the 1950s and 1960s, with a weak concern for macroeconomic stability,
has been replaced by a model where restoring and maintaining macro-
economic stability is a central element and where the role of markets and
the government have been radically changed. In the old model, the
central premise was that in developing countries most markets were
incomplete and did not work properly, and therefore they could not be
counted on to play a central role in resource allocation. In contrast,
development policies in the 1990s have been guided by the central
principle that markets could play an important role in facilitating an
efficient allocation of resources. In the new model the government is as
important as in the previous one, but its areas of specialization are radi-
cally different. In the new model the role of government is to ensure
macroeconomic stability, to provide a regulatory and institutional infra-
structure for the development of a competitive market economy, and to
improve the supply of public goods, especially social services for the
poorest groups in the population.1 Now, the economic principles required
to study the problems of developing countries are not so different from
the ones required to study advanced countries; however, one still needs to
take into account the specific institutional and market characteristics of
the developing countries.2

These changes have been major if one considers that up to the mid-
1980s, most developing economies, especially in Latin America, did not
have much urgency to restore macroeconomic stability, had very restrictive
trade regimes, and had very intrusive and large government sectors.3

Macroeconomic imbalances took the form of high and sometimes acceler-
ating inflation and large current account deficits. As fiscal deficits were
endemic and financed at the central bank, inflation and balance-of-pay-
ments problems were more the rule than the exception. Governments were
also much involved in altering price incentives and in allocating resources.
The arsenal of instruments included: price controls; high levels and highly
dispersed import tariffs; a wide variety of non-tariff barriers; multiple
exchange rates; a distorted process of credit allocation; very restrictive
labour practices; and social expenditures targeted towards the powerful
middle class groups in urban areas.

The old development model not only led to a highly distorted and
inefficient economy but also failed to achieve the ultimate objectives of a
higher and sustainable rate of output growth, improved income distribu-
tion, and a significant reduction of poverty. Failures on this front were due
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both to the poor results in terms of output growth and to the failure to
make advances in improving the social services geared to the poor. Indeed,
government expenditures favoured mainly the powerful urban middle-class
groups. A clear example of the latter was the complete lack of targeting
among education and health expenditures. In particular, a substantial part
of the education budget was typically spent on tertiary education, while
the quality and coverage of primary and secondary education remained
very poor.

Many factors contributed to the radical change in policies. In some coun-
tries it was the debt crisis of the early 1980s that set the stage for the intro-
duction of widespread reforms, while in others it was the prospect of
reduced access to foreign aid or the conditionality attached to aid flows. In
many parts of the world the reform process was facilitated (and even accel-
erated) thanks to the existence of a critical mass of well-trained economists
that took an interest in assessing the welfare effects of existing policies and
in proposing alternative policies.4 In other countries the intensity of the
crisis diminished the political power of the rent-seeking groups (that had
benefited from the earlier policies and had previously resisted this type of
reform) and increased the capacity of the governments to carry out
reforms.

In the case of Latin America the new winds of reform led the UN
Economic Commission for Latin America and the Caribbean (ECLAC), the
once major advocate of the import substitution-cum-government interven-
tion model, to endorse the new development strategy. Thus ECLAC (1992)
proposed a new development model, based on restoring and maintaining
macroeconomic balances, increasing outward orientation, broadening the
role of market forces, and introducing social programmes targeted towards
the poorest groups of the population.

Typically, a country suffering an external crisis or facing the prospects of
reduced access to foreign aid also had a large and unsustainable fiscal
deficit, and, in many cases, was also experiencing very rapid inflation.
Thus, macroeconomic problems were at the roots of the crisis and macro-
economic adjustment programmes were at the forefront of the adjustment
efforts.

The adjustment programmes had to find quick ways to reduce current
account deficits, while reducing inflation and simultaneously creating the
basis for future growth. In the short run, to restore macroeconomic stabil-
ity, it was necessary to focus policy measures more on expenditure reduc-
tion than on boosting output, as the latter type of policy produces results
much more slowly. Thus, adjustment programmes were dominated by sta-
bilization components, often with the support of the IMF and other inter-
national financial institutions.

Thus, macroeconomic adjustment was accompanied early on by a reduc-
tion in the anti-export bias of trade policies, creating, in the process, the
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conditions for export-led growth. But opportunities to improve the
prospects for growth went far beyond stability and opening to trade, as
there were a host of other inefficiencies with negative effects on growth.
Thus, once the worst of the crisis was over, countries initiated more pro-
found policy and institutional reforms to complement stabilization and
trade reforms. These changes in policy and institutions have emphasized
actions to maintain macroeconomic stability, to make markets operate
more efficiently, and to reduce government interference; while putting in
place the appropriate institutions to guarantee that the changes become
more permanent and credible.

In the process, during the last decade, policies and institutions 
have been radically altered in the areas of inflation stabilization, fiscal
reform, trade and financial liberalization, privatization, regulation of
newly privatized enterprises, and a major overhaul in the social security
system.

The rest of this chapter is divided in four sections. Section 14.2 discusses
the initial reforms in the macroeconomic and trade regime, section 14.3
discusses the role of ‘deeper’ reforms beyond export-led growth, and
section 14.4 discusses some new issues that have arisen recently in the
area of macroeconomic management. Finally, section 14.5 presents the
conclusions.

14.2 The initial priorities: macroeconomic stability and trade
opening

In the first phase of policy reform, given the initial conditions of severe
macroeconomic imbalances and the quite distortionary trade policies, macro
stability and trade reform were prominent. Furthermore, as countries decided
to use the market to allocate resources, the small size of their economies
required competition from foreign trade to avoid the monopolization of a
large number of industrial branches and to achieve the level of efficiency that
usually comes with economies of scale.

The adjustment programmes included drastic reductions in public sector
deficits, a reorientation of monetary and exchange rate policies towards
achieving a reduction of inflation, and the privatization of public enter-
prises. The first spell of privatization included mostly enterprises that were
producing private goods and operating at a loss. The reduction in public
sector deficits relied also on improving tax collection and the efficiency of
the tax system.

On the resource allocation side, policies were adjusted to reduce large
price distortions, in particular, for tradable goods. The only way to rational-
ize the existing trade regimes was a combination of a lack of understanding
of the economic costs of it, and (even more important) the existence of
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strong political economy factors that generated a strong opposition to the
change in the status quo. Once the economic costs of the restrictive trade
regime were well understood and widely documented – following the work
of Johnson and Corden on effective protection theory, the main problem
left was to deal with the political economy problems created by the groups
that were benefiting from the restrictive trade regime and were defending
the status quo.

Indeed, the protection system, once in place, created important rents to
the producers of import-competing goods, to the importers that benefited
from the allocation of (non-auctioned) import quotas, to the organized
labour that was sharing part of the monopoly profits resulting from the
protection, and to the bureaucracy that was administering the restrictive
trade policies. The political economy difficulties with initiating a drastic
reduction of protection in a very restrictive trade regime are by now well
understood. As Paul Krugman (1993, p. 147) has put it:

long-standing protectionist regimes end up being defended by ‘iron
triangles’ of interested groups – firms that depend on the barriers,
organized labour that extracts wages above the level in unprotected
sectors, and government officials who gain influence and perhaps profits
from their role in controlling trade. The strength of these triangles is
such that major trade reforms usually occur only following severe
political or economic crisis.

Most developing countries in the 1980s fitted Krugman’s description
quite well, both on the strength of the ‘iron triangles’ and on the role of
the crisis in increasing the demand for reforms and decreasing the powers
of the actors involved in the triangles. The debt crisis of the 1980s and the
severely restricted access to foreign aid created a drastic change in the
power of the different groups in the society, making possible the introduc-
tion of radical trade reforms.

In general, the initial objective of trade reforms was to achieve compres-
sion in the structure of effective rate of protections by a larger reduction in
the highest tariff levels to be followed by the compression of the nominal
tariff rates. Non-tariff barriers were converted into tariff equivalent, leaving
tariffs as the main instrument of protection. One can say that the first stage
of reforms created a first wave of productivity growth. The latter has been
based on: achieving a first round of correction in tradable goods prices,
improving the information content of relative prices – through the reduc-
tion of inflation – and reducing the frequency and the intensity of balance-
of-payments crises. In small countries, the efficiency gains that arose out of
the reduction in the discrimination against export-oriented activities
unleashed a period of export-led growth.

Corbo: Development Policies 289



14.3 From export-led to economy-wide growth

Once enough progress had been made on stabilization and trade reforms,
the attention shifted towards setting in place the conditions for economy-
wide growth with a reduction of poverty.

14.3.1 Policies that promote economy-wide growth

The belief that economic policies – through their effects on total factor
productivity – and the investment rate are major determinants of economic
growth has long been expressed in the writings of economists. However it
has been only recently that the links between policy, investment and long-
term growth have been captured in simple analytic models. These models
are of the endogenous growth variety (Romer (1986, 1990), Lucas (1988),
Easterly (1993).

This literature highlights a number of channels through which public
policies can affect growth. The promotion of human capital accumulation,
through education and even through improvements in nutrition, can
foster growth. So can investment in R&D. These models also point to the
possibility of economies becoming stuck in a poverty trap: a situation in
which low income and low human capital levels create incentives for high
population growth and low human capital investment, thus perpetuating
the state of poverty. Policies that stimulate investment in human capital
can help the economy break out of the trap.

The ideas underlying these models – economies of scale, externalities and
public goods – and the argument that the removal of distortions promotes
investment and growth, have been familiar in the development literature
for a long time. At a minimum, the new models provide a framework that
may improve understanding of the operation of growth-promoting policies
that have been proposed in the past; perhaps they will also improve the
quality of growth-promoting policies in the future.

One can summarize this literature concluding that it is expected that
stabilization and the introduction of efficiency-enhancing reforms would
result in an increase in the demand for physical and human capital
investment and in a jump in total factor productivity. Then, through
these two channels, a country could achieve a higher and more sustain-
able growth rate. Indeed, it has been shown that the investment rate is
much affected by the stability of the macroeconomic framework and by
the existing (or lack of) clear and predictable tax rules and property rights
(Rodrik (1989), Servén and Solimano (1992)). However, as in the early
stages of an adjustment programme it is inevitable that there will be
doubts about the final success of it, the supply response of investment
will be slow.5 This slow response is a common characteristic of most
adjustment programmes (Dornbusch (1990), Servén and Solimano
(1992)).
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For countries that are more successful in getting an investment response,
a problem could be how to finance the investment. In principle, the
increase in investment could be financed by borrowing in the international
capital markets, though it is rare that as much as 5 per cent of GNP can be
borrowed on a sustainable basis (Krugman (1993)). Further, heavy reliance
on capital inflows in the early stages of an adjustment programme could
lead to a premature real exchange rate appreciation. One way or another an
effort has to be made to increase national saving.

The weight of the empirical evidence suggests that private saving rates
are not very sensitive to policy variables, and in particular to interest rates
(Giovannini (1985); Corbo and Schmidt-Hebbel (1991); Edwards (1995);
and Schmidt-Hebbel and Servén (1999)). However, negative real interest
rates probably discourage saving – certainly they reduce the amount and
the efficiency of financial intermediation and encourage capital flight.
Increased public saving will contribute to increasing national saving
provided it is not offset by a decrease in private saving. Empirical evidence
presented by Corbo and Schmidt-Hebbel (1991) shows that changes in
public savings generally are not greatly offset by the response of private
saving. This evidence on saving highlights the central importance of
improving fiscal balances as an effective way to increase national savings
rates.

A separate channel to promote a higher rate of growth is through policies
that improve total factor productivity. Here one would include measures
that affect directly the efficiency in the allocation of resources: improving
the efficiency in the provision and distribution of non-tradable goods and
services (especially electricity and telecommunications; ports and airports
and a host of other services); resolving supply bottlenecks in infrastructure;
reducing transaction costs, and so on.

Indeed, severe bottlenecks in infrastructure are a common problem in
many developing countries. As the fiscal adjustment programmes of the
1980s reduced the spending capacity of the public sectors, investment in
infrastructure and human capital was substantially reduced. Thus, for the
public sector to be able to invest in the upgrading of its infrastructure and
human capital base with a public good character – such as rural roads and
social services for the poor – it has to get out from investing in infrastruc-
ture where ways can be found to have a private provision of the services.
For this purpose, an institutional framework has to be developed in
advance, to regulate private sector investment in infrastructure that
belongs more properly to the category of private goods (i.e. high density
roads, ports, airports and others). Here, progress has been made recently in
the development of a regulatory framework to promote efficient solutions
for the participation of the private sector in infrastructure, including roads
and port facilities (Engel, Fischer and Galetovic (1997)). It is also the
knowledge derived from modern industrial organization that has made it
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possible to develop regulation aimed at obtaining efficient solutions for the
private provision of services which have a natural monopoly characteristic
– energy generation and distribution, telecommunications, ports and water
services. It has been thanks to these advancements that many countries
have taken the decision to privatize the provision of this type of services.
However, much still needs to be done to improve the efficiency of the
newly privatized firms. As a result, there is a wide consensus now that the
regulatory capacity of the state must be improved to promote competition
in the production and distribution of these services. Although modern reg-
ulatory theory provides the analytical underpinnings for efficient regula-
tion, much remains to be done with regard to improving the training and
qualifications of the regulators and ensuring that regulators are more inde-
pendent of the political process.

14.3.2 Pension system reform

A policy area that is closely related to fiscal stance is the reform of the
pension systems. The experience of countries with pay-as-you-go (PAYG)
defined benefit systems has revealed the unsustainable nature of this kind
of scheme. As life expectancy of people increases and fertility rates fall, the
aggregate contributions made by the active portion of the population tend
to shrink, while the promised benefits of the system keep growing. Thus,
the system is fatally flawed.

The first steps towards a fully-funded defined contribution private
pension system were taken in Chile in 1981. Although the above-men-
tioned demographic trends did not represent an imminent threat for the
Chilean pension system in the early 1980s, there were other problems –
shared by most developing countries – that pointed to the need to reform
the system. One of the most evident of these problems was a political
economy one. As the state institutions that managed the PAYG scheme
offered differentiated benefits to different groups of workers, the system
was highly vulnerable to political manipulation. In fact, populist govern-
ments used it as a tool to satisfy the demands of pressure groups, giving
higher benefits to lobbies and unions with a greater political weight. In this
way, the system’s inherent unfairness – given the fact that the benefits
received by initial pensioners are paid by subsequent cohorts – was greatly
magnified. Citing Schmidt-Hebbel (1999): ‘The major beneficiaries of gen-
erous net pension benefits were urban, middle income and formal sector
employees of the government or large state or private sector enterprises’.
Another associated problem with the PAYG system was the use of the con-
tributions and benefits structure for fiscal purposes, which increased the
instability of the taxes paid by the active population and the transfers
made to the pensioners. In addition, the pension funds managed by the
social state institutions were usually misallocated, being destined to finance
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low-return investments and lend at subsidized terms to privileged
beneficiaries.

The reforms implemented in Chile were soon followed by several other
countries (the list in Latin America includes Argentina, Peru, Bolivia,
Uruguay, Colombia, El Salvador and Mexico, among others), involved a
shift from the PAYG system to a fully funded defined contribution scheme.
Under this scheme, workers contribute a fraction of their wage to individ-
ual accounts in pension funds that are invested in financial markets and
managed by privately owned pension-fund management companies
(PFMC). In this way, the new system creates a direct link between a
person’s contribution and the benefits that he/she obtains as a pensioner,
avoiding, by this means, the need to deal with a growing pension debt
burden. At the same time, the significant amount of funds collected by the
PFMCs helps to develop the domestic financial markets, as these institu-
tions demand long-term assets to hedge their pension debt. As in most
cases, the shift to the fully funded scheme was not complete; the new
system coexisted with the old one, and the people were given the option to
choose between the two.

The implementation of this kind of reform has been, however, very
complex. In the first place, there is a public finance issue that must be con-
sidered before embarking on the reform. It is clear that, as workers switch
from the old PAYG system to the new one, the flow of contributions
received by the government will shrink suddenly, while the government
will have to continue paying benefits to pensioners. Thus, as an immediate
result of the reform, the government will have to deal with a higher (but
transitory) fiscal deficit. Experience shows that countries have managed
this problem mainly in four ways: by generating fiscal surpluses in the
period previous to the reform, as in the case of Chile; by using funds pro-
ceeding from the privatization of public enterprises to finance the revenue
losses, as in the cases of Peru and Bolivia; by setting up a separate fund, as
in the case of El Salvador; or, by the funds provided by earmarked taxes, as
in Argentina.

Another difficulty that complicates the implementation of the pension
system reform is the opposition faced from pressure groups. Typically, 
the opposition has come from three groups: the privileged beneficiaries of
the PAYG system; the functionaries involved in the administration of the
state social security institutions; and the generations that have to bear the
costs of the transition from the old PAYG to the new fully funded system.
To a great extent, the depth of this type of reform hinges on the capacity
of the government to negotiate with these groups and reduce their
opposition.

With regard to the effects of the reform, the evidence provided by
empirical studies and simulations shows that it has a substantial impact on
factor markets, savings and growth. The reform of the pension system
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affects positively total labour supply, labour-force participation of aged
people, reallocation of labour from informal to formal sectors, and struc-
tural employment levels (Schmidt-Hebbel (1998)). Also, as mentioned
above, the pension reform contributes to the deepening of capital markets,
encouraging the development of longer-term instruments and a wider
variety of financial services. Thus, the pension reform, through higher
factor productivity and higher saving and investment rates, has a positive
impact on long-term growth.

14.3.3 Social service reforms

Efficiency and equity-enhancing improvement are also required in the pro-
vision of social services (i.e. education, health, judicial system, etc.). The
upgrading of the human capital base, that has a public-good character,
requires a profound restructuring of the public sector. Here what is usually
required is to dispose of activities that are more efficiently undertaken in
the private sector and to make space in the public sector budget for this
type of expenditure (i.e. health and educational services geared towards the
poor). One can go a step further and develop a framework in which the
private sector can provide these activities with the public sector subsidizing
its demand.6

In the area of education, much progress has been made in the last twenty
years in expanding enrolment at all levels. However, there are still major
deficiencies in the average level of academic achievement and in the
opportunities offered to the different groups in society. Improving education
is not only a problem of resources as there is extensive evidence that expendi-
tures in this area are allocated in highly inefficient ways and that, in spite of
major expenditure increases, standard measurements of school performance
and parental satisfaction have not improved much (IADB (1997); World Bank
(1999)). Moreover, school attendance is low and the time spent in school is
short. The most pressing problems are the quality of education, as education
in many countries is still of poor or mediocre quality. There is also much
inequity in the quality of the education to which poor people have access,
while pre-primary school coverage for girls and for the poorest groups in the
population is very low, especially so in rural areas.

Some simple reforms would increase inputs going into the school system:
school buildings, books and standard supplies. More input would permit
increasing the coverage of pre-primary and secondary education, especially
in rural areas, and lengthen the school day throughout the educational
system. However, much must still be learned about the most efficient ways
to improve education. This is not surprising, as information problems are
endemic in this area. There are information problems in assessing the
quality of the services provided and in enhancing the information set of
parents, who make most decisions on primary and secondary school
choices. Policy reforms in the area of education (and health) services have
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to deal with: (i) ways to give more authority to those with more informa-
tion – users and local providers – by the way of decentralizing; (ii) improv-
ing the information on school quality and making this information more
accessible; (iii) using the knowledge on curricula and new technologies to
improve quality (World Bank (1999)).

Here, some countries are moving in directions different to the ones that
are suggested by the findings of research. Thus, Hanushek (1995), Kremer
(1995) and Kremer (1998) have found that, contrary to standard practice,
reducing the size of classes is not an important and significant determinant
of school performance. The same studies have found that the experience
and the education of teachers have a positive – but not too important –
effect on performance. In contrast, the quality of the school facilities is an
important determinant of performance. This literature has also found evi-
dence in favour of developing institutional arrangements that decentralize
the optimization of school inputs to an accountable group far removed
from central authorities (Kremer (1995); Filmer and Pritchett (1999). Recent
work by Kremer, using experimental rather than econometric techniques,
shows that the quality of education depends on teaching techniques
(audio-visual systems, radio, TV, etc.), the quality of the schools and the
incentive system facing the agents involved in the production of education
(Kremer (1998)).

It is surprising that contrary to what has been done in other areas, in the
area of education not much progress has been made in introducing compe-
tition in the provision of this service, although there are some well-known
techniques to promote private provision. Thus, it has been found that the
use of vouchers, by increasing competition in the provision of school ser-
vices, improves the quality of education.7

Chile has made some progress in getting the private sector involved in
the production of education by providing incentives through the tax
system for corporations to finance and get directly involved in the produc-
tion of education. This involvement includes primary and secondary edu-
cation and vocational training. Innovations include also matching grants
from the public sector for contributions made by the parents (Larrañaga
(1995)).

One can say also that reforms in this area have become very difficult due
to political economy problems (Graham and Naim (1998)). Teachers’ trade
unions and groups of intellectuals have opposed the introduction of
freedom of choice and of private initiative in the provision of school
services. Typical arguments that have been used to oppose these types of
reform include: that they discriminate against poor children, that they 
do not promote national values, that parental choice is not well informed,
and so on. Although some of these problems could be real, the alternative
is a public monopoly that has all the problems listed above and many
more.
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Although here we are far from having a unified view of what is the best
way of producing ‘good’ education, problems are so acute that it is neces-
sary to start making progress with methods that could make an obvious
contribution now, although they could be improved later on. Among the
methods that have proved to be effective are (i) the extension of the
student day from half a day to a full day; (ii) the extension of the coverage
of pre-primary school to include girls and the poorest groups in the popula-
tion (this strategy is specially recommended for rural areas); (iii) improve-
ments in the basic school infrastructure; (iv) investment in teacher
training; and (v) the decentralization of provision through appropriate
incentives and regulations. One problem with the introduction of reforms
in this area has been the lack of incentives to pursue alternative paths. In
particular, the central government bureaucracy in charge of public educa-
tion does not want to give power away by encouraging private provision
and it is not interested in trying unknown (for them) alternative methods
and procedures.

In the case of health services, although progress in medicine has made it
possible to reduce infant mortality and increase life expectancy, the current
provision of services is very inefficient and the degree of user satisfaction
remains very low, in spite of substantial increases in the amount of
resources spent. Furthermore, there are serious problems of inequity in the
access to and quality of health services. Here problems are not of resources.
For example, Latin America spends $234 per patient while Asia spends only
$21. However, the access to health services is very limited for the poor and
the rural population (IADB (1996)). Furthermore, it has been found that
given the low quality of the services provided, the poor spend in health ser-
vices more than twice what is spent by comparable groups in other parts of
the world (Londoño and Frank (1996)).

The practice today is that most ministries of health and social security
systems finance and provide health care through their own network of hos-
pitals and clinics. There are a host of problems with this system: the service
providers are not accountable; they have rigid staffing; few degrees of
freedom on how to use their budget; and they are often highly inefficient.
In the allocation of the health budget, it has been found that a large share
goes to treatment and a much smaller portion to prevention. Here, it is
more than a problem of changing incentives: what is required is a major
change in the microeconomic organization of the provision of services,
separating the funding from the provision of services and strengthening
the responsibilities of the funding agencies (Oxley and MacFarland (1994)).
Also the responsibility for the provision should be given to local units and
efforts should be made to get the private sector involved in the provision of
services (Gertler and Hammer (1997)).

In the health sector, political economy factors are as important as in the
education sector (Graham and Naim (1998)). The strongest opposition to
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reform in this sector comes from the trade unions, the medical associ-
ations, and from intellectuals who claim that health should be a universal
service. It is the collapse and profound inequities of the current system that
are forcing reform.

The judicial system plays a key role in a market through many channels:
the definition and the enforcement of property rights; the cost of transac-
tions; the limitation of the discretion of the public sector; and the reduc-
tion of corruption in society at large. It is widely acknowledged that the
current system is highly unpredictable; is very slow; provides very poor
access to the poorest groups in the population; is very costly; and is subject
to widespread political intervention. Reforms here must address the inde-
pendence of the judicial system, the training of judges and a major over-
haul of the judicial process.

In the area of the design of reforms in health and education services
some experiences are beginning to emerge in the use of demand subsidies
instead of direct public provision. In Latin America, Chile and Colombia
have gone far in this direction by introducing demand subsidies in educa-
tion and health services and, in this way, promoting the participation of
the private sector in the production of these services. In particular, for the
access of the poorest group of the population, a system such as that used in
Colombia of targeting expenditures through the use of vouchers is an inter-
esting innovation.

14.3.4 Civil service reform

In the area of the public sector efforts have also been made to improve the
efficiency of public administration. Progress here includes the introduction
of performance criteria in government programmes and a better definition
of responsibilities and tasks within the public sector. However, the change
of government model also requires a complete overhaul of the public
sector, upgrading its regulatory capacity and downsizing its interventionist
capacity. Here there are complex issues of workers’ redundancy, severance
payments and introducing a wage scale consistent with the need to
improve the quality of civil servants. Here, in Latin America, important
progress has been made in Argentina, Mexico and Nicaragua, but much still
has to be done (Burki and Perry (1997)).

14.3.5 Infrastructure reforms

The participation of the private sector in investment in infrastructure,
including roads, airports and port facilities, can be promoted through the
development of an appropriate regulatory framework to ensure that such
concessions are operated efficiently while the government concentrates its
activities on the provision of pure public goods.8
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A major challenge is to carry out this second generation of reforms, while
preserving the newly gained macroeconomic prudence which is necessary
to increase the pay-off of the first and second generation of reforms.

14.4 New macroeconomic management issues

Of the many which have arisen in the area of macroeconomic management
we single out three main issues – the choice of exchange-rate regime; the
choice of monetary policy regime; and the potential role of current-account
objectives.

14.4.1 The choice of an exchange-rate regime9

In choosing an exchange-rate regime, recent experience provides evidence
that, for countries which are well integrated into world capital markets,
there are only two feasible options: a fully credible fixed exchange-rate
system and different varieties of a flexible exchange-rate system.
Argentina’s currency board system comes close to the first type. But even
this system still leaves open the possibility of an eventual adjustment of
the peg. Thus, as has been shown by the peso discount in the forward
market, the market is not fully convinced that the exchange rate will
remain fixed. As a result, Argentina is paying the costs of having higher
interest rates to compensate peso asset holders for the probability of a
sudden devaluation of its currency. The premium was especially high on
three recent occasions: after the Mexican crisis, after the Brazilian crisis,
and during the last presidential election. The lack of credibility of the cur-
rency board has persisted even after its central bank made, following the
Mexican crisis, considerable efforts to strengthen the financial system.
These efforts included the establishment of a large credit line with foreign
banks to be used when the financial system faces a sudden withdrawal of
funds.

In spite of these measures, many questions still remain open with regard
to the monetary arrangement which would be appropriate for Argentina
and for other countries in the region. In particular, in the case of
Argentina, given the high proportion of its trade with Brazil, and that its
country-specific shocks are very different from those which affect the
United States, it is unclear that a monetary union with the United States
would be part of an ‘optimal currency area’ á la Mundell. What is clear now
is that the idea of having a common currency with Brazil, which has been
discussed as a means of improving the integration within Mercosur, will
need to wait until the Mercosur countries make sufficient progress in
macroeconomic policy coordination.

Some economists have gone further and suggested that Brazil should also
introduce a currency board.10 However, one must remember that currency
boards are not a panacea. To start with, a country has to have sufficient
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foreign reserves to finance the short-term monetary liabilities of the mon-
etary system; otherwise, the system will not be credible. Furthermore, the
financial system must be strong enough to be able to survive without a
lender of last resort. If this is not possible, arrangements must be made for
access to emergency lending from foreign commercial banks – as in
Argentina – or from an external institution, most likely the Fed or the
European Central Bank (ECB). Moreover, wage flexibility and labour mobil-
ity must be high enough to facilitate changes in the relative prices between
tradable and non-tradable goods when a change in the macroeconomic
fundamentals evokes such a change. However, ultimately, the discipline of
a currency board requires that a government must be ready and have the
political support to live with the high interest rates and high unemploy-
ment which are an integral part of the adjustment dynamics of a country
that operates with a currency board. In the case of Argentina, a country
with a history of abusing its monetary and exchange-rate policies, a cur-
rency board has served well, since there was essentially no alternative.

For open economies with a large tradable sector in which exports are not
very diversified, fixed rates are not a viable option. For this type of country,
a real depreciation – when a change in fundamentals requires one – could
become too costly, given that it depends on the downward flexibility of
prices of non-tradables. In this case, a more flexible exchange-rate regime
would be preferable. Indeed, the combination of prudent monetary policy
and exchange-rate flexibility has facilitated adjustment in most countries in
the region. With capital mobility, exchange-rate flexibility also leaves the
door open for the use of monetary policy for stabilization purposes to
response to unexpected domestic and external shocks affecting the demand
for local output.

Given that few countries are willing to go down the avenue of dollariza-
tion, most are moving towards the use of more flexible systems. However,
more flexible systems must be accompanied by the development of forward
and future exchange-rate markets, to enable market participants to be able
to buy protection against exchange-rate volatility. Otherwise, the real costs
of real exchange-rate variability could be high.

As countries move to the use of more flexible exchange-rate regimes, they
will need to make the selection of the monetary anchor more explicit.

14.4.2 Choosing a monetary policy regime11

Three basic strategies can be envisaged for the choice of a monetary policy
regime to anchor inflation. The first would be fully orthodox: a monetary
targeting, relying on a pre-committed path for the money supply to anchor
inflation. The second, exchange-rate targeting, would use the nominal
anchor of the exchange rate. The third is the increasingly popular use of
inflation targeting, where the anchor for inflation is the inflation target
itself.
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In all these cases, in the initial stages, the stabilization attempt would
probably induce slower growth, more so in the first and third cases. The
exchange-rate anchor is usually first accompanied by an expansion, fol-
lowed by a recession (Calvo and Végh (1999)). In choosing between these
three approaches, it is important to take into account the degree of open-
ness of the economy and the stability of the relationship between the
chosen monetary aggregate and inflation. The latter depends mostly on the
stability of the demand for money. In particular, in a small open economy,
the exchange rate provides an anchor for the price level through its effect
on the price of tradable goods. The stability of the relationship between a
monetary aggregate and inflation presents a problem in cases where there is
considerable financial innovation or when there is a sudden change in the
rate of inflation.

In an economy which has experienced a period of high and variable
inflation, the demand for money generally becomes very unstable as econ-
omic agents develop ways to economize in the use of money balances.
And, therefore, when the rate of inflation is reduced, hysteresis effects
emerge, generating a breakdown in the old demand for money relation-
ship. In cases such as these, predicting the quantity of money demanded
becomes very difficult and the use of a monetary target could result in too
high a cost for lower inflation. Therefore, in these cases, it could be more
appropriate to use an exchange-rate anchor in the initial stages of the
stabilization programme, to be followed later on by a more flexible
exchange-rate system accompanied by a monetary or inflation target.
Another advantage of an exchange-rate target is that the public much more
easily understands it than a monetary rule, given that the information
content of the exchange rate is much more direct than the one provided by
a monetary aggregate.

However, the use of an exchange-rate anchor also has some important
disadvantages. The first is that a country which pegs its currency to the cur-
rency of another country loses the ability to use monetary policy to
respond to domestic shocks (Obstfeld and Rogoff (1995)). Furthermore,
with perfect capital mobility, the use of an exchange rate anchor exposes
the country to speculative attacks. Defence against these attacks involves
the use of high interest rates for a protected period of time. High interest
rates are costly in terms of the high unemployment and the deterioration
of bank portfolios. There are also costs when a peg is abandoned in favour
of a large devaluation (Obtsfeld and Rogoff (1995)).

But this is not all. The fixing of the exchange rate also requires that other
indexation mechanisms in the economy be discarded and that the appro-
priate institutional structures be developed to prevent the financial system
from becoming too vulnerable to an eventual exchange-rate correction.
Potential problems along these lines are best illustrated by the experience
of Chile in the late 1970s (Corbo and Fischer (1994)), Mexico in 1994
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(Dornbusch and Werner (1994)), and the Asian countries in 1997 (IMF
(1997)), when the exchange rate was used as a nominal anchor.

Another potential side-effect of exchange-rate fixing, with an open
capital account, is undue risk-taking and, as a consequence, an unsustain-
able expansion of credit which could result in a financial bubble, increasing
financial fragility in the process (Corbo and Fischer (1995); Edwards and
Végh (1997); and Mishkin (1997a and b)). This problem is illustrated by the
experience of Chile in the early 1980s, of Mexico in the first half of the
1990s, and in the recent experience of Asia (Thailand, Korea, Malaysia and
Indonesia). In all these cases, following the fixing of the exchange rate, the
initial spread between the domestic and the foreign interest rate – adjusted
for the expected rate of devaluation – rose sharply, providing substantial
encouragement for capital inflows and credit expansion. The final result
was a combination of large capital inflows, an expenditure boom, and
sharp real appreciation. In these cases, a sudden reversal of capital flows is
all that it took to set the stage for a major crisis.

The exchange-rate anchor usually takes the form of a predetermined
nominal path for the rate of currency devaluation, but it could also be a
fixed rate against the currency of another country. Fixed rates come in
three varieties: (i) just fixed; (ii) fixed within a stronger institutional frame-
work, as in Argentina’s currency board system; and (iii) the abandonment
of the local currency in favour of a common currency, as in the Euro, or
the currency of another country, as in Panama and Liberia. In the latter
case, the probability of an adjustment in the peg (a devaluation of the local
currency) is negligible.

Given the problems which could emerge from the use of both a mon-
etary and an exchange-rate anchor, in recent years some countries have
moved to use a third type of anchor, inflation targeting. In inflation target-
ing, the target rate of inflation serves the purpose of a monetary anchor
and monetary and fiscal policies are geared towards achieving the inflation
target.12 The advantage of this system is that its effectiveness does not rely
on a stable relationship between a monetary aggregate and inflation and, at
the same time, it avoids the problems associated with the fixing of the
exchange rate. An additional advantage is that the trajectory of the market
exchange rate provides important information on the market evaluation of
present and future monetary policy (Bernanke et al. (1999)).

As mentioned above, in this system the established inflation target is the
ultimate objective of policy, and an inflation forecast, sometimes not made
public, is the intermediate objective. The interest rate is the main instru-
ment used to pursue the target. Thus, when the conditional inflation fore-
cast, made with existing policies and the expected path of the exogenous
variables, is above the inflation target, the level of the intervention interest
rate is raised. One advantage of inflation targeting is that inflation itself is
made the target, committing monetary policy to achieve the set target and
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thus helping to shape inflation expectations. However, herein also resides
its main disadvantage.

As inflation is an endogenous variable, that is, the authorities do not
directly control it, it becomes difficult to evaluate the monetary stance on
the basis of the observed path of inflation. Furthermore, as monetary policy
works with a substantial lag, to pre-commit an unconditional inflation
target – independently of changes in external factors which do affect the
inflation rate – and to change monetary policy to bring the inflation rate
back to the set target could be costly. In particular, to try to reach the
inflation target, when a shock results in an (temporary) increase in the
inflation rate, could be costly in terms of a severe slowdown or increased
output volatility (Corbo (1999), Cecchetti (1998)).

To address some of these problems, several options have been proposed:
(i) to set the inflation target in terms of a range rather than a point esti-
mate; (ii) to set a target for core inflation rather than observed inflation;
(iii) as in New Zealand, to exclude from the price index the effects of
changes in indirect taxes and in terms of trade; (iv) to set the target as the
fourth-quarter-to-fourth-quarter rate of change rather than the December-
to-December rate of change. In this last case, it is assumed that the use of
quarterly averages for the price level smoothes out the effect of unexpected
shocks.

Another problem with inflation targeting has been the effects of this policy
on the exchange rate. This problem could be especially acute for countries
that are in the middle of a stabilization effort and that have an open capital
account. Thus, countries that use inflation targeting face, at times, the
dilemma that the monetary policy enacted to achieve the target could result
in excessive nominal and real appreciation and large capital inflows. If real
appreciation is pronounced, it could jeopardize export growth and, eventu-
ally, even the sustainability of the external account. The problem here is that
with two objectives, an inflation rate target and an implicit real exchange-rate
target (or a current-account deficit target), one needs two instruments, and
monetary policy provides only one.

The selection of nominal anchors in Latin America is quite wide. Bolivia
uses monetary targets as the main nominal anchor and does not have an
explicit target for inflation. However, in its programmes, supported by the
IMF, there is an inflation forecast that at times appears to take the form of a
target. Peru uses a monetary target that takes the form of a ceiling on the
expansion of net domestic assets, but it also announces an inflation target
and has been moving lately from the explicit use of a monetary target to an
inflation target. Mexico, until the 1994 crisis, and Brazil, in its ‘Real’ plan,
used the nominal exchange rate as the monetary anchor, but both coun-
tries have now shifted to the use of an explicit inflation target. Chile and
Colombia use inflation targeting. Indeed, Chile is one of the first countries
that started to use an inflation target. Figure 14.1 summarizes the type of
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monetary anchors used in the stabilization strategy of a group of Latin
American countries.

14.4.3 Setting a target for the size of the current-account deficit?

Traditionally, when private capital flows were rare, balance-of-payments
problems were the result of excessively expansionary monetary and fiscal
policies.13 In such cases adjustment programmes, usually formulated within
the context of an IMF programme, included fiscal and monetary reforms
aimed at reducing the current-account deficit to a level consistent with the
amount of official capital inflows available. In the 1990s, private capital
inflows became a major force, and the expenditure effects of capital inflows
now mostly drive current-account deficits.

However, the size of the current-account deficit is still important for two
reasons. First, a larger current-account deficit requires real appreciation, and
this real appreciation works, in many cases, at cross-purposes with the
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Traditional ways Other ways?

Country Monetary anchor Exchange-rate anchor Inflation 
targeting

Argentina

Bolivia

Brazil**

Chile

Colombia

Mexico*

Peru

* Starting in early 1998, it shifted to an explicit inflation target.
** Starting in March 1999 it shifted towards an explicit inflation target.
The grey shading indicates that there was also an implicit use of this regime.



export-led growth model chosen by Latin American countries in the 1990s
(Dornbusch (1980, ch. 6)). Second, as the recent experience of Mexico and
Thailand illustrates, it makes a country vulnerable to a sudden reversal of
capital flows. As a result of a sudden reversal, and of the policy adjustments
required to adjust to this type of shock, large real adjustment costs could
emerge. In particular, in the period during which the current-account
deficit is rising, the financial system is expanding. But, as the liabilities of
the banks have a shorter maturity than their assets, a sudden capital rever-
sal could result in severe financial problems.

Disregard for the size of the current-account deficit already played a role
in the Chilean crisis of the early 1980s, in the Mexican crisis of 1994, and
in the recent crisis of Thailand and Malaysia.

Constraints on the size of current-account deficits can also be justified by
the externalities created by a sudden crisis and the information problems
associated with external borrowing by a weak financial system. As a result,
it appears that a self-imposed limit on the size of the current account
deficit should be a basic rule of prudence. Increasingly, some Latin
American countries are adopting this practice. In practice, this limit oper-
ates in such a way that when the current account deficit reaches a pre-
established threshold, aggregate demand policies are tightened to reduce
the deficit.

The most explicit use of a current account target is made in Chile. Since the
1990s, the now independent central bank has been working with two targets:
a gradual reduction of inflation towards international levels and a target for
the current account deficit. The current account deficit target, established in
terms of normal values for the terms of trade (long-term trend), has been set
by the Central Bank at less than 4 per cent of GDP. In practice this target has
been expressed as a loose commitment to a competitive real exchange rate,
given a trajectory for domestic absorption and GDP.

However, whenever the two objectives – the inflation and the current
account – come into conflict, the central bank implicitly trades off between
them.14 In fact, when the inflation target has been in jeopardy, the real
exchange rate has been allowed to appreciate, as capital flowed in at the set
level of the real interest rate.15

Peru also decided to introduce restrictive monetary and fiscal policies in late
1995, when, as a result of a domestically originated expansion, the current-
account deficit went above 7 per cent of GDP. This is an area where much
work still must be done to determine appropriate deficit levels.16

14.5 Conclusions

Development policies have been drastically changed during the last 15
years. The reforms have included drastic reductions of public sector deficits,
the opening of the economies to foreign trade, the promotion of competi-
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tion through openness to trade, the elimination of discrimination against
direct foreign investment, the deregulation or privatization of public utili-
ties, and a radical redefinition of the role of the state.

As a result of the reforms, the state has reduced its role as a producer and
distributor of private goods and has increased its role in macroeconomic
management, the provision of public goods, and the improvement of
access by the poorest groups in the population to social services.

In the case of the second generation of reforms there is much that has to
be learned about how to improve the quality of services in the most
efficient way. In the case of education this includes teaching methods,
input relations and the industrial organization of the sector. Similar prob-
lems emerge in the case of health care.

On the macroeconomic front, countries have been moving away from a
rigid exchange-rate system towards more flexible ones. But the abandon-
ment of rigid exchange-rate systems has also required the introduction of
alternative monetary regimes. Here the main innovation has been the
increasing use of inflation targeting.

Notes
1. Although problems of incomplete markets are not dismissed, they are consid-

ered to affect a narrower set of activities.
2. For an assessment of the consensus on policy reforms, see ECLAC (1992) and

Corbo and Fischer (1995).
3. Macroeconomic imbalances were more extreme in Latin America than in other

regions of the world.
4. In many countries, this new breed of professional economists working in univer-

sities and think tanks had prepared specific proposals of alternative policies
which were later used as a blueprint by reformist governments.

5. Typically investors will wait to have a clearer assessment of the most likely evo-
lution of the economy, both the level of activity and relative prices, before com-
mitting themselves to investment.

6. Chile has gone far in this direction by promoting the participation of the private
sector in the production of education and health services.

7. West (1997) presents evidence in this direction based on the experience with
this system in Milwaukee, but see Carnoy (1997) for a critique. It has been found
that the voucher system also increases the motivation and commitment of the
parents with the schooling of their children (Witte et al. (1995) present this type
of evidence for Milwaukee).

8. In Latin America, Argentina, Chile and Mexico have made important progress in
getting private sector participation in the production and operation of the infra-
structure, but they have been less successful in involving the private sector in
the provision of health and education services (World Bank (1999)).

9. Following the Mexican and the Asian crises, the debate on the most appropriate
exchange-rate system has taken a new twist. Now the discussion is framed more
in terms of feasibility than of optimality (see in particular, Obtsfeld and Rogoff
(1995) and Eichengreen (1999)).

10. Dornbusch (1999), Cavallo (1999).
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11. On monetary anchors, see Bernanke, and Mishkin (1997), Bernanke et al. (1999)
and Calvo and Végh (1999). On the choice of monetary anchors in Latin
America, see Corbo, 1999.

12. In Latin America, Chile, Colombia and now Mexico use inflation targeting. 
For an analysis of the Chilean experience with inflation targeting see 
Corbo (1998).

13. Indeed, this was the main motivation for Krugman’s classic paper on currency
crisis (Krugman, 1979).

14. A way out of this conflict would be to control aggregate demand through fiscal
policy instead of monetary policy. The latter could be done either by increasing
taxes or reducing government expenditures. In the case of Chile, the use of fiscal
policy has been very limited due to political economy factors. Difficulties have
arisen, first, because the government lost some credibility when it negotiated a
temporary increase in taxes which then became permanent. Second, it is politically
difficult to implement a fiscal adjustment for a government that has been running
a non-financial public sector surplus every year since 1986.

15. There was much less possibility of conflict between the two objectives in the
1980s when Chile’s access to international capital markets was severely cur-
tailed. Then, the link between domestic and international interest rates was
broken and the Central Bank could set real interest rates without affecting the
level of capital inflows.

16. For some interesting work along these lines, see Milesi-Ferreti and Razin (1998).
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15
Macroeconomic Policies: Can We
Transfer Lessons Across LDCs?
Carlos Rodriguez
Universidad del CEMA, Buenos Aires, Argentina

‘Many of you are too young to remember, but it was not long ago that
the policies pursued by many governments in Latin America, and the
courses taught in most universities across the region, reflected more bad
economics than good.’

Harberger (1998)

15.1 Introduction

Less-developed countries (LDCs) have provided the economics profession
with a wide range of macroeconomic experiences. Many are experiences of
failure, a few of success. It is my belief that useful lessons can be obtained
from all those experiences. Contrary to the widely held belief that it is not
possible to transfer to LDCs theories and policies designed for developed
countries, I hold the position that there is only one body of economic
theory and that the best policies apply to all patients and are, for most
cases, the simplest: market rules, free trade and orthodox monetary and
fiscal policy.

The numerous failed stabilization experiences of LDCs teach us what
should not be done. They also tell us what to expect from markets subject
to macroeconomic mismanagement. High country-risk premiums and cur-
rency substitution (dollarization) are two of the most common responses.
They also tell us about the fundamental role of credibility for the viability
of a set of macroeconomic policies. Credibility is built on fundamentals
and experience. Governments that have repeatedly fooled their popula-
tions in the past find they must pay much higher adjustment costs when
they decide to follow the right policies.

LDCs by definition lack enough savings and need foreign capital to
develop. They also need to follow the right policies. In previous decades,
while institutional capital was flowing in, some could afford to use it to
finance the wrong policies. Nowadays the big difference is that while LDCs
continue to need investment, they are already in debt and private creditors



are reluctant to continue financing without a much stricter scrutiny of the
policies being followed.

Highly indebted countries following the wrong policies are punished twice: once
by the wrong policies and again by investors taking away their money. The
‘flight to quality’ experienced during the last crisis hit the LDCs drastically
by raising to unprecedented levels the interest rates at which they should
roll over their debts. Nowadays, more than ever, it is imperative for LDCs
to instrument the correct macroeconomic policies.

This chapter focuses on several topics related to macroeconomic policies
in LDCs. The selection is biased towards those cases I have dealt with
during my last 20 years of professional experience, home based in
Argentina. Inflation, dollarization and stabilization policies are old friends
of Latin Americans. Currency boards, lender of last resort and country risk
are newer concepts that have gained special relevance in the 1990s, the
decade of globalization.

15.2 Economic development and country risk

Less-developed countries are not a homogeneous group. They differ as
much between each other as from the developed countries. They differ in
cultural level, income level, degree of functioning of markets and of insti-
tutions. Some LDCs have a culture and institutions similar to those of
developed countries but they are poorer. Some LDCs were born poor and
others impoverished themselves: the per capita income of Argentina was 
85 per cent of that of the United States at the beginning of this century;
today it is only 34 per cent.

Since the 1970s, many LDCs have frequently tapped the world’s financial
markets. Perhaps due to an optimistic view of the development process,
less-developed countries saw their name changed first to developing coun-
tries and later to emerging countries, a denomination more akin to the
bullish spirit of financial markets. There is no unique listing of emerging
countries. According to the Bloomberg page on emerging markets, the set
includes any country with nascent stock and bond markets, as well as small
economies. However, Bloomberg also mentions the World Bank definition
of an emerging market as a country with a per capita income smaller than
US$8950!

In general, a common characteristic shared by the members of the
emerging markets (EM) club, one which is useful to our macroeconomic
analysis, is that they all possess an elevated degree of ‘macroeconomic
weakness’ that manifests itself into a high level of the denominated ‘country
risk’. This is the additional return requested by an investor in order to put
money in the EM instead of placing it into a risk-free country (such as the
United States or Germany). We measure the country-risk premium as the
difference in return of a bond issued in hard currency by the EM and a
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similar bond issued in the same currency by the risk-free country. One of
the major traders in sovereign debt, J.P. Morgan, lists prices for sovereign
bonds of 12 emerging countries (Table 15.1). The risk premiums differ
grossly across countries depending on the creditors’ expectations of
recovering their money. On the given day Russia, Ecuador, Venezuela and
Brazil were the least preferred EMs (for widely known reasons). In a couple
of cases the risk premium exceeded 30 per cent annual rate (in dollars),
which was about five times the risk-free dollar rate for the 10-year Treasury
Note.

Ignoring the high variance of the individual risk premiums in the Table
15.1, we can illustrate the cost of high risk by assuming an average risk
premium that is of 10 per cent (1000 basis points) over the equivalent
American Treasury bond. Assuming a representative average debt/GDP ratio of
50 per cent, the average risk premium mentioned would imply that an
amount equivalent to about 5 per cent of GDP is being transferred to creditors
annually just to compensate them for investing in risky countries. Economic
activity is directly affected by country risk through its impact on investment
flows and financial behaviour. Some effects are of a short-run nature –
through the impact on aggregate demand – and others are long lasting, due to
modification of the capital accumulation path. Figure 15.1 shows concisely
the negative effect of country risk on short-run economic activity using
Argentine quarterly data for the period 1991–99.

Clearly, being risky is an expensive business. We should therefore observe
considerable efforts on the part of risky emerging countries to improve
their appearance in the eyes of the investors. This implies improving on
their institutions, and optimizing their macroeconomic policies. In the
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Table 15.1 Average spread over US Treasury bonds of selected emerging market
issues

Issuer Basis points

Argentina (FRB) 722
Brazil (BRA C) 1081
Bulgaria (Discount) 1042
Ecuador (Discount) 3167
Morocco (loan) 677
Mexico (Discount) 787
Panama (PDI) 409
Philippines (FLRB) 485
Peru (FLIRB) 555
Poland (Discount) 303
Russia (INT) 6026
Venezuela (DCB) 1473

* Spreads correspond to representative Brady Bonds on 18 March 1999.
Source: J.P. Morgan.



globalized economy open to international capital flows, the principal
jurors about the macroeconomic situation are investors. Investors in
international markets lack ideology, sentiments or nationalisms. Inter-
national capital flows respond faster than any other economic variable.
They can stop suddenly or reverse sign on the expectation of a policy
change. The effect of these sudden changes on the real and financial
structure of the economy may be drastic. Since LDCs need foreign capital,
this behaviour reinforces the case for reasonable and predictable macro-
economic policies.1

In the 1960s and 1970s, many LDCs went through a process of unsus-
tainable growth based in good part on multilateral help, government bor-
rowing and the inflation tax. The debt crisis of the early 1980s marked the
beginning of the decade of adjustment. In the 1990s, with globalization
already in place, LDCs started the implementation of much more sensible
macroeconomic policies from the viewpoint of their effectiveness and sus-
tainability – notably fiscal prudence, monetary control and market-oriented
allocation of scarce resources.

15.2.1 Some determinants of country risk: macroeconomic 
performance, flight to quality and contagion effect

We accept that lack of development comes hand-in-hand with high risk
for investors which in turn implies a high cost for the capital needed.
Breaking the vicious circle requires implementing policies and adopting
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institutions that allow for a decrease in the country risk premium as
perceived by investors. We believe that such set of policies and institu-
tions are those of a market economy with conservative monetary and
fiscal management.

This belief seems to be shared by the largest of the international rating
agencies assessing country risk for investors. A recent paper by Cantor and
Packer (1996) studies the determining factors for the sovereign credit ratings
given by Standard and Poor’s (S&P) and Moody’s. Using econometric analysis
they find that eight factors explain more than 90 per cent of the cross-
sectional variation in the ratings. These variables are GDP per capita, growth
record, debt burden, inflation, default history, level of development, fiscal
deficit and current-account deficit. Beyond the circularity involved in the fact
that several of the variables are endogenous (development, GDP growth,
inflation) we rescue the fact that evaluators do pay attention to indebtedness,
credit record and macroeconomic equilibrium as represented by inflation,
current account and fiscal variables.

In spite of the importance attributed to conventional variables in the
determination of country risk, past performance and performance by peers
seem to be also excessively important. Markets tend to hold to memories
of past performances and, in the absence of or inability to process new
information, they tend to rate a country by the performance of what they
consider to be similar countries. From this last perspective, being a
member of the club of emerging markets may imply receiving a high-risk
premium that may be quite irresponsive to policy improvements in the
short run. This phenomenon has been called the contagion effect and
implies that the risk premium of any single EM is partly determined by
that of the average. On the other hand, the risk premium for the ‘average’
EM is set so as to equilibrate the market’s risk perception for EMs as a
whole versus the non-risky assets. As EMs become more risky, investors
seek better assets and increase the demand for those perceived as ‘safe’.
This process has been called the ‘flight to quality’ and was responsible
during the last crisis for unprecedented increases in prices of US bonds 
and stock markets while the EM’s real and financial markets crashed.
Figure 15.2 shows the opposite impact of the Russian crisis on interest
rates in EMs and the United States, a result explained by the ‘flight to
quality’. For a well-managed but indebted EM the contagion effect unde-
servedly raises the interest rate at which it may borrow new funds. On the
other hand, the service of the existing stock of debt is likely to be indexed
to the risk-free interest rate (such as the US Treasury Bill) which is bound
to fall due to the ‘flight to safety’ effect. We see therefore that in a crisis the
‘flight to safety’ reduces the service cost of existing debt and the ‘contagion effect’
raises the cost for increases in debt.

The contagion effect may imply that in the middle of a crisis originated
elsewhere, the risk premium of an EM may rise and not respond to any
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additional efforts at improving macroeconomic policies which the country
may simultaneously undertake. This does not mean that the country
should abandon the practice of good policies because the only chance of
altering the perception of being a member of the EM club is to persist in
the good policies.

In sum, good policies may have a cumulative effect. If they are followed
for a sufficiently long period, investors may perceive the country as a differ-
ent member of the EM club, as in the case of Chile, which consistently
receives a better risk evaluation than the other Latin American countries:
the reason is that it is the pioneer of structural change in the region and
that it has always regularly serviced its foreign debt.

Chile, Uruguay and Colombia are the only large countries in the region
that regularly continued foreign debt service during the crisis of the 1980s,
and are also the only three which are ranked as ‘investment grade’ by both
Moody and S&P. It is clear that regular servicing of foreign debt is one of
the most important factors in determining country risk. Figure 15.3
illustrates the significance of the contagion effect by comparing the
stripped yield demanded by markets on a basket of sovereign bonds
constructed by J.P. Morgan (the EMBI) and the stripped yield on the
Argentine Bonex. It is quite evident that the two series respond to similar
shocks most of the time, as predicted by the hypothesis of the contagion
effect.

In some cases the common shocks are readily identifiable: (1) marks the
turn around in Fed interest rate policy (towards higher rates) that most
affected the highly indebted group of LDCs and acted as the trigger for the
Mexican crisis labelled as (2). After the peak of the rates at the beginning of
1995 comes a period of tranquillity in world markets, and rates fall sharply
both for the EMs as a group and for Argentina as well. Point (3) marks
‘Black October’ and the beginning of the Asian crisis, followed by the sharp
peak due to the Russian crisis (4) and a hitherto smaller one due to the
Brazilian crisis (5). It is clear that in all six years Argentina has not been
able to differentiate itself from the overall group of EMs represented by the
EMBI index.

15.3 Policies for differentiation: are fiscal surpluses 
contractive or expansive?

In the short run, emerging countries are at the mercy of the mistakes made
by other members of the group due to the contagion effect: differentiation
is the name of the game. However, there are fundamental reasons deter-
mining why a country is classified by investors as emerging and its position
within the group. Even worse, it is very easy for a country’s position

Rodriguez: Macroeconomic Policies 315



316

25 23 21 19 17 15 13 11 9 7 5

6 5.
8

5.
6

5.
4

5.
2

5 4.
8

4.
6

4.
4

4.
2

4

Tr
ea

su
ry

 r
ig

ht

E
M

B
I l

ef
t

Fi
gu

re
 1

5.
2

Fl
ig

h
t 

to
 q

u
al

it
y 

(s
tr

ip
p

ed
 y

ie
ld

s)



317

A
rg

en
tin

a 
st

rip
pe

d 
yi

el
d 

on
 B

O
N

E
X

 b
on

d
E

m
er

gi
ng

 M
ar

ke
ts

 B
on

d 
In

de
x 

(s
tr

ip
pe

d 
yi

el
d)

: J
P

M

0.
25 0.
2

0.
15 0.
1

0.
05 0

(2
)

(1
)

(3
)

(5
)

(4
)

Fi
gu

re
 1

5.
3

C
on

ta
gi

on
 e

ff
ec

t:
 A

rg
en

ti
n

a 
vs

 e
m

er
gi

n
g 

co
u

n
tr

ie
s 

st
ri

p
p

ed
 y

ie
ld

s 
on

 s
ov

er
ei

gn
s



quickly to deteriorate if the wrong policies are followed, but it is very hard
to improve fast by announcing the implementation of the right policies:
markets are fast to downgrade but very slow to upgrade.

Differentiation is a slow process. Surviving the exogenous shock while
doing better than those directly affected is one way to move in the right
direction. Persisting in doing the right policies will eventually attract the
attention of investors and help to generate the required credibility on the
intention permanently to follow such policies. A fiscal surplus for a single
half-year may do little to impress investors, but a consistent surplus, however
small, may attract their attention and induce differentiation of a permanent
nature.

Policy makers in EM face a dilemma when their economies are exposed
to exogenous shocks which sharply raise the country-risk premium. The
rise in interest rates and the reduction in capital inflows slows economic
activity and also reduces tax revenue, thereby widening the fiscal deficit.
Standard textbook analysis indicates that the optimal policy response
should be to allow for a larger fiscal deficit and to finance it through more
debt. However, if investors determine country risk by looking at fiscal per-
formance and debt levels, it may pay not to allow the deficit to increase by
raising taxes or lowering expenditures. Under these circumstances, fiscal
surpluses may not be contractive as in the standard Keynesian analysis, but
expansive because they contribute towards moderating country risk and
promoting capital inflows.

Figure 15.4 illustrates the policy dilemma created by the endogeneity of
country risk. The equilibrium in the fixed exchange-rate economy is deter-
mined at point (1) on the intersection of the IS curve with the supply of inter-
national capital at the fixed rate r* + crisk(0), where r* is the risk free rate and
crisk(0) is the initial level of country risk. Aggregate demand is at the level
Y(0). A larger fiscal surplus will shift the IS curve down to IS(1) and, if the
supply of foreign funds remains unchanged the result is the lower level of
demand at Y(1) as shown by point (2). However, if the fiscal surplus has the
effect of reducing the country-risk premium to crisk(1), the reduction of the
cost of funds will provide an expansive stimulus on the economy and aggre-
gate demand may in fact rise, as shown by the level Y(2) in Figure 15.4 where
the equilibrium lies at point (3).

It may be argued that the expansive effects of a fiscal stimulus (deficit)
are immediate, whereas the effect of the deficit on the stock of debt and the
risk premium will only take place later in time as the deficits accumulate.
This may be true in a Keynesian world with static expectations2 but need
not be the case with more rational expectations. The increase in the deficit
may be interpreted by analysts as a signal that debt will rise, and therefore
they will project greater difficulties for its service and in consequence they
will raise country risk at once.
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15.4 Dollarization is irreversible: Uruguay, Peru, Argentina

One of the legacies of the macroeconomic instability in the region during the
preceding decades has been the preference of residents of many countries for
the use of dollars instead of the local currency. The dollarization phenom-
enon is at the core of many financial crises affecting LDCs. While in some
cases central banks lose reserves to distrustful foreign creditors, in others it is
the country’s residents demanding the dollars in order to carry out the trans-
actions that they previously carried in the local currency. As more and more
lines of activity start being transacted in dollars (including savings) the
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economy dollarizes. In a dollarized economy the central bank loses the role of
lender of last resort for the simple reason that in a crisis the public wants
dollars and not local currency and the central bank cannot print dollars
(which is of course the prerogative of the US Fed).

The thesis of our paper (Guidotti and Rodriguez (1992)) on dollarization
in Latin America was that the phenomenon appears as a hedge against
high inflation and that transitory increases in inflation may result in per-
manent changes in the degree of dollarization. Peru, Argentina and
Uruguay are some examples of countries that started dollarization in
response to the high inflation rates experienced in the 1970s and 1980s. In
the 1990s all three countries implemented significant adjustments and
drastically reduced the inflation rates for several years. However, as
predicted in our paper, dollarization did not show any sign of reversing. 
In the case of Peru, annual inflation fell from 56 per cent in 1992 to only 
6 per cent in 1998; the ratio of dollar to sol deposits increased from 
2.64 in January 1992 to 3.78 in December 1998. Uruguay also saw the
dollarization ratio practically unchanged between January 1992 and
December 1998, despite a decline in inflation from 110 per cent to only 
10 per cent. It is noteworthy that both Peru and Uruguay have managed
exchange rates.

In Argentina the central bank operates as a currency board, exchanging
pesos for dollars at a 1:1 rate and holding 100 per cent dollar reserves
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against all pesos issued. Inflation has fallen from 18 per cent in 1992 to just
1 per cent in 1998. In addition, the peso deposits pay a premium of about 
2 per cent annually over the dollar deposits. Despite the interest rate
premium and an inflation rate even lower than in the United States, the
ratio of dollar to peso deposits has increased from 0.72 in January 1992 to
1.13 in December 1998. The recent financial crises in Asia, Russia and some
Latin countries may result in new processes of dollarization; Brazil, of
course, is a likely candidate.

For those countries starting or deepening dollarization the best message
is: as dollarization is practically irreversible, do not fight it. Rather,
accommodate institutions to permit the public to obtain what it wants
without generating unnecessary disturbances in payment mechanisms 
or financial markets. Fighting dollarization may result in black markets,
disappearance of credit and unbearably high interest rates in local
currency.

15.4.1 Lender of last resort and dollarization

In many LDCs the role of lender of last resort is often confused with the
need to have some government institution which lends to those to whom
nobody else wants to lend! In Argentina the National Development Bank,
before being shut down, lent billions of dollars to enterprises that went
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bankrupt but whose owners remained rich. Of course, this has nothing to
do with the concept of lender of last resort discussed in the context of
monetary policy institutions. An example may clarify this role of the
lender of last resort. It is often suggested that part of the blame for the
Depression of the 1930s was the failure of the Federal Reserve Board in
performing its duty as lender of last resort. The reasoning goes as follows:
with the collapse of the stock market the public became worried about the
financial situation of banks and tried to draw out their deposits. The
outcome was a fall in the demand for bank deposits and an equal increase
in the demand for banknotes. Since the Fed could print dollar bills at its
discretion, it should have provided those banknotes until the public recov-
ered confidence in the banking system. That is the role of the lender of
last resort: to lend the currency to those who want to hold it, not to those
who want to spend it!

Most LDCs have local currencies printed by their own central banks.
However, whenever there is a crisis in an LDC one can be almost 100 per
cent sure that what the public wants is to convert the deposits into hard cur-
rency, not local currency. What the public wants is dollars, not pesos.
Therefore if the central bank feeds the banks with pesos it will be feeding a
currency run. When the public loses confidence in their national currency
the local central bank cannot perform the role of lender of last resort 
for the simple reason the public wants to get rid of the local currency in
exchange for hard currency. The outcome of a weak local currency is typi-
cally indexation (with the loss of monetary policy) or dollarization.
Argentina is an example of the last outcome: dollarization has been vali-
dated through a charter that makes the central bank behave like a currency
board. However, the Central Bank of Argentina cannot print dollars and
therefore cannot perform the role of lender of last resort. This real-life
impediment has been circumvented in the following ways:

1. By law all currency has a one-to-one counterpart in liquid dollar
reserves.

2. Liquidity requirements are 20 per cent of banks’ deposits and they are
deposited in dollars in authorized foreign banks. Contrary to non-
remunerated reserve requirements, the banks keep the interest earned
on these liquidity requirements.

3. The Central Bank has arranged with several foreign banks for open
credit lines to be used exclusively at times of serious crisis.
Government bonds are used as collateral in case the credit lines are
used. The amount of these lines is equivalent to 12 per cent of
deposits.

Point (3) is the real innovation of the Argentine system in that it effectively
creates the lender of last resort by use of the capital market. So far the
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credit lines have been arranged with commercial banks, but nothing
precludes in the future further deals being made with international institu-
tions, or even the US Treasury or the Federal Reserve Board itself.

15.5 Currency boards or currency areas?

The recent sequence of currency crises has revived the discussion over
alternative monetary arrangements, particularly in relation to the
convenience of staying with monetary arrangements that guarantee
monetary independence. There have been several actions in recent years
that imply a revival of the concept of ‘optimum currency areas’ originally
developed by Robert Mundell (1961), specifically the revival of ‘currency
boards’ and the implementation of the new European currency. There is
also talk about creating a common currency in Mercosur. Mundell’s
analysis dealt with finding circumstances under which it would be
appropriate for a country to forgo monetary policy and join another
country in a common currency. Mundell’s analysis was carried on in non-
inflationary Keynesian world in which the only role for the exchange rate
was to change the relative costs of labour between the countries. Under
those circumstances the analysis shows that labour mobility can substitute
for relative price changes and therefore the countries can peg their
exchange rates, forming a ‘currency area’. The world of the 1980s and
1990s did not experience nominal wage rigidity. Rather, it has been an
inflationary world (until the last two years) and the main purpose for
countries pursuing monetary independence has to be sought in reasons
other than the ability to devalue for changing competitivity. The main
reason for monetary independence, at least among most LDCs, has been
to be able to apply the inflation tax. However, in the globalized economy,
capital is averse to surprise taxes through devaluations and flows away
from countries with a propensity to apply this tax. This creates currency
crisis and generates incentives for providing for exchange rate stability in
order to attract international capital.

Many countries have resorted to permanently fixed exchange rate
arrangements of the currency board type in order to guarantee credibility
to their monetary arrangements. On the other hand, the European Union
significantly advanced its integration by forming a multicountry currency
board under the European Monetary System aiming at a single currency for
the area.

Argentina has adopted a currency board which pegs the peso to the US
dollar, integrating unilaterally and freely to the Federal Reserve System. I
say freely because even though Argentina uses dollars, it does not share in
other rights available to Fed members, such as representation in the Board
and, most importantly, access to the function of lender of last resort or
share in the distribution of the seignorage. The suggestion has been made
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that Argentina and the United States form some sort of a monetary area
under a pact for monetary cooperation which should incorporate some col-
laboration in the issues of representation, lender of last resort and seignor-
age. This possibility would imply a profound institutional change in the
functioning of the Fed because it was not created as a multicountry central
bank. However, the European Central Bank is a multicountry organization,
endowed with the institutional requirements for accepting new members.
The quality of the Argentine currency would be significantly improved if it
were accepted formally to be part of either of the two dominant currency
areas: the dollar (Fed) or the Euro (ECB). The fall in the country-risk
premium would be drastic.

Such logic and tradition implies that Argentina should seek membership
of the Federal Reserve System, with all relevant obligations and advantages,
even some form of representation on the Board. Argentina is a case of ‘tax-
ation without representation’ because it pays the seignorage for using
dollars but has no say in the dollar’s monetary policy. The latest estimate
accepted by the IMF shows that Argentines have non-interest-earning
dollar bills amounting to $21 billion and the central bank has dollar
reserves of $25 billion (albeit interest-bearing). In recent testimony to a
Joint Subcommittee of the US Congress, Guillermo Calvo (1999) estimated
that under a bilateral seignorage-sharing treaty the United States would
gain $150 million a year and Argentina could set up a $10 billion stabiliza-
tion fund. Under the envisioned cooperation arrangement both countries
would gain.

The Argentine government has recently expressed its desire to gain a
monetary cooperation treaty with the United States, which would allow
dollarization to go beyond the present currency board. Despite expressed
reservations by some US authorities, the discussion continues at both the
official and the academic level. It has also been mentioned that other coun-
tries (possibly Mexico and Canada) may be interested in joining such a
monetary agreement. The US has indeed shown interest in hemispheric
commercial integration. If we follow the European experience of first the
Common Market and then the Euro, the proposal of a common currency
for the Americas does not sound any more far-fetched than the proposal for
the Free Trade Area for the Americas.

15.6 Devaluations: can they help?

Few policy measures are more powerful than devaluation in affecting daily
life and in passionate discussion between academics, policy makers and
interest groups. Latin Americans have significantly contributed to the
history of this much used and abused instrument. It is not clear, however,
that all participants in the discussion have arrived at agreement about what
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a devaluation can do. One way to illustrate the present state of confusion
about the topic is to describe three recent devaluation experiences in our
region that systematically ended up creating a crisis of far bigger magnitude
than the situation they were meant to correct.

First it was Argentina in February 1981: faced by the unanimous conclu-
sion of the ‘experts’ that the peso was overvalued between 10 and 20 per
cent, the outgoing Economy Minister (at the suggestion of the incoming
minister) abandoned the fixed exchange rate that had been in place since
December 1978. The devaluation was 10 per cent. The change in the rules
of the game backfired: an unstoppable loss of reserves began immediately.
Contrary to commonly held beliefs, the devaluation generated a run
against the currency: the year ended with four more devaluations, each
equal or larger than 30 per cent (all implemented by the new Economy
Minister, who lost his job at the end of the year). GDP fell by 5.4 per cent
in that year while inflation was 131 per cent. The year 1981 had the privi-
lege of starting the sequence of three-digit annual inflation that persisted
until the implementation of the Convertibility Plan in 1991.3 Some refer to
those years as ‘the lost decade’.

Then it was Mexico on a fateful 20 December 1994 when, also counselled
by ‘experts’ talk of a 20 per cent overvaluation, the central bank devalued
by 13 per cent. The next day $13 billion of reserves were lost en route for
the Tequila crisis. After three months, the accumulated devaluation
reached 114 per cent and GDP that year fell by 6.2 per cent.

Finally, it was Brazil’s turn. This time the ‘experts’ also diagnosed serious
competitiveness problems due to overvaluation. On 13 January 1999 the
Central Bank devalued by 9 per cent from 1.21 to 1.32. Financial panic
developed and the resulting reserve losses forced the authorities to float 
the real. Two weeks later the rate reached 2 reales per dollar and interest
rates skyrocketed, aggravating the problem of servicing the public debt. In
just one month Brazil had three presidents of the Central Bank. Later in
1999 an agreement was reached with the IMF, and significant fiscal
adjustment was implemented. One year after the initial devaluation, the
real stands at 1.77, implying a nominal devaluation of 46 per cent. During
the same period the wholesale price index rose by 29 per cent, implying
that the real devaluation (assuming constant international dollar prices)
was only 13 per cent.

Official predictions of an unprecedented trade surplus of $11 billion in
1999 were soon revised downwards after first-quarter results showed a
deficit of half a billion dollars and a fall in the nominal value of exports. In
fact, the year 1999 ended with a trade deficit of $1.2 billion. Contrary to
initial expectations of a large fall in output, real GDP increased by slightly
under 1 per cent during 1999.

The three crises described above have one element in common: all three
countries experienced large fiscal deficits which were financed by issuing
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short-term debt at interest rates that rose by the day. Those high interest
rates attracted short-term capital which helped finance the fiscal deficit
and the counterpart of the current account deficit. The ‘experts’ saw 
the current account deficit as the problem and recommended devaluation
in order to improve the real exchange rate and competitiveness. The
devaluationist diagnosis was quite wrong: in all three cases the source 
of the problem was fiscal disequilibrium which had taken governments
close to bankruptcy. The correct solution was fiscal adjustment and debt
restructuring to a level and maturity compatible with the best possible
fiscal effort. Devaluations were totally unnecessary and they simply
triggered currency runs. In the Mexican case the resulting crisis helped to
create the political environment for a deep fiscal adjustment. However, in
the case of Argentina in 1981, the devaluations simply opened the way for
a decade of three-digit annual inflation. It is still too early to assess what
the effect of the currency crisis will be on Brazil’s much-needed fiscal
adjustment.

As is often the case in economics, there was confusion between nominal
and real variables. Nominal devaluations may not improve competitiveness, par-
ticularly if they are the result of financial crisis and market panic. The distinc-
tion between nominal and real variables is fundamental to economic policy
analysis. From theory we may say that devaluations per se do not change
relative prices unless they do something else. Two usual outcomes of devalu-
ation are to increase the price level and to scare investors. By raising prices,
devaluation melts down the real value of cash balances and induces people
to save in order to restore them to their desired level. The forced savings
effect of the price-level increase is bound to reduce aggregate demand and
this may temporarily improve the relative price of traded goods in terms of
non-traded.

The effect of devaluations on investor sentiment is less clear. If the
devaluation is expected to be the last one for some time, investors are 
most likely to sell foreign exchange to get local money and take advantage
of the usually much higher local interest rates. The game here is to stay in
‘pesos’, earning the high local rates as long as possible before the new
devaluation comes and melts down the ‘peso’ earnings. However, the
amount of hard currency that the central bank obtained is at most growing
at the dollar interest rate so that the peso liabilities grow faster than the
dollar assets.

Speculators know they are playing musical chairs with everybody trying
to outguess the rest. To survive it is fundamental to have privileged infor-
mation about the authorities’ intentions. This is a very unstable equilib-
rium and is likely to be permanently disturbed by any new piece of
information, however irrelevant it may be. In many instances the authori-
ties try to correct the growing exposure differential by a small devaluation –
a signal that produces the stampede. More often than not, devaluations are
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the last resort of a financially strangled government that chooses to debase
the currency in order to erode the real value of its internal debt. In other
cases the fiscal imbalance is monetized and devaluation is the necessary
validation of the inflation tax. In these cases in which devaluation operates
as a tax instrument it is only natural that investors are scared away from
the country, generating a capital outflow.

When a country experiences a capital outflow, foreign exchange becomes
scarce and expensive: the real exchange rate is high when capital flows out.
The real depreciation is not the result of the nominal devaluation but of
the panic of local asset-holders. If confidence is restored, investors will
come back and real appreciation will take place, as many successful stabi-
lization plans can attest. The Argentine experience is ideal to illustrate the
real effects of nominal devaluations. Table 15.2 shows the values in three
selected years of four nominal variables: price level, wages, exchange rate
(corrected by the US CPI) and money supply. The lower part of the table
shows the three corresponding real variables: real wages, real exchange rate
and real cash balances. In the 25-year period nominal prices increased by 
3 trillion per cent and money by 10 trillion! However, the real wage
increased only 4 per cent in the period and the real exchange rate fell only
2 per cent. Real cash balances rose by 218 per cent over the 25 years. The
distinction between the universe of the nominal and the real variables is
too clear to need any additional explanation.

However, one should note that in 1980 the real exchange rate was about
half its level in 1972 or 1998. The explanation is that in 1980 the country
was experiencing a much higher rate of capital inflow (which culminated
in the debt crisis of 1982) than in the other two periods. One also observes
real cash balances increasing by 55 per cent in 1980 and to more than
triple in 1998. These variations can be explained by changes in the conven-
tional variables determining money demand: inflationary expectations and
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Table 15.2 Devaluation: nominal and real effects in Argentina

Nominal wage Nominal exchange Money supply Wholesale
rate* prices

1972 1 1 1 1
1980 852 452 1305 841
1998 34 831 460 674 33 087 800 382 107 047 439 490 33 635 336 699

Real wage Real exchange rate Real cash balances
1972 1.00 1.00 1.00
1980 1.01 0.54 1.55
1998 1.04 0.98 3.18

* Nominal rate multiplied by the US WPI.



GDP. On account of lower expected inflation and higher GDP, real cash
balances tripled between 1972 and 1998 despite the fact that the nominal
exchange rate showed a trillionaire jump.

15.7 Are currency boards the panacea for macroeconomic
instability?

It was a surprise to many that the Hong Kong currency board was able to
survive the sequence of currency attacks that tumbled most of its South
Asian neighbours. It is also a surprise that the Argentine currency board has
lived through the Asian, the Russian and the regional crises without receiv-
ing even a single speculative attack. It is often stated that in the light of
such successful experiences, countries under speculative attack should seek
to implement a currency board, notably Brazil and Ecuador. The reasoning
behind this suggestion seems to be that upon the announcement of the
new policy the risk premium would fall and the normal flows of
refinancing would be restored; but this assigns money and exchange-rate
policies more power than they effectively have. Currency boards are not
the proper tool to cope with a crisis due to structural macroeconomic
disequilibrium, usually of fiscal origin.

If a country is under speculative attack because it cannot service its debts,
the only feasible set of instruments lies in a combination of fiscal adjust-
ment and debt restructuring. In this situation the monetary system cannot
effect a miracle: debts should be paid and convertibility alone cannot pay
debts! Of course, a firm commitment of the central bank to spend any
reserves still left in defence of an exchange rate will discourage speculators
for some time, but it cannot solve the fundamental fiscal disequilibrium.
The same temporary result can be obtained by getting fresh money from
the IMF and announcing that it will be used to defend the currency, as
Brazil did in March 1999: the markets will rest only while the fresh money
lasts and then all participants will go back to paying attention to the
fundamentals.

Hong Kong and Argentina survived the crises because they had their
houses in order and large stocks of reserves relative to short-term debt, with
the consequence that speculators did not think they could succeed. A
country facing a run because it cannot service its short-term debt would
gain very little in credibility and possibly lose whatever reserves it had 
left by trying to implement a currency board as a substitute to fiscal
adjustment.

In sum, currency boards are no substitute for macroeconomic adjust-
ment: countries facing fiscal problems would do better by solving them
straightforwardly.There is, however, a situation in which a currency board
may be warranted in the absence of any other way of obtaining some cred-
ibility. This is a situation of a country under hyperinflation and experienc-
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ing serious fiscal collection problems because of price instability. In this
vicious circle inflation forces the government to monetize the fiscal deficit
as tax revenue declines. To break the vicious circle some transitory price
stability is needed in order to design and implement a new tax system and
to restructure government spending.

Under normal circumstances, the announcement of a fiscal reform plan,
if consistent, would be enough to raise demand for money and reduce price
inflation. It may nevertheless be the case that the government has already
used all its credibility capital in previous failed stabilization attempts. In
such circumstances credibility cannot be bought with words but only with
hard currency. The initial devaluation needed to implement a currency
board (with 100 per cent backing) reduces financial claims on the central
bank, leaving whatever money supply is left backed by convertible cur-
rency. In this situation the announcement of the currency board may
prove to be credible and allow for a period of price stability during which
the authorities may produce and implement the fiscal proposal now
required. A currency board should be viewed as one input in the process of
fiscal adjustment and not as the alternative to it. The German stabilization
after the second hyperinflation as described by Tom Sargent (1983) may
prove to be a case in which the creation of a strong currency was an essen-
tial input for the implementation of the required fiscal adjustment. In this
case the initial mega-devaluation of the currency board was replaced by the
direct repudiation of the existing stock of currency.

One such case, where a currency board was warranted, was Argentina in
early 1989 when the government had lost all credibility to implement any
fiscal adjustment because of the persistent practice of monetary financing
that had led to the ongoing hyperinflation. Under those circumstances the
only alternative was for the government to renounce permanently its
ability to issue money: a currency board rendered that promise credible.

Notes
1. On the economics of sudden stops see Calvo (1998).
2. This case was analysed in Rodriguez (1979).
3. The exception was 1986 with 82 per cent; this was due however, to the price

freeze decreed under the Austral Plan.
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Cross-Country Growth Comparison:
Theory to Empirics*
Danny Quah
London School of Economics and Political Science, UK

16.1 Introduction

In this chapter I describe some empirical regularities in cross-country pat-
terns of aggregate economic growth, and discuss how theoretical reasoning
has guided their analysis.

I will use three themes in addressing the topic. The first builds on an
observation in the literature that appears, at first, obvious and perhaps
trivial. This observation is that cross-country comparisons matter, both empir-
ically and theoretically. By this, I do not mean the near-afterthought where
a researcher looks at what happens across countries only as a way to
provide variation in a cross-country regression equation describing a repre-
sentative economy. Instead, I refer to empirical and theoretical analysis
that looks at why differences across, relations among, and interactions
between countries matter for economic growth.

The well-known Kaldor stylized facts on growth mention the variation in
economic performance across countries. But until recently, this point had
not been picked up on as much as Kaldor’s other enumerations – on con-
stancies of ratios and income shares, and on the relations between aggre-
gate variables, all within a single growing economy. Credit for this
reorienting towards cross-country analyses must go to the different projects
to construct, for many different countries, comparable cross-country data
on macro-aggregates. This then is my second theme.

* I thank the British Academy, the Economic and Social Research Council (ESRC),
and the Andrew Mellon Foundation for financial support. This paper draws on a
range of ideas jointly developed in earlier collaboration with Steven Durlauf and
with Louise Keely. Tony Atkinson, Gavin Cameron, Stephen Redding, and seminar
participants at the Reserve Bank of Australia provided helpful comments. I alone,
however, am responsible for (mis)interpretations and errors in the paper. I used
tSrF to perform all the calculations.



Summers and Heston (1988, 1991) provide the key and best-known data
compilation here. As with the developers of theorems on estimators in
econometrics, those authors cannot be held responsible for how their data
are used or misused. But that their 1988 and 1991 papers have to date seen
900 citations in scholarly economics publications is surely testament to
how they have shifted the debate since Kaldor.1

There is a final third theme in this chapter – actually more subtext and
spin than a theme proper. That is technology. By this, I mean not just a
factor that shifts production functions. Instead, I refer more to knowledge
in the form of ideas, blueprints and design.

Certainly knowledge perturbs production technologies. Accumulating
knowledge shifts out the production possibilities frontier. It has done so
since at least the Industrial Revolution of the late eighteenth century. But
of at least equal concern, I believe, when we discuss growth relations across
countries is the ‘non-rivalry’ of knowledge (or what Thomas Jefferson
called its ‘infinite expansibility’), and the healthy disrespect that knowl-
edge shows for physical geography, the political boundaries of nation
states, and other artificial barriers constructed by economic agents.2 Some
of these – in the work of Aghion and Howitt (1992), Grossman and
Helpman (1991), Romer (1990), and others – provide key insight into 
so-called ‘endogenous growth’. But other implications for economic
performance follow as well.

Many have remarked how knowledge cannot be exchanged as a
standard Arrow-Debreu commodity. But we have other ways of modelling
its production and dissemination. By happy coincidence, the same econ-
omics that helps us analyse these is useful also for thinking about other,
in my view, exclusively modern (and therefore post-Kaldor) features of
economic performance. Those features acquire ever greater prominence
when progressively more of aggregate economic value is generated in
commodities like computer software, communications technology,
biotechnology and genetic databases, and internet-mediated activity.
What is significant now and different from earlier times is that the econ-
omic concerns surrounding technology do not centre exclusively on
technical developments in the shipbuilding dock or aircraft hanger, on
the shopfloor or manufacturing assembly line, or in the R&D cleanroom
or engineering laboratory. Instead the interest in information, knowledge
and technology centres on their direct impact on and immediacy to con-
sumers. It is irrelevant whether one regards software such as Windows 
95 or cryptography algorithms, or for that matter, a video game to be
scientific knowledge. These commodities happen to have all the essential
properties of scientific knowledge – infinite expansibility, disrespect for
geography, and so on. In this view, knowledge is no longer only some-
thing produced in R&D labs through Schumpeterian competition.
Instead, commodities that behave like knowledge have now been taken

Quah: Cross-Country Growth Comparison 333



out of the domain of scientists and engineers, and brought upfront to the
final consumer. How does this influence patterns of economic growth
from here on?

These last changes I have just described do not yet have enough of a data
presence for me to discuss their cross-country growth empirics. However,
acknowledging them helps explain why my subsequent discussion is struc-
tured the way it is.

16.2 Growth and development across countries

In a key paper re-igniting professional interest in economic growth, Robert
Lucas (1988, p. 3) described the question to address as follows:

By the problem of economic development I mean simply the problem
of accounting for the observed pattern, across countries and across
time, in levels and rates of growth of per capita income. This may seem
too narrow a definition, and perhaps it is, but thinking about income
patterns will necessarily involve us in thinking about many other
aspects of societies too, so I would suggest that we withold judgment
on the scope of this definition until we have a clearer idea of where it
leads us.

Lucas quickly concedes that for some, his definition has too much a hard-
nosed, mainstream economics focus on only per capita income.3 However,
Debraj Ray’s excellent textbook on development economics, among others,
notes that while a broader, multi-faceted view is, in principle, the appropri-
ate perspective, per capita income is a pretty good proxy for many of the
important dimensions to development (Ray, 1998, p. 29).

This 1988 statement of Lucas’s usefully contrasts with a comparable one
from 1969: Stiglitz and Uzawa (1969, p. 3) introduced the then-modern
theory of economic growth as follows:

The primary objective of the modern theory of economic growth is to
explain, on the one hand, the movements in the output, employment,
and capital stock of a growing economy and the inter-relations among
these variables, and on the other hand, to explain the movements in the
distribution of income among the factors of production.

The difference between the two positions can be simply stated. Stiglitz
and Uzawa were concerned with explaining conditions within a single
economy through time. Lucas’s evocative statement, on the other hand,
removed the limits confining that analysis to within national boundaries
and asked, ‘Can we understand what is happening over time to the entire
cross section of countries?’
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Earlier growth theorists and empiricists might simply have confined
themselves to within-country studies because they thought different coun-
tries were, well, different. Researchers have long known about the biases
and omissions in developing-country national income accounts.
Comparison of those data with the data of developed countries can be
unreliable even when within-country analysis over time for a given
economy is perfectly sensible. That Switzerland’s per capita income is 
400 times Tanzania’s at official exchange rates probably does not mean the
same thing as Bill Gates’s being 400 times wealthier than the 95th-
percentile household in the US. But this excuse for excess caution in 
cross-country comparison has lost some of its punch with World Bank, UN,
and Summers-Heston efforts at purchasing power parity corrections in
aggregate income data across countries. Such adjustments cannot remove
all problems in cross-country comparisons, but the obvious analytical
difficulties are now minimized.

Between 1960 and 1990, average per capita income in the world grew by
2.25 per cent per annum. Individual country performance fluctuated
around this worldwide average growth path. Table 16.1 shows the evolu-
tion of country per capita incomes over this period. The figures take coun-
tries as the basic unit of observation and are relative to world average per
capita income. Thus, the first entry in the table shows that over the five-
year period 1960–64 the 10th percentile country had per capita income
only 22 per cent of the world average. The ratio of the 90th percentile per
capita income to the 10th percentile averaged over 1960–64 was 12. By the
beginning of the 1990s, this ratio had increased to 21, a 67 per cent
increase over 25 years. That rise in disparities came from both a relative
decline at the bottom of the cross-country income distribution and a rela-
tive increase at the top end.

Table 16.1 also shows the fraction of the world’s population contained in
the top and bottom deciles of countries. We see a remarkable decline in
population share of the bottom decile from 26 per cent to 3 per cent. This,
however, is due to a single economy, China, exiting the group of very
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Table 16.1 Evolution of country per capita incomes

Times world per capita income

Per capita income 1960–64 1985–89
in national economies

10th %-ile 0.22 × (26.0% world popn.) 0.15 × (3.3% world popn.)
90th %-ile 2.70 × (12.5% world popn.) 3.08 × (9.3% world popn.)
(25th–15th) %-iles 0.13 × 0.06 ×
(95th–85th) %-iles 0.98 × 0.59 ×



poorest countries. Taking out China, the modified Table 16.1 (not pre-
sented here) says two things. First, the richest countries are usually larger,
and the poorer countries smaller. Second, over time, the share of the
world’s population living in the very richest countries has declined, while
that in the very poorest has increased.

What I have just described suggests to me that if one is interested in the
worldwide distribution of incomes across people – not just that across coun-
tries – additional insights are available by looking directly at the distribution
of incomes across people within these countries, and then merging that
information with the data underlying Table 16.1. It will take us too much out
of the way to go into that discussion here, but some quick comments are in
order. China’s transition out of the bottom decile of countries has been
associated with an increase in its personal income inequality. Thus, it might
seem misleading to suggest that only 3.3 per cent of the world’s population
remained in the bottom decile by the end of the 1980s. Of course, Table 16.1
does not actually say that, but, regardless, we also know that the increase in
within-country inequality in China did not stop hundreds of millions of
Chinese from becoming markedly better off over this 25-year period. In a
simple accounting sense, China’s growth in per capita income did remove 
a significant fraction of the world’s population from poverty. On this,
therefore, Table 16.1 does not mislead.

Calculations show that the flavour of this conclusion carries more gener-
ally.4 Inequality within countries has certainly changed through time. But
the magnitude of those variations is dwarfed by that of changes in per
capita incomes due to aggregate economic growth. Thus, to understand the
distribution dynamics of worldwide individual incomes, not just of cross-
country economic performance, Table 16.1 does a pretty good job repre-
senting the salient facts.

The final two rows of the table show a progressive narrowing of income
distance between the ten percentile points centred on the 10th and 90th
percentiles respectively. This indicates a clustering of observations around
those two distinct points on the cross-country income distribution.

An alternative depiction of the message of Table 16.1 is shown in the
emerging twin peaks of Figure 16.1. The figure illustrates the evolution of
the cross-country per capita income distribution, using an estimated
model of distribution dynamics. Figure 16.2 shows the actual cross-
country distributions in 1960 and 1988, with the incipient rise of the two
modes. To understand the mechanics of the emerging twin peaks in 
Figure 16.1, turn to Figure 16.3: This shows likelihoods of transiting over
time from one part of the income distribution to another. Contour plots
of the graph on the left of Figure 16.3 show probability mass clustering
around distinct parts of the diagonal, and thus greater likelihoods,
relatively, of remaining in those parts of the income space upon entry
there. Trace through the dynamics of the system by repeatedly applying
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the estimated stochastic kernel in Figure 16.3 to Figure 16.2. (Quah, 1997,
gives details on this procedure).

16.3 Growth theory and empirics

What do growth models say about Figures 16.1 to 16.3?
The answer I want to give is an unsatisfactory combination of ‘a great

deal’ and ‘not a lot’ simultaneously. To see why, it suffices to consider the
simplest version of the Solow (1956) growth model. The conclusions I will
draw relevant for Figures 16.1–16.3 will follow from many other models as
well.

The model is standard, and the very brief exposition that follows is
mostly to establish notation. Let Y be total output, N be the workforce, and
K be the total capital stock. Denote per worker quantities in lower case:

y def= Y/N k def= K/N (1)

Quah: Cross-Country Growth Comparison 337

Income distributions

t t + s time

•

•

•

•

Figure 16.1 Emerging twin peaks in the cross-country income distribution

Note: Post-1960 experiences projected over 40 years are drawn to scale, relative to historical
cross-country distributions.



Output depends on K, N, and technology A through a standard smooth
neoclassical production function. Assume technology A enters the produc-
tion function multiplicatively in N so that output per worker can then be
written as

y = Af(k/A), f ′ > 0, f ″ < 0, lim f (k)k–1 = 0 (2)
k → ∞

Technology and the workforce evolve exogenously at constant growth rates

Ȧ/A = � ≥ 0, A(0) > 0 (3)

Ṅ/N = � ≥ 0, N(0) > 0 (4)

Capital depreciates at a constant rate � and accumulates through savings
equal to fraction � of total income Y:

K̇ = �Y – �K, � in (0, 1) and � > 0 (5)

Combining (1) through (5) gives the dynamic equation for capital per
worker:

k̇/k – Ȧ/A = � – f(k/A) (� + � + �) (6)
k/A
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The right side of this equation has the graph given in Figure 16.4. Under
the standard curvature assumptions on f given in (2), equation (6) has a
unique steady-state value [k/A]*.

Taking together equations (2), (3), and (6) then gives observable dynam-
ics for labour productivity:

logy(t) = �0 + � · t + [logy(0) – �0]e�t (7)

where

�0 = log f ([k/A]*) + log A(0)
= g ([� + � + �]–1�) + log A(0) with g ′ > 0

and � = �(f,(� + � + �),�) < 0

These dynamics are illustrated in Figure 16.5. For any single economy, say
with output per worker y1, economic history is the transition from its
initial level to a specific steady-state path. However, the figure also shows
that the cross-section of economies, having different underlying steady-
state paths varying with �0, displays a wide range of possible behaviours.
Economies 2 and 3 diverge away from each other, criss-crossing along the
way although they began close together at a middle-income level.
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Figure 16.4 k/A dynamics

Note: Convergence to steady state [k/A]* occurs for all initial values [k/A].



Economies like 1 begin and remain rich; those like 4 begin and remain
poor. If the number of countries exceeds that of underlying steady-state
paths, then a clustering in the cross-section distribution, as in the emerging
twin peaks in Figure 16.1 could well arise.5

The cross-section therefore shows great diversity. Despite that, the
average economy (or, for that matter, each economy taken in isolation)
shows a straightforward relentless monotone convergence to its unique
underlying steady-state growth path. The behaviour of the cross-section
distribution and that of the individual, while each consistent with the
other, send markedly different messages about what is quantitatively
important. Indeed, a researcher might well conclude he has a good under-
standing of economic growth after successfully calibrating the dynamic
performance of a single economy, but, at the same time, leaving com-
pletely at odds the situation for the entire cross-section.

In this accounting, understanding the behaviour of a representative
economy entails understanding the economics in � and �. Understanding
the disparities in the cross-section means clarifying the sources of differ-
ences in �0. Of course, the economics in equations (2) to (5) does not
separate cleanly these two sets of factors. Any single economic analysis 
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Figure 16.5 Time paths across countries

Note: Each economy shows transition from its initial level to a specific steady-state path. But a
cross-section of economies, having different underlying steady-state paths varying with �0,
shows a range of possible behaviours.



will usually have implications for both. Knowledge on and guesses about
the magnitudes of different elasticities will be needed to isolate what
matters more for which.

Here I will pursue technology A, as the key force underlying �0. That
technology matters, even within a single economy and for the first fifty
years of the twentieth century (much less now), is a point already made as
early as Solow (1957): the increase in output per worker from $0.62 per
worker-hour in 1900 to $1.28 in 1949 has only 12.6 per cent explained by
k; the rest, an overwhelming 87.4 per cent, is due to A.

(I mention these earliest growth-accounting estimates here, rather than
later ones that, say, correct for changes in quality of the factors of produc-
tion. It might well be that upon proper quality-adjustment, these Solow
(1957) results can be amended until nothing remains in A. However, my
hunch is that that economic reasoning used for understanding A is also the
best reasoning available for understanding the economics of the new ideas
that improve quality in factors of production. Put another way, what else is
it but technology that improves factors of production?)

We can assess A’s cross-section importance by asking what we should
observe if it were absent or, equivalently for our purposes, identical across
countries. A US/India comparison is instructive here. In the Summers-
Heston data, for the forty years from 1950 to 1990, the ratio of US to
Indian output per worker averaged 14.6. Over the same period, US output
per worker grew at 1.5 per cent per year while Indian output per worker
grew at 2.3 per cent per year. Output per worker varies from year to year,
and while long-run growth rates in the two countries have differed – so
that a trend change has occurred – the variation is certainly not monotone.

If we assume that in equation (2), f is derived from a Cobb-Douglas pro-
duction function,

y = A × (k/A)�

and capital’s income share � is taken to be 0.4 – roughly what it is calcu-
lated to be in many countries – then the ratio of physical capital’s rate of
return in India to that in the US should be 56! That worldwide capital flows
do not wipe out this huge differential means something other than just dif-
ferences in k must be responsible for the variation in income levels across
the rich and poor countries.

Noting that India, while poorer, is also growing faster, we can perform one
further calculation. Maintaining the just-used assumptions, we obtain from
equations (2) and (6) an explicit expression for how growth rates, in the
transition to steady state, vary as a function of observable variables:

˙ / ( )y y y a= − + + + 





×− −
� �� 	 � � ��A

1
1 1

1
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If the term in square brackets on the right of this equation is approximately
equal across countries, then to explain how growth rates and income levels
differ across US and India, the savings rate in the US must be more than 
35 times that in India!

These calculations, where I have simply replicated arguments in Lucas
(1990) and Romer (1994), show, in my estimation, the importance of tech-
nology A in explaining the large cross-sectional variation in economic per-
formance across countries. This can be put alternatively as follows. Suppose
one uses as organizing framework the growth model (1)–(5). How much of
the plight of poor countries is due to shortage of material resources like
physical capital? The answer suggested by the calculations just presented is:
very little.

There are a range of possibilities how one proceeds from here. A
researcher might calculate regressions with measured per capita income
growth on the left side and a variety of ad hoc conditioning variables on
the right. This is done with the view that that wide range of conditioning
variables can then potentially explain growth in A. Ideally, these regres-
sions should describe the steady-state paths in Figure 16.5 while convergence
regressions describe transitions to those steady states. A large literature, fol-
lowing a line of reasoning given in Barro (1997), has taken exactly this
route. Some of these regressions can be informative, others not easily inter-
pretable, most fragile, and a considerable fraction what some have called ‘a
blaze of mediocre sociology’ – Durlauf and Quah (1999) tabulate over one
hundred such equations estimated in the literature.6

The empirical analysis can also adopt more intricate methods. An argu-
ment is sometimes made that because the data studied in cross-country
growth comparisons vary in both cross-section and time-series dimensions,
a panel-data analysis is appropriate and informative. Figure 16.5 suggests
the opposite. To appreciate this, recall that panel-data analysis typically
conditions out (or ‘corrects for’) individual heterogeneities – the so-called
fixed effects or random effects. Being able to do this, in many microecono-
metric panel-data studies, is a virtue. In cross-country growth comparisons,
however, it is a defect. As represented in Figure 16.5, the variation we are
concerned with is precisely that in the underlying country-specific hetero-
geneities. This variation occupies centre stage in interest – it is exactly what
underlies why some countries are rich and others poor. Conditioning it out
as statistical nuisance parameters – fixed or random effects, or more gener-
ally as unobservable individual heterogeneities – is, in my view, exactly the
opposite of what one should do.7

A reasoned view on these growth regressions – cross-section or panel – is
that the researchers concerned have simply given up on the idea that A
represents technology. Instead, A could be anything or everything in a list
that includes income inequality, political stability, democracy, property
rights regimes, climate, geography, openness of the economy, financial
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depth, ethno-linguistic fractionalization, and many others. No theory
exists that says these variables should not affect economic performance
somehow. Casual observation suggests that they probably do. However,
once we step outside a technology interpretation for A, all these different
alternatives amount to believing that societies act in such a way that the
resulting outcome falls strictly inside the production possibilities frontier.

On the other hand, even hewing (over-conservatively perhaps but with a
scientific discipline) to the simple growth theory laid out in (1)–(5), it
remains that one has not yet completely exhausted understanding of the
possibilities when A is technology. Why flit to another lode of ore when so
much is still to be clarified? Moreover, a technology-based approach is
firmly both old growth theory and new growth theory: the extremes agree
on the importance of technology; it’s those in the middle that diverge.

To be sure, some might argue that the partition between k and A in my
discussion is artificial, and that the two, in reality, develop in tandem. This
is doubtless true, and interesting research (e.g. Howitt and Aghion (1996))
has formalized this argument further.

In this chapter I want to abstract from such conceptual multicollinearity
in k and A. I ask instead, ‘What determines the distribution of A across
countries?’ This is a question in the economics of technology and knowl-
edge dissemination. Analysing it reveals a discipline for what would other-
wise simply be behaviour leading to outcomes strictly within the
production possibilities frontier.

16.4 Technology across countries

To motivate the theoretical and empirical modelling choices here, a useful
first observation is that the important interactions leading to A’s dissemina-
tion have to lie outside conventional market exchange. Because A is
infinitely expansible or non-rival, its free trade would lead to the zero-price,
market-failure outcome identified in Arrow (1962). Even if regimes for
intellectual property rights (IPRs – patents, copyrights, trade secrets – puta-
tively enforce monopolistic outcomes in the development and provision of
A, such systems are contrivances that societies have come to construct and
that natural competitive forces seek to circumvent.8 IPRs are neither primi-
tive nor intrinsic to the problem of technology and idea dissemination
(David (1993)).

We can organize relevant analysis into two broad categories, as described
by the duality in Figure 16.6. The figure’s left panel represents one cate-
gory, by far the larger in the literature. This analysis takes as given the set
of possible follower and leader countries: it then models the rate – fast or
slow – of possible catch-up in technology levels, and considers the possibil-
ity of overtaking. Empirical examples of such analyses include Coe and
Helpman (1995), Bernard and Jones (1996), and Cameron, Proudman and
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Redding (1998). The right panel of Figure 16.6 shows the other category,
much smaller, that takes the set of economy identities not as given but as
objects to be determined. It asks, ‘Which are the economies that turn out
to be followers and leaders in which (joint) subgroups; what forces deter-
mine who gets included in what clusters?’ This analysis is relatively new,
and includes Quah (1997, 1999b) and Keely (1999) in cross-country
growth, although the theoretical ideas and tools useful here are also only
seeing recent development (e.g. Bloch (1996), Ray and Vohra (1997, 1999),
Yi (1997)).

The analysis in Cameron, Proudman and Redding (1998) well represents
the concepts and results in the first strand of literature.

Consider two economies 0 and j, where 0 indexes the initial leader and j
a representative follower. Write A dissemination as:

(8)
Aj(0), 
j, �j ≥ 0; �j � [0, 1]

˙ /A A
A A

Aj j j j
j j= − ×
−





�
�



0

0
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Figure 16.6 Duality

Note: Modelling issue that underlies the left panel: What is the rate – fast or 
slow – of Follower convergence to Leader? Right panel: Which are the economies
that converge, one to the other? What glue binds and separates different clusters
like C1 and C2.



This adds a layer of complication over the leader country’s assumed behav-
iour, taken from equation (3):

Ȧ0/A0 = �0 = � ≥ 0 A0(0) > 0

In (8), the constants �j, 
j, and �j are interpreted, respectively, as j’s own
natural growth rate, j’s rate of technology catch-up, and the fraction of A0

potentially transferable to j.
To clarify what a specification like (8) delivers, define relative technology

aj
def= Aj/A0. Then (8) implies a steady state value a*j and transition 

dynamics:

a*j = (�j – �0)
–1
j + �j

ȧj/aj = – 
j × (aj – a*j)

These relations deliver a simple quantification of convergence, divergence,
or persistent stagnation, depending on where the value a*j lies relative to 1,
and on the value of 
j. Except when �j is the same as �0, steady-state relative
technology depends on more than just �j.

It is easy in concept, moreover, to justify and estimate the dependence of
�j, 
j, and �j on variables such as openness, R&D expenditure or human
capital. As just one empirical example, the estimates in Cameron,
Proudman and Redding (1998), combining a range of such indicators,
suggest that for the UK relative to the US, a*j is, for different industries,
between 53 per cent and 92 per cent.

Such empirical analyses are useful for pointing the way forwards and
establishing what matters empirically. However, the authors themselves
have no illusion about the reduced-form nature of the work thus far. It
remains unclear, also, whether such analyses can lead usefully to conclu-
sions about the dynamics of the entire cross-section, or will be restricted to
pairwise comparisons.

Empirical analysis in the second category is in even earlier stages.
Calculations in Quah (1997) suggested that patterns of trade – who trades
with whom – rather than just openness, say, matters importantly for the
patterns of clusterings that emerge in the cross-section of countries. The
theoretical counterparts to that empirical work remain to be studied: a rea-
sonable conjecture is that theories of coalition formation – for idea- and
technology-sharing clusters, implicit or explicit – will figure prominently.
The key economic consideration is, How does it serve the self-interest of
the putative leader – the source of the frontier technology – to have specific
hangers-on taking advantage of and learning that technology? What do
potential followers bring to the interaction between them that benefits the
economy having the current technological lead?
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16.5 Conclusions

In their lecture to the Tenth IEA World Congress in Moscow in 1992,
Aghion and Howitt (1995) reviewed the issues and content in new growth
theory. They observed economics was ‘experiencing the second post-war
wave of neoclassical growth theory’.

At the same time, however, they noted that much of the substance and
many of the ideas in the theory of economic growth had, for decades if not
longer, already seen serious work by the most penetrating, analytical minds
in the profession. For Aghion and Howitt, no ‘grand new insights into the
workings of market economies’ could explain the remarkable rapid devel-
opment of endogenous growth theory. They were, therefore, led to ask
(Aghion and Howitt (1995, p. 102)):

What, then, accounts for the phenomenal success of a theory with no
fundamentally new ideas on a subject that has been studied for
centuries?

We know their question had to be in part rhetorical if not downright disin-
genuous and mischievous (especially the ‘no fundamentally new ideas’
phrasing) as Aghion and Howitt have been among the new theory’s most
prolific developers.

Their answer, similar to that given in Romer (1994), is the technical
progress in tools and concepts that economists can now apply in equilib-
rium analysis. In particular, dynamic general equilibrium analysis with
increasing returns – of which endogenous technology is a special case – is
now routine.

Among other things, my goal in this chapter has been to suggest how
Aghion and Howitt (1995) and Romer (1994) have been too modest. A
more complete explanation, in my view, includes at least the following:

1. Cross-country focus on development and growth, more broadly con-
strued;

2. Improvement in data availability;
3. The topicality of high technology, now taken out of R&D labs and the

narrow domain of scientists and engineers.

These points are not entirely distinct. The first two of these obviously inter-
act with each other. And, they feed directly into this paper’s main topic:
what is the cross-country growth record, and how has economic theory
helped design its empirical analysis? This chapter has described how
looking across countries is important and how doing so signals which
models – theoretical and empirical – should be the ones to provide further
quantitatively important insights.
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Items 1–3, in my view, temper Aghion and Howitt’s suggestion that the
accomplishments of recent research in endogenous growth have been
‘more a matter of form than substance’, that ‘endogenous growth theory
has succeeded mainly because of its technical progress’ (i.e. in the tools
that equilibrium theory now affords), and that ‘technique has come to
dominate new ideas as the determinant of professional success’.

In this lecture, I have argued the opposite. The professional success of the
theory has not arisen solely from technological change in practitioners.
While it is true that ever more intricate models have now become tractable
to analysis, that itself is an endogenous outcome that is explained by or
jointly emergent with yet other developments. Successful development of
growth theory has only proceeded in step and simultaneously with the
concerns of empirical research and topical policy.

By the last, I mean simply acknowledging the increasingly important
roles of information, knowledge and high technology in everyday eco-
nomic life, and government responses to that growing recognition.9 Those
changes are highlighted by much-debated and economically significant
legal decisions being made on internet and operating system technology –
words that had no meaning in the 1950s and 1960s, but are now common
currency among consumers.

Before the early 1990s, the demands of empirical research and topical
policy – in their current forms – were never as visible nor as pressing. And it
is this, in my estimation, that accounts for the resonance and appeal of
recent research in both theoretical and empirical analyses of economic
growth. At the same time, however, this shift also comes with a warning:
‘traditional’ growth models that emphasize endogenous technology on the
production side of the economy might not provide the sharpest insights for
how technology matters in the economy now.

Notes
1. According to the Social Science Citation Index, by May 1999 these two papers

had been cited 840 times. This is, moreover, almost surely an undercount as the
Summers-Heston data have reached a notoriety where they are sometimes
referred to and used without explicit citation.

2. Arrow (1962) provides an early formalization and technical discussion of these
properties. That many empirical studies have found knowledge spillovers
geographically localized presents a puzzle to resolve, not a fundamental shift of
principle. Those findings might suggest, say, that in certain economic activities, tacit
knowledge transmitted only through specific kinds of interactions matter more than
do generally broadcasted codifiable knowledge. Nonetheless, the latter can remain
the more important and significant for understanding cross-country patterns of
growth. 

3. Composite indexes for, say, ‘physical quality of life’ or ‘human development’
might take into account indicators such as infant mortality, life expectancy,
educational attainment, per capita incomes downweighting higher values, liter-
acy rates, and so on.
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4. For further details, the reader might wish to consult Heston and Summers (1999),
Milanovic (1999) and Quah (1999a).

5. More subtle analysis on this same point, within a representative economy frame-
work, appear in Azariadis and Drazen (1990), Durlauf and Johnson (1995), Solow
(1997) and de Castro (1999).

6. The informativeness of such regressions been discussed many times elsewere; see,
e.g., Durlauf (1996), Quah (1996) and Sala-i-Martin (1996).

7. In some cases (e.g. fixed-effects averaging), a researcher can recover what might
appear to be estimates of the underlying individual heterogeneities. It is,
however, unclear whether those are useful for the current cross-country growth
application. To see this, recall that most sophisticated panel-data techniques are
specifically designed to estimate a low-dimensioned parameter vector, without
requiring or achieving consistent estimation of the individual heterogeneities.
This is why such methods are so remarkable – doing the last-mentioned is
typically impossible as the dimensionality of individual effects is comparable to
sample size. But then it is almost accidental (and perhaps unfortunate) that
things looking like estimates of individual effects can be obtained, even when
statistically meaningless.

8. Software and internet development provide powerful real-world examples of how
the forces Arrow (1962) identified will re-route around artificial barriers like intel-
lectual property rights.

9. Obvious expressions of this include Industry Canada (1994), UK Department of
Trade and Industry (1998), and World Bank (1998). Elsewhere, government poli-
cies in Australia, Finland, India and Singapore – among others – are notable
examples where knowledge and technology have come explicitly to the fore.
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Volatility and Macroeconomic
Paradigms for Rich and Poor
William Easterly
Roumeen Islam  
The World Bank, Washington DC 
and
Joseph E. Stiglitz
Stanford University, USA

Michael Bruno Memorial Lecture: Dedication

Michael Bruno has left us with legacies that include an empiricism free of
ideology, a curiosity about what the real facts are, a scepticism about the con-
ventional wisdom, and a willingness to listen to a wide range of opinions. His
interest in macroeconomics resulted in one of the most influential books of
the 1980s, The Economics of Worldwide Stagflation, which examined why the
conventional Phillips curve had been turned on its head by institutional
mechanisms. His interest in macroeconomic policy was applied to real life
when he led the successful Israeli heterodox inflation stabilization effort of
1985, first as adviser and then as central bank governor. As Chief Economist
of the World Bank, he emphasized research and economic and sector work
relative to lending activities and external relations. In research, while Chief
Economist, he showed how high inflation was robustly and negatively related
to economic growth, while there was little evidence of a robust relationship
between inflation and growth at low rates of inflation (say below 40 per cent a
year). Michael Bruno’s legacy lives on in the many people whom he inspired
by being a good and curious listener and a thoughtful and non-ideological
researcher. While inflation was the central macroeconomic issue of the 1980s,
the central issue of the late 1990s has been economic instability. This chapter,
a lecture dedicated to Michael Bruno’s memory, is an attempt to understand
the basic determinants of that instability, partly by looking at the institutional
structures that affect that instability, just as Michael Bruno tried to understand
inflation by looking at the institutional structures that had so affected the
processes of wage and price dynamics. We hope that it lives up to the stan-
dards that Michael has set for all of us.



can set off a ‘bankruptcy chain’, weakening other firms that depend on it,
and possibly pushing some into bankruptcy itself. Thus, the likelihood of
bankruptcy becomes a variable of systemic concern (see Orszag and Stiglitz
(1999), Easterly, Islam and Stiglitz (2000)). There is a particularly important
linkage – that between firms and financial institutions. As more firms go
into distress, the number of non-performing loans increases, and thus the
financial position of financial institutions deteriorates.19 Hence financial
distress converts into reduced ‘net worth’ and/or ‘lending capacity’ for
financial institutions; with the ability and willingness to lend lowered,
firms (even those whose financial position has not deteriorated) will face
higher borrowing costs and reduced access to funds.

Cash-flow constraints. In standard economic theory, cash flow (or liquid-
ity) constraints simply do not exist: anyone with good future prospects can
get access to funds. There is no such thing as either credit or equity
rationing. In practice, however, there is evidence, especially for small firms,
that cash flows do have large effects on firm decisions, for example, invest-
ment and, in extreme cases, even production.

It has become fashionable to distinguish between liquidity constraints
and solvency concerns, say, in financial institutions. This provides the
rationale for a lender of last resort. But advocates of this distinction have
not taken sufficient note that this distinction fundamentally undermines
arguments for perfect markets: it is setting up a government or interna-
tional bureaucrat to make judgements about future prospects, which seem-
ingly contravene the ‘market’s’ judgement.

Of course, once one admits the central importance of informational
imperfections (and enforcement constraints), then the distinction becomes
more understandable. For instance, a firm could have from the perspective
of its owner’s probability judgements a positive net worth, yet lenders
might believe that the expected present discounted value (given their prob-
ability judgement) of what they could extract from the firm is less than the
opportunity cost of those funds.

Imperfections in the equity market (whether arising from adverse selec-
tion and incentive concerns or enforcement problems, for example, associ-
ated with costly state verification) lead to what may be thought of as equity
rationing – or at the very least, the costs of issuing new equity may be very
high, making firms reluctant to engage in this form of finance, even when
they cannot obtain loans (see Myers and Maljuf (1984), Greenwald, Stiglitz
and Weiss (1984), and Helmann and Stiglitz (2000)). Equity rationing also
implies that firms cannot diversify their risk well – making them act in a
more risk-averse manner. The market imperfections which lead to equity
rationing (e.g. problems of monitoring profits, problems in corporate gov-
ernance, of information asymmetries) are often far worse in developing
countries than in developed countries. This may be one of the central ways
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17.1 Introduction

The recessions and depressions that have spread around the world in the
past two years, beginning in Thailand, moving on to other countries in
East Asia, then on to Russia, and now plaguing much of Latin America, are
but the most recent of the economic and financial crises which have
afflicted the developing world with increasing frequency and severity over
the past quarter-century. The most recent crises are markedly different from
those that characterized the debt crises of the 1980s: they were not precipi-
tated by profligate governments with large cash deficits and uncontrolled
monetary policies. They also occurred in countries which, for the most
part, were following prudent macroeconomic policies, and some of which
had quite sophisticated institutional arrangements. And while economic
fluctuations in all countries have a disproportionate effect on the poor (see
Furman and Stiglitz (1999)), in the case of less developed countries (LDCs),
their impacts on increased poverty may be especially marked, leaving scars
behind in the form of interrupted school and malnutrition, given the
limited safety nets and the large impacts on real wages.1 Even with more
extensive safety nets if there is a large enough fluctuation, governments
may not be able to cope adequately. Moreover, in contrast to most devel-
oped countries, many developing countries exhibit pro-cyclical fiscal poli-
cies. In many cases, the expenditure contractions include reductions in
social expenditures (even if the share of these expenditures in total govern-
ment expenditures does not fall); and these social expenditures are often of
disproportionate importance to the poor.2

Economic volatility is of importance to developing countries not just
because of the short-run adverse effects on the poor. It has been shown to
also have adverse effects on economic growth. There are thus ample
reasons for trying to understand better the determinants of economic
volatility. The marked differences in the downturns in Latin America in the
early 1980s and in East Asia in the late 1990s means that we need a general
framework for thinking about macroeconomic fluctuations – one that can
encompass the marked differences among countries.

This chapter attempts to set forth such a general framework. It is a frame-
work which applies both to developed and LDCs. It is general enough to
incorporate the important structural, institutional and policy differences
between developed and LDCs, which might account for differences in their
macroeconomic performance. Creating such a framework is important: the
failures in predicting the course of evolution of the economies in East Asia
played an important role in shaping policies which, it is now generally
agreed, served to exacerbate the downturn in those countries. We shall argue
that certain developments in macroeconomics for more advanced countries
have provided the intellectual framework around which a set of macro-
economic models for LDCs can be constructed. At the same time, the stark
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outcomes of recent crises in developing countries help us see more clearly
some of the underlying structural issues in developed-country macro-
economics. As has been the case in the past, for example in the labour
market, where efficiency wage theories, first formulated for developing
countries, have become central to understanding real wage rigidities in
developed countries, there are strong synergies between developed country
macroeconomics and macroeconomics for developing countries.

The paper is divided into two sections. The first puts the issue of macro-
economic paradigms within a broader setting. The second looks more care-
fully at a range of short-run dynamic effects, which to date have not been
incorporated in traditional macroeconomic analysis. A sequel (Easterly,
Islam and Stiglitz (2000)) explores in greater detail the empirical evidence
on the determinants of volatility in general and recessions in particular.
The conclusion includes some remarks about the policy implications of the
analysis.

17.2 Dynamics, macroeconomic equilibrium and the
standard competitive model

The starting point of modern macroeconomics is the competitive equilib-
rium model, in which not only are all resources fully employed, but they
are deployed efficiently. Fluctuations in output therefore reflect changes in
inputs (say the desire of workers to work) or changes in technology, the
relationship between inputs and output. While these real business cycle
theories provide plausible explanations for variability in the rate of growth,
they have a hard time providing persuasive explanations of economic
downturns in a large, closed economy such as the United States: does one
really believe that the Great Depression, or even the Reagan recession, was
caused by these factors? That the reduced employment was a sudden desire
of workers to enjoy more leisure, which quickly changed once again a
couple of years later? And that to the extent that the reduction in output
exceeded the reduction in labour, it was due to a sudden attack of
Alzheimer’s disease, technical regress, a forgetting of efficient production
technologies? To be sure, for small open economies, adverse terms-of-trade
shocks can have much the same effect as a negative technology shock, and
this is one of the important differences between macroeconomics in these
economies and that which underlies some of the traditional closed
economy models.

17.2.1 New views of economic fluctuations versus old business 
cycle theories

Thus employment and output fluctuations inevitably relate to shocks and the
manner in which the economy copes with those shocks – the extent to which
the individually rational actions of firms and households, and the policy
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interventions of governments,3 add up to collective behaviour which either
brings the economy quickly back to full employment and efficient resource
utilization or not. Thus, analyses attempt to understand the sources of the
shocks, and the structures of the economy and policy interventions which
either amplify or dampen those shocks, and either make their impacts short
or long lived.

The modern perspective on these issues makes the analysis particularly
complicated, because what is viewed to be individually rational on the part
of households and firms depends on their beliefs both about the behaviour
of each other and the policy regime of the government – which in turn
may depend on its beliefs about their behaviour. And the shocks them-
selves are, to some extent at least, endogenous, determined by outsiders’
beliefs about the economic structures. Thus macroeconomics is concerned
with the dynamics of quite complex systems, and, inevitably, simple
models focus on one malfunction or another.

This perspective is markedly different from classical business cycle
theory, which saw the economy as described by a set of difference or differ-
ential equations, which exhibited cyclicality – the most famous examples
of which are Samuelson’s multiplier accelerator model and Hicks’s business
cycle theory. The fundamental objection to these mechanistic approaches –
beyond the unpersuasiveness of some of the underlying technological
assumptions (e.g. the accelerator) – is that if they were true, downturns
would be predictable, and then government, through monetary and fiscal
policy, could and should take countervailing measures. In fact, at least for
the United States, there is no evidence that the longer the expansion, the
higher the probability of a downturn: that is, there is no evidence of a
regular cycle (though, to be sure, there are fluctuations).4

Wage rigidities versus more general deviations from the competitive model

For nearly half a century, attention was centred on the downward rigidity in
money wages and prices. It was, in effect, the price of labour and goods, rela-
tive to money, which impeded the adjustment of the economy. Rigid real
wages provided an easy explanation of unemployment – a leftward shift in
the demand curve for labour immediately turned into unemployment. And
the leftward shift in the demand for labour could be explained by the falling
demand for goods, itself explained by rigidities in inter-temporal prices – in
the interest rate, which monetary policy seemingly could not bring down, or
bring down enough to stimulate consumption and investment.

Subsequent work has focused on amplifying the reasons for nominal and
real wage rigidities (menu costs, efficiency wage theory, portfolio theories
of adjustment) and finding deeper explanations for the failure of monetary
policy to bring down interest rates, beyond the liquidity trap (e.g. risk-
averse behaviour of banks, especially when confronted with excessively
tight regulatory oversight).
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More recent strands of research – some reviving strands that pre-dated
Keynes (and which actually exist within Keynes) – have focused, for
instance, on differences in adjustment speeds (see Stiglitz (1999)), as well as
on distributive effects that arise from price changes, especially those against
which individuals cannot be insured (reflecting incomplete contracts).
Economists are increasingly aware that income effects arising from distribu-
tion changes can often overwhelm substitution effects arising from price
changes; and this is especially so when there are asymmetries in the adjust-
ments of real variables. For example, it is easier, less risky, or less costly to
contract the utilization of some inputs than to expand them. (Note that
traditional Keynesian theory focused on asymmetries in adjustment of
wages and prices; here we argue that asymmetries in adjustments of real
variables are every bit as important.)

There has thus been a growing recognition that wage (and price) rigidities
may not be the only, or even the most important departure from the
standard competitive equilibrium model relevant for explaining the nature of
economic fluctuations. Moreover, as we have argued, modern macro-
economics emphasizes the dynamic reactions of market economies to
shocks, the failure of wages to adjust may not be the most interesting, or
most important, part of these dynamics. Traditional macroeconomics
incorporates only a few of the relevant rigidities and dynamics. In particular,
two important sets of dynamics and rigidities have been underemphasized:
real interest rate constraints and dynamics, and balance-sheet dynamics of
firms, financial institutions and government, an extreme case of which is
illustrated by the dynamics of corporate distress and bankruptcy.

Below, we explain the various channels through which the dynamic
forces operate. Such a taxonomy is important, because adjustment
processes may differ among countries.

Comparative static analyses versus dynamic analyses

There are several important aspects of this change in perspective that
should be stressed. The first is that, in the past, what passed as dynamic
analysis was little more than comparative statics. The difference is not just
a matter of exposition: the dynamics of adjustment may have the opposite
effect from that predicted by a comparative static analysis. For instance, a
fall in prices would, it was asserted, raise consumption through the real
balance effect. What should have been said is, ‘a lower level of prices would
be associated with a higher level of consumption’. But for the economy to
go from one level of wages and prices to a lower level requires adjustment –
typically, there is not an instantaneous jump in prices. The adjustment
process has its own consequences: falling prices mean that, at any level of
the nominal interest rate, real interest rates are increased. If nominal inter-
est rates cannot be pushed below zero, then the faster prices fall, the higher
is the real interest rate – and presumably the lower is investment. As a
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second example, consider the effect of lowering wages. Lower wages might
normally be thought of as inducing employers to hire more workers. But if
falling wages induce increased uncertainty on the part of consumers, they
may cut back consumption, and the reduction in aggregate demand (if not
offset by some other countervailing government policy) may reduce
employment – more than offsetting the direct effect of lower wages.

The importance of institutions

A second difference between the new perspective and traditional macro-
analyses is that in the latter, institutions (other than labour market
institutions which give rise to wage rigidities) play no role. By contrast, in
the new perspective, financial market institutions (banks, securities markets,
and the governmental authorities that regulate them), in particular, are
central. Financial market institutions, in turn, have profound effects on
firm behaviour (on how, for instance, firms cope with shocks). Differences
in these institutions between developed and less-developed countries
provide some of the key insights into the marked differences in macro-
behaviour. Another important difference between developed and less-
developed countries is the nature of fiscal policy: governments seem to
pursue pro-cyclical rather than counter-cyclical policies. There are a
number of possible explanations for this pattern, including imperfections
in capital markets which put constraints on government’s ability to finance
deficits in recessions.

Endogeneity of institutions and shocks

The new views emphasize the endogeneity of many factors that were previ-
ously taken to be exogenous – including institutions and ‘shocks’. Thus,
East Asia may have had deeper debt financial institutions partly because it
had experienced fewer shocks. Had it faced the level of shocks experienced
elsewhere, firms would not have been willing to undertake the risks associ-
ated with the high-debt strategy, households would not have been willing
to save in financial assets, and governments might not have been willing to
provide the implicit or explicit insurance which made those risks that
much more bearable. But countries in which firms have sufficiently high
debt/equity ratios and in which financial institutions are sufficiently lever-
aged may themselves ‘invite’ shocks: that is, for instance, they may be
highly susceptible to changes in perceptions, for example of the country’s
economic future. Under conditions of high leverage, slight changes in
those perceptions can be amplified into large differences in expected
returns, and thus into large changes in capital flows; and these large and
swift changes in capital flows (given open capital markets) can induce an
economic downturn, or even a crisis.

But clearly, not everything can be endogenous – or at least cannot be per-
ceived that way by the policy economist. Governments can be thought of
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as adopting a policy regime,5 for instance, whether to open up the capital
account (on the short end) or to engage in trade liberalization. While the
level of trade or capital flows may be endogenous, the regulatory regime –
the rules of the game – can at least be thought of as exogenous.
Governments can decide whether to deregulate financial institutions. They
may be able to decide – within constraints – on the macroeconomic
regime.

17.2.2 Anomalies: further problems with the standard paradigm

In formulating macroeconomic models, we need to look carefully at the
data. Models based on, say, price and wage rigidities become unpersuasive
if the evidence suggests that wages and prices are highly flexible. The data
show that LDCs which have both more flexible wages and prices still
exhibit high volatility (Easterly, Islam and Stiglitz (2000)). We need to ask:
can this high level of volatility be explained simply by the fact that the
countries are exposed to more shocks (or have a less diversified economy),
or are there other aspects of their structure or policy regimes which explain
this volatility?

A model that has a clear prediction which is contravened by the evidence
should be viewed with suspicion, particularly if the prediction is ‘central’ to
the theory. For instance, a clear prediction of the standard competitive
model is that a small country should face an essentially horizontal demand
curve for its exports. Thus, aggregate demand should not be a central
problem for a small open economy, assuming that it does not try to set its
exchange rate at an inappropriate level. A standard Keynesian model
cannot provide a good explanation of unemployment in a small open
economy. Yet many small open economies do face serious economic down-
turns. Similarly, if a country engages in a significant devaluation, output in
the tradable sector should only be limited by supply concerns, and unem-
ployment should only be related to the costs and pace of labour mobility –
moving from the non-tradable to the tradable sector. The fact that the large
devaluations in East Asia (and elsewhere) did not have the predicted result
– many firms in the export sectors seemed to have excess capacity – thus
suggests that that model may leave out something important, at least as far
as a description of those economies is concerned. We call such a deviation,
a discrepancy between the prediction of a widely accepted model and
‘reality’, an anomaly.

Anomalies force one to re-examine the assumptions of the model, to look
for alternative models which are consistent with the observed behaviour.
We argue that many of the seeming anomalies (which we shall shortly
describe) can be explained by a model that incorporates a variety of market
imperfections and institutions into the analysis; in particular, we shall
focus on the role of financial markets, institutions and constraints.
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For instance, consider the seeming anomaly just described, the marked
fluctuations in output in small open economies and the failure of exports
to expand in the predicted manner in East Asia in response to the large
devaluation. We can explain both of these phenomena by focusing on
supply: there were disturbances to the economy that affect firms’ supply
curves. In the case of East Asia, the source of the supply disturbance is not
hard to find: the interruption in the flow of credit, and the high interest
rates that those with access to credit had to pay. The lack of credit availabil-
ity and the high interest rates combined to force many firms into bank-
ruptcy, further shifting the market supply curve to the left.6

Impacts of recent crises on real wages are equally troublesome. Assume,
for simplicity, that the trade and non-tradable sectors have production
functions of constant elasticity; in the obvious notation:

Ln QT = � ln LT, and
Ln QNT = � ln LNT

Then in competitive markets, a 20 per cent increase in the labour force in
the traded sector results in an � ¥ 20 per cent increase in output of
tradables, and a 1 – � ¥ 20 per cent fall in real product wages. For instance,
with the elasticity of output of 0.8, output increases by 16 per cent and real
product wages fall by 4 per cent. But while output in the non-tradable
sector contracts, real product wages in that sector rise. Since real wages –
measured by consumption – will be disproportionately weighted by non-
tradables (if the country imports investment goods), average real con-
sumption wages will fall by less than 4 per cent, and may even rise. 
For instance, if � also equals 0.8, and half the workforce was initially
employed in each sector, and if individuals only consumed non-tradables,
then real consumption wages would have (in the neoclassical model) risen
by 4 per cent.

Anomalies in the financial market – deviations from what we would predict
if financial markets worked perfectly – are perhaps even more telling.
Investors in a perfect capital market do not care about own-risk, only about
covariances; and a market, such as that of Thailand, is sufficiently small that
the covariance with global financial markets is likely to be small. Thus, to a
first order approximation, investors will not respond to an increase in the risk-
iness of the market, only to a change in expected returns. Similarly, changes
in overall risk premia should have little effect on the terms at which funds are
made available to individual countries.

Earlier literature has called attention to a number of other seeming
anomalies: the fact that inventories do not act to stabilize the economy
(low marginal costs in a recession should induce firms to produce then, to
sell in the boom); the fact that real product wages do not rise in a recession
(if firms were moving along a fixed production function/supply curve, as
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output/employment falls, the marginal product of labour should rise); or
the fact that most investment regressions show that nominal interest rate
as, or more, important than real interest rates, and that cash flow variables
matter. To be sure, each of these anomalies can be explained by Ptolemaic
exercises; the point, however, is that there are central predictions of the
standard models which seem at odds with the evidence. Analyses focusing
on imperfections arising in the capital market provide coherent and plaus-
ible explanations for all of these phenomena. While we cannot go so far as
to suggest that these capital market imperfections fully explain the
observed differences in macroeconomic behaviour across regions, models
which incorporate these financial-market effects at least provide interesting
interpretations of those differences. As we comment in the final section,
policies based on neoclassical models – which ignore these and other con-
straints, market imperfections and dynamic considerations – are not only
likely to be ineffective, but they may be counterproductive, as they
arguably were in East Asia.

17.3 A taxonomy of effects

As we have already suggested, there is more to macro-dynamics than just
the observation that wages and prices fail to adjust to equilibrate markets.
But dynamics are complicated. If we are to have a reasonable chance of
incorporating all the important dynamic effects, we need to have a system-
atic way of thinking through these effects. For that, we need a taxonomy of
dynamic effects. We can categorize effects in four ways:

1. According to the aspect of aggregate demand which they affect (con-
sumption, investment, exports, imports, government expenditures,
taxes).

2. According to the productive sector which they affect (tradables, non-
tradables, investment goods, consumption goods, manufacturing,
service sector, etc.).

3. According to the nature of the effect – that is, substitution (within a
period, or inter-temporal substitution effects), income or wealth effects,
cash flow (financial constraint) effects, and informational/organiza-
tional effects, for example, associated with the bankruptcy of firms and
financial institutions;7 in the case of wealth effects, whether the effects
are on households, or firms, whether the effects arise from a changed
ability or willingness to bear risk; in the case of financial constraint
effects, whether they arise as a result of a reduced cash flow of the firm
or household, or because of reduced lending or higher interest rates
charged by financial institutions.

4. According to the source of the effect – that is, adjustments in wages,
prices, exchange rates, or interest rates, or expectations about changes
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in those variables. These variables are, however, often endogenous –
though in analysing the dynamics it is often useful to trace out the
effects of changes in each of these variables, however they come about
(i.e. whether as a result of a changed government policy, such as a
change in the exchange rate, or whether as a result of a response to
some other change).

Thus, for instance, we can identify the impact of interest rate increases or
exchange rate decreases on each component of aggregate demand and on
each productive sector of the economy; we can describe, in each case, how
those effects operate through substitution effects, through impacts on firms
via cash constraints or net worth effects, or through effects on the
economy as a result of induced bankruptcies and the resulting weaknesses
in financial institutions.

Clearly, meaningful economic analysis needs to select out among this
huge array of possible effects those that are likely to be, or have been,
most important. It is one of the central theses of this chapter that previous
studies have paid too much attention to the consequences of nominal
wage and price rigidities, and too little attention to dynamic effects arising
from firm and financial institution wealth and cash flow constraints
(which by hypothesis under neoclassical theory simply do not exist).
These effects affect both supply and demand – and indeed, one of the
central implications of the new theory concerns that intermingling of the
two sides of the market – a shock to aggregate demand quickly can
become translated into a shift in the aggregate supply curve (and not just
a movement along the aggregate supply curve.) Moreover, a key part of
the dynamic analysis is tracing out interaction effects: how a global
financial shock, such as occurred in 1998, affects a country depends on
the openness of the capital account, its dependence on international
trade, and the degree of leverage of firms and financial institutions.
Central to our analysis is thus an attempt to understand how certain
aspects of the structure of the economy affect how particular shocks (the
source of the dynamic disturbance) work their way through various parts
of the economic system.

17.3.1 Further aspects of dynamic models

Three of the four elements of this taxonomy are easy to understand: the
source of the effect, and the sector or aspect of demand which they affect.
The most important and difficult to come to grips with is the category we
have labelled ‘nature’ of the effect. If we had limited ourselves to the
simple competitive model, our task would be easy: we would only need to
identify income and substitution effects. But, as we shall see, there are a
variety of ‘channels’ and ‘institutions’ through which the impact of a shock
to the economy are mediated.

Easterly, Islam and Stiglitz: Volatility and Macroeconomic Paradigms 361



Expectations

Dynamic effects are complicated because they depend on expectations, on
beliefs about what will happen in the future, and often we have scant data
to infer those beliefs. This is especially true for the relatively rare events we
call crises: how should someone have formed their expectations in the
midst of the Great Depression, the worst economic downturn since the
beginning of capitalism; or in Indonesia and Thailand today, the worst eco-
nomic crises these countries have faced since the advent of industrializa-
tion in their societies? Moreover, with fixed, sunk costs (and, more
generally, irreversibilities) and imperfect information concerning the
future, households and firms become sensitive to option values, how
actions they take today foreclose or open up new options for the future.
And in a world with imperfect information, individuals and firms also
become sensitive to how their actions – or changes in their actions – affect
others’ beliefs, and therefore their future opportunities. Still, while we may
not be able to predict with any degree of reliability how expectations will
change, the fact is that ‘shocks’ to the economy do exercise their dynamic
influence through changes in expectations.8

Public dynamics

In addition, dynamic models need to specify the government’s dynamic
regime: for example, whether government attempts to set the interest rate,
the level or rate of expansion of the nominal or real money supply, and so
on, and how it adjusts those policies in responses to changing economic
conditions. The empirical analysis reported in Easterly, Islam and Stiglitz
(2000) shows convincingly that the macroeconomic behaviour of the
public sector in developing countries is markedly different from that in
developed countries: in particular, there is evidence of pro-cyclical fiscal
policy in the latter and counter-cyclical behaviour in the former.9 Ongoing
research is attempting to identify the explanation for these differences; one
obvious hypothesis is that developing-country governments typically face
more binding capital constraints in downturns, so that while they might
like to engage in counter-cyclical policies, declining revenues in a recession
and reduced access to funds force a contraction in the (full-employment)
deficit10 and in expenditures.

Balance sheet effects

Firm wealth effects. Theory11 and evidence12 both support the hypothesis
that firms act in a risk-averse manner, and that the effective degree of risk
aversion is affected by their wealth: for example how close the firm is to
bankruptcy.13 Large (unanticipated) increases in interest rates for a firm
with a heavy level of short-term indebtedness decrease the firm’s net
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worth. An unanticipated decrease in exchange rates increases the net worth
of an exporting firm (measured in local currency), even if it has foreign-
denominated debts, so long as it is not overexposed – which, by hypothesis
(for a risk-averse firm), it will not normally be.14 Other firms may have
gambled (or had ‘irrational expectations’), inducing them to have uncov-
ered positions, such that a decrease in the exchange rate lowers their net
worth.15

Changes in firm wealth (regardless of source) induce both demand and
supply responses, and responses in goods, labour and finance markets.
Except when production is to order or there are good forward markets, all
production involves risk-taking (since firms must expend resources on
inputs before they have assured markets and prices); hence risk-averse firms
will cut back on production, and ‘liquefy’ – reduce inventories (or the pace
of inventory accumulation); if the net wealth shock is large enough, a firm
may even discharge workers.16

There is a particular group of firms which play a pivotal role in the
economy – financial institutions. Their ‘risky’ activity is lending – based on
screening and monitoring loan applicants. Adverse net-worth shocks to
these institutions lower their ability and willingness to bear risk – that is,
lower the amount that they are willing to lend at any interest rate. Certain
groups of borrowers may actually be excluded from the market.17

Effects of distress. When negative net-worth shocks are large enough, firms
may go into distress, that is, be on the verge of, or in, bankruptcy.18 The
actual dissolution of firms results in a loss of potentially enormously valu-
able informational and social capital (the ‘good will of the firm’, which in
many cases can be substantial, is a measure of the value of this capital).
While when bankruptcy is the result of mismanagement of a firm, there
may be a presumption that the loss in organizational capital may be
minimal, when it is a result of macro-disturbances, the costs are undoubt-
edly greater. Indeed, Ferri and Kang (1999) have shown that, in the case of
Korea, there is little evidence that bankruptcy acted in the recent crisis as
an effective sorting mechanism, distinguishing between well and poorly
managed firms.

But the fear of bankruptcy of a firm has adverse effects on all those with
whom the firm does business. Good workers start to look for other jobs,
customers (in the case of goods other than standardized commodities) will
insist on a lower price to compensate them for the risk of the failure of a
completion of a contract, or will simply switch to suppliers that are viewed
to be more reliable. Indeed, there are reports that this effect was important
in East Asia: in spite of the huge devaluation, many apparel purchasers
shied away from placing critical orders (e.g. for Christmas goods).

Because of the complex credit inter-relationships among firms – most
firms supply credit to customers and/or suppliers – bankruptcy of one firm
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in which the risk absorption capacity of developing countries is weaker
than in developed countries.

More generally, an important determinant of the magnitude of this
‘financial sector’ effect is the extent of integration of the economy into
global capital markets. Weaknesses in the country’s own financial market
institutions may matter little if firms in the country have easy access to
banks abroad. In fact, in relatively few countries – even developed countries
– do small and medium-size enterprises have access to banks or other
sources of finance outside their own country.

Capital outflows

Outside investors (or even domestic wealth-holders) may, observing the
weakening condition of firms and financial institutions within the country,
decide to pull their (short-term) money out of the country and put it else-
where, thus further weakening both firms and financial institutions (e.g. by
further weakening the currency), and possibly inducing a crisis.

These adverse effects on the terms at which firms can get access to funds
will be exacerbated by the presence of credit rationing. The increased uncer-
tainty about different firms’ balance sheets, caused by the economic distur-
bance, may lead to a greater prevalence of credit rationing. Credit rationing
itself, and the fear of credit rationing, leads to further contractions in
demand (investment, including inventories), as firms attempt to increase
their liquidity. Further, the increases in interest rates charged by banks in
response to their increased perception of risks has further adverse effects on
firm’s balance sheets (to the extent that they are dependent on short term
credit). This reinforces the effects noted above, both on supply and
demand.

In conclusion, we need to re-emphasize that the volatility of the economy
will differ across countries according to the nature of the shocks they face, the
structure of the economy and the policy regime of the government. Small
open countries, for instance, are more exposed to external shocks arising from
abroad; countries that are exporters of commodities may be particularly vul-
nerable, given the high level of volatility of commodity prices. Short-term
capital flows seem particularly volatile – and expose the country to consider-
able risk. Hence, countries with more open capital accounts (more integrated
into the global capital market) may be better insulated from the impacts of
shocks to their own financial institutions (since they can more easily turn
abroad to a source of funds), but are more at risk to changes in sentiments
concerning the relative risk-adjusted returns at home and abroad. Higher
degrees of leverage increase the probability of default of a firm; but the degree
of leverage itself should adjust to the risk facing the firm. On theoretical
grounds alone, it is difficult to say which of the various effects discussed in
this paper will dominate. For example, greater wage and price flexibility may
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or may not reduce volatility in growth and employment. The data indicate
that OECD countries have both lower growth volatility and lower wage flexi-
bility than non-OECD countries. In other words, rigid wages are probably not
the most important factor affecting growth volatility (Easterly, Islam and
Stiglitz (2000)). In fact, the role of the financial sector turns out to be the most
important factor affecting growth volatility.

17.4 Concluding comments

This paper can be thought of as a re-examination of the standard para-
digms concerning economic stability. As we have repeatedly emphasized,
economic stability is important both because of the short run impacts on
society, particularly on the most vulnerable (and LDCs typically have weak
safety nets to protect the very poor, and inadequate risk mechanisms even
to adequately absorb risk for other segments of the population), and
because of its long-run impacts on growth. The recent global crisis has
clearly shown weaknesses in both the standard views of what is required for
macro-stability and how to respond to crises when they occur. It has shown
that a country’s financial structure could be as important a source of insta-
bility as can large government deficits.

This chapter presents three underlying hypotheses: that macro-behaviour
of developed and less-developed countries differ significantly; that in
understanding those differences one has to look more carefully at a variety
of dynamic effects which traditionally have been omitted or underempha-
sized in standard economic models, and that some of the most important
‘omitted’ variables are those relating to the financial sector. The sequel
(Easterly, Islam and Stiglitz (2000)) largely confirms these hypotheses
empirically.

The results of our theoretical analyses, if correct, have strong policy
implications, some of which entail markedly different policy prescriptions
from those of the conventional model, as illustrated by the following
examples:

• In the standard model, countries are told to render labour institutions
more flexible, to allow a more rapid lowering of real wages, so that the
demand for labour can more rapidly adjust to supply. But there are
aggregate demand effects of wage adjustments, and the adverse effects 
of these may more than offset the positive effects arising from wage
flexibility.

• In the standard model, countries are told that opening the capital
account will allow risk diversification, stabilizing the economy; in fact, it
appears that any benefits on this score can be more than offset by the
fact that capital movements are highly variable – and can be highly pro-
cyclical, in some cases inducing downturns, in others exacerbating
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fluctuations that arise from other sources. Policy makers should devise
new financial strategies that hedge against these risks while maintaining
their access to finance.

• In the standard model, countries are told that raising interest rates
draws capital into the country and thereby strengthens the exchange
rate, and thereby the economy. In practice, the evidence that raising
interest rates strengthens the exchange rate is, at best, ambiguous; in
countries with high levels of short-term indebtedness, the adverse net
wealth effects – leading to firm and financial institution distress and
exacerbating cash constraints – more than offsets the direct effect. It is
not surprising then that some countries have wound up not only with
a weaker economy, but even a weaker exchange rate. More generally,
our analysis suggests that analyses that do not take account of impacts
of policy changes on net worth, distress of firms and financial institu-
tions, and financial constraints and institutions are likely to miss the
mark.

• In the standard model, weakening of the exchange rate should quickly
result in a strengthening of the economy, as exports increase. If firms
have large uncovered positions, these beneficial effects may be more
than offset by adverse net wealth effects. But even if that does not occur,
if there is a belief that the exchange rate may have overshot, and if
domestic investment is complementary with imported investment
goods, then the impact effect of the devaluation may be negative; the
adverse effects on investment may be larger in the short term than the
direct stimulus to exports.

• While most developed countries have built-in stabilizers, provided by
progressive taxation and welfare programmes, most developing coun-
tries lack these, and in some cases are moving to policy regimes that
exacerbate fluctuations, for example rigid implementation of capital
adequacy standards, the effect of which is to reduce credit supplies in
recessions.

• In the standard model, openness enhances economic growth20 and high
economic growth reduces volatility and makes countries less subject to
an economic downturn. But openness also contributes significantly to
economic volatility.

• Standard models do not take account of the constraints on government
policy; our analysis suggests that such constraints may be so important
that governments in developing countries have actually been forced to
pursue pro-cyclical fiscal policies.

• Standard models give short shrift to financial institutions (often seeming
to suggest that the whole sector can be embedded in a money demand
equation); our analysis (confirmed in Easterly, Islam and Stiglitz (2000))
argues that financial institutions play a central role in economic volatil-
ity in general and downturns in particular.
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There has been a growing consensus that at the root of the problem of
instability, or at least an important factor contributing to East Asia’s
difficulties – and to the increasing frequency of financial and currency
crises throughout the world – has been the excessive zeal for financial
market and capital account liberalization without taking into account the
full range of consequences, including increased volatility, and how coun-
tries should respond to this riskier environment, for example by availing
themselves of hedging mechanisms against financial volatility when these
exist. And research inspired by that crisis has shown that the traditional
responses – raising interest rates to defend exchange rates – have at best a
spotty record of success in terms of the intended goal, though they can
force economies into severe recessions when prolonged.

For several decades now, a basic strategy for understanding unemploy-
ment, and economic volatility more generally, has been to ask, ‘In what
ways does the market differ from the competitive ideal?’ Traditional
Keynesian analysis emphasized only one way in which market economies
deviated from the competitive ideal – wages and prices were rigid – and it
followed that increasing wage and price flexibility should be expected to
bring economies closer to that ideal. Even within that traditional frame,
much of the standard analysis seems to have left out some important first
order effects, for example, the dynamic consequences of wages and prices
falling or of exchange-rate overshooting, which may result in short run
adverse effects that appear earlier and more dominant than the compara-
tive static effects, which come into play later, and which have until now
been the primary focus of attention.

This approach provided clear guidance for policy: try to make the
actual economy approximate more closely the Arrow-Debreu ideal, for
example, make wages and prices more flexible. Interestingly, many of the
standard prescriptions that were commonplace in the 1980s and early
1990s were selective (in ways which could not be justified by economic
theory) in which of the postulates of that model that were emphasized –
for example, private property over competition. But ironically, in the
same period during which that model gained ascendancy in the context
of development, its underlying postulates came under severe attack – its
assumptions, for instance, concerning information, and its inability to
deal with innovation and entrepreneurship, issues which are central to
development. Financial markets are important, precisely because of infor-
mational issues: they select among competing use of funds and monitor
their use.

Thus, there is now increasing recognition that the Arrow-Debreu model
provides a fundamentally flawed view of the market economy; if it had pro-
vided an accurate description, market socialism would have had a far better
record than it did (see Stiglitz, 1994)), and attaining macro-stability would
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have been a far easier task than has proved to be the case. It is concerns
that appear nowhere in that model – issues such as bankruptcy, imperfec-
tions in risk markets (equity markets), credit constraints – that may domi-
nate the short-run behaviour of the economy, both in the private and in
the public sector. Unless and until these concerns become incorporated
into analytic frameworks used for policy responses in developing countries,
there can be little confidence in the effectiveness of policy prescriptions.
We cannot even be sure of that perhaps-too-often neglected element of the
Hippocratic code: do no harm.

Notes
1. For instance, real wages in Korea fell by more than 9 per cent in 1999. At the

same time, some developing countries have managed to cope with the crisis
remarkably well, in spite of the absence of a social safety net. In Thailand, there
appears to have been little interruption in schooling (though the pace of
improvement was adversely affected) and little evidence of increased malnutri-
tion (World Bank (1999)).

2. World Bank (1992) found that shares of spending on health and education in
countries receiving adjustment lending remained unchanged, while Corbo,
Fischer and Webb (1992) found that education shares declined.

3. There has been increasing attention on the political economy of macroeconomic
policy; thus, government is not viewed as a single actor, with well-defined
preferences and beliefs.

4. President of the United States (1997) and Stiglitz (1997).
5. Though from the perspective of political economy, even the policy regime can

be thought of as endogenous.
6. There are often alternative explanations of a seeming anomaly; for instance, 

if firms even in a small open economy face downward-sloping demand curves
for their products, even a large devaluation may generate only a limited increase
in the demand for their products. The power of the models to be presented
below is that they simultaneously provide explanations for several of the key
anomalies.

7. Other information effects are associated with changes in firm behaviour, which lead
others (e.g. customers, suppliers, or creditors), to change their views about the
firm’s financial position (e.g. the likelihood of bankruptcy). Similar effects arise in
the labour market, where workers may worry that accepting a low-skilled job will
stigmatize them. Still other information effects arise from changes in prices which
have variable and uncertain effects: for example, on the net worth of firms. Thus, a
large increase in interest rates increases the uncertainty about a firm’s net worth,
unless there is extremely good data concerning each firm’s asset structure.

8. Much of the popular discussion of crises focuses on ‘confidence’, which could
mean either an improvement in, say, the expectation concerning mean return
and/or a reduction in the variance of return. Many of the failures of the policy
prescriptions can be thought of as based on poor models predicting the impact
of actions on ‘confidence’.

9. For Latin America, see also Hausmann and Gavin (1996).
10. Though the observed deficit may actually increase.
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11. This is because imperfections in equity markets (which themselves can be
explained by informational imperfections; in the case of most developing coun-
tries, few would question the hypothesis of limitations in equity markets) limit
the extent to which risks can be shared and shifted; and because agency prob-
lems in large corporations lead to incentive schemes which induce risk averse
behaviour in managers. See, e.g, Leland and Pyle (1977); Stiglitz (1982);
Greenwald and Stiglitz (1991).

12. There is a large catalogue of firm behaviour which is hard to reconcile with the
standard neoclassical model with risk-neutral firms but which is consistent with
the theory of the risk-averse firm (see the discussion above and Stiglitz (1982)
and Greenwald and Stiglitz (1991)).

13. Note that, when there are costs to bankruptcy, firms whose wealth falls below a
critical threshold may start to behave in a risk-loving manner; to use Ed Kane’s
memorable phrase (in the context of financial firms with negative net worth),
they are zombies, gambling on resurrection (see Kane (1990)).

14. There is one possible exception: if foreign lenders have provided funds at
sufficiently attractive terms, relative to the cost of local funds, even risk-averse
firms may be overexposed, in the sense that their net worth declines as the
exchange rate increases. Misguided banking regulations (e.g. in more advanced
countries, which encourage short-term lending abroad) can lead even rational
financial institutions to provide funds at these favourable terms.

15. Easterly (1990) has a model in which devaluation is contractionary via this
channel.

16. Such an action illustrates both the importance of option and information
effects. If a firm believes that its demand for labour may soon rise, it will retain
workers even if it currently does not need them; if it is uncertain about how
long an upsurge in demand will last, it will prefer to pay overtime than to incur
the fixed costs of hiring additional workers.

17. That is, as is well known, credit markets may be characterized by rationing.
Similar problems arise in equity markets as well.

18. Technically, a firm is in bankruptcy only if its creditors have gone to the courts
to seek redress, or the firm has gone to the courts to seek protection from credi-
tors. We use the term ‘distress’ more generically to refer to situations where
either the firm’s net worth is negative, or its cash flow (including what creditors
are ‘voluntarily’ willing to lend or roll over) is insufficient to meet its debt oblig-
ations. Creditors could, in principle, go to the court, but it may be less costly
and more effective to do an out-of-court settlement. Even so, bankruptcy law
provides the backdrop against which negotiations in these circumstances occur.

19. Note that these unpaid liabilities inhibit both the activities of firms and of their
creditors. The debt overhang is a liability to firms, yet it is not really an asset to
financial institutions, which necessarily must take a conservative position in dis-
counting the likelihood of being repaid.

20. This is not quite correct: in the standard model, greater openness induces greater
efficiency, a one-time gain in productivity, but it does not lead to sustained
increases in economic growth. But the conventional wisdom, and much of the
econometric literature, argues that openness not only has one-time efficiency
effects, but long-term growth benefits, perhaps as a result of the discipline pro-
vided by enhanced competition, perhaps as a result of the increased awareness
of new technologies, perhaps as a result of the availability of a broader array of
intermediate good inputs.
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